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ABSTRACT

The dissertation consists of three chapters on understanding marketing innovations, in-
cluding targeted marketing and new product development.

The first chapter studies a novel targeting problem that many firms face and develops a
new method for targeting experimentation. Adaptive learning policies that guide how firms
trade off acquiring new information to improve a current targeting policy, versus exploiting
the current policy to harvest, typically focus on settings in which customers arrive individu-
ally, in a frequent sequence. However, in practice, firms often conduct marketing campaigns
in batches, in which they target a large group of customers with personalized marketing ac-
tions together. This has an important implication for how firms resolve the tradeoff between
acquiring new information and exploiting the current policy. The large number of customers
in each batch (campaign) introduces an information externality: the incremental information
contributed by a single customer depends upon the assignment decisions for other customers
in the batch. We investigate how to optimally acquire and coordinate information in these
settings. The algorithm we propose uses Gaussian processes to estimate the value of incre-
mental information, while accounting for the information externality between customers in
the same batch. Findings are validated using data from a field experiment.

The second chapter studies customer demand in a non-market-oriented economy. The
economics and marketing literature has primarily focused on market economies and studied
factors such as price and advertising when analyzing customer demand. However, in non-
market-oriented economies, social factors like corruption can have a significant influence on
customer decisions. In particular, this paper focuses on the demand for luxury products,
which are widely used for gift-giving and even bribery in emerging markets. One possible
mechanism is that when the relative size of non-market-oriented sectors in the local economy
increases, luxury products can be used to identify those who have a higher willingness to pay
for scarce resources. As a result, the demand for luxury products moves together with the
degree of corruption. By leveraging natural experiments of top-down anti-corruption cam-
paigns that temporarily halt this channel, an empirical study is performed using a compre-
hensive dataset that covers the sales of all cigarette brands and the local social environment
in China. The results suggest that these social factors can have an unanticipated impact on
the demand for luxury products.

The third chapter studies how customer search can stifle product innovations. Conven-
tional wisdom suggests that when an incumbent fails to innovate, there is a greater risk to
the incumbent of competition from other innovators. I show conditions in which the opposite
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is true: by delaying innovation, an incumbent can create entry barriers that deter innovation
by competitors. Consequently, both competition and innovation are suppressed. The key
insight driving these outcomes is that customer search is endogenous, and absence of innova-
tion today can disincentivize customers from searching in the future. Since customers need
to search to discover innovations, when they search less, it both creates entry barriers for
competitors, and reduces the competitors’ incentives to innovate. Postponing innovation can
benefit incumbents if it motivates customers to search less, and thus competitors to innovate
less. Notably, I show that searching less is a rational customer response.

Thesis supervisor: Duncan Simester
Title: NTU Professor of Marketing; Professor, Marketing

Thesis supervisor: Juanjuan Zhang
Title: John D. C. Little Professor of Marketing; Professor, Marketing
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Chapter 1

Targeted Marketing with Large Batches

Abstract

Adaptive learning policies that guide how firms trade off acquiring new information to im-

prove a current targeting policy, versus exploiting the current policy to harvest, typically

focus on settings in which customers arrive individually, in a frequent sequence. However, in

practice, firms often conduct marketing campaigns in batches, in which they target a large

group of customers with personalized marketing actions together. This has an important

implication for how firms resolve the tradeoff between acquiring new information and exploit-

ing the current policy. The large number of customers in each batch (campaign) introduces

an information externality: the incremental information contributed by a single customer

depends upon the assignment decisions for other customers in the batch. We investigate

how to optimally acquire and coordinate information in these settings. The algorithm we

propose uses Gaussian processes to estimate the value of incremental information, while ac-

counting for the information externality between customers in the same batch. We validate

our findings using data from a field experiment.
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1.1 Introduction

Many firms send personalized marketing actions to a targeted set of customers. After each

campaign, the firm can use the new information from that campaign to improve the policy it

uses in future campaigns.1 This introduces an adaptive learning problem. For the customers

in the current campaign, the firm needs to balance earning more today (exploiting), with

learning more today (exploring; to improve the policy in the next campaigns).

In each marketing campaign, a firm typically engages with a batch of heterogeneous cus-

tomers. Firms personalize a marketing action for every customer in the batch simultaneously,

and customer responses only arrive after decisions are made for the entire batch. The firm

cannot learn from any one customer before making decisions for all other customers in the

same batch. This is different from the classic adaptive learning setting, where the firm in-

teracts with individual customers sequentially, and learns the response before deciding upon

the action for the next customer.

Operating and learning in batches is a feature of many targeted marketing campaigns, in

both non-digital and digital channels. One explanation for the use of batches is seasonality.

For example, many retailers conduct back-to-school campaigns at the end of the summer, or

Holiday campaigns at the end of the calendar year, with many (if not all) of the customers

arriving close in time. Similarly, get-out-to-vote political campaigns, are generally conducted

in batches coinciding with each election season. A second explanation is that there is a fixed

cost of planning and implementing campaigns, and batches help to lower these fixed costs.2

Finally, technological challenges may force firms to learn in batches. The alternative is to

engage in automated online machine learning, which requires sophisticated infrastructure to

observe new outcomes, combine new outcomes with past data, update the targeting policy,
1There is room for policy improvement because estimated policy has uncertainty that can be alleviated.

We discuss it in Section 1.3.
2This appears to be the explanation for why the wholesale membership club, which provided the data

we use in our empirical validation, conducts a spring campaign and a fall campaign to prospect for new
customers.
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and then execute on the updated policy on the next customer, all in real time. Many firms

lack the connected automated infrastructure required to accomplish this. Batch learning

does not require that these operations occur in real time, and so does not require the same

level of sophisticated infrastructure.

The batch feature of the learning process has an important implication: the incremental

information the firm learns from one customer depends upon the actions it takes with similar

customers. For example, assume there are three customers in this period’s batch, and the

firm sends a promotion to all three of them. When the three customers are similar (in terms

of features or behaviors) and receive an identical marketing action, the information the firm

learns from one customer overlaps with the information that it learns from the other two

customers. If the firm is focused on acquiring new information, it may learn more or save

opportunity costs by avoiding this information duplication, and varying its actions across the

three customers. This highlights an externality between customers in the same batch; the

incremental information that you learn from taking an action with a customer depends upon

the actions you take with similar customers. We label this an “information externality.”

The information externality leads to a combinatorial problem. The value of eliciting one

type of information from any customer depends on what types of information have been

elicited from all other similar customers. The action assignments are therefore interdepen-

dent, and need to be jointly optimized.

A classic adaptive learning solution does not account for this information externality

because it is designed to optimize actions for customers individually, and fails to consider

externalities between customers in the same batch.3 Identifying and accounting for this

information externality between similar customers is the primary contribution of this paper,

and distinguishes the paper from related research in marketing, computer science and other

fields.
3For example, multi-armed contextual bandits [1] and knowledge gradient algorithms [2].
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Different Problems Magnify Different Externalities

We will refer to this class of targeted marketing problems with large batches of customers as

“batch targeting” problems. When comparing them with other adaptive learning problems,

we need to distinguish between two types of externalities: inter-temporal and within-batch.

First there is an externality across periods; actions and outcomes for a current customer

provide information that can help design policies for future customers. Second, when there

are multiple customers in each batch, information externalities arise between customers in

the same batch. Both externalities are complex, because they depend upon similarities

between customers and the actions taken with different customers. It is generally infeasible

to fully solve both externalities at the same time, so we need to prioritize which externality

to focus on.

For some problems, the information externality (within-batch) is less important. An

extreme example is that, if a single customer arrives each period, there is no information

externality between customers within the period. In contrast, if there are a large number of

customers each period, the importance of the information externality is magnified.

In our batch targeting problem, we approximate the inter-temporal problem by assuming

that the firm looks only one batch ahead. This one-step ahead approximation is commonly

used in the Bayesian Optimization literature.4 The approximation also appears reasonable

in marketing practice. For example, when demand is seasonal, there is typically a long time-

interval between campaigns, which discounts inter-temporal externalities in distant future

periods. In addition, if there is a risk that customer responses to a firm’s marketing actions

will be non-stationarity, then the information learned in the current period maybe relevant

next period, but may not be relevant in the distant future.

Moreover, in many firms, managers are regularly rotated between roles. As a result,

while a firm may care about outcomes in future periods, its managers may not. A manager’s
4See for example [2]–[5]. Classic Bayesian optimization solutions only have the current and next period

rewards in their respective acquisition functions.
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investment in exploration this season may help to satisfy the manager’s personal performance

goals next season. However, if the manager expects to be rotated into a new role after next

period, then the manager has little incentive to forgo performance this season in order to

increase performance when they are no longer in the role.

Classic adaptive learning methods are designed to focus solely on inter-temporal ex-

ternalities. In contrast, in batch targeting problems the focus shifts from fully resolving

inter-temporal externalities to addressing information externalities within a batch.5

Proposed Solution

We formalize our proposed solution as an algorithm, which we label “One-step Look Ahead

Targeting” (OLAT). We estimate the information value of exploring any customer with a

nonparametric Bayesian approach that uses Gaussian processes, which allows for quantifying

uncertainty pointwisely. The algorithm can in theory provide an exact solution to the one-

step look ahead batch targeting problem. However, doing so requires solving a combinatorial

problem; if a batch has 1,000 customers, and the firm is choosing from just two actions for

each customer, the solution includes 21,000 potential solutions. We need to solve the problem

jointly, and cannot simply decompose the problem into 1,000 binary problems. The OLAT

algorithm overcomes this complexity by grouping neighboring customers into clusters, and

focuses on the information externalities within clusters.

It might appear that we also need to be concerned about selection; because this period’s

assignments vary with noise in past period’s outcomes, and are not purely random. However,

the selection decisions are based upon observed covariates, and the proposed framework uses

Bayesian approach to model the data-generating process. As a result, we are able to show

that the algorithm is not susceptible to selection issues.
5While we have distinguished the batch targeting problem from classic adaptive learning problems, other

research in marketing and computer science has extended the research on multi-armed bandits to batch
settings. In the literature review (Section 1.2), we will review these papers, and contrast them with the
current paper.
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Contribution

Our first contribution is to identify the batch targeting problem and describe why it is

conceptually different than other classic adaptive learning problems. In particular, this is

the first paper to identify information externalities within an adaptive heterogeneous batch

and to recognize that the importance of these externalities depends upon the similarities

between customers.

Our second contribution is to model the value of information and account for these

information externalities. We start by providing a general model of the problem, and then

present a quantifiable version using an explicit model of uncertainty.

The third contribution is to derive an algorithm, OLAT, which solves this batch target-

ing problem. OLAT has several important features. It uses Gaussian processes to estimate

our model of the value of information with information externalities. The algorithm ap-

proximates the batch targeting problem as a one-step look ahead problem. It overcomes a

combinatorial problem of jointly optimizing across a large batch of customers, by creating

clusters of neighboring customers, and focusing on externalities within a cluster. The al-

gorithm avoids potential selection issues that can arise when assignments are not random.

Moreover, rather than just minimizing estimation errors, the algorithm optimizes expected

cumulative profit across all customers. We use data from a direct mail experiment to validate

the algorithm.

Organization of the Paper

The paper proceeds as follows. Section 1.2 reviews the literature. Section 1.3 formally

describes the batch targeting problem, and proposes a model of information when there

are information externalities. Section 1.4 introduces a model of uncertainty, and discusses

selection issues. Section 1.5 presents the proposed algorithm. Section 1.6 provides empirical

evidence to validate the algorithm, using data from a field experiment.
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1.2 Literature Review

We contrast the batch targeting problem that we study with related problems in marketing

and computer science, including off-policy batch learning, multi-armed contextual bandits,

parallel bandits, and Bayesian optimization (BO). We summarize these comparisons in Table

1.1, and begin the discussion by distinguishing the batch targeting problem from off-policy

batch learning.

We use the label “off-policy batch learning” to describe problems that learn from a single

batch of data. Their goal is to use this training sample to construct an off-policy (a policy

that is different from the policy used to generate the sample) for an implementation sample.

There is no further sample collection, and so off-policy only exploits the implementation

sample and does not explore. A typical example of off-policy batch learning in marketing

is to learn a personalization policy (the off-policy) from a single customer experiment or

observational data. Recent examples include coupon optimization [6], personalization of

mobile advertisements [7], personalizing promotions for prospective customers [8], [9], and

personalizing prices [10]. Although these problems share the “large batch” feature with batch

targeting problems, in off-policy batch learning the firm does not collect new information

and so there is no exploration-exploitation trade-off.6

There is a branch of the online learning literature that uses batch data, where this logged

data was generated from an unobserved sequential process [6], [11], [12]. Although some

of these papers learn contextual policies with online learning algorithms [12], or even learn

a dynamic policy [6], [11], their setting considers only a single batch of data, and do not

allow for new information (from collecting new samples) after the policy is learned from the

current batch. In contrast, our problem involves multiple batches of data, including new

information that arrives after learning an initial policy.
6Using the timeline that we introduce at the start of Section 1.3, the planning horizon only includes two

periods, corresponding to “past year” and “this year”. There is no “next year”, so the firm does not need to
explore for future policy improvement.
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The second learning problem that we consider is the classic multi-armed bandit problem,

which we discussed in the Introduction. We focus on contextual bandits as they allow for

learning a personalized policy [1].7 The arrival process effectively results in a problem with

a single customer each period, and little time between arrivals. In contrast, in the batch

targeting problem, there is a large batch of customers per period and the time intervals are

long. Examples of common contextual bandit problems include digital advertising or search

advertising. The exploration-exploitation tradeoff for this problem is generally solved using

multi-armed bandit approaches, which include a broad range of methods. These include the

Gittins index [14], the Upper Confidence Bound algorithm (UCB) [15], [16], and Thompson

sampling [17]. Some of these methods use Gaussian processes to model uncertainty [4],

[15]. These approaches have demonstrated good performance on many online learning tasks.

Examples within marketing include [18], which considers a firm that has multiple versions of

an advertisement and wants to decide which versions to use. [19], who also build on Gaussian

processes like the current paper, study demand estimation with bandit experiments. Both

proposed algorithms use variations of Thompson sampling.8

Within the multi-armed bandit literature, Bayesian Optimization uses a Bayesian ap-

proach to directly quantify uncertainty and information values. Unlike the heuristic ap-

proach, it is optimal (to its specific setting) by construction and does not provide regret

bounds. This class of methods is generally referred to as either knowledge gradient (KG) [2],

[4], [5] or expected value of information (EVI) [3]. Recent research has combined contextual

bandits with KG and EVI [24], [25]. These methods are approximately equivalent to the IE

policy that we introduce in Section 1.3 and use as a benchmark in Section 1.6. Like this pa-

per, KG and EVI also adopt a one-step look ahead approximation in the formulation of their

acquisition functions. Rare exceptions have extended to two-step look ahead approximations

[26].

In the marketing literature, there are also examples of multi-armed bandit papers that
7Contextual bandits are sometimes labelled “active learning” or “adaptive learning” in marketing [13].
8There are other examples of multi-armed bandit models in marketing [20]–[23].
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adopt the one-step (or two-step) look ahead approximation and propose heuristics to analyze

customer dynamics [21], [27]. Most of these papers find that myopic solutions usually perform

as well as complete forward-looking solutions [21].9

Recall from our earlier discussion that multi-armed bandit models prioritize inter-temporal

externalities over within-period information externalities between customers. In [19], the fo-

cus is on learning the response to a single price in each period, and so there are no information

externalities within a period. In the problem studied by [18], there are multiple customers

within a period (within a batch), and so information externalities do arise, though their

approach does not account for these externalities.

The [18] problem is an unusual bandit problem as there are multiple customers each

period, and the decision-maker personalizes a policy for each customer. Most bandit prob-

lems have a single customer each period. A small class of computer science papers study

parallel bandit problems, in which the decision maker solves a bandit problem with multiple

observations each period. They have either proposed heuristics [33]–[36] or models [37]–[39]

to encourage diversity in which arms are pulled within a batch. For the heuristic approach,

the goal is to minimize cumulative regret, which usually works better in a highly sequential

setting. Similar to [37], [38] and [39], our proposed method optimizes the information value

exactly, and does not try to minimize cumulative regret.
9In our problem, the firm looks forward, but customers do not. This is somewhat standard approach in

marketing, where applications include designing conjoint experiments [28], adapting website design [20], sur-
vey design [13], ad sequencing [29], eliciting consumer risk preferences [30], modelling consumer experiential
learning [21], pricing experiment [19], and optimizing catalog mailing [31]. However, there have been studies
that explicitly consider forward-looking consumers. A notable early example is [32], who study direct mail
targeting.
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Table 1.1: Comparison of Learning Problems

More
Information
Collection

Customers
in a Period

Type of
Policy Examples

Batch targeting
problem Yes Many Personalized This paper

Off-policy batch
learning No Many Personalized [7], [8], [10], [12]

Contextual
multi-armed bandits
(including BO)

Yes One Personalized [13], [18], [19], [21]

Parallel bandits
(including BO) Yes Many Uniform [33], [34], [36], [39]

In general, the research on parallel bandits in computer science are not well-suited to

the batch targeting problem. The methods they propose are generally designed for settings

where only a handful of arms can be pulled each period, and multiple batches occur close

together in time. They derive uniform policies, rather than personalizing marketing actions

to different customers within a batch.10 Moreover, even though there are examples of recent

methods that consider linear contextual parallel bandit problems [35], [42], they do not model

how the customers’ locations in covariate space contribute to information externalities. If

customers are close neighbors (in covariate space), then the information we learn from them

when exploring is likely to be more duplicative than customers located far apart.

The focus of our problem is learning in batches, and we focus on maximizing firm profit.

Other research studying sequential learning with batches has focused on online advertising

[18], conjoint analysis [43], and policy selection [40], [41]. Notably, all of these papers, except

[18], focus on accurately estimating treatment effects rather than maximizing profit. While

accurate estimation of treatment effects can contribute to higher firm profits, the two things

are not the same. If we consider two policies, it is possible that the policy that yields more
10See for example [39]–[41].
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accurate estimates of treatment effects will not be the policy that maximizes expected profits

[44]. We also note there is a branch of literature that focuses on determining the size of each

experiment batch [45], [46]. This question is outside the scope of our paper; we assume the

batch sizes are exogenously given.

In the next section we formally define the batch targeting problem, and decompose the

learning component into two elements; the expected cost of information, and the expected

value of information.

1.3 The Batch Targeting Problem

Before presenting a formal description of the problem, we first provide a conceptual intro-

duction that describes the timing of the firm’s actions.

Suppose a retailer conducts a marketing campaign annually. Each period the retailer faces

a new batch of customers, and the firm decides which marketing action to assign to each of

them. This setting fits into many campaign settings, such as holiday marketing campaigns,

nondigital marketing campaigns, and many political campaigns (get-out-to-vote). It also

aligns with the business practice when firms delay processing data and learn from (delayed)

batches of customer responses. In particular, the distinction feature of this batch targeting

problem is that the firm faces batches of customer data when it uses the data to learn.

We label the focal period “Period 1.” Under the one-step look ahead assumption (dis-

cussed in the Introduction), the batch targeting problem can be reduced to a three-period

problem. In particular, if the firm only looks one period ahead, the firm’s decision in the

focal period requires observing or anticipating information from three time periods:

Period 0 (past periods): when making assignment decisions in Period 1, the firm observes

the actions assigned to Period 0 customers and the outcomes from Period 0 customers.

Period 1 (focal period): when making assignment decisions in Period 1, the firm uses

data from Period 0 (could be all past periods). The firm implements the assigned actions
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on Period 1 customers, and anticipates their outcomes at the end of Period 1.

Period 2: when making assignment decisions in Period 1, the firm anticipates that in

Period 2 it will use data combined from Periods 0 and 1 to train a policy that only

exploits profits from Period 2 customers, and will implement this policy on all Period 2

customers.

It is important to keep in mind that the firm only makes assignment decisions in (Period

1). In practice, this means that the firm solves a batch targeting problem separately at each

period. When doing so, the firm observes decisions and outcomes from the previous period,

and anticipates actions and outcomes that will occur next period.

When making decisions in Period 1, the Period 0 assignment decisions are sunk, and

cannot be changed. However, the Period 0 actions and outcomes serve as an important

input to the Period 1 decisions. Note that Period 0 can more generally be interpreted as all

periods prior to Period 1. We also emphasize that the policy assigned to Period 0 customers

need not be randomized, nor does it need to be optimized. The only requirement is that we

know the Period 0 policy assignment, and can observe any data used to train that policy.

Consistent with the one-step look ahead assumption, when making Period 1 assignment

decisions, the firm believes that Period 2 is the terminal period, and so it anticipates it will

use all the available information (from Periods 0 and 1) to fully exploit in Period 2. The firm

anticipates how the information contributed by its Period 1 decisions are expected to change

the performance of Period 2’s policy. It is this information that is susceptible to information

externalities. The incremental improvement in Period 2’s policy contributed by observing a

single Period 1 customer, depends upon the actions assigned to all customers in Period 1,

together with the location of customers in Periods 1 and 2.
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1.3.1 Problem Description

We now introduce a model to characterize this retailer’s problem. Our notation convention

uses upper case for variables (e.g. Ai,t), lower case for data values (e.g. nt), italics to denote

both singulars and functions (e.g. Yi,t), bold roman to denote vectors and matrices (e.g.

Xi,t), and script to identify sets (e.g. Nt). We summarize the notation used in the main

text at the end of this section in Table 2 (additional notation used in the Appendix A are

summarized in Table A.1).

There are three periods in the model, denoted as t 2 {t0, t1, t2}. We will refer to the

periods as past period (t0), this period (t1), and next period (t2). In each period t, there

is a batch of nt customers, and this batch is denoted by Nt. For each customer i 2 Nt,

the firm observes characteristics (such as age), contained in a vector of targeting covariates,

Xi,t 2 X ✓ Rm. The retailer’s action space, denoted by A, is assumed to be a finite set, and

the same across all periods. The action assigned to customer i in period t is Ai,t 2 A.

The single period outcome for customer i is the realized individual profit: Yi,t 2 Y 2 R.

The cost of implementing the action is included in Yi,t, and the firm only observes customer

i’s outcome after implementing actions to all customers in that period’s batch.

We assume that the outcome Yi,t is conditioned on both the observed covariates and

the firm’s action, and can be characterized by a stochastic response function r, such that

r : X ⇥ A 7! Y . For the purposes of this section, we can maintain r in general form, but

will introduce a specific functional form for r at the start of the next section.

We use history Ht to denote the information available at the start of period t:

Ht1 = {Xt0 ,Xt1 ,Xt2 ,At0 ,Yt0}

Ht2 = {Xt0 ,Xt1 ,Xt2 ,At0 ,At1 ,Yt0 ,Yt1}

We make three clarifications of the formal model. First, we assume that customer response

functions are stationary across all periods, and a customer’s response does not depend on
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the past actions they received. The marketing literature commonly considers two types of

dynamics. Customer responses to the same firm action may vary over time. Alternatively,

the firm may face a learning problem, so that changes in the firm’s information change

the optimal firm action over time. In this paper, we do not consider any dynamics on

the customer side. Instead, we focus solely on dynamics introduced by the firm’s learning

problem.

Second, we assume that the firm could observe all customers’ covariates (Xt0 ,Xt1 ,Xt2)

in t0, which aligns with the practice that all customer data is available in the firm’s CRM

system in t0. This assumption allows us to improve the uncertainty estimation with a

technique called transduction introduced later in Section 1.4. Note that our model can

be easily generalized to the case where we only know the empirical distributions of future

targeting covariates. We could simply replace expectation operations over these covariates

with the empirical distributions.

Third, we do not consider the endogenous formulation of customer batches and treat

them as exogenously given. This aligns with the practice of holiday marketing campaigns

or nondigital marketing campaigns; firms need to make assignment decisions (not sending a

promotion is also considered an assignment) for most of their customers.

Policies and Objective Function

There are two types of policy in this problem. The first type of policy is denoted by pt. This

is the (myopic) optimal policy if the firm is solely focused on exploiting period t’s customers

(it is trained without regard to exploration). This myopic “exploit policy” is optimal with

respect to history Ht and thus subscripted by t. Notice that the history changes over time,

and so the exploit policy this period (pt1) will generally not be the exploit policy next period

(pt2). Formally, the exploit policy is a mapping from the covariate space to the action space,
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with information in Ht, pt : X 7! A:

pt(x) 2 argmax
a2A

E[r(x, a)|Ht], 8X 2 X .

In practice the firm can use any supervised learning model to train the exploit policy

(the choice of this training process and the off-policy evaluation problem is outside the scope

of this paper).11 The exploit policies serve two roles in the model. The first role is in the

current period (Period t1), where pt1 is used to measure the cost of exploring. In particular,

we measure this cost as the expected profit when assigning the action recommended by pt1

compared to the expected profit when exploring by deviating from pt1 . The second role is

anticipating next period’s actions when making assignment decisions this period; the firm

anticipates that in t2 it will implement pt2 and focus solely on exploiting t2 customers.

The second type of policy is the actual assignment policy ⇡ in Period t1. Unlike pt1 , when

choosing this policy, the firm balances exploration and exploitation by considering how this

period’s assignments will improve next period’s policy. It is the actual assignment rule that

the firm uses to assign marketing actions to every customer in Period t1 and is denoted by

⇡ : Nt1 7! A.12 When designing ⇡ the firm maximizes the cumulative expected profit from

this period and next period (Periods t1 and t2):

Vt1(⇡) =
X

i2Nt1

E⇡JYi,t1 | Ht1 ,At1K +
X

i2Nt2

E⇡

r
Et2 [Yj,t2 ; pt2 | Ht2 ]

���Ht1 ,At1

z
(1.1)

This is the firms objective function for the batch targeting problem. The first term describes

the expected profit this period (Period t1), while the second term describes the expected

profit next period (Period t2).

The inner expectation in the second term, Et2 [Yj; pt2 |Ht2 ], assumes that we know next

period’s history Ht2 (which includes this period’s actions At1 and outcomes Yt1). If we know
11See for example the methods described in [8] and [47].
12Notice that ⇡ is not subscripted by t because this type of policy only arises in Period t1.
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HHt2 , pt2 is also determined, and so we can form expectations about next period’s outcomes

(Yj). The uncertainty in the inner expectations is solely due to stochasticity in next period’s

response function (r).

The outer expectations of both terms, E⇡J·|Ht1 ,At1K, recognize that the outcomes for

this period’s customers are unknown. Even if we know this period’s history (Ht1) and this

period’s actions (At1), we do not know this period’s outcomes. The uncertainty in the outer

expectations is solely due to stochasticity in this period’s underlying response function.

While the objective function in Equation 1.1 describes the firm’s objective, it does not

illustrate the tradeoffs that the firm faces in optimizing this objective. We next introduce a

model of these tradeoffs, and show that an assignment policy that optimizes these tradeoffs

also optimizes the firm’s objective in Equation 1.1.

1.3.2 The Cost and Information Value of Deviating This Period

A decision to deviate from the exploit policy this period reflects a tradeoff between two

quantities. The opportunity cost of information is the expected opportunity cost of deviating

from the exploit policy this period. The expected value of information is the additional profit

expected next period, due to the additional information learned from this deviation. We start

by discussing the cost and value of information for an individual customer.

Consider this period’s (t1) problem. For a customer i, an expected opportunity cost arises

if the firm deviates from the exploit policy pt1 . The opportunity cost of deviating from pt1

by assigning action Ai to customer i 2 Nt1 is equal to:

ICt1(Xi,Ai) ⌘ E
h
r (Xi, pt1(Xi))� r(Xi,Ai)

���Ht1

i
� 0. (1.2)

The “IC” label for this function stands for “information cost” function. The expectations are

over the outcomes in Period t1 (due to stochasticity in the response function r). Because pt1

is the policy that fully exploits in t1, we know that the information cost is weakly positive.
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If Ai = pt1(Xi), then the assignment for customer i is the same action assigned by pt1 , and

the IC-function equals zero for this customer.

We next consider the expected value of information from customer i. Exploring with

this customer in t1 can improve the exploit policy in t2. This introduces an inter-temporal

externality, which is widely recognized as the exploration exploitation tradeoff. However, in

the batch targeting problem, it also introduces an information externality across t1 customers.

The “information value” (IV) function measures the expected incremental t2 profit if

customer i deviates from pt1 in t1:

IVt1(Xi,Ai|A�i) ⌘
X

j2Nt2

E
h
Et2

h
r(Xj, pt2(Xj))

���Ht2(Ai;A�i)
i ���Ht1 ,Ai,A�i

i

�
X

j2Nt2

E
h
Et2

h
r(Xj, pt2(Xj))

���Ht2(pt1(Xi);A�i)
i ���Ht1 , pt1(Xi),A�i

i

(1.3)

The two terms both measure the expected profit in t2. In the first term, the expected t2

profits are conditioned on the firm assigning Ai to customer i in t1, while in the second term,

they are conditioned on the firm assigning the action recommended by pt1(Xi) to customer

i in t1. In both terms, the actions assigned to the remaining t1 customers are denoted by

A�i. 13

Just like Equation 1.1, the outer expectations are over the uncertainty in t1 responses,

while the inner expectations are over the uncertainty in t2 responses. We will explain in the

next section how we will evaluate these expectations.

The IV function is positive when pt1 (the exploit policy in t2) has a higher expected profit

if the firm deviates from pt1 and assigns Ai to customer i in t1. However, the IV function

can also be negative, because the expected profit from pt2 maybe lower when deviating from

pt1 in t1.

As with the IC-function, this function focuses on customer i. It represents the value of
13We use the notation Ht2(Ai;A�i) to describe the history at the start of t2, after actions (Ai;A�i) in

t1. Analogously, Ht2(pt1(Xi);A�i) is the history at the start of t2, after actions (pt1(Xi);A�i) in t1.
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the information obtained by varying this period’s action for customer i. It does not measure

the aggregate information from varying the actions for other customers this period. However,

unlike the IC-function, which is completely separable (and independent) between individual

t1 customers, the IV-function is not separable. In particular, pt2 depends upon not just the

action assigned to customeri this period, it also depends upon the actions assigned to other

customers in t1 (denoted by A�i). This is the information externality that we discussed in

the Introduction.

The IV function measures the value of deviating from pt1 in Period t1 (with customer i),

while the IC function measures the cost of these deviations. To balance the trade-off between

exploring and exploiting, we calculate the difference between the IC and IV-functions:

EEt1(Xi,Ai|A�i) ⌘ IVt1(Xi,Ai|A�i)� ICt1(Xi,Ai). (1.4)

We label this the EE-function, representing the “Explore-Exploit” function. We use the

EE-function as the objective function in Period t1:

⇡
⇤ 2 argmax

Ai2A
EEt1(Xi,Ai|A�i;A�i 2 ⇡

⇤), 8i 2 Nt1 . (1.5)

The IV-function and the IC-function are both individual-level functions (for each customer

in t1), and so the EE-function is also an individual-level function. Moreover, because the

IV-function is not separable between this period’s customers, the EE-function is also not

separable.

Our first result recognizes that jointly optimizing the EE-function across all t1 customers

will also maximize the firm’s total expected profits.

Result 1 (Value function maximization) Any solution that jointly optimizes the EE-

function (Equation 1.5) also optimizes the firm’s total expected profits (Equation 1.1).

Proof. See Appendix A.2.
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Intuitively, when optimizing the EE-function, it is only profitable to deviate from pt1 if

the value of the information obtained (considering information externalities) outweighs the

cost of that information. Thus, the EE-function explicitly measures the trade-off between

new information (exploration) and existing knowledge (exploitation). By jointly maximizing

the EE-function across this period’s customers, we identify the combination of deviations

from pt1 that jointly maximize the total expected profits in t1 and t2. This combination of

deviations is this period’s optimal assignment policy ⇡
⇤.

Result 1 confirms that the EE-equation (in Equation 1.5) describes the firm’s objective

function in t1. Solving the EE-function solves the batch targeting problem each period (recall

that t1 identifies the focal period).

This result also speaks to the combination nature of handling the information externalities

in the batch targeting problem. Customers in a batch and across different batches are

heterogeneous, and so different combinations of customer-action pairs lead to different total

profits. The information externality between customers is larger when these customers are

more similar. This means that only finding the right “amount” of exploration is insufficient;

we also need to find the right “identities” of customers to explore. For example, when a

customer appears to be an interpolation between two other customers, this customer could

generate higher information value. Exploring a new action with this customer will be more

likely to also suggest the responses of the other customers receiving the same action.

Discussion: One-Step Look Ahead Approximation

Reader might wonder how we extend our model to allow for more depth forward looking than

just one period. Practically, it is intractable and computationally prohibitive to directly

extend to some variant of Bellman-formulation that is perfectly forward-looking; this is

even the case for standard Bayesian optimization algorithms that does not deal with the

combinatorial problem introduced by information externalities. However, using a “reduced

form” way to go deeper into the future, we can add a factor on the IV function that discounts
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the expected value of information, if we anticipate more exploration (than pure exploitation)

incurring higher opportunity cost in next period t2. On the other side, if we hope to multiply

the importance of future earnings when anticipating more future periods, we can also set

this factor to be greater than one.

This same approach can also be used to handle suspected customer nonstationarity, which

is a special type of forward looking. If we anticipate customer response function will change

a bit in the future, we can also discount the estimated value of information by setting this

IV-function factor to be smaller than one.

In the remainder of this section, we compare the EE-function with a benchmark function

that ignores information externalities between t1 customers.

1.3.3 Benchmark: Individual Optimization

As a benchmark, we consider a problem in which the firm ignores information externalities

in the IV-function. In this benchmark, the IV-function (information value) treats each t1

customer separably. The IC-function (information cost), is already separable and so does

not change under this benchmark.

However, under this benchmark the IV-function is adjusted as if there was only one

customer in the t1 batch. In particular, the information value for each customer in t1 as if

the focal customer was the only customer in t1:

i-IVt1(Xi,Ai) ⌘
X

j2Nt2

E
h
Et2

h
r(Xj, pt2(Xj))

���Ht2(Ai)
i ���Ht1 ,Ai

i

�
X

j2Nt2

E
h
Et2

h
r(Xj, pt2(Xj))

���Ht2(pt1(Xi))
i ���Ht1 , pt1(Xi)

i (1.6)

We label this equation i-IV for “individual Information Value” and to distinguish it from the

IV-function (Equation 1.3). Notice that unlike Equation 1.3, in Equation 1.6 the inner and

outer expectations are not conditioned on the actions of other customers in t1.

We optimize the difference between the i-IV-function and the IC-function for a focal
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customer i by:

A
I

i
2 argmax

Ai2A
IEt1(Xi,Ai) ⌘ i-IVt1(Xi,Ai)� ICt1(Xi,Ai), 8i 2 Nt1 . (1.7)

We label this function the IE function for “Individual Exploration Exploitation” function.

Equation 1.7 is separable for each t1 customer. In contrast, the EE-equation in Equation

1.5 is not separable, and instead requires finding a “fixed point,” in which the assignment

for each customer is optimal given the optimality of assignments for other customers this

period. The difference between those two approaches is that the information externality is

included in Equation 1.5, but not in Equation 1.7.

Without specifying an explicit process for training the period t2 exploit policy (pt2), it

is difficult to explicitly characterize the relationship between the IE and EE functions. For

example, we would generally expect that information externalities lead to at least some

duplication of information, so that the IE-function overstates the incremental expected t2

profit contributed by i. However, this will depend upon the nature of the information

externalities, the actions chosen for other customers, and the process used to train the t2

exploit policy.

We do know that when information externalities are present, the EE-function correctly

considers them, while the IE-function incorrectly ignores them. This means that if the

optimal solution to the EE-function is different than the optimal solution to the IE-function,

then the optimal EE-function policy (⇡⇤) will yield a higher expected profit than the solution

to the IE-function. By excluding information externalities when evaluating the value of

information (Equation 1.6), the IE-function is subject to a distortion that can result in a

sub-optimal solution. We will empirically compare the EE-solutions and IE-solutions in

Section 1.6, where we solve both problems using data from a field experiment.
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1.3.4 Summary

In this section we introduced the EE-function to reconcile the exploration-exploitation trade-

off by measuring the expected (information) value of deviating from the current exploit pol-

icy. The EE-function quantifies the expected value of information together with the expected

cost of this information. The expectations reflect uncertainty about the way customers will

respond to the firm’s actions. We introduce a model of this uncertainty in the next section,

and show how it can be used to compute the EE-function.
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Table 1.2: Notations Introduced in Section 1.3

t Subscript identifying time: past period (t0), this period (t1), next period (t2)

i Subscript identifying customers

Ni The set of customers in period t

nt The number of customers in period t

Ai,t Action implemented for customer i in period t

At Vector of actions implemented for customers in period t

Xi,Xt Vector of covariates for customer i; covariates for customers in period t

x A realized value of covariates

A�i,X�i The actions or covariates for all customers except customer i in a batch

Yi The single period profit earned (outcome) from customer i

A,X ,Y The value spaces of actions, covariates and outcomes

Ht History of data observed at the start of period t

r(x, a) The response function with covariates x and action a

⇡ The assignment policy (of this period)

pt The exploit policy given Ht

ICt Information cost function given Ht

IVt Information value function given Ht

EEt Explore-exploit function given Ht

i-IVt Individual information value function given Ht(no information externalities)

IEi Individual explore-exploit function given Ht (no information externalities)

We use upper case for variables, lower case for data values, italics to denote both singulars and
functions, bold roman to denote vectors and matrices, and script to identify sets.

1.4 Uncertainty and Unobservables

1.4.1 Uncertainty Model: Gaussian Process

We use a nonparametric Bayesian approach to model uncertainty in the targeting response

function. Specifically, for customer i in period t, we assume that the realized profit Yi,t is
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determined by the following equation:

Yi,t = r(Xi,t,Ai,t) + ✏i,t, ✏i,t ⇠ind. N(0, ⌧ 2). (1.8)

In this expression, r(·, ·) is the response function and is stationary across periods. ✏i,t is

a zero-mean unobservable term, which is normally and independently distributed across

customers and periods. This noise term recognizes the unobserved information that is not

captured by the individual covariates and actions. The existence of this unobservable term

may raise endogeneity concerns, which we will address later in this section.

We model the response function r with Gaussian processes (GPs). The GP approach

offers many benefits [48]. Most importantly, GP is a nonparametric approach and takes

a function space view, and directly imposes a prior distribution on the function r. This

quantifies uncertainty at each covariate value with a posterior distribution. In comparison,

a standard parametric model only estimates one standard error for a parameter, and fails

to measure the uncertainty of customers with different covariate values. However, in order

to estimate our decision model, we need to pointwise estimate the standard error of the

predicted profit in response to any covariate values. This is straightforward with our GP-

based approach, but it requires techniques like a large number of bootstraps for a parametric

model to work. If you consider the computation in the joint action assignment problem, the

computational cost of parametric models is high.

In addition, GP also allows for easy quantification of uncertainty, which will be critical

for evaluating the EE-function. It has a conjugate prior and parsimonious representation,

which generates reasonable computational efficiency.

More generally, there are many benefits of taking a Bayesian perspective. First, the

Bayes decision function is admissible and constitutes a complete class [49], which means that

the Bayesian framework provides an attractive theoretical guarantee for decision making.

Second, Bayesian inference has an embedded regularization in the likelihood, which helps
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to avoid overfitting. Finally, in Subsection 1.4.2, we will also show that Bayesian inference

helps to address a selection problem.

Formally, we impose a Gaussian process prior directly on the response function r to model

its distribution, allowing for covariance between outcomes associated with different actions:

r ⇠ GP(µ, k).

Following the GP convention, a GP prior is specified by (µ, k), where µ denotes the mean

function, and k is the kernel (covariance) function that controls the curvature of this GP.

Formally, for any two sets of inputs (X,A), (X0,A0), the mean function (taken to be zero,

following the GP convention) and kernel function are defined as:

µ(X,A) ⌘ E[r(X,A)] = 0

k ((X,A), (X0,A0)) ⌘ cov (r(X,A), r(X0,A0)) , 8X,A,X0,A0 2 X ⇥A.

Conditional on having observed some history, we can directly use the GP model to char-

acterize a posterior distribution of the profit function. With this distribution, we know the

mean value and the level of uncertainty (pointwise) for any inputs. Since a Gaussian process

evaluated at any point is a Gaussian distribution, the posterior distribution of the profit

function evaluated at a focal covariate and action pair also follows a Gaussian distribution.

Both the mean and the variance of a known Gaussian distribution have closed-form expres-

sions and are easy to compute. Therefore, by modelling the response function r using GP,

we now can easily quantify the uncertainty at any point on the function.

In our application, we update the GP posterior as follows. We start from the history

this period (t1), which consists of two parts: inputs and outcomes. We represent the in-

puts (targeting covariates and assigned marketing actions) as (Xt0 ,At0), and the outcomes

(individual profits) as Yt0 . Suppose we have a new input value (Xi,Ai), with the model

Yi = r(Xi,Ai) + ✏i. For compact representation, we define some useful covariance matrices,
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evaluated at specific inputs, as

Kii ⌘ k ((Xi,Ai), (Xi,Ai)) , Ki0 ⌘ k ((Xi,Ai), (Xt0 ,At0)) ,

K00 ⌘ k ((Xt0 ,At0), (Xt0 ,At0)) .

The predictive posterior distribution of the new outcome Yi, corresponding to this new

input (Xi,Ai), is denoted by P (Yi | (Xi,Ai), (Xt0 ,At0),Yt0), and expressed as

Yi|(Xi,Ai), (Xt0 ,At0),Yt0 ⇠ N(µi,⌃i). (1.9)

The mean and variance of this predictive distribution can be analytically given by,

µi ⌘ Ki0(K00 + ⌧
2
I)�1

Yt0

⌃i ⌘ Kii �Ki0(K00 + ⌧
2
I)�1

K
>
i0.

A direct observation is that the posterior variance only relies on the inputs but not the

outcomes. This feature is particularly helpful for t1’s assignment decisions. If we know the

covariates of t1’s customers (Xt1), then we can estimate the uncertainty about next period

before observing t1’s outcomes.

This predictive posterior distribution can be used to construct a generative model of

individual responses R(Y ), which we use to simulate outcome samples. Formally,

R(Y |X,A) ⇠ P (Yi | (X,A), (Xt0 ,At0),Yt0) , 8x 2 X , a 2 A. (1.10)

This generative model is especially useful when we evaluate the IV-function (Equation 1.3)

and i-IV-function (1.6). For example, in Equation 1.6, we need to evaluate Et2 [·|Ht2(Ai,t1)] in

t1, which is the expectation of the t2 outcomes conditional on the (unrealized) t2 history Ht2 ,

when Ai,t1 is assigned to i in t1. Therefore, we need the distribution of Ht2 given Ht1 and
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Ai,t1 . This is a hard problem because we do not observe Yi,t1 . The generative model solves

this problem by modelling R(Yi,t1 |Xi,t1 ,Ai,t1) according to Equation 1.10. This characterizes

the probabilistic distribution of Yi,t1 , which can then be used to construct an empirical

distribution of Ht2 . We use this empirical distribution to build a simulated estimator of

Et2 [·|Ht2(Ai,t1)], which we will discuss in more detail in Section 1.5 (and Appendix A).

Finally, we add a few remarks on inference. First, to estimate the profit function, we

need to use the marginal likelihood of observed outcomes. This marginal likelihood is given

by:

P (Yt0 |Xt0 ,At0) =

Z
P (Yt0 |R, (Xt0 ,At0))P (R|Xt0 ,At0) dR.

In this expression, R ⌘ r(Xt0 ,At0) represents the (predicted) response function values using

training inputs from past period (t0).14 Both the likelihood P (Yt0 |R, (Xt0 ,At0)) and the

prior P (R|Xt0 ,At0) follow Gaussian distributions, N(R, ⌧ 2I) and N(0,K00) by construction.

Moreover, following the applied GP literature, we use a square exponential (SE) function, as

the covariance function. 15 To find the optimal hyperparameters, we follow the convention

in Bayesian inference literature, and use empirical Bayes to optimize the likelihood function.

In the importance sampling procedure for computing marginal likelihood, we use the inverse

action assignment probabilities as weights (see for example, [50]).

1.4.2 Selection on Observables

To ensure identification of the outcome function r(X,A), we need to satisfy the selection on

observables condition.16 For example, if the firm is choosing between two actions, mail or
14It is also possible to generalize our current profit function inference procedure to allow for doubly robust

inferences. Doing so requires parametrized variables in the distributions to denote the predicted responses.
However, our GP framework is nonparametric. As an alternative, we could use the predicted response values
evaluated at inputs for parametrization.

15For an input (X,A), the SE function is given by k((X,A), (X0,A0)) = exp
⇣
� ||(X,A)�(X0,A0)||2

2l2

⌘
.

16We also need to satisfy the “Overlapping” condition, which requires that a customer of any covariate type
has strictly positive probability of receiving any action assignment. We can easily verify that this assumption
is satisfied by recalling the intuition of our assignment policy design. It is designed to balance exploration
and exploitation. That is, for any covariate that we are uncertain about the outcome associated with some
action, there is also a positive probability of assigning that action to it.
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not mail, we need the potential outcome for mail and the potential outcome for not mail

to be independent of the actual assignment (after conditioning on the covariates x). This

needs to hold for all customers each period, and we will discuss each separately.

If past period’s assignment decisions (At0) were randomized (as in our empirical appli-

cation), then the assumption is satisfied (for that period). However, it is also satisfied if

t0’s assignments were made based upon observed covariates. In contrast, if the assignments

were based on an unobserved covariate, then the variation in the observed outcome may be

caused by variation in the unobserved covariate(s). This is the reason that in Section 1.3 we

stipulated that At0 assignments were either randomized, or made using a policy trained on

observed covariates (Xt0).

In t1, the assignments are clearly not randomized (by construction). Instead, the as-

signment policy is designed based upon the observed covariates. Fortunately, the condition

allows for selection on observed variables, and only requires independence conditional on

covariates included in the model. In our case, the variables used in determining assignments

are known to the firm. Therefore, conditional independence is satisfied, because all of the

variables that influence the assignment design can be included as covariates when estimating

the profit function.

When training a model in t2, we use data pooled from t1 and t0. This may introduce

a different (though related) concern. Past period’s outcomes (Yt0) appear in this period’s

history (Ht1) and next period’s history (Ht2), and are an input to this period’s assignments

(Equation 1.5). However, Yt0 is a function of observables (Xi,Ai) and unobservables (✏i):

Yi = r(Xi,Ai) + ✏i.

The unobservable features in Yt0 contribute to t1 assignments, and could introduce au-

tocorrelation (see for example [51], [52]). Our Bayesian perspective resolves this risk. In

Bayesian inference, the learning object is regarded as a random variable. Based on the Like-

lihood Principle [51], [52], inference is based upon the likelihood of data conditional on that
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object. In our case, we estimate this likelihood using a Gaussian process to characterize the

outcome r. Since the prior is external and does not contribute to selection, we only need to

ensure that there is no selection risk in the likelihood.

In Result 2, we formally prove that our Bayesian approach is not susceptible to selection

assuming the batch targeting campaigns last for T periods.

Result 2 (Free from Selection) When learning the response function (r) in an adaptive

batch targeting problem using Bayesian inference, the selection on observables condition is

satisfied.

Proof. See Appendix A.2.

1.4.3 Summary

In the previous section (Section 1.3), we introduced the EE-function to model the tradeoff

between the opportunity value of old knowledge and the expected value of new information.

In this section, we introduce a Bayesian inference framework using Gaussian Processes to

model the firm’s information and uncertainty. We also discuss an important identification

issue; we show that our Bayesian inference approach overcomes potential selection issues. In

the next section we develop an algorithm that allows the firm to evaluate and optimize the

EE-function.

1.5 EE-function Evaluation and Optimization

In this section, we describe how to both evaluate the EE-function and find ⇡, the optimal

assignment policy in t1. Because of the information externality, the evaluation and opti-

mization of the EE-function are two interdependent tasks. The optimal assignment for each

customer this period (t1) depends upon the assignments for other customers. As a result,

the optimization is not separable across customers. Instead, the firm must solve a combina-

torial problem and jointly optimize t1’s assignments for every customer. We formalize this
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procedure as an algorithm: One-step Look Ahead Targeting (OLAT).

The algorithm also optimizes the expected total profit (Equation 1.1) instead of merely

minimizing estimation errors. The algorithm includes three key components. First, we use

Gaussian processes to model the firm’s information and uncertainty in each period (Section

1.4). Second, we evaluate the EE-function based on the GP prior. Third, we solve the joint

optimization problem overcoming the combinatorial challenge.

We begin the section by first proposing an algorithm to evaluate the EE-function. We

then move to optimization, and describe the characterization and quantification of exter-

nalities. Finally, we show how to use the algorithm to find the optimal assignment policy

⇡.

1.5.1 EE-function: Evaluation

To find the optimal assignments for this period’s customers we need to evaluate the EE-

function. The IC-function (Equation 1.2) can be directly estimated from the posterior means

of the response function. For the IV-function (Equation 1.3),17 as mentioned in Subsection

1.4.1, in t1 we need to evaluate Et2 [·|Ht2(Ai,t1 ,A�i,t1)]. One difficulty is that the firm does

not observe the outcomes for this period’s customers before making these assignments, yet

these outcomes will contribute to the assignments for next period’s customers, and need

to be estimated to evaluate the IV-function. Therefore, the firm needs to extrapolate one

step ahead to anticipate how its assignments will change next period depending upon this

period’s outcomes.

To solve this extrapolation challenge, we construct artificial trajectories, and leverage the

pointwise normality property of our GP framework. This largely eliminates the integration

challenge when computing the expectations. In addition, we use a simulated estimator for

computing the expectations in the IV-function (Equation 1.3).

For the purpose of discussion, we focus on the action evaluation for a focal customer.
17We use the same method to estimate the i-IV-function and thus the IE-function, defined in Equations

1.6 and 1.7, for the individual optimization approach.
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Specifically, with an interim assignment policy ⇡ (the policy being evaluated) for all other

t1 customers, we draw a batch of t1’s outcome samples eYt1 from the generative model in

Equation 1.10 (based on the posterior distribution of the response function r). As discussed

in Subsection 1.4.1, these draws are based on:

1. the t1 covariate values Xt1 ,

2. assignment to the focal customer Ai,t1 , and

3. assignments to other t1 customers assigned by the interim policy ⇡.

We then construct an artificial history, eHt2 , combining the observed history in t1 with

these artificial samples (we use ⇠ to denote synthetic data and measures). Finally, based

on these artificial histories, we re-learn an artificial response function, er(x0, a0), as if we are

in t2. An associated t2 artificial exploit policy ept2
⇣
x
0
��� eHt2

⌘
is also derived from optimizing

this artificial response function er(x0, a0). We repeat the above process, and use a simulated

estimator to compute expectations at Ht2 .

Suppose we have K artificial trajectories, and the kth artificial trajectory eH(k)
t2

gives an

artificial t2 response function er(k)(x0, a0), which gives the maximum posterior means of t2

customers.18 The simulated estimator of the inner expectation is just the simple average

of the maximal posterior means obtained from the K artificial trajectories. We defer the

details of this simulated estimator to Appendix A.1.

The simulation samples (artificial trajectories) are drawn from the posterior distribution

of the most recently learned profit function r(x, a). An important feature of the GP model

is that it is easy to draw samples from the exact posterior distribution. Notably, we do not

require an MCMC model, which reduces computation requirements (and would introduce an

additional approximation).

The information gain from this procedure is twofold. First, GP inference provides a

predictive posterior distribution for any covariate location. With this simulated estimator,
18The maximum of all posterior means with respect to action.
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we directly leverage the quantified uncertainty in the GP model to guide t1’s assignments.

Figure 1.1: Summary of EE-Evaluation Algorithm

Second, GP posteriors, defined in Equation 1.9, allow us to make use of the information

in t2’s covariate values Xt2 , in the evaluation of the GP kernel functions [48]. Therefore,

we can directly evaluate the projections of t2’s policy and projected outcomes at precisely

these covariate values Xt2 . The idea that knowledge of future covariate data can improve

performance is known as transduction in the transfer learning literature [53], [54]. Although

knowledge of Xt2 helps to improve the performance of the proposed method, this knowledge

is not required. Our proposed algorithm works with any assumed or empirical distribution
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of t2 customer covariates.

We label the EE-function evaluation algorithm “EE-Evaluation” and summarize the

algorithm in Figure 1.1. We provide detailed pseudo-code for the algorithm in Appendix

A.3.

1.5.2 Externalities and Externality Metrics

In this subsection, we discuss how to incorporate externalities when making assignment de-

cisions for t1 customers. The major challenge is the combinatorial problem that we discussed

in the Introduction. Because the optimization is not separable across customers, we need to

jointly consider every (customer, action) pair. The most straightforward method is to take

an “enumeration” approach; we fully enumerate the interim assignments At1 , and iterate

over combinations until converging to a fixed point that yields the desired policy.

However, this enumeration approach has two issues. First, it does not allow for meaning-

ful interpretation of the externalities. Specifically, for any two customers in t1, we do not see

how the assignment to one affects the other.19 Second, since the optimization is a combinato-

rial problem, this enumeration approach becomes computationally infeasible when covariates

are continuous, when there are many covariates, or when the action space is large. Without

a clear spatial proximity map of t1’s customers, it is hard for the fixed-point algorithm to

reach convergence.

To address these issues, we propose a clustering approach. We give an illustrative exam-

ple in Appendix A.1. With this approach, a customer i is clustered to Cluster g 2 G.20 The

interim assignment vector of Cluster g is given by an externality metric E
g, which is a vector

of length |A| � 1. The a-th element of E
g represents the number of Cluster g customers

19This can be partially addressed by separately solving the problem with the joint optimization approach
(across all of t1’s customers) versus the individual optimization approach (see the earlier discussion in Sub-
section 1.3.3). In particular, it indicates how much similar information has been explored or under-explored,
and the relative importance of information from the focal customer.

20These clusters G can be either single layer clustering, as given by a k-Means algorithm, or some more
sophisticated nested-clustering, which preserves more information about all t1 customers. In this proof of
concept, we use single layer clustering.
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assigned action a under the interim assignments. The covariate space is gridded to a dis-

cretized space by the clustering G and the metric E
g. The clustering is based on customer’s

targeting covariates, which could also include the customer’s past responses.

We assume there is no information externality across clusters, which allows us to solve

the optimization problem within each cluster without regard to other clusters. Specifically,

we use E
g to guide the search for assignments At1 in the action optimization iteration.

In the evaluation steps, to ensure we get exact estimates of information values, we still

use customers’ own covariates X
g

t1
as their covariate inputs, including the inference of the

posterior distributions and the estimation of the expected value of information. Because

clustering only affects the optimization step and not the evaluation step, the estimated value

of information is still exact (given an assignment policy).

The benefits of clustering (covariate space gridding) are two-fold. First, it quantifies

externalities from different sources, and provides a clear interpretation of how these ex-

ternalities affect action assignments. The firm also knows the extent to which customer

similarity affects each other’s assignments.

Second, it breaks down the joint optimization problem among all of this period’s cus-

tomers to many smaller joint optimization problems among similar customers (within each

cluster), making the algorithm more tractable. Specifically, the firm does not need to jointly

optimize the assignment decisions for all of t1’s customers. Instead, it can jointly optimize

across the subset of customers within a cluster. Moreover, when assuming no information

externality across clusters, the optimization can be parallelized (across clusters) during com-

putation.

Third, we can compare clustering to the benchmark case (classic adaptive learning solu-

tions) of not considering information externalities, where each customer in a batch can be

seen as their own cluster using our framing. Then, this clustering approach practically im-

proves the performance by allowing for more information externalities across clusters. These

included information externalities are also the most prominent ones, since customers grouped
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in the same cluster are also the most similar customers. This is based on the model analysis

in Section 1.3; the information externality is larger when the associated customers are most

similar.

Finally, our model implies that the information externality needs to be large enough

to affect any assignments compare to the individual optimization approach. By assuming

out the relatively smaller information externalities across clusters, which might not change

any assignments anyway in the exact (ideal) solution, it also helps to avoid overfitting the

decision model.

1.5.3 EE-function: OLAT Algorithm

In this subsection, we propose a local improvement algorithm, OLAT, to jointly evaluate the

EE-function and learn t1’s optimal assignment policy. Because the EE-function is conditioned

on an interim assignment policy, the OLAT algorithm is a loop that iterates between evaluation

and optimization. In each loop, the algorithm proposes an interim assignment policy, and

uses the EE-Evaluation algorithm to evaluate the EE-function value of this interim policy.

It then proposes a new assignment policy based on the current evaluation of the EE-function

and the cluster structure. The algorithm iteratively improves the interim assignment policy

and will reach convergence. The output includes an estimate of the EE-function together

with t1’s optimal assignment policy. The (local) fixed point property ensures that the (local)

maximum of the EE-function and the (nearly) optimal assignment policy coincide.
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Figure 1.2: Summary of OLAT Algorithm

We summarize the OLAT algorithm in Figure 1.2 and provide a formal pseudo-code in

Appendix A.3. We establish the convergence properties of the algorithm in Result 3.

Result 3 (Convergence of evaluation algorithm) Within each cluster, the OLAT algo-

rithm converges to a fixed point at which this period’s assignment policy locally maximizes

the EE-function of that cluster.

Proof. See Appendix A.2.

Practically, for faster convergence and robustness, we use "-greedy [55] directed search

to almost always search on the direction containing the cluster with the highest EE-function

value improvement, with a small probability of randomly selecting a direction to search.

Cluster information is used to assist the search, and we gradually sample more customers

from the cluster aligned with the direction of choice, and accept the new policy deviation

using a similar "-greedy rule.
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By leveraging the clustering procedure, we break the joint assignment optimization prob-

lem for this period’s customers into smaller parallel problems (see discussion in Subsection

1.5.2). This makes the OLAT algorithm computationally more efficient.

1.5.4 Summary

We have proposed a nested combination of two algorithms that jointly estimate the expected

costs and benefits of the explore-exploit tradeoff, and iteratively optimize the assignment

policy in t1. In the next section we implement the algorithm using data from a large field

experiment conducted to help a membership wholesale club prospect for new customers.

1.6 Empirical Validation

1.6.1 Data Description

In this section, we provide empirical evidence to validate the OLAT algorithm, using data

from a field experiment. This data is obtained from a single large scale direct mail targeting

experiment, conducted by [8] in collaboration with a major retailer. This experiment was

conducted in spring 2015 with a wholesale membership club, and was designed to recruit

new members. We will focus on two experimental conditions in the experiment: a free $25

paid membership (Mail), and a no mail control condition (No Mail).21

We observe the treatment assignments, 13 targeting covariates, and an outcome variable

measuring the profit earned from each household in the 12-months after the treatments. The

profit measure includes mailing costs, membership fees, and profits earned in the member-

ship club. The targeting covariates were purchased by the retailer from a third-party data

provider. The targeting covariates are standardized, and the profit variables are logarith-

mized with signs preserved. As a preliminary step, we regressed the outcome measures on

the covariates and identified three covariates that are significant at the 5% level: Age, Past
21The experiment had a total of six conditions.
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Response Rate, Single Family Home.22 We will restrict attention to these covariates in our

analysis.

1.6.2 Three-Wave Experiment Construction

We assume that all customers within a carrier route will receive the same marketing action.

Carrier routes are created by the USPS and literally represent the routes used by individual

mail carriers. Each carrier route includes approximately 400 postal mailing addresses, located

in the same neighborhood. Because all customers with a carrier route receive the same action,

we aggregate the household level data to the carrier route level. More precisely, within the

same carrier route, we separately aggregated the outcomes and covariates across households

that received a specific treatment (using a simple average). Aggregating and targeting at

the carrier route level offers an important advantage; within each carrier route we observe

an outcome for each of the two treatments. This allows us to evaluate any carrier route level

targeting policy.

The carrier route-level data consists of 5,379 unique carrier route observations. We treat

each carrier route as a different “customer,” and randomly group the carrier routes into three

“batches” of equal size. We treat each of these batches as a “period.” Using these batches, we

can construct history exactly as given in Equation 1.1. One batch is assigned to represent

“past year” (t0), a second batch is assigned to “this year” (t1), and the final batch is assigned

to “next year” (t2).

We use this aggregated dataset as the “ground truth,” because the counterfactual out-

comes are complete and known with respect to any marketing actions. During the validation

process, we simply select the outcome (among the potential outcomes) associated with the

assigned action.

Notice that an important benefit of constructing our validation using a single field exper-

iment is that we abstract away from non-stationarity problems.23 This focuses the validation
22The outcome of this regression is reported in Appendix A.
23We can also flexibly control the amount of non-stationarity introduced into the three-wave by introducing
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on the algorithm itself, rather than introducing external confounds.

1.6.3 OLAT and Benchmark Implementations

We separately evaluate the choice of the $25 paid membership promotion (Mail) versus No

Mail promotion. We first cluster the carrier routes based on their covariate values into 10

clusters using K-Means.

The firm has three batches of data, and its decision problem starts from past year: it

wants to target this year’s customers, and knows that it will target customers next year.

The firm’s objective (Equation 1.1), is to maximize its total profit from this year and next

year’s customer. We use the data in the following way:

Past Year past year’s customers received randomly assigned actions. Specifically, they

were equally likely to receive the Mail and No Mail actions, and these actions and out-

comes are the same for all of the benchmark policies.

This Year we use the OLAT algorithm (Section 1.5) to find an assignment policy ⇡ for this

year’s customers. We also separately implement the assignment policies recommended

by each of the four benchmark policies.

Next Year we train an exploit policy using past year and this year’s actions and out-

comes. Notice that this year’s actions and outcomes are different for each benchmark

policy. We then implement this exploit policy on next year’s customers.

The four benchmark policies using to assign actions to this year’s customers include:

Explore (Random) this policy randomly assigns actions this year. It uses a random policy

with probability q 2 [0, 1] of assigning the focal action Mail as this year’s assignment

(known) covariate shifts or noise.
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policy. We use q = 0.3 in the results reported in this section, and report the performance

of this policy for a wider range of assignment probabilities in Appendix A.24

Exploit this is the exploit policy (pt1) trained using past year’s actions and outcomes.

IE this policy is based on the individual EE-function optimization, which is the individu-

ally optimal counterpart of OLAT (Equation 1.7).25 It does not consider any externalities

between customers within the same batch. IE is used as the assignment policy for this

year’s customer and is learned using past year’s data and this year’s targeting covariates.

Thompson this is the classic Thompson sampling (posterior sampling) algorithm [17].

It is a heuristic, which maximizes expected profits using parameters obtained through

sampling. It is one of the most popular bandit algorithms and is shown to perform well in

many adaptive learning domains. It is a representative algorithm in the classic adaptive

learning that overlooks information externalities.

1.6.4 This Year’s and Next Year’s Performance

In Figure 1.3, we report the aggregate performance of OLAT and the four benchmark policies,

measured by the average profit per customer (cumulated across this year and next year’s

batches).
24We use q = 0.3 because 30% of past year’s carrier routes have a positive lift from the treatment. In this

respect, the Explore policy uses information from past year’s customers. Notice in Appendix A that q = 0.3
performs better than the evenly randomized policy (q = 0.5).

25IE is also comparable to the KG [4] and EVI algorithms [3] in the Bayesian optimization literature.
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Figure 1.3: Average Profit over This Year and Next Year

This figure reports the average profit per customer earned this year and next year from each method.
Error bars indicate 95% confidence intervals.

The results in Figure 1.3 confirm that OLAT outperforms all of the benchmark policies.

The reasons are better illustrated by decomposing the average profit into the average profits

earned this year and next year (see Figure 1.4). The OLAT solution results in a very sim-

ilar profit this year compared to fully exploiting (Exploit). However, it then generates a

substantially higher next year’s profit than Exploit.

Figure 1.4: Decomposing Profits into This Year’s and Next Year’s Average Profits

(a) This year’s profit (b) Next year’s profit

This figure reports the average profit per customer earned this year (subfigure 1.4a) and next year
(subfigure 1.4b) from each method. Error bars indicate 95% confidence intervals.
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In a later figure (Figure 1.6), we report the actual number of deviations this year for each

policy. This reveals that the OLAT policy deviates from the Exploit policy for just 8% of

this year’s customers. Intuitively, by choosing the right customers to deviate with, the OLAT

policy sacrifices only a small amount of profit this year, and generates significantly higher

profits next year.

Other methods also sacrifice profit improvements this year, but they do not resolve the

explore-exploit tradeoff as efficiently. In our experiment setting, the return to exploring

is low for many customers, but high for a select group of customers. The OLAT algorithm

out-performs the other policies by doing a better job of identifying the right customers to

experiment with.

Figure 1.5: The Dominance of the Joint Optimization Method (OLAT policy)

This figure reports the difference in the average profits per customer earned this year and next year
between two policies (OLAT and IE), when varying the sample size in this year’s batch. Shaded
regions are 95% confidence intervals.

Figure 1.5 compares the performance of the OLAT policy with the performance of the

individually optimal IE policy, when varying the number of customers in this year’s batch.

As we have already seen, the OLAT policy dominates the IE policy. In Figure 1.5, we see that

this dominance generally grows as the size of this year’s batch increases. This is because

the information externality becomes more pronounced when the sample size in this year’s
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batch is larger. Intuitively, there is a greater likelihood that independently exploring with

observations within a cluster will result in duplication of information, because in larger

samples, observations tend to be closer together (in covariate space). Joint optimization of

the information value becomes more important as the density of customers within a cluster

increases.

1.6.5 Rebalancing Exploration and Exploitation

We use EE-function to directly measure how well each of the benchmark methods manage

the exploration-exploitation tradeoff. Recall that this is an individual level function, which

measures the information value of taking an action, minus the cost of that action (compared

using this year’s exploit policy pt1). The OLAT algorithm is explicitly designed to jointly

maximize the EE-function. As we would expect, this policy achieves the best performance.

Thompson sampling (Thompson) is also designed to balance this tradeoff. However, Thomp-

son sampling is a heuristic, and the findings in Figure 1.4 confirm that the policy produced

by this heuristic is not as good at resolving the exploration-exploitation tradeoff as the OLAT

policy. One explanation for this is that Thompson sampling does not account for informa-

tion externalities within a cluster. This can result in too many deviations from the current

optimal policy among similar customers, reducing the incremental information learned from

each deviating customer.26

The individual EE-function optimization (IE) suffers from the same limitation. Like the

policy produced by the OLAT algorithm, the IE policy is explicitly designed to maximize an

information value function. However, the IE policy optimizes for each customer individually,

and does not consider the information externalities between customers. This will also tend

to result in too many deviations from the current optimal policy among similar customers.

Figure 1.6 demonstrates the perils of over-exploration. The figure reports the percentage
26Another possibility is that the IE and Thompson policies lead to too much exploiting among similar cus-

tomers. Information externalities can lead to a policy underestimating the incremental information learned
from each deviating customer.
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of deviations from the current optimal policy in this year’s batch.27 The IE and Thompson

policies both deviate more often than the OLAT policy. This is evidence of over-exploring, and

can be attributed to the IE and Thompson policies ignoring information externalities between

neighboring customers. They recommend too many deviations among similar customers.

Figure 1.6: Percentage of Deviations from Current Optimal Policy

This figure reports the percentage of deviations this year from this year’s optimal policy of different
policies. Error bars indicate 95% confidence intervals.

An alternative explanation for the under-performance of the IE and Thompson policies

is that they do not choose the right customers to explore with. The optimal policy chooses

not only how many, but also which customers to explore with.

1.6.6 Tradeoff Between Existing Knowledge and New Information

Resolving the exploration-exploitation tradeoff also depends on the amount of existing in-

formation. To investigate the impact of existing knowledge, we vary past year’s batch size.

When past year’s batch is larger, there is more existing information, and less need to explore

this year. In Figure 1.7, we compare the OLAT policy with the and Explore and Exploit

policies. We see that the dominance of OLAT over these benchmarks depends upon the size

of past year’s batch.
27The Explore policy plotted in Figure 1.6 uses q = 0.3 (as the probability of receiving action Mail).
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Figure 1.7: Varying Past Year’s Batch Size

This figure reports the differences in the average profits (over this year and next year) per customer
of three policies (OLAT versus Explore, and OLAT versus Exploit), with different batch sizes of past
year. Shaded regions are 95% confidence intervals.

When we have very little existing knowledge, exploitation this year is relatively unprof-

itable. At the other extreme, when we have a lot of existing knowledge, exploration is no

longer needed, and exploitation becomes more profitable. This is reflected in Figure 1.7.

The OLAT policy is more profitable relative to Exploit when there were fewer customers in

the past year, and the reverse is true when comparing OLAT with Explore.

1.7 Concluding Remarks

In this paper, we study the batch targeting problem. This is a common problem faced by

firms conducting marketing campaigns in both digital and non-digital channels. Firms need

to assign marketing actions to a large number of customers in each campaign, and there

is delay in updating the model between campaigns. We propose a method for solving this

problem that balances the costs and benefits of experimentation. The method evaluates the

incremental value of information provided by each customer, conditional on the information

provided by other customers.

This is the first paper to identify information externalities in exploration-exploitation
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problems when customers arrive in batches. Our model and algorithm explicitly account for

variation in customer locations both within and across batches. Because information exter-

nalities are magnified among neighboring customers, controlling for variation in customer

locations is important in many marketing settings.

Although we focus on targeted marketing campaigns in batches, information externalities

generalize to many experimental design settings that use sequences of experiments. Hidden

costs are incurred when ignoring information overlaps between experiments. By anticipating

these information externalities and coordinating designs across experiments, firm may be

able to improve their decisions and/or reduce the size of their experiments.

We acknowledge several limitations in our research. First, we treat the size of batches

as exogenously given, and do not consider the optimal design of each batch size. Batch

sizes affect the expected value of information and ultimately the design of assignment poli-

cies. Second, we keep the methods used in each element of our OLAT algorithm as simple as

possible. These methods could be improved. For example, we can use more sophisticated

directed local search algorithms, or even deep graph networks for clustering and character-

izing information externalities. Third, we do not consider any customer dynamics in the

exploit (targeting) policy design. All of these limitations suggest promising paths for future

research.
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Chapter 2

The Invisible Hand behind Luxury

Consumption

Abstract

The economics and marketing literature has primarily focused on market economies and

studied factors such as price and advertising when analyzing customer demand. However, in

non-market-oriented economies, social factors like corruption can have a significant influence

on customer decisions. In particular, this paper focuses on the demand for luxury products,

which are widely used for gift-giving and even bribery in emerging markets. One possible

mechanism is that when the relative size of non-market-oriented sectors in the local economy

increases, luxury products can be used to identify those who have a higher willingness to pay

for scarce resources. As a result, the demand for luxury products moves together with the

degree of corruption. By leveraging natural experiments of top-down anti-corruption cam-

paigns that temporarily halt this channel, an empirical study is performed using a compre-

hensive dataset that covers the sales of all cigarette brands and the local social environment

in China. The results suggest that these social factors can have an unanticipated impact on

the demand for luxury products.
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2.1 Introduction

The economics and marketing literature has mainly focused on economic variables such as

price and advertising, as well as individual heterogeneity, when analyzing customer demand.

However, customer behavior can also be influenced by broader social and cultural factors. In

contrast to the extensive literature that quantifies the impact of various economic variables,

empirical research on the effect of sociocultural factors on product demand is limited, espe-

cially for symbolic goods or products with well-recognized social meanings. Using data from

China’s tobacco industry, this paper seeks to provide evidence for the significant impact of

sociocultural factors, particularly gift-giving and bribery, on luxury consumption. We also

explore how relationship between the importance of these sociocultural factors and the size

of the non-market-oriented economy.

China is the world’s largest tobacco-producing and cigarette-consuming country, account-

ing for 44% of the world’s total cigarette consumption in 2017, according to Euromonitor

data. Despite the global trend of declining tobacco consumption in the last decade, cigarette

sales in China remain high, with the growth of the high-end sector outpacing that of the

low-end sector in recent years.

China has a unique cigarette culture, where cigarette sharing and gifting are ubiquitous

[56]. A survey conducted in six large Chinese cities in 2006 found that cigarettes were the top

choice for gift-giving, accounting for about 30% of gifting occasions. Additionally, 63% of sur-

vey respondents indicated that gift-giving was the primary reason they purchased high-end

cigarettes. 1 Cigarettes can be considered a social currency [57] that enhances interpersonal

connections, with expensive cigarettes signaling higher value. This is particularly true when

it comes to gaining an advantage in resource allocation; high-end cigarettes can both build

connections with officials and signal high self-quality.

While economic and demographic factors are often considered the main drivers of luxury
1The six cities are Beijing, Shanghai, Guangzhou, Chengdu, Shenyang and Hangzhou. Survey results are

available at .
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and, in particular, high-end cigarette consumption [58], [59], the prevalent gift-giving culture

in China leads us to conjecture that the demand for high-end cigarettes in this market is also

linked to the importance of personal connections in economic activities. The need for personal

relationships is more prominent in non-market-oriented economies with heavy government

involvement than in more transparent and market-oriented economies. Previous literature

shows that Chinese firms are motivated to establish and maintain good relationships with

government officials for favorable treatment and more resources [60], [61].

Therefore, we hypothesize that the demand for high-end cigarettes is likely to be higher

when the size of non-market-oriented sectors in a local economy is larger or when the gov-

ernment plays a more significant role in economic activities. To test our hypotheses, we

compile a comprehensive dataset containing city-level sales information over time for all

cigarette brands that are allowed to be sold in China. We complement the sales data with

city characteristics, including variables indicating local economic development, such as GDP

per capita, and data related to government-oriented and market-oriented economic activities

at the local level, collected from multiple sources. Our empirical analysis reveals significant

and robust evidence that regions with higher government involvement in the economy are

associated with higher demand for premium cigarettes, while regions with larger market-

oriented sectors see lower demand, after controlling for local economic and demographic

factors.

When government officials have discretion over resource allocation and are highly involved

in economic activities, corruption is more likely to occur. Premium cigarettes, especially top

brands, are often reported as bribery gifts to government officials. Therefore, we further

conjecture that the demand for premium cigarettes is related to the level of bureaucratic

corruption. A direct test of this conjecture is not straightforward because corruption is il-

licit and difficult to measure [62]. To identify this effect, we resort to indirect evidence of

corruption and take advantage of recent anti-corruption campaigns in China to investigate

the effect of corruption on cigarette demand. These staggered top-down anti-corruption
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campaigns serve as natural experiments that temporarily halt corrupt activities. The cen-

tral government’s objective when designing the campaign agenda is to create surprise; this

coincides with our need for identification with an exogenous shock, allowing us to identify

the effect of corruption on luxury consumption with a difference-in-differences design. Our

analysis shows that when the degree of corruption in the local area goes up, the sales of

high-end cigarettes indeed also increases.

The institutional and cultural factors that drive high-end cigarette demand are inter-

twined. Relying on a large-scale cross-regional family survey in China, we find direct evi-

dence that regions with a more prominent gifting culture, as measured by higher amounts of

reported gift-giving or gift-receiving, are associated with higher sales of premium cigarettes.

Interestingly, we also find evidence that regions with more democratic local governance and

a more inclusive mindset are associated with lower sales of expensive cigarettes.

By compiling data from various sources and utilizing different measures, we consistently

find that the demand for high-end cigarettes in China is affected not only by economic and

demographic factors but also by sociocultural factors, and these sociocultural factors are

more prominent when the size of non-market-oriented sectors is larger.

Our research highlights the importance of social and cultural factors in driving luxury

consumption in non-market-oriented economies. While it is well-recognized that social con-

text affects human behavior and customer needs, few studies have attempted to quantify

such effects on demand. One challenge is the measurement of these factors. Unlike eco-

nomic and demographic variables, which have clear definitions and reliable measurements,

social and cultural factors are not directly observable and have largely relied on surveys in

previous studies, such as Hofstede’s five cultural dimensions [63]. Another challenge arises

from identification. Past research typically leverages cross-national variation to identify the

effect of culture on product adoption [64]–[66]. In our study, we address these challenges

by leveraging an exogenous policy shock that temporarily changes the way people interact

and by using regional variation to identify the impact of sociocultural factors on luxury con-
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sumption. Our results show that cultural and institutional factors play an important role in

explaining the differences in demand across regions.

Our research contributes to the literature on cigarette consumption in several ways. First,

previous studies have traditionally focused on the effect of advertising on cigarette sales [67]–

[70], the effectiveness of anti-smoking campaigns and regulations on tobacco control [71]–[73],

and the consequences of tax increases on cigarette consumption [74]–[77]. In contrast, our

study focuses on the impact of sociocultural factors, which has received little attention in

the existing literature.

The remainder of this paper is structured as follows. Section 2.2 introduces the indus-

try background and the cigarette data. Section 2.3 through Section 2.5 conduct empirical

analysis of institutional factors, corruption and sociocultural environment on the demand

for premium cigarettes. Section 2.6 concludes the paper.

2.2 Industry Background and Data

2.2.1 Industry Background

The tobacco industry in China is highly regulated. The state-owned China National Tobacco

Corporation (CNTC) enjoys the status of a virtual monopoly, with 98% of the domestic

market share. The structure of the organization is vertical. Under the corporation, there are

provincial level branches that supervise the production and sales of tobacco products in the

local area. The CNTC contracts out production to licensed local tobacco manufacturers, and

it is also responsible for the distribution and sales of tobacco products. Approximately 40

cigarette manufacturers which are located in every province of China except Tibet. Tobacco

and cigarette production contributes significantly to local fiscal revenue through tax.

While the production of cigarettes is local, the distribution is nationwide and responds to

market demand. The wholesale price of cigarettes is the same across regional markets. Retail

prices may vary across retail outlets, yet there are guiding retail prices announced by the
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State Tobacco Monopoly Administration (STMA), the government agency that monitors the

industry. Retail stores need to obtain a license from the STMA to sell cigarettes. Advertising

of cigarettes in print, radio or on TV is banned in China.

The cigarette tax in China combines a specific excise tax and an ad valorem tax. Before

May 2009, the specific tax was the same across cigarettes while the ad valorem tax was

two-tiered: 30% for cigarettes with producer price less than 5RMB per pack and 45% for

those equal to or above this price level. In May 2009, China adjusted the ad valorem tax

rate schedule: the tier 1 rate was increased to 36% and the tier 2 rate was increased to 56%.2

The tax policy change occurs during our sample period and we use year dummy to control

for such effect on cigarette demand in late analysis.

2.2.2 Sales Data

We obtain cigarette sales data from the STMA. The data contain detailed information on

the sales of cigarette of all the brands across 273 cities at the year level from 2007 to 2014.

Monthly data are available from January 2013 to July 2015. Each observation is a sales record

of a cigarette product and includes the following information: the name of manufacturer,

brand, SKU, price category, wholesale price, city and sales volume. We identify high-end

cigarettes by price category. There are 9 price categories identified in the data from high to

low. Category 1 (supreme) refers to products whose wholesale price is RMB 600 or above

per carton (10 packs); category 2 (high class) refers to wholesale price in the range of RMB

500 to 600 per carton. Figure B.1 shows the distribution of the number of SKUs that fall

into each price category. We define a product as high-end if it belongs to the first two price

categories.3

We construct two variables that are of main interest to our analysis. The first is the total
2The 2009 tax adjustment also re-classified the two tiers. Cigarettes with producer price 7 RMB per pack

or above were subject to the tier 2 tax rate while those below 7 RMB per pack were subject to the tier 1
rate. In other words, more expensive cigarettes face a higher tax increase with the tax adjustment.

3We also run robustness checks using alternative definition of high-end cigarettes: (1) products in the
highest price tier; (2) Well-recognized premium brands such as Zhonghua. The results are qualitatively the
same.
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sales of high-end cigarettes in a city during a year or month. The second is the percentage

of high-end cigarette sales out of the total cigarette sales in a city during a year or month.

The second variable measures the intensity of the demand for premium cigarettes, which is

more comparable across regions. Figure B.2 shows the ratio of high-end cigarettes at the city

level in 2013 on the map of China. There is heterogeneity in the high-end cigarette demand

across provinces, and such a difference cannot be fully explained by the state of economic

development or income effect. Figure B.3 shows the level of GDP per capita in 2013 in each

city on the map. Some areas, such as the southwest region of Yunnan Province, were behind

in terms of GDP per capita yet they saw a high proportion of premium cigarette sales.

Such contrast motivates us to further explore the factors driving the demand for high-end

cigarettes.

2.2.3 Cigarettes as Gifts

Gift-giving facilitates establishing and maintaining interpersonal relationships [78] and is an

important ritual in Chinese culture that emphasizes harmony and social connections [79].

Cigarettes, particularly expensive ones, are commonly used in gift-giving contexts in China.

Cigarettes are ideal gifts not only because there is a large population of smokers but also

because cigarettes are easy to sell or exchange at stores that recycle gifts [80].

One indication of cigarettes as gifts is the strong seasonal pattern of cigarette sales. Using

the monthly data from 2013 to mid-2015, we plot the national sales of premium cigarettes

over the 12 months for each year in Figure B.4. The pattern is clear and consistent: the

highest sales occur in January followed by September. The spike in January is due to the

celebration of Spring Festival (Chinese New Year), which usually falls between late January

and mid-February. Spring Festival is the most important holiday for the Chinese and the

time for family reunion. Gift-giving is a tradition for this holiday. For products in gift

categories, the sales from this season account for a significant portion of the total annual

year sales. The second highest sales volume of cigarettes occurs in September. This coincides

64



with the Moon Festival, another Chinese festival that calls for family reunion. Gift-giving

during the festivals not only occurs among relatives, friends and acquaintances, but also

extends to a larger social network.

Aside from being among the top gift choices for festivals, cigarettes are commonly used

as gifts to establish and strengthen personal connections in everyday life. In the following

section, we further explore this particular nature of cigarettes and investigate its impact on

cigarette sales across regions.

2.3 Institutional Settings and Luxury Consumption

2.3.1 Hypothesis and Measurements

Personal connections, or guanxi in Chinese, are extremely important in navigating a sys-

tem with heavy bureaucratic presence. At the personal level, one may need connections

with government agents to increase the efficiency of dealings with the government. At the

business level, firms need to establish and maintain good relationships with government of-

ficials to obtain favorable tax treatment and better government services [60], or to overcome

competitive and resource disadvantages [61]. When institutional settings allow government

officials more discretionary power, the need for relationship is more prominent. When the

government plays a more significant role in the economy, government officials have more

opportunities to engage in corruptive behavior. High-end cigarettes, along with expensive

liquor and other luxury items, have been repeatedly reported as choice gifts to officials and

signs of corruption.4

These observations lead to our hypothesis: all else being equal, the demand for high-end

cigarettes is higher in regions where the government has stronger influence in the economy;

the demand for high-end cigarettes is lower in regions with a more developed market economy.
4Example articles: http://www.chinadaily.com.cn/opinion/2017-02/17/content_28234071.htm; https://

www.bloomberg.com/news/articles/2012-03-04/cigarettes-the-most-stable-international-currency.
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To test this hypothesis, we need to find measures that reflect the magnitude of government

involvement in the economy.

The first measure is related to the fiscal spending of the local government. Public spend-

ing reflects the involvement of the government in the local economy. Previous literature also

shows that public spending is closely related to corruption [81]. We collected data from the

Ministry of Finance Report and use the yearly fiscal expenditure per capita of a city as the

focal measure. The variable is log-transformed as it is highly skewed.

Second, we consider the power of government agencies in a city as an indicator of gov-

ernment presence in the local economy. While a direct measurement is not available, we are

able to collect from public sources the number of job openings posted by a local government

as well as the number of applications for these openings for the year 2017.5 We compute the

ratio of the number of applications to the number of government job slots in a city as our

measurement. This reflects the intensity of competition for government employment, which

implies the attractiveness of government positions in a region. The variation of government

job attractiveness across regions, controlling for local economic conditions, may reflect the

implicit rent-seeking opportunities or power of government positions in the region.

Personal relationships become less important in a more transparent and market-oriented

economy. The size of foreign investment in a region is often considered to reflect the openness

of the region and the market oriented part of the economy. As a result of the open-door

policy, foreign direct investment (FDI) has increased rapidly in China since the 1980s. The

major types of FDI are wholly foreign-owned enterprises and joint ventures. Foreign capital

typically seeks regions with a better market infrastructure and business environment, such as

regions with protection of intellectual rights and agglomeration economies [82], [83]. Previous

research shows that FDI has positive spillover effects on local industry and enhances the

integration of the local market with the international market [84], [85]. We use the proportion
5Ideally we would like to collect the government job posting information for the years that match the

cigarette sales data, yet data for past years are not available. The current measures are the proxy for the
local demand of government jobs, which we argue can be correlated over time.
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of foreign-invested enterprises’ output in the gross industry output as a measure of the local

market-oriented economy. The higher the share of foreign-invested enterprises is, the more

likely the prevailing rules in business operation are market oriented instead of relationship-

based. Therefore, we expect a negative correlation between the concentration of foreign-

invested enterprises and the demand for high-end cigarettes.

In addition to collecting the above data from statistical yearbooks, we search for exist-

ing surveys that contain information about our measures of interest. First, we utilize the

survey results in 200 cities from the 2009 Urban Household Income and Expenditure Sur-

vey (UHIES), conducted by the National Bureau of Statistics. The survey covers all the

provinces in China and is considered nationally representative.6 One question in the sur-

vey is directly related to our discussion above: the number of family members working in

state-owned enterprises (SOE). SOEs are known for emphasizing guanxi or personal ties in

operation and promotion. Since our analysis unit is at city level, we construct the variable

percentage of family members working in an SOE at the city level, which is the percentage

of family members working in SOEs averaged across the sampled households in a city.7

The second survey used is the City Public Governance Survey [87]. The survey collected

data from over 6000 respondents from 220 cities in 2013. One question in the survey asked

whether the respondent relied on personal relationships in dealing with affairs in government

sectors. We compute the percentage of respondents that answered yes in a city as another

measure for the importance of relationships in the local area.

We use these measures constructed from various sources to test our hypothesis. The list

of variable definition and the data source is in Table B.1.

2.3.2 Empirical Specifications

Our main interest is to test the impact of cultural and institutional factors on high-end

cigarette demand. Since the size of the smoking population in different regions varies and
6[86] use the UHIES data from 1992 to 2003 to study the income and consumption inequality in China.
7The sample size of each city in the survey is 300-400.
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such information is not available, we use the ratio of high-end cigarette sales out of the total

sales in a city in year t, rit, to measure the local demand intensity. We model rit to be a

function of the local characteristics, Xit, and institutional or cultural factors, Rit :

rit =
exp(↵ + �Rit + �Xit + "it)

1 + exp(↵ + �Rit + �Xit + "it)
. (2.1)

The functional form ensures that the dependent variable is between 0 and 1. Transformation

of the above equation leads to the following specification:

ln

✓
rit

1� rit

◆
= ↵ + �Rit + �Xit + "it. (2.2)

This is the main regression model we estimate. The dependent variable, yit is the log trans-

formation of the ratio of high-end cigarette sales to other cigarette sales. Instead of using

the log ratio as the dependent variable, we also estimate a model with an alternative depen-

dent variable ln(Sit) , which is the log transformation of the total sales volume of high-end

cigarettes in a city in year t.

The control variable Xit includes the following variables: GDP per capita (in log form),

ratio of the service industry in GDP and population density of city i in year t. GDP per

capita captures the income effect on premium cigarette sales. The share of the service

industry reflects the economic development of a city. A higher share of the service sector

indicates a more developed area, which is likely to lead to higher demand for premium

cigarettes. We also include a dummy variable that indicates whether the city has high-end

cigarette manufacturers. There could be a local effect [88] that promotes the consumption

of premium cigarettes.

Another set of variables that may affect the cigarette demand are related to the need for

gift-giving and guanxi in economic activities. These are summarized by Rit., which have been

discussed in the last section. Since cultural and institutional factors do not change dramati-

cally from year to year, our main identification is from the regional heterogeneity controlling
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for basic economic conditions. The summary statistics of the variables are provided in Table

B.2.

2.3.3 Results

We first run a baseline model with only the set of basic control variables Xit. The results are

reported in Table B.3. Column (1) uses the log-ratio of premium cigarettes as the dependent

variable (Equation 2.2), and Column (2) uses the log sales as the dependent variable. We

also use year dummies to capture factors such as tax policy change.

As expected, GDP per capita has a significant and positive effect on the demand for

high-end cigarettes. We also find that cities with more developed service sectors see a higher

demand of premium cigarettes. These are consistent with the income effect interpretation.

In terms of the effect of local premium cigarette production, we find evidence that it is

associated with higher sales of premium cigarettes. However, the ratio of high-end cigarette

sales relative to other cigarette sales in these cities is lower. A possible explanation is

that local production of premium cigarettes increases the total demand for cigarettes in the

region and that the increase in the demand for regular cigarettes exceeds that for premium

cigarettes.

To test our hypothesis, we further include variables introduced in Subsection 2.3.1 into

the regression. The first two columns of Table B.4 report the result with local government

spending per capita (in log form) and the demand-to-supply ratio of local government job

openings as additional explanatory variables. These variables reflect the degree of govern-

ment influence in a local area. We find both coefficients to be positive and significant. In

other words, all else being equal, cities with higher fiscal spending and higher demand for

government jobs are associated with higher demand for premium cigarettes, in both the

relative sense (relative to the sales of other cigarettes) and the absolute sense (total sales

volume). These results support the hypothesis proposed, that the demand for premium

cigarettes increases where the government is more involved in the economy.
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In Columns (3) and (4) of Table B.4, we control for the share of foreign invested firms’

output in the gross industry output in a city, a variable that reflects the degree to which the

economy in the region is market oriented. Consistent with our conjecture, its coefficient is

negative and significant. Our interpretation is that the need for gift-giving and personal con-

nection is lower in a more transparent and market-driven economy. Therefore, the demand

for high-end cigarettes is reduced in these areas.

Columns (5) and (6) show the results when controlling for all three measures. The

results indicate that the demand for high-end cigarettes is higher in regions with more

government involvement, but lower in regions with a more developed market economy. This is

because relationship-building and gift-giving are more prevalent in an economy with stronger

government involvement.

Tables B.5 and B.6 report the regression results using the measures derived from surveys.

Table B.5 utilizes information from the UHIES conducted in 2009. The variable of interest is

the ratio of family members working in SOEs. Another variable derived from the survey is the

self-reported total value of gifts in eating and drinking received by a family in the year. Note

that both variables are computed as the average of the sampled households in a city to match

our unit of analysis. We find that a higher share of SOE employment in a city is associated

with a higher demand for premium cigarettes, indicating that interpersonal relationship

building is more important in the state-controlled economy. We also find evidence that a

higher value of gifts received is associated with higher demand for high-end cigarettes, an

indication that sales of high-end cigarettes are related to gift-giving.

Table B.6 draws information from the City Public Governance Survey in 2013. The

key variable constructed from the survey is the percentage of respondents in a city who

indicated that they have relied on personal relationships when interacting with government

sectors. The coefficient of this variable turns out to be positive and significant, suggesting

that the demand for premium cigarette sales is higher in cities where personal connections

are more often resorted to in dealing with the government. This is again consistent with our
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hypothesis.

2.4 Corruption and Luxury Consumption

The empirical evidence from the last section suggests that the demand for high-end cigarettes

is higher in regions with more government intervention. This leads to the further hypoth-

esis that the demand for premium cigarettes is related to corruption. Premium cigarettes

have been repeatedly reported as gifts in bribing government officials, although they are of

relatively low price compared to other luxury products used in bribery [89], [90].

It is challenging to test directly whether corruption leads to higher demand for premium

cigarettes. The primary reason is that corruption is illicit and difficult to measure [62]. Many

empirical studies have detected corruption by focusing on specific scenarios or activities

that involve corrupt behavior [89], [91]–[95]. Following the literature, we resort to indirect

evidence of corruption to investigate the effect on cigarette demand. Our hypothesis is the

following: all else being equal, the demand for high-end cigarettes is higher in regions with

more corruption among government officials; the demand for high-end cigarettes is lower in

regions with stronger anti-corruption efforts.

We first take advantage of the anti-corruption campaigns in recent years to detect the

impact of corruption on premium cigarette demand. The Communist Party of China (CPC)

initiated a far-reaching campaign against corruption in late 2012 that is considered the largest

in the history of the party’s rule in China. The Central Commission for Discipline Inspection

(CDI) is the highest internal-control institution of the CPC that enforces regulations and

combats corruption. There are also provincial CDIs that take charge at the provincial level.

Since 2013, the central commission as well provincial commissions have visited many cities

to investigate government officials of various ranks. The inspection visits have a significant

effect on curbing bribery and corrupt behavior [89], [96]. If high-end cigarettes are frequently

used in bribing government officials, then the inspection visits are likely to reduce such gift-
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giving and lower the demand for premium cigarettes. We therefore conjecture that the

demand for high-end cigarettes decreases in cities with anti-corruption inspections.

To test this hypothesis, we collected information on the timing of inspection visits by

either the central CDI or provincial CDIs to cities through news reports dated back to

January 2013. The newspapers we searched include major newpapers at both the state level

and the provincial level. Given the monthly data of cigarette sales from 2013 to 2014, we

run the following analysis:

yit = ↵ + �0Iit +
SX

s=1

�sIi,t�s + �Xit + ⌧yi,t�1 + "it (2.3)

where yit is the measure of the demand for high-end cigarettes in city i at period ( month)

t. Iit is the indicator of whether the central CDI or a provincial CDI paid an inspection visit

to the focal city at period t. Since the effect may not take place immediately, we also

control for the lagged effect of inspection on the demand for premium cigarettes. Ii,t�s

stands for whether there is an inspection s months before period t. In our empirical analysis,

we allow for up to 5 periods of lag effect. Xit include city level characteristics and month

dummies. We also control for the lagged dependent variable (cigarette sales) to account for

state-dependence in the demand.

The estimation results are presented in Table B.7. The first two columns report the effect

of inspections from the central CDI on the ratio of high-end cigarette sales or sales volume.

We find that the effect of the inspection of government officials by the CDI started to appear

two months after inspection began. The demand for high-end cigarettes in the focal city,

by either measure, significantly decreases two months after the visit by the central CDI.

The effect attains the highest level three months later and then recedes. It provides some

evidence that the inspection curbs potential corrupt behavior and discourages gift-giving

using premium cigarettes. Columns (3) and (4) show the results controlling for both central

CDI inspections and provincial CDI inspections. It seems that inspection from the provincial
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CDI has little impact on premium cigarette demand. In comparison, one may conclude that

inspections from the central CDI are more effective in combating corruption, significantly

dampening the demand for high-end cigarettes. The result is also consistent with [96], who

find that the announcement of the CDI lowers the expected return of luxury-goods producers

using data from the stock market.

In addition to utilizing the inspection events, we collected data from news media on the

corruption charges of high-ranking government officials at the city and provincial levels from

2013 to 2015. Similar to the inspections, the corruption charges of high level officials send a

warning signal against bribery behavior. We conjecture that areas with more reported cases,

which imply stricter execution of the anti-corruption campaign, would see lower demand for

premium cigarettes.

We search for only bribery cases involving government officials who assumed high level

positions in the administration team and Party Committee of a city or province, including

mayor / vice mayor, secretary of municipal Party Committee / vice secretary, province

governor / vice governor secretary, secretary of provincial Party Committee and chief officer

of important government department or bureau. These positions exist for all the cities and

provinces, regardless of the size of the local government. Each record shows the name of

the government official accused, the month and year when the case was publicly announced,

the position that the person assumed, and the city or the province of the position. We then

compute the number of corruption charges revealed in each month in each city in our dataset

and construct two variables. One is the number of corruption charges on municipal officials

of the city, and the other is the number of corruption charges against the provincial officials

in the province where the city is located.

We run a similar regression as Equation 2.3 above, replacing the indicator of CDI in-

spections with the number of corruption cases. The results are presented in Table B.8.

Column (1) shows that the corruption charges of provincial officers have an immediate effect

on curbing the demand for high-end cigarettes, as reflected by the negative and significant
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coefficients of first and second month lags. However, the effect disappears for deeper time

lags, implying that the pressed demand rebounds.

2.5 Social Environment and Luxury Consumption

Our empirical analysis in the last two sections, using evidence from various sources, con-

sistently shows that the demand for premium cigarettes is positively correlated with the

extent of government involvement or nonmarket orientation in the economy. Apart from

economy, such correlation has deeper roots in the culture and social environment. Given the

geographical dispersion and historical background, different regions in China not only expe-

rience different paces of economic reform and development, but also exhibit different cultural

and social norms. The economic and cultural factors are often intertwined. More market-

oriented regions are typically associated with a more open culture and more breakaway from

traditions, while the less developed areas are often more conservative and emphasizing more

of relationship. Following this logic, we have the following hypothesis: all else being equal,

the demand for high-end cigarettes is lower in regions with a more open culture and higher

in regions with more traditional relation-based culture.

To find measures that reflect the local cultural and social environment, we resort to

a large scale cross-region family survey conducted in China, i.e., the China Family Panel

Studies (CFPS). The CFPS is a nationally representative and biannual survey of Chinese

families since 2010. The survey collects a wealth of data including both economic and

social information of individuals and families.8 The data we draw on come from the 2010

survey, which has a sample size of approximately 15,000 families nationwide. We collect the

responses to the following questions that could potentially be relevant for our study:

1. How many times has your family sent gifts to others during the last year, including
8The CFPS is funded by the Chinese government through Peking University. It is considered the most

comprehensive survey data of Chinese families and communities and is widely used in Chinese social science
research. See link http://opendata.pku.edu.cn/dataverse/CFPSformoreinformation.
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presents (e.g. cigarettes, wine, tea and jewels) and money (e.g. lucky money during

Chinese New Year) ?

2. What is the value of the gifts, including both presents and money, that your family

received during the last year?

3. Do you think learning English is important in communication? Rate on a scale from

1-5 where 1 means not important at all and 5 means extremely important.

4. Have you been to Hong Kong/Macao or Taiwan? (Yes/No)

5. Has your region implemented direct election? (Yes/No) 9

The first set of questions (1 and 2) regards the gifting behavior itself. Questions 3 and 4

are related to communication with the outside world. The last question reflects the degree

of democracy in local governance. The answers to these questions can provide information

concerning the local gifting culture and the openness of the local society. We consider a

region as more open if it has a higher percentage of residents who travel outside, consider

foreign language as important, or has more democracy in politics. For questions (1) - (3), we

compute the average value of the responses from a specific region. For question (4) and (5),

we compute the percentage of respondents that answered ’Yes’. We then run the analysis

parallel to Equation 2.2. The key explanatory variables are the five variables extracted from

the survey.10 The results are reported in Table B.9.

We find direct evidence that regions with more prominent gifting culture (as measured by

higher amounts of self-reported gift-giving or gift-receiving) are associated with higher sales

of premium cigarettes, as reported in Columns (1) and (2). Interestingly, we also find from

Columns (3) and (4) that everything else being equal, regions that implement direct election

and that have more residents valuing foreign language in communication or travelling outside
9Since 1998, various trials of direct election at the town level have taken place in many regions of China.

The reform is considered to represent important democratic progress [97].
10Although we have data for only one year, we believe these measures are relatively stable. Our identifi-

cation relies on the cross-sectional variation.
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mainland China are associated with a significantly lower demand for high-end cigarettes. The

results lend support to our hypothesis that the demand for expensive cigarettes is positively

correlated with gifting culture but negatively correlated with local openness and democracy.

2.6 Conclusion

Economy, culture and institutional settings are intertwined and shape each other. Using

various measures reflective of these underlying forces, our analysis reveals that these factors

have significant influence on the sales of high-end cigarettes in China. To further evaluate

their overall impact, we run an overarching analysis that include both institutional and

culture factors in one regression. Recall that we have three key variables that reflect the

degree of government involvement in the local economy and a set of variables that proxy

for gifting culture and local openness. We report the results in Table B.10. Comparing to

the baseline results in Table B.3 which only controls for economic conditions, we find that

measures of culture and institutional factors can explain additional 15% of the variation in

the demand of premium cigarettes.

Our identification strategy takes advantage of the heterogeneity of the Chinese market

across geographical regions. The variation in economic development, local culture and insti-

tutional factors, along with local demographics, gives rise to the differences in demand and

consumption. We utilize data from various sources to construct measures of such contextual

factors and our empirical analysis consistently indicates that these factors are important in

explaining the sales for high-end cigarettes.

Our research takes initial steps in quantifying the subtle contextual influence in product

demand. Future research is required in at least two areas. First, although we have created

different measures of culture and institution settings from various data sources, future re-

search can improve the measures or provide more comprehensive measures of such contextual

factors. Second, more research is needed to investigate the demand for products that not
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only satisfy personal use but also serve important social roles. The demand dynamics for

such products would be correlated to the change in the social context.
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Chapter 3

When Customer Search Stifles Product

Innovations

Abstract

Conventional wisdom suggests that when an incumbent fails to innovate, there is a greater

risk to the incumbent of competition from other innovators. I show conditions in which the

opposite is true: by delaying innovation, an incumbent can create entry barriers that deter

innovation by competitors. Consequently, both competition and innovation are suppressed.

The key insight driving these outcomes is that customer search is endogenous, and absence of

innovation today can disincentivize customers from searching in the future. Since customers

need to search to discover innovations, when they search less, it both creates entry barriers

for competitors, and reduces the competitors’ incentives to innovate. Postponing innovation

can benefit incumbents if it motivates customers to search less, and thus competitors to

innovate less. Notably, I show that searching less is a rational customer response.
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The world, people, institutions, whatever you want to call it, need time to adapt and think

about these things (AI products) ... Our goal is not to have shock updates to the world, (but)

the opposite.

– Sam Altman (CEO of OpenAI)

3.1 Introduction

In 2010, Apex Ski Boots released an innovative product designed to offer greater comfort for

skiers – a longstanding issue with traditional ski boots. Despite offering a technologically

groundbreaking product in a market missing innovation for over twenty years, the company

failed to achieve commercial success. Apex’s story is not an isolated case; many innovations

that are able to meet highly anticipated, but unfulfilled, customer needs struggle to compete

with incumbent firms and become profitable, and even more never reach consumer markets.

Conventional wisdom suggests that when an incumbent firm fails to innovate, it creates

entry opportunities for prospective competitors to enter the market. If these entrants are

more innovative and can develop superior products, their entry is likely to hurt the incumbent

firm. The competition might intensify, and entrants’ products might end up dominating the

incumbent’s. Entrants will have stronger incentives to innovate, which could ultimately also

benefit customers through better products and possibly lower prices in the market. However,

this conventional wisdom does not apply to the story of Apex Ski Boots, whose innovative

product failed to gain traction in a market characterized by low innovation from incumbent

firms.

In this paper, we argue that the opposite of this conventional wisdom may hold true

under certain conditions. Rather than enabling entry, less innovation by an incumbent firm

can create entry barriers for outside innovators. In addition, strategic delays in the launch

of successful innovations can sometimes help incumbents maintain their market power. The

overall result is a market with less innovation and competition, which may explain the
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struggles faced by entering innovative products like those from Apex Ski Boots.

Our argument hinges on the endogeneity of the customer search. Customers do not

automatically become aware of innovative products. In fact, the more groundbreaking an

innovation is, the less likely mainstream customers will be aware of something similar, in-

creasing the difficulty of discovery [98]. The process requires incurring search costs to learn

about new offerings, where customers weigh the risk of not finding desirable innovations

against the costs of searching.

The key insight we present in this paper is that these search costs and discovery challenges

play a crucial role in how incumbent (in)action can stifle innovation. When incumbents fail

to provide innovative products, it can trigger a decline in overall customer search, making it

harder for future innovations to be discovered and adopted. This insight has two implications

for firms. First, it disincentivizes potential competitors from innovating. Second, it creates

entry barriers, even for entrants with groundbreaking innovations, as customers are not

actively searching. Consequently, incumbents may prefer to delay or withhold innovations,

leading to prolonged periods of stagnation. These dynamics create a self-reinforcing cycle:

firms are deterred from innovating due to reduced customer search, and customers search

less because they expect fewer innovations.

To formalize these dynamics, we construct a two-period stylized model of innovation

featuring an incumbent and an entrant. In the model, customers must search to discover

any innovative products. Customers do not know the firms’ true innovation speeds, but they

can form inferences based on their search outcomes. A key finding is that total customer

search declines in the second period if customers fail to discover innovative products in the

first period. This decline occurs because customers rationally infer that innovation is likely

to be slow, reducing their perceived likelihood of finding new products in the future.

As customer search declines, it becomes more difficult for new firms to enter the market, as

there is a greater risk that customers will not discover their innovations. This creates a higher

profitability threshold for firms considering launching innovative products in the second
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period, allowing incumbents to maintain market power even without further innovation.

(a) “cloud computing” (b) “microprocessor”

Figure 3.1: Google Trends for certain keywords

This prediction is consistent with the patterns observed in the Google Trends data. Figure

1 shows the search trends for keywords related to innovation in various domains on Google.

There is an association between the time elapsed since the last disruptive innovation and

reduced customer search. For example, customers search for new innovative breakthroughs

in the domain of cloud computing after the launch of a disruptive innovation. However, after

years of searching for new breakthroughs without major discoveries, we would expect search

interest in this domain to decrease over time, which aligns with the trend depicted in Figure

3.1a. During this decline, emerging disruptive innovations in this domain might struggle to

gain sufficient attention to achieve profitability, preventing these products from entering the

consumer market.

Our model reveals a surprising result: incumbents can benefit from strategically delaying

the launch of innovations. The incumbent may strategically withhold a successful innovation

if the entrant has not yet succeeded in innovating. Intuitively, by doing so, the incumbent

manipulates customer expectations, making innovation appear more infrequent than it ac-

tually is. This deceptive strategy discourages some customers from continuing to search, as

they perceive a lower likelihood of discovering an innovative product.

In this equilibrium, even though customers are aware that the incumbent might be hoard-

81



ing innovations, it is rational for them not to search again in the second period. This reduces

total customer search in the second period and hinders the discovery of competing innova-

tions. By delaying launching its innovations, the incumbent discourages the entrant from

innovating. As a result, the incumbent maintains market power.

The incumbent makes this strategic decision when the potential risk of losing market

share to an entrant with an innovative product outweighs the expected gains from launching

its own innovation. Specifically, this strategic withholding of innovation is more likely to

occur when entrant has a high probability of successfully developing a competing, innovative

product. It is also more likely to occur when the incremental markup from selling the new

product is not sufficiently higher than the markup from selling its existing basic product.

This paper makes several contributions to our understanding of the interplay between

customer search, innovation, and competition. First, we highlight how customer search costs

and the difficulty of discovering new products can stifle innovation. Second, we show that

a lack of innovation by incumbents can create entry barriers, challenging the conventional

wisdom that incumbent inaction facilitates competition. Third, we demonstrate that incum-

bents may strategically delay launching innovations, as this can reduce customers’ propensity

to search. Taken together, these findings may help to explain why many markets remain

dominated by incumbent firms and experience prolonged periods of infrequent innovation.

Our model provides a tractable framework for examining these dynamics and delivers novel,

testable predictions.

The remainder of this paper is structured as follows. Section 2 reviews the literature.

Section 3 describes the setup of the stylized model. Section 4 characterizes the evolution of

customer search behavior over time. Section 5 analyzes the firms’ strategies and characterizes

the corresponding equilibria, discussing the implications of these equilibria. Finally, Section

6 explores potential extensions of the model and concludes the paper.
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3.2 Literature Review

This paper contributes to the literature on innovation, customer search, strategic entry

deterrence, and the interplay between them. We begin by briefly reviewing the literature on

the economics of innovation.

Innovation has been widely regarded as the driving force for economic growth [99]. It

can be converted into products with higher quality and generate more surplus; innovative

disruptions from entrants can also motivate incumbent firms to innovate more in order to

cope with intensifying competition, thereby increasing the overall level of innovation and

ultimately driving economic growth [100], [101].

Conventional wisdom suggests that when established firms fail to innovate and adapt

to new innovations, they become vulnerable, creating opportunities for new entrants to

capitalize on these innovations and disrupt the market [98], [102]–[104]. [105] shows that even

well-resourced incumbents can sometimes be outperformed by new entrants. In our paper,

we use a game-theory model to propose a counterargument to this conventional wisdom.

Our key insight is that, due to the endogeneity of customer search, the incumbent firm can

strategically withhold innovation to hinder innovation progress, reducing competition and

maintaining market power without innovating.

Our model builds on the premise that customers search to discover new products and

expand their consideration sets. We argue that searching for awareness is particularly rele-

vant in the context of innovation and new product launch. Previous work has shown that

innovation is hard (and getting harder) and infrequent, making it challenging for customers

to stay aware of the latest progress [106]–[109], especially for disruptive innovations [98].

Note that our paper focuses solely on customer learning; firm learning (its abilities) in new

product launches [110] is beyond the scope of this paper.

While the search literature in economics and marketing primarily focuses on acquiring

aware but uncertain information, such as heterogeneous matching values [111], [112] and
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prices [113], a subset of research emphasizes the discovery or awareness function of search.

This includes both theoretical [114], [115] and empirical studies [116]–[118]. A branch of

literature also studies the costly formation of the consideration set in customers’ decision-

making process [119]–[124], which is related to the consideration set expansion setting in this

paper.

Classic marketing research examines how awareness affects innovation adoption in the

new product diffusion literature [125]–[128]. Our paper differs from the diffusion literature

by considering how the endogeneity of customer search stifles innovation through a self-

reinforcing mechanism. Specifically, the perceived low innovation leads to lower search in

the future, suppressing future innovations. Moreover, firms can leverage the endogenous

search to further manipulate search and innovation in the future.

Shifting our focus from the customer side to the firm side, we summarize the related

literature on how firms can gain an advantage by strategically manipulating customer search.

When increased customer search, particularly informational search, benefits the firm, it

can encourage search through two primary channels: reducing search costs or increasing

search incentives. To reduce search costs, firms can offer alternative informational channels,

such as advertising [117], [129], or improve search efficiency [118]. Alternatively, firms can

increase customers’ incentives to search by strategically reducing the informativeness of their

advertising content [130], [131]. In our paper, although it may seem that the incumbent would

prefer more customer search to increase product awareness, we show that the incumbent can

sometimes benefit by reducing search and lowering awareness.

In our paper, firms can achieve search reduction through their (in)action, such as with-

holding successful innovation. The literature on how firms’ (in)action can sometimes improve

market performance is particularly relevant to this paper. For example, [132] show that when

customers use the amount of marketing as a signal for product quality, a firm may choose to

de-market its product to improve overall sales. Other examples in this domain include with-

holding brand advertising [133] and simplifying product line design by reducing the number
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of products [122].

The idea of revealing the partial truth as a manipulative signal is also related to the

literature on information design. Existing work shows that the informationally superior

party can design a signal (or an experiment) that mixes misleading information with true

information, changing the decisions of the informationally inferior party [130], [131], [134],

[135].

This paper contributes to the strategic entry deterrence literature by identifying a novel

deterrence strategy. In their seminal work, [136] describe conditions under which incumbents

hope to deter or accommodate entry, and show that these conditions depend upon whether

firms’ actions are strategic complements or substitutes. The literature offers various strategic

handles to deter entry, such as prices and output levels [137], product durability [138], and

overinvesting in advertising to raise awareness and build customer relationships [139], [140].

When advertising raises customers’ valuation for entrants’ products, incumbents may

deter entry by lowering awareness of alternatives or creating market confusion. They can

achieve this by decreasing advertising expenditure [141], which can sometimes reduce the

effectiveness of entrants’ marketing efforts [116]. Related to our paper, a few studies explore

how firms manipulate endogenous customer search to deter entry, including increasing cus-

tomer search cost [142] and switching cost [143]. In contrast, the incumbent in our paper

directly leverages its private information about innovation speed and the signaling role of new

product launches. Instead of changing costs, it can disincentivize customers from searching

by withholding innovation and suppressing a signal that innovation occurs frequently.

In the context of innovation and new product launches, the literature explores how the

incumbent may deter entry by strengthening its own innovation ability [100], [144] and

innovating more. For example, by committing to a high level of innovation, the incumbent

can signal its ability to compete aggressively [145].Firms sometimes invest in innovation solely

to prevent competition [146], [147]. Moreover, institutions, such as intellectual property

rights and patents, are set up to protect innovation [148]–[150]. Despite the intention to
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reward and motivate more innovations, these policies may actually deter later innovations

[151]. Contrary to the literature, instead of innovating more to deter entry, this paper

contributes to the literature by offering a deterrence strategy of innovating less. This also

contributes to the literature exploring mechanisms for suppressing investment in innovation,

including [152] and [153], both of which focus on firms optimizing short-term returns instead

of long-term gains.

3.3 A Simple Model

3.3.1 Model Setup

We consider a two-period model with customers and firms. The two periods are denoted by

t 2 {1, 2}. In the model, suppose there is a continuum unit of customers with mass 1. There

is one strategic firm (incumbent I) in the market. There is also a potential entrant (E).

For the two firms, I and E, suppose firm I always offers a basic product in each period.

It can also engage in developing and offering new products. Firm E can only opt in to offer

new products. The basic product is offered at a fixed price b, equal to the customer’s outside

option, and the marginal cost of producing a basic product is assumed to be 0. The new

products will be offered at price b+ p. We assume that both firms are price takers for now.

In the benchmark model, we assume that innovations are independent processes and are

not controlled by the firm. If any innovation happens, the firm can choose to incur a fixed

cost K, K > 0, in each period it tries to launch an innovative product on the market. If the

product gets launched, the marginal cost of producing it is normalized to 0. If I ends up

not launching any new product in a period, it can still sell the basic product at price b. For

ease of exposition, we will denote the basic product and the innovative products (offered by

firms I and E) as B, NI , and NE, respectively.

We denote the realization of innovations in Period t by ht, ht 2 {00, 10, 01, 11}. The

innovation can happen with different frequencies. We assume that the innovation frequency
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is governed by the state of the world, given by ✓ 2 {L,H}. In any period, an innovation

happens with probability ↵✓ 2 {↵L,↵H}. To simplify the game, we assume ↵L = 0. We

further simplify the baseline model by assuming that the innovation always happens for firm

I in t = 1. In addition, if a firm has a successful innovation in t = 1, the success will carry

over to t = 2 as well.

The state will be determined prior to the beginning of the game and stays invariant

throughout the timeline and for both firms. Firms are informed of the true state of the

world because they are deeply involved and monitor the underlying innovation process.

Customers, however, do not observe the state and have a (common) uniform prior belief

of the state distributions, given by rL = rH = 1/2.

Based on the above description of the innovation process, the probability distribution of

having a successful innovation is given by the tree in Figure 3.2.

✓

h1

h1 = 00
(Pr = 1/2)

h2 = 00
(Pr = 1/2)

1

1

rL = 1/2

L

h1
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1

↵H

h1 = 10
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2 (1� ↵H))

h2 = 11
(Pr = 1

2↵H(1� ↵H))

↵H

h2 = 10
(Pr = 1

2 (1� ↵H)2)

1� ↵H

1� ↵H

rH = 1/2

H

Figure 3.2: The innovation process for firms I and E

We now discuss the decision problem that customers face. Suppose customers have a

unit demand and want to buy one and only one product in each period. Customers know the

(homogeneous) value of the basic product, which is vb. Customers also know their incremental

value for the new product, vN , vN ⇠ U [0, v̄]. Firms know both customer values, vb and vN .

We impose tie-breaking conditions on customers’ decisions. If the innovative and basic
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products offer the same utility, a customer purchases the innovative product. If the entrant

and incumbent both offer identical products, a randomly selected set of half of the customers

buys the incumbent’s product, and the other half purchases the entrant’s product. In a later

version of the model, we may use horizontal differentiation to model these decisions.

Customers initially do not know the existence of any new products on the market and

need to incur a search cost of s, s > 0, to become aware. If a customer incurs the search cost

and there are new innovative products offered on the market in that period, the customer will

become aware of these innovative products and their prices. Otherwise, the customer only

knows about the basic product. We denote the set of innovative products that the customer

observes in Period t as mt, where mt 2 {00, 10, 01, 11,?}, and mt = ? means the customer

did not search in period t. Customers (who searched) only observe the launch decisions (mt).

Firm I can observe both the realization and the launch decisions (ht and mt), and we use

Ht to represent the firm’s information set; H1 = {h1},H2 = {✓,h1,m1,h2}.

If a customer searches and learns the existence of a given innovative product, say, firm

I’s innovative product, in Period 1, she will not need to search again to know the existence

of firm I’s innovative product in Period 2. She will have to search again if she wants to find

other innovative products (such as firm E’s product). We impose a regularity condition that

the incremental for the innovative product vN is high enough to justify customer search cost

s, vN > s.

3.3.2 Timeline

We consider a two-period game with the following sequence of moves:

Period 1 Innovations happen with the given probability ↵✓.

Step 1.1 Firm I privately observes the state of the world ✓ and the realization of

innovations (for both firms) h1 2 {00, 10, 11}.

Step 1.2 If any innovation happens, firm I can then decide whether to pay the fixed
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cost K to launch a new product m1 2 {00, 10, 01, 11}.

Step 1.3 Customers observe (vb, b). Based on their prior beliefs, they decide whether

to search for any new product offerings at cost s. If they search, they learn the

information m1, and their prices.

Step 1.4 After observing their choice sets, customers make purchase decisions (buy

the basic product; buy the new product if offered and preferred), and the profit

is then realized for the firm.

Period 2 Innovations happen with the given probability ↵✓. As mentioned before, the

successful innovations in t = 1 will reprise the success in t = 2.

Step 2.1 Firms privately observes the realization of any innovations h2 2 {00, 10, 11}.

Step 2.2 If any innovation happens, firm I can then decide whether to pay the fixed

cost K to launch a new product m2 2 {00, 10, 01, 11}.

Step 2.3 Customers observe (vb, b). If a customer searched in t = 1, she has observed

m1. They then update their beliefs of both the state ✓ and the offering probabilities

of each new product type. Then, they decide whether to search for any new

product offerings.

Step 2.4 After observing their choice sets, customers make purchase decisions (buy

the basic product; buy the new product if offered and preferred), and the profit

is then realized for the firm.

In Period 2, when a customer decides whether to search, we assume that all customers can

choose to search with cost s in t = 2. Moreover, if a customer searched in t = 1 and became

aware of an innovative product offered by any firm, she remains aware of (just) that product

in t = 2 (even if the product is not offered in t = 2). To become aware of other products,

she needs to search again with the same cost s. If the customer did not search in t = 1, her

belief is updated in t = 2 even if she did not search, because she knows that the probability
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of the product offering changes in t = 2 in equilibrium.

We look for pure-strategy perfect Bayesian equilibrium (PBE) in this game.

3.4 Customer’s Search Dynamics

In our model, we assume customers need to engage in costly search to gain awareness of

any innovative products offered in the market. As the starting point of our main argument,

we first investigate how customers form their search decisions and how these decisions are

influenced by the innovation frequency. Specifically, we are interested in the change in a

customer’s search decision in Period 2 compared to her decision in Period 1.

3.4.1 Customer’s Search Dynamics in a Minimal Model

Since the focus of this section is on customers’ decision making, to better demonstrate the

dynamics of customer search, we first consider a simpler version of the model described in

Section 3.3. We make two simplifications in this version of the model. First, we simplify

the market structure and assume that there is only one firm in the market. This firm

always offers a basic product, B, and engages in innovation with a success probability of

↵✓ 2 {↵L,↵H}, ✓ 2 {L,H}, ↵L = 0. Again, we assume only the firm can observe ✓ and

the realization of innovation in each period, ht, and customers only observe the launched

products, mt. The revised tree structure is given in Figure 3.3.

The second simplification is that we assume the firm always launches the innovative

product when it has a success in innovation; that is, the customer’s information in each

period is consistent with the realization of innovation in that period, mt = ht. We retain all

other assumptions. Next, we turn to the customer’s decision making problem.

Suppose a customer has discovered the innovative product, offering her a utility of vb �

b + vN � p compared to the utility from the basic product, vb � b. She then chooses to buy

the innovative product as long as vN � p.
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1� ↵H

rH = 1/2
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Figure 3.3: Innovation process with one innovating firm

However, if the customer has not yet discovered the innovative product, she needs to

decide whether to search for it. If she searches the market, there is a possibility that she

could find a new product offering that she was not aware of prior to that point, and this

new product might yield a higher surplus for her. On the other hand, if she does not search,

she does not incur the search cost s, but she will have to make a product purchase decision

based on her current knowledge of the set of products she has already discovered, which

could be just the basic product. Her decision (to search) in Period t is thus driven by her

expected utility from searching, EU s

t
, versus her utility from not searching, EU0

t
. She searches

in Period t only if EU s

t
� EU0

t
.

Customers’ expected utilities are estimated based on their beliefs. We first establish the

beliefs that a customer holds in each period. Based on her information set, the customer

needs to know (1) the probability of the state being a high state, H, Pr(H|m1), and (2)

the probability of finding an innovative product, Pr(m2 = 1|m1). In Period 1, the customer

believes rH = rL = 1/2, consistent with her prior belief, and the probability of discovering

an innovative product is 1/2↵H .

In Period 2, a customer’s posterior belief is updated based on her observation m1 2

{0, 1,?}. If she observes m1 = 0, she updates her beliefs about the state to Pr(H|m1 = 0) =
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1�↵H

2�↵H

and Pr(L|m1 = 0) = 1
2�↵H

, and she thinks she will find a new product with probability
↵H(1�↵H)

2�↵H

in Period 2. If she observes m1 = 1, she knows ✓ = H, and she will find the

innovative product again with probability 1 in Period 2. Notably, after not observing any

innovative product offered in Period 1, m1 = 0, the customer thinks the state is more likely

to be a low state, L, compared to her prior belief, as one can easily show 1�↵H

2�↵H

<
1
2 . If she

did not search in Period 1 (m1 = ?), she still believes rH = rL = 1/2, and the probability of

discovering at least one innovative product is 1
2↵H +↵H(1�↵H) =

1
2↵H(2�↵H). We remark

here that although the customer’s belief about the state remains the same, the probability

distribution of discovering an innovation changes. This is because if the firm succeeds in

innovating, it retains that innovation in Period 2, as indicated in Figure 3.3.

We solve the customer’s search decision problem by backward induction. We start by de-

scribing the customer’s problem in Period 2, which contingent on the customer’s observation

m1 2 {0, 1,?}, as her beliefs are different.

If m1 = 1, the customer will not search again in Period 2 because she has already

discovered an innovative product. Her period utility is EU0
2 = vb � b + vN � p. If m1 = 0,

based on the above beliefs, the customer’s period utility from searching is given by

EU s

2 = vb � b� s+
↵H(1� ↵H)

2� ↵H

(vN � p)+,

against her utility from not searching, which is EU0
2 = vb � b.

If m1 = ?, the customer will search only if her utility from searching EU s

2 = vb� b� s+

1
2↵H(2� ↵H)(vN � p)+ is greater than not searching EU0

2 = vb � b.

Similar to Period 2, the customer’s search decision in Period 1 reflects the utilities she

can earn through searching (or not searching) in Period 1. Additionally, as the customer is

forward-looking, she considers the impact of her Period 1 decision on her expected outcomes

in Period 2 when making decisions in Period 1. Specifically, her utility in Period 2 may

influence her decision in Period 1 through two possible channels. First, she is aware of the
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possibility that she may need to search in Period 2, which generates option value in Period

1. Second, if she discovers an innovative product after searching in Period 1, she reserves

the option to purchase that product in Period 2 without having to search again. Therefore,

when making a search decision in Period 1, the customer considers her expected utilities

from both periods. The customer’s utilities from searching and not searching are given by,

respectively,

EU s

1 =(vb � b)| {z }
t=1:B

�s+ 1

2
↵H(vN � p)+

| {z }
t=1:N

+(vb � b)| {z }
t=2:B

+
1

2
↵H(vN � p)+

| {z }
t=2:N ,m1=1

+
1

2
(2� ↵H)


�s+ ↵H(1� ↵H)

2� ↵H

(vN � p)+
�+

| {z }
t=2: option value from N ,m1=0,m2=1

EU0
1 =(vb � b)| {z }

t=1:B

+(vb � b)| {z }
t=2:B

+


�s+ 1

2
↵H(2� ↵H)(vN � p)+

�+

| {z }
t=2: option value from N

(3.1)

We solve the above decision-making problems in both periods, and summarize the cus-

tomers who search (“searchers”) and do not search (“non-searchers”) in each period in the

below result.

Result 4 (Customer’s Search Dynamics with A Single Firm) Customers will search

for innovative products when their incremental valuation for the product vN is sufficiently

high. Specifically:

1. In Period 1, the searchers are vN 2
h
p+ s

↵H

, v̄
i
, and the non-searchers are vN 2

h
0, p+ s

↵H

⌘
.

2. In Period 2, the searchers in Period 2 are vN 2
h
p+ (2�↵H)s

↵H(1�↵H) , v̄
i

upon observing

m1 = 0, or vN 2 ? upon observing m1 2 {1,?}. The remaining customers are non-

searchers.

3. The total amount of customer search declines in Period 2, regardless of the Period 1

observation, m1.
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Proof. See Appendix C.1.

The search declines in Period 2 for two reasons. First, when m1 = 0, meaning the

customer searched in Period 1 but did not discover any innovative product, if her valuation

for the innovative product is not sufficiently high to support a second search, she would

accept the fact and not search again in Period 2. This is also the primary search decline

mechanism we are interested in in this paper—failed product discovery leads to lower search

incentive in the future. In Section 3.5, we focus on the firm’s strategy leveraging this search

dynamics.

Second, customers who have already discovered an innovative product stop searching in

Period 2. Notably, the second reason does not drive the result, and we will show this in

Subsection 3.4.2, where we consider a market with horizontally differentiated products.

We also discuss the demand faced by the firm in each period. In Period 1, all searchers

buy the innovative product if m1 = 1; non-searchers and searchers observing m1 = 0 buy

the basic product. In Period 2, when m1 = 1, the Period 1 searchers continue buying

the innovative product; when m1 = 0 and m2 = 1, the Period 2 searchers discover and

buy the innovative product while Period 2 non-searchers buy the basic product; Period 1

non-searchers again do not search in Period 2 and buy the basic product.

Therefore, if the innovative product was launched in Period 1, although the total search

declines, the demand for this product does not decline. This is because all customers who

have bought the innovative product in Period 1 will buy it again in Period 2. However, if the

innovative product is not launched until Period 2, its demand comes only from the Period

2 searchers who observe m1 = 0 and m2 = 1, and this demand is lower than the demand in

the case of launching in Period 1.

3.4.2 Horizontal Innovative Products Competition

We now return to the setting where there are two firms, firm I and firm E, on the market,

and they both engage in innovation. The market and information structures thus revert to
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the model in Section 3.3, and the innovation process goes back to the original tree structure

in Figure 3.2. We still keep the assumption (from Subsection 3.4.1) that firms always launch

the new products whenever they succeed in innovation.

In this horizontal differentiation model, we relax one assumption in Section 3.3 on cus-

tomers’ preferences for the two innovative products offered by firms I and E. Recall that

we denote the innovative products from firms I and E as NI and NE, respectively. A cus-

tomer’s net utilities from buying these two products are given by vb + v+ ⌧vN � (b+ p) and

vb+v+⌧(1�vN)�(b+p), respectively, where vN ⇠ U [0, 1], v > ⌧ > 0, and v > p. 1 That is,

we assume the two products are substitutes for customers, with v representing the common

base incremental utility for the innovative product, vN representing the heterogeneous hori-

zontal taste, and ⌧ controlling the degree of substitution. Put differently, using the analogy

in a Hotelling line model, we assume firms E and I are located at the two ends of a linear

city of length ⌧ , and customers are uniformly distributed on the line, with a transportation

cost equal to ⌧ . We add a tie-breaking condition that when the customer’s utility is the same

for products NI and NE, she chooses NE, and when her utility is the same for products B

and any innovative product N , she chooses the innovative product. We maintain all other

assumptions.

The primary objective of this subsection is to reproduce Result 4 and show that customer

search declines in Period 2 when there are two firms competing on innovation and have a

chance to offer horizontally differentiated products. In the rest of this subsection, we solve

the customers’ decision-making problem in this model.

Customer’s Purchase Decisions

We start by summarizing the conditions under which the customer chooses the innovative

product offered by firm I, NI . We use � to represent the preference order; for example
1To justify this assumption, note that we assume v > ⌧ , and the complete information Hotelling pricing

for the case with only two new products is p = ⌧ . Prices over ⌧ will be hard to sustain in a pricing competition
equilibrium; one can also show that, in a complete information game with any one firm offering the new
product, the firm would also not charge a new product premium such that p > v.
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NI � NE means the customer prefers NI over NE. The more interesting case is when the

customer observes mt = 11, she can choose one product from {B,NI ,NE}, and she makes

this decision by solving the following problem:

max{vb � b, vb + v + ⌧vN � (b+ p), vb + v + ⌧(1� vN)� (b+ p)}

We summarize her choice rules in Result 5.

Result 5 (Customer’s Preference with Differentiated Products) In the model with

horizontally differentiated innovative products, customer’s preference and choice conditions

are given as follows:

1. When the customer observes mt = 10, everyone buys NI .

2. When the customer observes mt = 01, everyone buys NE.

3. When the customer observes mt = 11, vN 2 [0, 1/2] customers will choose to buy NE,

and vN 2 (1/2, 1] customers will choose to buy NI .

Proof. See Appendix C.1.

We remark here that, although it appears that customers do not buy the basic product in

the presence of at least one innovative product, offering the basic product still has option

value for firm I, as there is no cost to do so, and it gives the firm more strategic flexibility.

Especially when mt = 00, firm I can still earn revenue by selling the basic product.

Customer Beliefs and Search Strategies

Since customers’ search decisions are based on their beliefs in each period, we now derive

the customers’ belief update process. In Period 1, a customer holds her prior belief on

the state, given by rH = 1/2. Her beliefs on the probabilities of each observation outcome

m1 2 {11, 10, 00} are consistent with the tree in Figure 3.2. She thinks the probabilities of
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discovering NI and NE in Period 1 are thus 1
2 and 1

2↵H . In addition, if she observes the

off-equilibrium outcome m1 = 01 by any chance, she can infer that the true realization is

h1 = 11 and ✓ = H.

In Period 2, customers’ beliefs are contingent on observing m1 2 {11, 10, 00,?}. For

example, when m1 = 10, the customer thinks Pr(H|m1 = 10) = 1, and h2 = 11 with

probability ↵H , so she believes she will be able to discover the product NE with probability

↵H . Note that the customer is only motivated to search again in Period 2 after discovering

m1 = 10 if she prefers NE over NI .

Similar to the method we used in Subsection 3.4.1, we use backward induction to solve

customer’s search decision-making problem.

Search Decisions in Period 2 We again start by describing the customer’s decision

problem in Period 2. The cases of m1 2 {00, 11} are easier to solve: When m1 = 00, the

customer knows that ✓ = L and m2 = h2 = 00, so she will not search, and her utility is

EU0
2 = vb � b, and everyone buys B. When m1 = 11, the customer knows that ✓ = H and

m2 = h2 = 11, so she will not search, as she has already discovered both innovative products,

and her utility is

EU0
2 = vb � b+ v + ⌧vN � p| {z }

t=2:NI

+ ⌧(1� 2vN)
+

| {z }
t2:|NE�NI |

.

Note that the utility difference between the two products (the extra utility a customer gets

from NE net of the utility from NI) is ⌧(1� 2vN)+. We can easily determine that customers

with vN 2 [0, 12 ] will choose to buy NE, and customers with vN 2 (12 , 1] will choose to buy

NI .

When m1 = 10, as discussed above, her search is only meaningful when she prefers NE
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and discover it in Period 2. Her period utility is given by

EU s

2 =vb � b+ v + ⌧vN � p� s+ ↵H · ⌧(1� 2vN)
+

EU0
2 =vb � b+ v + ⌧vN � p

When m1 = ?, her period utility is thus given by EU0
2 = vb�b when she does not search;

when she searches,

EU s

2 = vb � b� s+
1

2
(v + ⌧vN � p) +

1

2
↵H(2� ↵H) · ⌧(1� 2vN)

+

Search Decisions in Period 1 When making decisions in Period 1, the customer need

to look forward to Period 2, and consider the Period 2 utility as well, which is conditional on

her Period 1 observation m1. Looking forward to Period 2, she believes that, if she does not

search in Period 1, she still reserves the option to search in Period 2, and the possibilities

to discover NI and NE are 1
2 and 1

2↵H(2 � ↵H). The customer’s search decision problem in

Period 1 is given by

EU s

1 =(vb � b)� s+
1

2
(v + ⌧vN � p) +

1

2
↵H · ⌧(1� 2vN)

+

+ (vb � b) +
1

2
(v + ⌧vN � p) +

1

2
↵H · ⌧(1� 2vN)

+

+
1

2
(1� ↵H)

⇥
�s+ ↵H · ⌧(1� 2vN)

+
⇤+

EU0
1 =(vb � b) + (vb � b) +


�s+ 1

2
(v + ⌧vN � p) +

1

2
↵H(2� ↵H) · ⌧(1� 2vN)

+

�+

(3.2)
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We can then solve the inequality EU s

1 � EU0
1 to find customers who search in Period 1.

Before demonstrating the results, we first define a few extra quantities for ease of exposition.

v̂1 ⌘
1

2

✓
1� s

↵H⌧

◆

v̂2 ⌘
1

⌧
(p� v + 2s), v̂3 ⌘

1

⌧
(p� v + s), v̂4(↵H) ⌘

1

⌧


p� v +

1

2
(3� ↵H)s

�

y(↵H) ⌘↵2
H
� 3↵H + 1

It follows immediately that v̂3 < v̂4(↵H) < v̂2. We also impose the following regularity

conditions:

Assumption 1 (Regularity Conditions) We assume:

1. s� ↵H⌧ < 0, which implies v̂1 2
�
0, 12

�
;

2. v̂3 >
1
2 , which implies v̂2 > v̂4(↵H) >

1
2 ;

3. ↵H  1�
p
1� v̂2 when v̂2 2 (12 , 1);

4. 2v̂4(↵H) + y(↵H) < 1 when ↵H >
1
2(3�

p
5).

Under Assumption 1, we can summarize the search dynamics in this problem as Result 6.

Result 6 (Decline in Search with Product Competition) A customer will search only

if her utility from at least one innovative product is sufficiently high. The search decisions

in each period are:

1. When vN > 1/2, customers have the preference NI � NE � B.

(a) In Period 1, searchers are vN 2 [v̂3, 1]. The non-searchers are vN 2 (12 , v̂3).

(b) In Period 2: neither the Period 1 searchers nor the Period 1 non-searchers will

not search. Notably, the result remains even without the two regularity conditions

on v̂2 and v̂3.
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2. When vN  1/2, , customers have the preference NE � NI � B.

(a) In Period 1:

i. For customers who would not search in Period 2 after observing m1 = 10, the

searchers are vN 2
⇣
v̄1,

v̂3�↵H

1�2↵H

i
when ↵H >

1
2 and v̂1 + v̂3 < 1. There are no

searchers otherwise.

ii. For customers who would search again in Period 2 after observing m1 = 10

(Period 2 searchers), the searchers are vN 2 [0, ṽ] with sufficiently high success

rate ↵H and sufficiently small ṽ. 2

(b) In Period 2: the non-searchers will not search. The searchers will search if m1 =

10 and vN 2 [0, ṽ] with the same sufficiently high success rate ↵H and sufficiently

small ṽ in 2(a)(ii).

3. The total customer search declines in Period 2 regardless of the observation in Period

1.

Proof. See Appendix C.1.

We add a few remarks on the search decisions by customers who prefer NE. First, if the

probability of firm E successfully innovating (↵H) is sufficiently small, these customers per-

ceive a very low likelihood of discovering NE through searching; thus they would choose

not to search in Period 1. Second, a Period 1 searcher will search again in Period 2, if the

searcher perceives a sufficiently high probability of discovering NE, and her valuation for

NE is sufficiently large. The latter condition implies that many Period 1 searchers will not

search again in Period 2, even after observing an outcome m1 = 10 that indicates a high

success rate for NE. This is because they are satisfied with the already discovered NI and

are thus unwilling to incur the search cost again.

In this section, we have shown that customer search will strictly decline if firms fail to

innovate in Period 1. This positive association between the amount of innovation right now
2Formally, these thresholds are ↵H >

1
2 (3�

p
5) and ṽ ⌘ min

n
v̂1,

v̂4
y
+ 1

2 (1�
1
y
)
o

.
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and the amount of customer search in the future is robust. Next, we show that the incumbent

can use this rational choice of customers to improve its market performance.

3.5 Initial Equilibrium Analysis

In this section, we return to the exact setup in Section 3.3 and solve the two-period game.

Specifically, compared to the model in Subsection 3.4.2, we allow the incumbent, firm I, to

make decisions on whether to launch the innovative product in each period, given there is a

success. To simplify the customer preference, we use the utility functions proposed in Section

3.3: we assume customers’ incremental value for the new product is vN , vN ⇠ U [0, v̄]. When

it comes to tie-breaking, we again assume half of the customers prefer firm I’s product over

firm E’s product.

It follows immediately that, after discovering an innovative product, the customer chooses

to buy it whenever vN � p, and she buys from firm I with probability 1
2 if both firms offer

innovative products.

We look for the existence of pure-strategy perfect Bayesian Nash equilibria in this game.

Firm I’s strategy is to decide whether to launch an innovative product, conditional on its

observation of the state ✓, realization histories h1,h2, and product offering histories m1,m2.

We denote this strategy as

mt|Ht, ✓ 2 {00, 10, 01, 11}.

Recall that we use Ht to represent the firm’s information set; H1 = {h1},H2 = {h1,m1,h2}.

Note that firm E’s product offering is determined by the innovation process, not firm I.

We suppose customers hold the rational belief that the firm plays the equilibrium strategy

and will not introduce an extra notation here. Note that, even if customers do not observe

the actual outcome of ht, they still hold some beliefs about what firms would do in these

situations. Suppose we only allow for a one-time deviation, and if firm I deviates twice,

there will be a sufficiently high penalty. This is a standard assumption in the literature.
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3.5.1 Truth-telling Equilibrium with Two Firms Innovating

We first show the existence of a separating equilibrium where firm I is always truth-telling: it

always launches the innovative product whenever it becomes available. Since firm I is truth-

telling, on the equilibrium path, customers’ observation in Period 1, m⇤
1, always reflects the

realizations of innovation h1,m⇤
1 = h1. In the separating equilibrium, customers think firm

I plays m
⇤
t
= ht, and they update their beliefs accordingly.

Customer’s optimal decisions Similar to Subsection 3.4.2, we can derive the customers’

beliefs in each period. By backward induction, we start our analysis from the customer’s

search decision in Period 2, which is again contingent on the customer’s observation m1, as her

beliefs are different. If m1 = 00, the customer will not search in Period 2, because she knows

there will be no innovation in Period 2. If m1 2 {10, 11}, the customer will also not search

again in Period 2, because she has already discovered an innovative product. If m1 = ?,

the customer will search only if her utility from searching EU s

2 = vb � b� s+ 1
2(vN � p)+ is

greater than not searching EU0
2 = vb � b.

In Period 1, the customer’s utility is given by

EU s

1 = vb � b� s+
1

2
(vN � p)+ + (vb � b) +

1

2
(vN � p)+

EU0
1 = vb � b+ (vb � b) +


�s+ 1

2
(vN � p)+

�+ (3.3)

The solutions to customers’ decision-making problems in Period 2, discussed above, and

Period 1, defined in Equation 3.3, are the optimal decisions given firm I plays the equilibrium

strategy.

Firm I’s optimal decisions We denote these demand functions for products B, NI , NE

as Db, DI

N
and D

E

N
. These demand functions will follow immediately from the purchase rule,

after solving the customers’ search decision problem. For firm I, the per-period profit when
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not launching the new product is ⇧I

t
(mt = 0x) = b · Db, where x represents any number

between 0 and 1. When it launches the new product, the per-period profit is

⇧I

t
(mt = 1x) = b ·Db + (b+ p)DI

N
�K (3.4)

The total profit in Period 1 is thus

T⇧I

1 = ⇧I

1(m1) + Eh2

⇥
⇧I

2(m2)
��m1,h2

⇤
. (3.5)

By definition, we can then show that this separating equilibrium exists by showing there

do not exist profitable off-equilibrium path deviations for firm I under certain conditions.

This truth-telling equilibrium is summarized in Result 7.

Result 7 (Truth-telling Product Launch) A separating equilibrium exists where firm

I always launches the innovative product when it succeeds in innovation, in any period.

Customers whose value satisfies vN 2 [p + s, v̄] will search in Period 1, and no customers

search in Period 2, so the total search declines in Period 2 regardless of the search outcome

in Period 1. This equilibrium can be sustained if the fixed cost (K) or the search cost (s) is

sufficiently small.

Proof. See Appendix C.1.

Result 7 confirms that the decline in customer search still holds in an equilibrium with a

strategic firm. For firm I, when the innovation is profitable enough, implied by the sufficiently

small fixed cost or search cost, firm I is willing to always launch the new product whenever

possible. This launching strategy allows firm I to earn a higher markup without much

risk of giving up a high market share to the entrant. In addition, when firm I fails to

innovate initially, this result shows that customers will not search again in Period 2, and all

customers will still buy the basic product from firm I, creating an entry barrier for entrants

and protecting the incumbent from competition.
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3.5.2 Strategic Innovation Withholding

As discussed in the Introduction, we are interested in showing that there exists a semi-

separating equilibrium, where firm I only reveals partial truth. Specifically, under the threat

of a potential entrant, firm I may find it beneficial to be a monopoly of the basic product

market and keep its market share. This could give firm I a higher profit compared to

competing with firm E in the innovative product market, earning a higher markup with a

smaller market share.

We are interested in showing that the following firm I’s (semi-separating) strategy m
⇤
t

constitutes a PBE, as summarized in Table 3.1. Note that firm I would not “tell” the truth

when it observes that firm E fails innovation in Period 1, h1 = 10, and when firm E fails

innovation in Period 1 but succeeds in Period 2, h1 = 10, h2 = 11.

h1|✓ Period 1 Strategy h2|✓;h1 Period 2 Strategy

00|L no launch decision 00|L; 00 no launch decision
11|H launch 11|H; 11 launch
10|H not launch 10|H; 10 launch

11|H; 10 not launch

Table 3.1: Firm I’s innovation withholding strategy

Customers’ search strategies Suppose the customer holds the rational belief that firm I

plays this equilibrium strategy m
⇤
t
. We can then derive her beliefs in each period. In Period

1, the customer’s prior belief on the state is given by rH = rL = 1/2, and she can discover

at least one innovative product in t = 2 with probability 1
2↵H .

In Period 2, customers might observe m1 2 {00, 11,?, 10, 01}. Note that a customer

might also observe a deviation outcome {10, 01} from the off-the-equilibrium path. For each

of these observations, a customer updates her beliefs according to Bayes’ rule. The interesting

case is when she observes m1 = 00, and she updates her posterior state distribution to

Pr(H|m1 = 00) = 1�↵H

2�↵H

, Pr(L|m1 = 00) = 1
2�↵H

. The customer then believes she can
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discover at least one innovative product in t = 2 with probability 1�↵H

2�↵H

.

We now solve the customer’s search decision problem. In Period 2, a customer’s search

decision is contingent on her observation in Period 1, so we need to look at each observation

separately. The interesting case is when she observes m1 = 00. The customer believes she

can discover at least one product in Period 2 with probability 1�↵H

2�↵H

, and the customer’s

period utilities from searching and not searching are given by

EU s

2 = vb � b� s+
1� ↵H

2� ↵H

(vN � p)+

EU0
2 = vb � b

We detail the rest of this discussion in the proof of Result 8.

In Period 1, the customer’s period utilities from searching and not searching are given by

EU s

1 =(vb � b)| {z }
t=1:B

�s+ 1

2
↵H(vN � p)+

| {z }
t=1:N

+(vb � b)| {z }
t=2:B

+
1

2
↵H(vN � p)+

| {z }
t=2:N ,m1=11

+
1

2
(2� ↵H) ·


�s+ 1� ↵H

2� ↵H

(vN � p)+
�+

| {z }
t=2:option value from N ,m1=00,m2 6=00

EU0
1 =(vb � b)| {z }

t=1:B

+(vb � b)| {z }
t=2:B

+


�s+ 1

2
(vN � p)+

�+

| {z }
t=2: option value from N

(3.6)

Similar to Subsection 3.5.1, the solutions to customers’ decision-making problems are the

optimal decisions given that firm I plays the equilibrium strategy.

Firm I’s optimal decisions Turning to the firm side, for firm I, its demand functions

will follow immediately from the purchase rule after solving the customers’ search decision

problem. Firm I’s per-period profit functions and the total profit functions when the firm

is truth-telling are given by the same Equations 3.4 and 3.5 as in Subsection 3.5.1. Notably,

105



when firm I plays the withholding strategy, h1 = 10, m⇤
1 = 00, the total profit is

T⇧I

1 = ⇧I

1(m
⇤
1 = 00,h1 = 10) + ↵H ·⇧I

2(m
⇤
2 = 01|h2 = 11) + (1� ↵H) ·⇧I

2(m
⇤
2 = 10|h2 = 10).

(3.7)

We can then summarize the existence of the semi-separating equilibrium, as well as its

strategic withholding outcome, in Result 8.

Result 8 (Strategic Withholding) There exist some threshold values, such that for any

innovation with sufficiently low markup, measured by p/b, and any sufficiently high inno-

vation success rate ↵H >
1
2 that also does not exceed an upper limit, 3 there exists a semi-

separating equilibrium where firm I plays strategies in Table 3.1. In this equilibrium, cus-

tomers’ search rules are given by:

1. In Period 1, the searchers are vN 2
h
p+ s

↵H

, v̄
i
, and the non-searchers are vN 2

h
0, p+ s

↵H

⌘
.

2. In Period 2: when m
⇤
1 = 11, vN 2 ?; when m

⇤
1 = 00, vN 2

h
p+ (2�↵H)s

1�↵H

, v̄
i
; when

m
0
1 = 10, vN 2

h
p+ s

↵H

, v̄
i
; when m

0
1 = 01, vN 2 ?. The non-searchers from Period 1

will also not search in Period 2. In equilibrium, the total customer search declines in

Period 2, regardless of the customer observation in Period 1, m1.

Proof. See Appendix C.1.

Intuitively, firm I has the incentive to be a monopoly in the basic product market and

withhold innovation when it either perceives a high risk of intensified competition or is

not satisfied with the incremental markup from selling its innovative product. The risk of

intensified competition is high when the probability that firm E succeeds in innovation, ↵H ,

is sufficiently high. When both firms offer innovative products and a majority of customers

are aware of both products, firm I loses customers to whom it could have sold the basic

product, provided they are not aware of firm E’s product. This effect will be amplified if the
3More formally, there exist ↵̃ > ↵̂ >

1
2 and q̂ > 3, such that for any ↵H 2 (↵̂, ↵̃] and q ⌘ b/p > q̂.
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incremental markup from the innovative product, measured by p/b, is sufficiently small. In

addition, the entrant’s success rate cannot be too high; otherwise, customers are confident

that they can discover its new product through searching, and the withholding strategy will

not work.

In order to make the launch withholding a credible signal, firm I can only withhold

launching its new product before firm E has an innovation, that is, when h1 = 10. Otherwise,

when h1 = 11, even if firm I withholds its innovation, not only will all Period 1 searchers buy

from firm E, causing firm I to be in an inferior position in both market share and markup,

but these searchers are also able to infer that the state is H and continue to buy from firm

E in Period 2. Notably, firm I’s choice to withhold launching a new product again in Period

2 with histories h1 = 10, m
⇤
1 = 00, and h2 = 11 is not a strategic decision but a simple

optimization: in this specification, the demand for its innovative product is too small, so

firm I is better off foregoing the innovation entirely.

The partial truth nature of firm I’s strategy makes it rational for customers not to

search again. Upon observing m1 = 00, although customers know that the true realization

of innovation could be h1 = 10 and firm I might be withholding its innovation, the likelihood

that the true state is L still exists, and it increases customers’ risk of not discovering any new

product in Period 2. Therefore, it is rational for customers with insufficiently high valuation

vN to refrain from searching again in Period 2.

3.6 Possible Extensions and Concluding Remarks

Perceptual monopoly could lead to perpetual monopoly. This paper explores the dynamics

between firms’ innovation processes and customer search behavior, investigating scenarios

where reduced innovation benefits the incumbent firm. While conventional wisdom suggests

that an incumbent’s failure to innovate facilitates competition by encouraging new entrants,

our two-period game theory model argues that the opposite can sometimes be true: the
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incumbent may prefer to forgo innovation to discourage customer search and deter entry.

These findings have important implications for both customers and firms. For customers,

the model indicates that their search behavior can significantly influence the market’s inno-

vation pace; if they quickly become discouraged and stop searching for new products, they

may inadvertently slow down overall innovation. For firms, the model highlights the strate-

gic considerations in launching innovations. Incumbents may have an incentive to delay

introducing new products to maintain market power, even if it means withholding valuable

innovations from customers.

Finally, we propose several extensions that could enrich the initial analysis in our base-

line model. These extensions aim to enhance the robustness of our findings by relaxing

assumptions and exploring additional strategic dimensions.

We expect that the ability to set prices would allow firms to influence customer search

and the profitability of innovation. In equilibrium, the incumbent may use prices, especially

the price of its basic product, as a signal to deter entry or discourage customer search. The

information contained in the signal will depend upon when customers can observe prices

(before or after search), and when the incumbent can observe the entrant’s prices (before

or after setting its own price). In this extension, we would also anticipate that the entrant

endogenously sets the price of its product.

We could extend our model to account for other types of customer heteroegeneity while

also considering firms that offer differentiated innovative products. This extended model

would help to explain why the incumbent firm continues to offer the baseline product, even

when innovative products are on the market. Notice that the absence of the baseline product

could itself act as a signal that innovative products are available.

We could extend the model to allow the entrant to strategically decide whether to invest

in innovation, and/or whether to launch an innovative product. When the entrant expects

few customers to engage in search, the entrant may forgo innovation. This would allow the

model to describe outcomes in which an incumbent’s decision to forgo innovation or withhold
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launch deters innovation by its competitors.

Comparing innovations of varying sizes, such as infrequent disruptive innovations versus

continuous incremental innovations, could shed additional light on the relationship between

innovation and customer search. The possibility of discovering a disruptive innovation that is

large in magnitude could increase the motivation for customers to engage in search. However,

if larger innovations take longer to develop, the long interval between innovations could

reduce customers’ motivation to search.
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Appendix A

Appendix for Chapter 1

A.1 Additional Notations and Formulations
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Table A.1: Table of notations used in Appendices A.1 through A.2

t Subscript identifying time: past period (t0), this period (t1), next period (t2)

i Subscript identifying customers

Ni The set of customers in period t

nt The number of customers in period t

Ai,t Action implemented for customer i in period t

Yi The single period profit earned (outcome) from customer i

Xi,t Vector of covariates for customer i in period t

x A realized value of covariates

A,X ,Y The value spaces of actions, covariates and outcomes

Ht History of data observed at the start of period t

g 2 G Cluster g and cluster space

X
g

t
Period t Cluster g customers’ covariates

E
g Externality metric

r The response function that models the individual profit

er Artificial next wave profit function when assigned experimental action

We use ⇠ to represent synthesized terms

⇡t Period t assignment policy

pt The exploit policy given Ht

eµt The maximum of all period t posterior means

ICt Information cost function given Ht

IVt Information value function given Ht

EEt Explore-exploit function given Ht

We use upper case for variables, lower case for data values, italics to denote both singulars
and functions, bold roman to denote vectors and matrices, and script to identify sets.

Additional functions and formulations

For ease of mathematical exposition, we introduce some additional functions and formula-

tions in the Appendices. Suppose the adaptive batch targeting problem is of T periods, and

the focal period (this period as in the main text) is any period t. The underlying response
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function is r(x, a), and we use r
⇤
t

to represent the best response with respect to all actions

in the response function under the information (history) of period t:

r
⇤
t
(x) ⌘ r

⇤
t
(x;Ht) ⌘ max

a2A
E[r(x, a)|Ht].

We further denote the posterior means of r(x, a) based on period t history Ht as:

µt(x, a) = E[r(x, a) | Ht]

µ
⇤
t
(x) = E[r(x, pt(x)) | Ht].

Similarly, we can denote the posterior means of rt+1(x, a) and r
⇤
t+1(x) based on period t

history Ht:

µt+1(x, a) = E[Et+1[r(x, a) | Ht+1] | Ht]

µ
⇤
t+1(x) = E[r⇤

t+1(x) | Ht].

Moreover, we use pt(x) ⌘ maxa2A µt(x, a) to represent the best action implied by the

exploit policy pt in period t.

Going back to the time subscript t 2 {t0, t1, t2}, the IC-function and the IV-function of

period t1 now can be simplified with these additional notations as

ICt1(Xi, a) ⌘E
h
r
⇤
t1
(Xi)� r(Xi,Ai)

���Ht1 ,Ai = a

i

IVt1(Xi, a|A�i) ⌘
X

j2Nt2

E
h
r
⇤
t2
(Xj;Ht2(Ai;A�i))

���Ht1 ,Ai = a,A�i

i

�
X

j2Nt2

E
h
r
⇤
t2
(Xj;Ht2(pt1(Xi);A�i))

���Ht1 , pt1(Xi),A�i

i
(A.1)
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Formulation of the simulated estimator

We start with an interim assignment policy ⇡ as the policy being evaluated. It is also

implemented for all other t1 customers. We draw a batch of t1’s outcome samples eYt1

from the generative model (based on the posterior distribution of the response function r),

defined in Equation 1.10, and repeat this procedure K times, to construct K sets of artificial

outcomes, effectively synthesizing the posterior distribution of Yt1 . These draws are based

on inputs that are at the t1 covariate values Xt1 , assignment to the focal customer being

the proposed action Ai,t1 = a, and also assignments to other t1 customers assigned by the

interim policy ⇡.

For each set of artificial outcomes eY(k)
t1

, we then construct an artificial history, eH(k)
t2

=

{Ht1 ,At1 , eY
(k)
t1

}, combining the observed history in t1 and these artificial samples. Based

on each set of on these artificial histories eH(k)
t2

, we re-learn an artificial response function,

er(k)(x0, a0), as if we are in t2. An associated t2 artificial exploit policy ep(k)t2

⇣
x
0
��� eH(k)

t2

⌘
is

also derived from optimizing this artificial response function, such that ep(k)t2

⇣
x
0
��� eH(k)

t2

⌘
=

maxa2A E
h
er(k)(x0, a0)

��� eH(k)
t2

i
.

We repeat the above process, and use a simulated estimator to compute the expectations

at eHt2 . To evaluate the expected value of information, we can use the clustering approach

to characterize the information externality in this algorithm. Since the clustering approach

allows us to focus the information externalities within a cluster, it is more efficient to evaluate

with GP inference (the complexity of the kernel matrices increases with the number of

samples). That is, for customer i in Cluster g, we can evaluate her EE-function restricting

attention to all Cluster g customers. The simulated estimator for the IV-function for Period
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t customer i in Cluster g 2 G is given by:

fIV t1(Xi, a|Ag

�i
) ⌘

X

j2Nt2

E
h
eEt2

h
r
g(Xj, pt2(Xj))

���Ht2(Ai;A�i)
i ���Ht1 ,Ai = a,A�i

i

�
X

j2Nt2

E
h
eEt2

h
r
g(Xj, pt2(Xj))

���Ht2(pt1(Xi);A�i)
i ���Ht1 , pt1(Xi),A�i

i

(A.2)

The terms under tilde (⇠) are synthesized (based on simulation) quantities, using in-

formation known in period t1. We use E[·] to denote empirical expectation, to differentiate

from the quantities computed based on actually observed histories in period t1, Ht1 . We use

the notations X
g

�i
and A

g

�i
to denote the covariates and the action assignments for other

Cluster g customers.

Alternatively, when the customers in a cluster are homogeneous, we can evaluate using

the externality metric E
g to replace full specifying A�i in Equation A.2.

In the algorithm, we only need to estimate the first term, because the second term is

invariant to the optimization problem. Suppose we have K artificial trajectories, and the kth

artificial trajectory gives an artificial response function er(k)(x0, a0), which gives the posterior

means µ(k)(Xt2 , a). The simulated estimator of the inner expectation is just the simple

average of all maximal posterior means obtained from the K artificial trajectories: for a

customer j in t2, this is given by 1
K

P
kK

P
j2Nt2

µ
(k)
j,t2 (Xj,t2 , a).

Quantification of the information externality and its relation to existing knowl-

edge

We can directly quantify the exact amount of information externality between a focal cus-

tomer and any same batch customers, based on our value of information framework. We

focus on the expected value of information (as defined in IV-function), as the IC-function

treats customers separably. For i in t1, the firm observes Ht1 , and can quantify the total

information (⌫) and the incremental information (�) from i (assigned action Ai), when con-

sidering a subset of customers J ⇢ Nt1 (assigned actions AJ ; for example, when i belongs
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to cluster g, we consider all other customers in g) with (omit Ht2 notations for ease of

exposition):

⌫i(Ai) ⌘
X

j2Nt2

E
h
Et2

h
r (Xj, pt2(Xj))

���Ai

i ���Ht1

i

�
X

j2Nt2

E
h
Et2

h
r (Xj, pt2(Xj))

��� ;
i ���Ht1

i

�i,J (Ai,AJ ) ⌘
X

j2Nt2

E
h
Et2

h
r (Xj, pt2(Xj))

���Ai;AJ

i ���Ht1

i

�
X

j2Nt2

E
h
Et2

h
r (Xj, pt2(Xj))

���AJ

i ���Ht1

i
.

And the information externalities of J on i is the difference between (a) information value

that could have been contributed by i when treated separably ⌫i(Ai) and (b) the information

value that is contributed by i when AJ present �i,J (Ai,AJ ). That is,

Information Externality(Ai,AJ ) = ⌫i(Ai)� �i,J (Ai,AJ ).

We offer a further observation of the benefit from considering the information externalities

with an example, by considering a batch of two customers 1 and 2 in t1. Consider the values
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of information a customer contributes:

⌫1(A1) ⌘
X

j2Nt2

E
h
Et2

h
r (Xj, pt2(Xj))

���A1

i ���Ht1

i

�
X

j2Nt2

E
h
Et2

h
r (Xj, pt2(Xj))

��� ;
i ���Ht1

i

⌫1(A2) ⌘
X

j2Nt2

E
h
Et2

h
r (Xj, pt2(Xj))

���A2

i ���Ht1

i

�
X

j2Nt2

E
h
Et2

h
r (Xj, pt2(Xj))

��� ;
i ���Ht1

i

⌫12(A1,A2) ⌘
X

j2Nt2

E
h
Et2

h
r (Xj, pt2(Xj))

���A1,A2

i ���Ht1

i

�
X

j2Nt2

E
h
Et2

h
r (Xj, pt2(Xj))

��� ;
i ���Ht1

i

Observe E
h
Et2

h
r (Xj, pt2(Xj))

��� ;
i ���Ht1

i
= E

h
r (Xj, pt1(Xj))

���Ht1

i
= µ

⇤
t1
(Xj, pt1(Xj)).

This implies that the expected t2 profit evaluated at pt2 degenerates to it evaluated at the pt1

without new information. To interpret the above measurements, for example, ⌫1(A1) is the

total information value Customer 1 with A1 has, and it is the difference between the expected

t2 profit with and without Customer 1 assigned A1. �12(A1,A2) = ⌫12(A1,A2) � ⌫2(A2) is

the incremental information of Customer 1, considering Customer 2 (with A2). Individual

optimization only considers ⌫1(A1) when constructing Customer 1’s value, which should be

�12(A1,A2).

The information externality is measured by ⌫1(A1) � �12(A1,A2). When it is close to

zero, it means i is not heavily influenced by the information externality, and the individual

optimization (only optimize ⌫1(A1)) is still able to recover the optimal assignment. As it

increases until passing a threshold, the information externality grows, and the assignment

by the individual optimization becomes suboptimal, and we have to do joint optimization.

There are many factors causing the ⌫1(A1)� �12(A1,A2) to (weakly) increase. For exam-
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ple, it increases in the proximity between 1 and 2.

We also consider the impact of existing knowledge on how to optimally trade off explo-

ration and exploitation. When ⌫1(A1) is large (the firm has limited knowledge), as �12(A1,A2)

decreases in comparison to ⌫1(A1), the information externality increases, and it is more likely

that individual optimization overestimates the value of exploring A1 with Customer 1, and

over-explores A1. In contrast, when ⌫1(A1) is small (the firm already has intermediate level

of knowledge), as �12(A1,A2) decreases in comparison to ⌫1(A1), it becomes more likely

that individual optimization overestimates the value of exploiting A1 with Customer 1, and

over-exploits (under-explores) A1.

The informativeness of the information from each customer affects how the firm should

explore and exploit considering information in a similar way to the existing knowledge.

When each customer is very informative for learning the response function, ⌫1(A1) is large,

as ⌫1(A1)� �12(A1,A2) increases, it is more likely that individual optimization over-explores

A1. When ⌫1(A1) is small (Customer 1 is not so informative), as �12(A1,A2) decreases in

comparison to ⌫1(A1) (Customer 2 becomes more informative), it becomes more likely that

individual optimization under-explores A1.

Illustrative example of the clustering approach

Consider a firm that has two possible marketing actions mail, not mail, and five (discrete)

covariate values (x1 through x
5). We further assume that customers can be clustered into

five groups using these values, and the response function for customers in one cluster is

independent of the response function for customers in the other clusters. This implies that

the clusters are separable, and so there are no information externalities between them. For

example, for a customer with covariate x
1, the information the firm needs to exclude exter-

nalities from the other customers this period is the (interim) assignment vector for all of the

x
1 customers.

In addition, these smaller joint optimization problem in this discrete covariate example
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can be further simplified. Because the total count of x1 customers is known (and constant),

we only need one parameter to represent the number of customers that receive action mail,

and the number of these customers that receive not mail. This count can also be thought

of as a state variable that represents every possible state of the information externalities

between x
1 customers. In particular, if two of the x1 customers receive action mail under the

interim assignments, it does not matter which two customers they are. The joint optimization

problem is reduced to optimizing conditional on this state variable.

Notice also from this example how the size of the action space and the covariate space

affects the complexity of the problem. With three possible actions, we now need two state

variables to represent the externalities. In the case of continuous and correlated covariate

space, depending on how similar customers are in a cluster, we can choose to either solve

the exact within-cluster combinatorial problem or the reduced state variable optimization

problem.

A.2 Proofs of Main Results

We use the additional functions and formulations introduced in Appendix A.1 in this section.

Proof of Result 1 (Value function maximization)

The proof shows the joint maximization problem of the EE-function, given in Equation

1.5 is equivalent to the maximization of the value function, given in Equation 1.1. Start

from Equation 1.5, we have

max
ai2A

max
⇡0

EEt1(Xi, ai|A�i;A�i 2 ⇡
0)

=max
ai2A

max
⇡0

IVt1(Xi, ai|A�i;A�i 2 ⇡
0)� ICt(Xi, ai)

/max
ai2A

max
⇡0

EEt1(Xi, ai|A�i;A�i 2 ⇡
0)�

X

k2Nt

ICt1(Xk, ak)

118



=max
ai2A

max
⇡0

X

j2Nt2

E
h
r
⇤
t2
(Xj;Ht2(ai;A�i))

���Ht1

i
�

X

j2Nt2

E
h
r
⇤
t2
(Xj;Ht2(pt1(Xi);A�i))

���Ht1

i

�
X

k2Nt

E
h
r
⇤
t1
(Xi)� r(Xi, ai)

���Ht1

i

/max
ai2A

max
⇡0

X

j2Nt2

E
h
r
⇤
t2
(Xj;Ht2(ai;A�i))

���Ht1

i
�

X

i2Nt1

E
h
r
⇤
t1
(Xi)� r(Xi, ai)

���Ht1

i

/max
ai2A

max
⇡0

X

j2Nt2

E
h
r
⇤
t2
(Xj;Ht2(ai;A�i))

���Ht1

i
+

X

i2Nt1

E
h
r(Xi, ai)

���Ht1

i

=max
ai2A

max
⇡0

X

j2Nt2

E
h
Et2 [Yj; pt2 |ai;A�i 2 ⇡

0]
���Ht1

i
+

X

i2Nt1

E [Yi; ai,A�i 2 ⇡
0 | Ht1 ]

=max
ai2A

max
⇡0

Vt1(ai,A�i;A�i 2 ⇡
0) = Vt1(⇡

⇤)

⌘
X

i2Nt1

E⇡
⇤
[Yi|Ht1 ] +

X

j2Nt2

E⇡
⇤
[Et2 [Yj; pt2 | Ht2 ]|Ht1 ]

The second equality is because the IC-functions are separable, and thus IC-functions of

other customers from this period don’t affect the joint optimization problem. The fourth

equality is because the second term in the IV-function does not concern ai, and pt1(Xi) is

invariant to the joint optimization problem. Similarly, the fifth equality is because the first

term in the IC-function only concerns pt1(Xi), which is invariant to the joint optimization

problem. The sixth equality is because we assume Yj is determined by an unbiased response

function r(Xj,Aj), and in period t2, the firm uses the exploit policy pt2 ; in period t1, the

firm uses Ai = ai and A�i 2 ⇡
0.

⌅

Proof of Result 2 (Free from Selection)

Formally, in any given period, we learn the profit function r with experiment data from

all previous periods. This result says that:

`(⇥) ⌘ P (At,Yt(·)|X,⇥) =
tY

s=1

P (As|X,⇥)P (Ys(·)|X,⇥),
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where we use ⇥ to denote the parameter set for function r.1 It means that the potential

outcomes and assignments are independent, conditional on all the covariate values.

We first discuss the roadmap. We prove this proposition in two steps, using the definition

of conditional independence. In the first step, we show that, if firm only uses data from a

single wave, the assignments and the outcomes are conditionally independent. That is, in

period s,

P (As,Ys(·)|X,⇥) = P (As|X,⇥)P (Ys(·)|X,⇥). (A.3)

In the second step, we show that, the assignments and the outcomes from each wave are

conditionally independent. Specifically, we show the following result,

P (At,Yt(·)|X,⇥) / P (Ys(·)|As,X,⇥). (A.4)

Then, from Equation A.3, Ys(·) and As are independent conditional on ⇥ and Xs. We thus

have P (Ys(·)|As,X,⇥) = P (Ys(·)|X,⇥). Finally, since P (At,Yt(·)|X,⇥) / P (Ys(·)|X,⇥),

we combine it with Equation A.3 again, and the conditional independence in Equation A.3

is proved.

Step 1. Consider firm only uses period s data to learn the profit function r. The likelihood

of assignments and outcomes, conditional on covariates, is then given by

P (As,Ys(·)|Xs,⇥) = P (Ys(·)|X,⇥)P (As|Ys(·),Xs,⇥).

To show Equation refeq:ap-selection-decompose, it suffices to show P (As|Ys(·),Xs,⇥) =

P (As|Xs,⇥). In our GP framework, ⇥ is the sufficient statistic for learning profit function,

i.e., r ⌘ r⇥. Notice that As is entirely determined by history at period s, i.e., As =

f(X<s,A<s,Y<s,Xs), and thus not directly on period s outcomes Ys. Therefore, it remains
1In Bayesian inference, “parameters” ⇥ are treated as random variables. In nonparametric Bayesian

inference, the equivalent of “parameter set” is the function values (as random variables) evaluated at inputs.
We denote the function values at period t inputs as R ⌘ r(X,A). That said, the reader can see ⇥ ⌘ R.
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to show that, conditional on ⇥ and Xs, period s potential outcomes and outcomes from

any wave prior to period s are independent, i.e., Ys(·) ? Y<s|⇥,Xs. This conditional

independence holds, because Equation 1.8 implies the potential outcome is determined by

Yi,s(a) = r⇥(Xi,s, a) + ✏i,s, 8a 2 A, (A.5)

and ✏s and ✏<s are independent by construction.

Step 2. We start from writing out the joint likelihood of all the action assignments and

outcomes, conditional on covariates. It is given by

P (At,Yt(·)|X,⇥) ⌘ P (A1, · · · ,At,Y1(·), · · · ,Yt(·)|X,⇥)

=
tY

s=1

P (As,Ys(·)|A1, · · · ,As�1,Y1(·), · · · ,Ys�1(·),X,⇥)

=
tY

s=1

P (As|A<s,Y<s(·),X,⇥)P (Ys(·)|As,A<s,Y<s(·),X,⇥).

These equalities hold because of Bayes’ rule. To further simply the above expression, first re-

call that As is entirely pinned down by history at period s, that is, As = f(X<s,A<s,Y<s,Xs).

Therefore, P (As|A<s,Y<s(·),X,⇥) = P (As|A<s,Y<s,X,⇥) = P (As|A<s,Y<s(·),X), as this

distribution has conditioned on the entire period s history, and thus does not rely on ⇥.

For the second term, we know from Equation A.5 that Ys(·) does not depend on past as-

signments or outcomes. Hence, P (Ys(·)|As,A<s,Y<s(·),X,⇥) = P (Ys(·)|As,X,⇥). Then,

P (At,Yt(·)|X,⇥) =
tY

s=1

P (As|A<s,Y<s(·),X)P (Ys(·)|As,X,⇥) /
tY

s=1

P (Ys(·)|As,X,⇥).

The last step holds, because P (As|A<s,Y<s(·),X) does not depend on ⇥, and thus have no

impact on the learning of the likelihood. We have now proved Step 2, and finished the proof.

⌅
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Proof of Result 3 (Convergence of evaluation algorithm)

The EE-function optimization algorithm converges to EEt(·, a | ⇡⇤) and ⇡
⇤,A⇤ 2 S(⇡⇤),

such that A
⇤
i
2 maxa2A EEt(Xi, a | A�i;A�i 2 ⇡

⇤), 8i 2 Nt1; the policy ⇡
⇤ is a local

maximizer of EEt(Xi,Ai | A�i).

We omit the cluster g 2 G subscripts for ease of exposition. The proof consists of two

parts. First, we show that the evaluated EE-function value always weakly increase after each

iteration. Then, we show that the assignment policy converges to a (local) optimum when

the new assignment proposal is as good as, but no better than, the old policy.

First, consider a focal customer i with covariates xi. Suppose the interim assignment

proposal from the last iteration is ⇡(n�1) ⌘
⇣
A

(n�1)
i

,A(n�1)
�i

⌘
. The optimization result in this

iteration is given by

A
(n)
i
⌘ argmax

a2A
EEt1

⇣
Xi, a

���A(n�1)
�i

2 ⇡
(n�1); er(n), eHt2

⌘
(A.6)

By construction of Equation A.6, ⇡(n) ⌘
⇣
A

(n)
i

,A(n�1)
�i

⌘
weakly dominates ⇡(n�1), because

the former leads to a weakly higher EE-function value, i.e.,

argmax
a2A

EEt1

⇣
Xi, a

���A(n)
�i
2 ⇡

(n)
⌘
� EEt1

⇣
Xi,A

(n�1)
i

���A(n�1)
�i

2 ⇡
(n�1)

⌘
. (A.7)

Therefore, the iteration in the optimization generates new assignment policies that always

weakly improve on the existing policy.

Second, suppose the new assignment policy ⇡
(n) leads to the same value of the EE-function

as the existing interim policy ⇡
(n�1) for all customers. In this case, EE

⇡
(n�1)

t1
= EE

⇡
(n)

t1
. Then,

for any i 2 Nt1 , we have

EE
⇡
(n)

t1
(Xi,A

(n)
i

) ⌘ argmax
a2A

EEt1

⇣
Xi, a

���A(n�1)
�i

2 ⇡
(n�1)

⌘

=EEt1

⇣
Xi,A

(n�1)
i

���A(n�1)
�i

2 ⇡
(n�1)

⌘
.

(A.8)
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And it must be the case in which ⇡
(n) ⌘ ⇡

(n�1). In the next iteration, the values will not

update, and hence the algorithm is converged to a local optimum.

⌅
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A.3 Pseudo-code of Algorithms

Algorithm 1 EE-Evaluation: EE-function EEt(g)
�
Xi, · | Ag

�i

�
evaluation for a Cluster g

customer
1: Input: data Ht1 = {X,At0 ,Yt0}, response function r, current exploit policy pt1 , interim

assignments for other Cluster g customers A
g

�i
.

2: Compute ICt1(Xi, a) for all a 2 A using Equation 1.2.

3: Construct a generative model R(Y | ·, ·) based on the predictive posterior distribution of r(·, ·),

as shown in Equation 1.9.

4: repeat

5: for a 2 A do

6: Construct eYg(k)
t1

by selecting sample eYg(k)
t1

=
⇣
eYt1(Xi, a), eYt1(X

g

�i
,Ag

�i
)
⌘
.

7: Use these to construct artificial history eH(k)
t2

.

8: Re-learn artificial response function er(k)  r

⇣
·, a

��� eH(k)
t2

⌘
.

9: Optimize er to get artificial exploit policy ep(k)
t2

⇣
·
��� eH(k)

t2
⇠ a

⌘
 argmaxa Eer[er(k)(·, a)].

10: Compute the expectation at t2 using means of the posterior GP for all j 2 Nt2 ,

11: µ
(k)
j,t2

(Xj , a) = Et2 [er⇤g(k)(Xj) | a;Ag

�i
,Eg].

12: end for

13: until K times

14: Compute the expectations of fIV t2(g)(Xi, a | Ag

�i
) at t2, given in Equation A.1 with µ

(k)
j,t2

(Xj , a)

by the simulated estimator.

15: return EE-function values EEt1(g)(Xi, a | Ag

�i
) computed using Equation 1.4 for all a 2 A.
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Algorithm 2 OLAT: One-step Look Ahead Targeting Optimization
1: Input: data Ht1 = {X,At0 ,Yt0}, response function r, current exploit policy pt1 .

2: Initialize response function with er  rt1 , Period t1’s EE-function EE
(0)
t1(g)

, and Period t1 assign-

ment policy with ⇡
(0)
(g).

3: while not converge or below iteration limit do

4: repeat

5: Simulate outcome samples eYg

t1
(A) for K times.

6: parallel Cluster g 2 G

7: Evaluate EE
(n)
t1(g)

using algorithm EE-Evaluation,

8: based on the assignment policy from the last iteration ⇡
(n�1)
(g) .

9: Evaluate maxaEE
(n)
t1(g)

⇣
·, a

���Ag(n�1)
�1 2 ⇡

(n�1)
(g) ; er(n), eHt2

⌘
.

10: Propose a new search direction with "-greedy search.

11: Propose new assignments ⇡
(n)
(g) based on the direction and externality metrics E

g(n).

12: end parallel

13: until M global steps

14: end while

15: return Period t1 assignment policy ⇡
⇤.
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Appendix B

Appendix for Chapter 2

B.1 Figures and Tables

Figure B.1: Price Categories

126



Figure B.2: Map of High-end Cigarette Sales Ratio in 2013
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Figure B.3: Map of GDP per Capita in 2013
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Figure B.4: Seasional Pattern: National Sales of Premium Cigarettes
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Table B.2: Descriptive statistics

Variable Obs Mean Std. Dev. Min Max

r_sales_luxury 2,011 .0097616 .0071813 .0005058 .044766
sales_luxury 2,011 1556.127 2575.303 .85 35805.9

gdppc 2,011 3.943141 4.060653 .3547228 48.1692
r_service_gdp 2,011 36.2037 8.391318 11.8 77.95
pop_density 2,011 468.0424 328.6323 4.82 2648.11
producer_luxury_city 2,011 .8209846 .3834606 0 1
exp_ttlpc 1,869 1178.145 806.8132 135.6818 8776.027
recruit_cddt_post 1,995 55.50625 28.61516 12.12676 449.6667
r_v_foreign 2,011 .0970047 .106743 .000032 .5396062

number of provinces 28
number of cities 264

number of luxury brands 33
number of luxury SKU 100
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Table B.3: Baseline specification

(1) (2) (3) (4)
Variables lgt_r_sales_luxury ln_sales_luxury lgt_r_sales_luxury ln_sales_luxury

lngdppc 0.610*** 0.680*** 0.362*** 0.366***
(0.0237) (0.0315) (0.0214) (0.0325)

r_service_gdp 0.00151 0.0280*** 0.00569*** 0.0335***
(0.00183) (0.00272) (0.00150) (0.00249)

pop_density 4.66e-05 0.000759*** 0.000145*** 0.000883***
(4.46e-05) (6.19e-05) (4.01e-05) (6.48e-05)

producer_luxury -0.194*** 0.0982* -0.150*** 0.154***
(0.0373) (0.0543) (0.0334) (0.0501)

Constant -5.462*** 4.517*** -6.057*** 3.753***
(0.0683) (0.0961) (0.0679) (0.103)

Year dummy N N Y Y
Observations 2,011 2,011 2,011 2,011
R-squared 0.334 0.409 0.522 0.545

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table B.5: UHIES survey results

(1) (2) (3) (4)
VARIABLES lgt_r_sales_luxury ln_sales_luxury lgt_r_sales_luxury ln_sales_luxury

r_n_soe 0.662** 0.587 0.627** 0.506
(0.289) (0.432) (0.295) (0.443)

gift_eatdrinksmoke 0.00184** 0.00427***
(0.000894) (0.00132)

lngdppc 0.301*** 0.440*** 0.315*** 0.472***
(0.0594) (0.0825) (0.0611) (0.0823)

r_service_gdp 0.0170*** 0.0484*** 0.0165*** 0.0474***
(0.00590) (0.00909) (0.00582) (0.00880)

pop_density 0.000565*** 0.00109*** 0.000549*** 0.00105***
(9.60e-05) (0.000167) (9.46e-05) (0.000152)

producer_luxury 0.113 0.297* 0.0858 0.233
(0.107) (0.166) (0.108) (0.169)

Constant -6.954*** 2.935*** -6.958*** 2.926***
(0.236) (0.327) (0.235) (0.328)

Observations 202 202 202 202
R-squared 0.432 0.583 0.440 0.598
Number of cities 71 71 71 71
Number of provinces 7 7 7 7

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table B.6: City Public Governance Survey in 2013

(1) (2)
VARIABLES lgt_r_sales_luxury ln_sales_luxury

bribe 0.320* 0.616***
(0.176) (0.231)

lngdppc 0.824*** 1.175***
(0.0780) (0.112)

r_service_gdp -0.00590 -0.00283
(0.00366) (0.00602)

pop_density 0.000144 0.000322**
(9.94e-05) (0.000157)

producer_luxury -0.620*** 0.191
(0.0812) (0.137)

Constant -5.218*** 5.569***
(0.228) (0.340)

Observations 231 231
R-squared 0.440 0.511
Number of cities 29 29

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table B.7: CDI inspections

(1) (2) (3) (4)
Variables lgt_r_sales_luxury ln_sales_luxury lgt_r_sales_luxury ln_sales_luxury

L.inspection 0.0172 0.00745 0.0214 0.0111
(0.0289) (0.0298) (0.0292) (0.0301)

L2.inspection -0.121*** -0.139*** -0.120*** -0.140***
(0.0317) (0.0391) (0.0319) (0.0392)

L3.inspection -0.0948*** -0.0777** -0.0991*** -0.0827***
(0.0287) (0.0306) (0.0291) (0.0311)

L4.inspection -0.0536** -0.0730*** -0.0559** -0.0745***
(0.0250) (0.0262) (0.0249) (0.0260)

L5.inspection -0.00873 0.138*** -0.00476 0.143***
(0.0353) (0.0377) (0.0356) (0.0380)

L.inspection_prov 0.0545** 0.0313
(0.0254) (0.0284)

L2.inspection_prov -0.0505* -0.0490
(0.0300) (0.0325)

L3.inspection_prov -0.0308 -0.0623*
(0.0337) (0.0360)

L4.inspection_prov -0.0305 -0.0203
(0.0467) (0.0485)

L5.inspection_prov 0.0425 0.0567*
(0.0324) (0.0343)

lngdppc 0.00131 0.0440 0.00263 0.0472
(0.0502) (0.0836) (0.0516) (0.0865)

r_service_gdp 0.0226*** 0.0318*** 0.0227*** 0.0322***
(0.00316) (0.00367) (0.00321) (0.00374)

pop_density 4.42e-06 6.22e-05 6.32e-06 6.79e-05
(0.000400) (0.000473) (0.000401) (0.000475)

L.lgt_r_sales_luxury 0.121*** 0.121***
(0.0142) (0.0142)

L.ln_sales_luxury 0.0566*** 0.0561***
(0.0142) (0.0143)

Constant -3.946*** 4.463*** -3.952*** 4.446***
(0.242) (0.302) (0.243) (0.305)

Month dummy Y Y Y Y
Observations 6,690 6,690 6,690 6,690
R-squared 0.327 0.511 0.328 0.512
Number of cities 274 274 274 274

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table B.8: Corruption cases

(1) (2) (3) (4)
Variables lgt_r_sales_luxury ln_sales_luxury lgt_r_sales_luxury ln_sales_luxury

L.corruptcase_prov -0.0242* -0.0317* -0.0238 -0.0312*
(0.0146) (0.0166) (0.0146) (0.0167)

L2.corruptcase_prov -0.0441*** -0.0392** -0.0441*** -0.0394***
(0.0141) (0.0152) (0.0141) (0.0152)

L3.corruptcase_prov -0.0208 -0.0252 -0.0197 -0.0242
(0.0163) (0.0208) (0.0164) (0.0207)

L4.corruptcase_prov 0.0531*** 0.0569*** 0.0533*** 0.0571***
(0.0143) (0.0151) (0.0142) (0.0151)

L5.corruptcase_prov 0.0565*** 0.110*** 0.0572*** 0.111***
(0.0160) (0.0182) (0.0161) (0.0182)

L.corruptcase_city -0.00771 -0.0249
(0.0307) (0.0341)

L2.corruptcase_city 0.0258 0.0221
(0.0287) (0.0313)

L3.corruptcase_city -0.0541** -0.0244
(0.0262) (0.0308)

L4.corruptcase_city -0.0102 0.00558
(0.0352) (0.0367)

L5.corruptcase_city -0.00960 -0.0481
(0.0311) (0.0346)

lngdppc -0.00135 0.0432 -0.000272 0.0441
(0.0523) (0.0870) (0.0531) (0.0876)

r_service_gdp 0.0207*** 0.0288*** 0.0209*** 0.0290***
(0.00321) (0.00368) (0.00324) (0.00373)

pop_density 4.18e-05 0.000127 5.21e-05 0.000139
(0.000386) (0.000462) (0.000383) (0.000461)

L.lgt_r_sales_luxury 0.121*** 0.121***
(0.0144) (0.0144)

L.ln_sales_luxury 0.0539*** 0.0541***
(0.0143) (0.0143)

Constant -3.895*** 4.552*** -3.907*** 4.536***
(0.235) (0.289) (0.236) (0.290)

Month dummy Y Y Y Y
Observations 6,690 6,690 6,690 6,690
R-squared 0.327 0.513 0.328 0.513
Number of cities 274 274 274 274

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table B.9: Culture factors

(1) (2) (3) (4)
VARIABLES lgt_r_sales_luxury ln_sales_luxury lgt_r_sales_luxury ln_sales_luxury

gift_sending 0.00273*** 0.00192***
(0.000298) (0.000404)

gift_received 9.64e-05*** 0.000245***
(1.38e-05) (2.04e-05)

i_election -0.753*** -0.656***
(0.0703) (0.116)

v_english -0.701*** -0.629***
(0.0672) (0.0934)

i_travel2gat -1.160*** -1.235***
(0.368) (0.463)

lngdppc 0.357*** 0.374*** 0.375*** 0.375***
(0.0212) (0.0323) (0.0210) (0.0330)

r_service_gdp 0.00513*** 0.0328*** 0.00795*** 0.0378***
(0.00158) (0.00253) (0.00157) (0.00256)

pop_density 0.000147*** 0.000884*** 0.000138*** 0.000869***
(4.08e-05) (6.30e-05) (4.46e-05) (6.46e-05)

producer_luxury -0.148*** 0.132** -0.0141 0.259***
(0.0344) (0.0526) (0.0336) (0.0535)

Constant -6.229*** 3.493*** -3.698*** 5.807***
(0.0685) (0.104) (0.218) (0.300)

Year dummy Y Y Y Y
Observations 1,974 1,974 1,974 1,974
R-squared 0.548 0.570 0.562 0.563

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table B.10: Overall evaluation

(1) (2)
VARIABLES lgt_r_sales_luxury ln_sales_luxury

lnexp_ttlpc 0.105*** 0.329***
(0.0292) (0.0422)

recruit_cddt_post 0.00233*** 0.00423***
(0.000551) (0.000773)

r_v_foreign -0.770*** -0.578**
(0.143) (0.234)

gift_sending 0.00249*** 0.00150***
(0.000315) (0.000412)

gift_received 7.56e-05*** 0.000222***
(1.58e-05) (2.15e-05)

i_election -0.314*** -0.150
(0.0880) (0.132)

v_english -0.482*** -0.429***
(0.0799) (0.112)

lngdppc 0.393*** 0.285***
(0.0253) (0.0381)

r_service_gdp 0.00713*** 0.0297***
(0.00176) (0.00264)

pop_density 0.000180*** 0.000901***
(4.56e-05) (6.06e-05)

producer_luxury -0.0739** 0.245***
(0.0359) (0.0527)

Constant -5.564*** 2.479***
(0.304) (0.389)

Year dummy Y Y
Observations 1,820 1,820
R-squared 0.601 0.625

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Appendix C

Appendix for Chapter 3

C.1 Proofs of Main Results

Proof of Result 4 (Decline in Search)

We prove this result by showing the conditions for search in each period and compare the

fractions of customers in the two periods.

A customer searches in Period t only if EU s

t
� EU0

t
. These expectations are taken with

respect to the customer’s beliefs about Pr(H|m1) and Pr(m2 = 1|m1). In Period 1, the

customer believes rH = rL = 1/2, and the probability of discovery is 1/2↵H . In Period 2, a

customer’s posterior belief is updated based on m1 2 {0, 1,?}. If she observes m1 = 0, she

updates her beliefs about the state to Pr(H|m1 = 0) = 1�↵H

2�↵H

and Pr(L|m1 = 0) = 1
2�↵H

,

and the probability of discovery is ↵H(1�↵H)
2�↵H

in Period 2. If she observes m1 = 1, she

knows ✓ = H, and the probability of discovery is 1 in Period 2. If she did not search in

Period 1 (m1 = ?), she still believes rH = rL = 1/2, and the probability of discovery is
1
2↵H + ↵H(1� ↵H) =

1
2↵H(2� ↵H).

By backward induction, we start from the decision in Period 2, which is contingent on

the customer’s observation m1, so we need to separate these cases. If m1 = 0, she believes

Pr(H|m1 = 0) = 1�↵H

2�↵H

, and Pr(m2 = 1|m1 = 0) = ↵H(1�↵H)
2�↵H

. The customer’s period utilities
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areEU s

2 = vb � b� s+ ↵H(1�↵H)
2�↵H

(vN � p)+, and EU0
2 = vb � b; the solution to EU s

2 � EU0
2 is

given by vN � p+ (2�↵H)s
↵H(1�↵H) . If m1 = 1, the customer will not search again in Period 2, and

her period utility is EU0
2 = vb � b + vN � p. If m1 = ?, the customer’s period utilities are

EU s

2 = vb�b�s+ 1
2↵H(2�↵H)(vN�p)+, and EU0

2 = vb�b; the solution is vN � p+ 2s
↵H(1�↵H) ,

conditional on this set including customers who did not search in Period 1.

In Period 1, the customer’s utilities are given by Equations 3.1. We know from the

derivations in Period 1 that the two [·]+ operators in these equations are non-negative when

vN � p + (2�↵H)s
↵H(1�↵H) and vN � p + 2s

↵H(1�↵H) , respectively. To solve EU s

1 � EU0
1 , we need

to compare these two quantities; since p + (2�↵H)s
↵H(1�↵H) > p + 2s

↵H(1�↵H) can be simplified to

(1�↵H)2+1 > 0, this inequality holds true for any ↵H 2 [0, 1], and we can discuss the cases

in each value segment separately.

If vN � p+ (2�↵H)s
↵H(1�↵H) , both [·]+ operators return non-negative, and the solution to EU s

1 �

EU0
1 is vN � p + (2�↵H)s

↵H

. The final solution considering the value range is vN � (2�↵H)s
↵H(1�↵H) .

If vN 2
h
p+ 2s

↵H(1�↵H) , p+
(2�↵H)s

↵H(1�↵H)

⌘
, only the second [·]+ operator returns non-negative,

and the solution to EU s

1 � EU0
1 is vN � p, so p 2

h
p+ 2s

↵H(1�↵H) , p+
(2�↵H)s

↵H(1�↵H)

⌘
. If vN 2

h
p, p+ 2s

↵H(1�↵H)

⌘
, the solution is vN � p+ s

↵H

. It’s easy to show that p+ s

↵H

< p+ 2s
↵H(1�↵H) ,

so the final solution is vN 2
h
p, p+ s

↵H

⌘
.

To summarize, the searchers and non-searchers in Period 1 are vN 2
h
p+ s

↵H

, v̄
i

and

vN 2
h
0, p+ s

↵H

⌘
, respectively.

We need to then refine the Period 2 search decision by incorporating Period 1 search

conditions. The non-searchers in Period 1, vN 2
h
0, p+ s

↵H

⌘
, contradicts the condition for

searching again in Period 2 (vN � p + 2s
↵H(1�↵H)), so the non-searchers in Period 1 will not

search in Period 2.

To summarize, the searchers in Period 2 are vN 2
h
p+ (2�↵H)s

↵H(1�↵H) , v̄
i

when m1 = 0 (since

p+ (2�↵H)s
↵H(1�↵H) > p+ s

↵H

), and vN 2 ? when m1 2 {1,?}.

Comparing the conditions for Periods 1 and 2, we conclude that the total search declines

in Period 2 regardless of the search outcome in Period 1.
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⌅

Proof of Result 5 (Customer’s Preference with Differentiated Prod-

ucts)

When the customer observes mt = 10, the condition for NI � B is given by vb + v +

⌧vN � (b + p) � vb � b, which gives vN � 1
⌧
(p � v). When v > p, this means everyone

prefers NI . When the customer observes mt = 01, the condition for NE � B is given by

vb+ v+ ⌧(1� vN)� (b+ p) � vb� b, which gives vN  1� 1
⌧
(p� v). When v > p, this means

everyone prefers NE.

When the customer observes mt = 11, she can choose one product from {B,NI ,NE},

and she makes decision by solving the below problem:

max{vb � b, vb + v + ⌧vN � (b+ p), vb + v + ⌧(1� vN)� (b+ p)}

All customers vN 2 U [0, 1] will choose between NI and NE when presented this three-product

choice problem; vN 2 [0, 1/2] customers will choose to buy NE, and vN 2 (1/2, 1] customers

will choose to buy NI .

One can easily show with first order conditions that in complete information version of

these games and when firm can price their new product, the optimal price is v when there

is one firm (I or E) offering the new product in the market and ⌧ when both firms offer

new products, and this justifies the assumption that p  v in the customer decision-making

model.

⌅

Proof of Result 6 (Decline in Search with Product Competition)

In Period 1, a customer holds her prior belief on the state, given by rH = rL = 1/2.

She thinks the probabilities of discovering NI and NE in Period 1 are thus 1
2 and 1

2↵H .

141



The customer’s beliefs in Period 2 are: If m1 = 11, the customer knows h2 = 11, so

Pr(Discover NE in Period 2) = 1. If m1 = 10, then h2 = 11, 10 with probabilities ↵H

and 1 � ↵H , so she believes Pr(Discover NE in Period 2) = ↵H . If m1 = 00, the customer

knows h2 = 00. If m1 = ?, the customer thinks rH = 1/2; she discovers NI and NE in

Period 2 with probabilities 1
2 and 1

2↵H(2� ↵H).

Search conditions in Period 2. A customer’s search decision is contingent on m1. When

m1 = 00, then ✓ = L and m2 = h2 = 00, so she will not search, and get EU0
2 = vb � b.

Everyone buys B. When m1 = 11, then ✓ = H and m2 = h2 = 11, so she will not search,

and get EU0
2 = vb � b + v + ⌧vN � p + ⌧(1 � 2vN)+. So vN 2 [0, 1/2] customers will choose

to buy NE, and vN 2 (1/2, 1] customers will choose to buy NI .

When m1 = 10, then Pr(Discover NE in Period 2) = ↵H . Her search is only meaningful

when she prefers NE and discover it in Period 2. Her period utilities are EU s

2 = vb� b+ v+

⌧vN � p� s+↵H · ⌧(1� 2vN)+ and EU0
2 = vb� b+ v+ ⌧vN � p. We next find the conditions

in which customers choose to search. To solve EU s

2 � EU0
2 , we realize the (·)+ holds non-

negative when vN  1/2. When vN > 1/2, it follows EU s

2 < EU0
2 , and these customers will

not search. When vN  1/2, the search condition is vN  v̂1, where

v̂1 ⌘
1

2

✓
1� s

↵H⌧

◆
.

We know v̂1 <
1
2 always holds. From Assumption 1, s � ↵H⌧ < 0, we have v̂1 > 0. The

customers who will search in Period 2 are vN 2 [0, v̂1].

When m1 = ?, the customer thinks rH = 1/2. Her period utilities are EU0
2 = vb � b and

EU s

2 = vb�b�s+ 1
2(v+⌧vN�p)+ 1

2↵H(2�↵H) ·⌧(1�2vN)+ To solve EU s

2 � EU0
2 , we realize

the (·)+ holds non-negative when vN  1/2. When vN > 1/2, the solution to EU s

2 � EU0
2 is

vN � v̂2, where

v̂2 ⌘
1

⌧
(p� v + 2s),

and from Assumption 1, v̂2 > 1
2 .
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When vN  1/2, the search condition under Assumption 1 is vN 2 ?. To derive this,

first see the solution to EU s

2 � EU0
2 is

⇥
2(1� ↵H)

2 � 1
⇤
vN �

1

⌧

⇥
p� v + 2s+ ⌧

⇥
(1� ↵H)

2 � 1
⇤⇤

= v̂2 + (1� ↵H)
2 � 1,

where 2(1 � ↵H)2 � 1 > 0 when ↵H < 1 � 1p
2
. If ↵H < 1 � 1p

2
, vN � 1

2(1�↵H)2�1 [v̂2 + (1 �

↵H)2�1]; the right-hand side of the inequality equals v̂2+(1�↵H)2�1
2(1�↵H)2�1 >

1
2+(1�↵H)2�1

2(1�↵H)2�1 = 1
2 , which

contradicts vN  1/2, so nobody searches. If ↵H = 1� 1p
2
, the inequality becomes v̂2� 1

2  0,

and it contradicts v̂2 > 1/2; nobody searches.

If ↵H > 1� 1p
2
, vN  v̂2+(1�↵H)2�1

2(1�↵H)2�1 ; suppose x ⌘ (1� ↵H)2, we know from ↵H > 1� 1p
2

that x <
1
2 , and the right-hand side of the inequality equals v̂2+x�1

2x�1 . If v̂2 + x < 1, then

vN  v̂2+x�1
2x�1 > 0, meaning searchers are vN 2 [0, v̂2+x�1

2x�1 ], conditional on these customers

being non-searchers in Period 1. if v̂2 + x � 1, then vN  v̂2+x�1
2x�1  0, meaning nobody

searches. From Assumption 1, ↵H  1 �
p
1� v̂2 when v̂2 2 (12 , 1), it implies v̂2 + x � 1

whenever v̂2 2 (12 , 1). In addition, when v̂2 � 1, v̂2+x � 1 always holds for any ↵H > 1� 1p
2
.

This means v̂2 + x � 1 and nobody searches.

To summarize, when m1 = ? and under Assumption 1, Period 2 searchers are vN 2 [v̂2, 1];

these customers prefer NI . This search condition is pending refinements after having search

conditions in Period 1.

Search conditions in Period 1. For a customer, she discovers NI and NE with probabilities
1
2 and 1

2↵H . Looking forward to Period 2, if she does not search in Period 1, Pr(Discover NI) =

1
2 and Pr(Discover NE) =

1
2↵H(2�↵H). Her period utilities are thus given by Equations 3.2.

Next, we solve the inequality EU s

1 � EU0
1 to find customers who search in Period 1.

When vN > 1/2, the utility becomes EU s

1 = 2(vb � b) � s + (v + ⌧vN � p) and EU0
1 =

2(vb � b) +
⇥
�s+ 1

2(v + ⌧vN � p)
⇤+

. The boundary condition for making the [·]+ operator

non-negative is vN � v̂2 >
1
2 , from our discussion of Period 2 search decisions. If 1

2 < vN < v̂2,
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the solution to EU s

1 � EU0
1 is given by vN � v̂3, where

v̂3 ⌘
1

⌧
(p� v + s)

From Assumption 1, v̂3 > 1
2 ; since 1

2 < v̂3 < v̂2, the final solution is vN 2 [v̂3, v̂2). If vN � v̂2,

the solution is vN � 1
⌧
(p� v) < 0, and the final solution is vN � v̂2.

Combine the above analysis, we know the searchers with vN > 1/2 are [v̂3, 1], with

preference NI � NE � B. The non-searchers are (12 , v̂3).

Next, we refine the search decision in Period 2 for vN > 1/2 considering Period 1 searchers

being [v̂3, 1]. In Period 2, these searchers will not search again. For the non-searchers, (12 , v̂3),

they will search if vN > v̂2 > v̂3, which means none of them will search, and vN 2 ?. Notably,

even without the two regularity conditions on v̂2 and v̂3, v̂3 < v̂2 always holds true, and the

result remains that nobody searches in Period 2, which is a decrease from the Period 1 search

volume.

When vN  1/2, the [·]+ operator in EU s

1 is non-negative when vN  v̂1, where v̂1 ⌘
1
2(1�

s

↵H⌧
). Based on our discussion about customer decisions when vN  1/2 and m1 = ?,

the [·]+ operator in EU s

1 is always negative, which means that the vN  1/2 customers will

not search in Period 2 if they do not search in Period 1. We look at the two cases separately.

• If vN > v̂1, this implies that the customer will not search Period 2 after observing

m1 = 10. Solve EU s

1 � EU0
1 , and we get (1� 2↵H)vN � v̂3 � ↵H . Since 1� 2↵H > 0 is

equivalent to ↵H <
1
2 , we can check each case it implies. If ↵H = 1

2 , then 0 � v̂3 � 1
2 ,

which contradicts v̂3 >
1
2 , so nobody searches in this case. If ↵H <

1
2 , then vN �

v̂3�↵H

1�2↵H

>
1
2�↵H

1�2↵H

= 1
2 , which contradicts vN  1/2, so nobody searches in this case.

If vN > v̂1 and ↵H >
1
2 , then vN  v̂3�↵H

1�2↵H

. It follows immediately from v̂3 >
1
2 that

v̂3�↵H

1�2↵H

<
1
2 . In order for this search condition to include some searchers, we need

v̂3�↵H

1�2↵H

> v̂1. Since ↵H >
1
2 and v̂1 >

1
2 , this inequality becomes ↵H >

v̂1�v̂3
2v̂1�1 , and

searchers exist only if v̂1�v̂3
2v̂1�1 < 1; this last inequality can be simplified to v̂1 + v̂3 < 1.
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To summarize, when vN 2 (v̂1,
1
2 ], the searchers are

⇣
v̄1,

v̂3�↵H

1�2↵H

i
if v̂1 + v̂3 < 1 and

↵H >
1
2 ; the searchers are are vN 2 ? otherwise.

• If vN  v̂1, this implies that the customer will search Period 2 after observing m1 = 10.

Solve EU s

1 � EU0
1 , and we get

y(↵H) · vN � v̂4 +
1

2
(y(↵H)� 1)

y(↵H) ⌘ ↵H(↵H � 3) + 1

v̂4 ⌘
1

⌧


p� v +

1

2
(3� ↵H)s

�

The condition for y(↵H) > 0 is ↵H <
1
2(3�

p
5), which is smaller than 1

2 . We can then

look at the segments it creates separately.

First, it’s easy to see that 1
2 < v̂3 < v̂4 < v̂2.

If y(↵H) = 0, the inequality becomes 0 � v̂4� 1
2 ; this contradicts v̂4 > 1

2 , which implies

searchers don’t exist. If y(↵H) > 0, the inequality becomes vN � v̂4
y
+ 1

2(1 �
1
y
) > 1

2 ;

this contradicts vN  1/2, again implying searchers don’t exist.

If y(↵H) < 0, the inequality becomes vN  v̂4
y
+ 1

2(1 �
1
y
). To ensure that searchers

exist, combining vN 2 [0, v̂1], we need v̂4
y
+ 1

2(1�
1
y
) > 0, meaning 2v̂4(↵H) + y(↵H) <

1. Depending on the monotonicity of 2v̂4(↵H) + y(↵H) (undetermined), this implicit

inequality can then give a value range for ↵H , implied by Assumption 1.

From the above analysis, we know Period 1 searchers for vN  1/2 exist only when: (1) ↵H >

1
2(3�

p
5) and 2v̂4(↵H)+y(↵H) < 1, and these searchers are vN 2

h
0,min

n
v̂1,

v̂4
y
+ 1

2(1�
1
y
)
oi

;

(2) ↵H >
1
2 and v̂1 + v̂3 < 1, and these searchers are

⇣
v̄1,

v̂3�↵H

1�2↵H

i
.

Next, we refine the search decision in Period 2 based on the segmentation of searchers and

non-searchers for vN  1/2. In Period 2, from earlier analysis, we know the non-searchers

will not search again. For the searchers, they will search if m1 = 10 and vN 2 [0, v̂1]; this

means all Period 1 searchers in
h
0,min

n
v̂1,

v̂4
y
+ 1

2(1�
1
y
)
oi

search again in Period 2 when
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m1 = 10.

To summarize the search dynamics, the total search declines in Period 2 compared to

Period 1.

⌅

Proof of Result 7 (Truth-telling Product Launch)

We prove this result by verifying that firm I playing m
⇤
t
= ht constitutes an equilibrium

strategy in a separating equilibrium. We first show customers’ optimal decisions under

this strategy, and then show firm I does not have profitable off-equilibrium path deviations

under these customer decisions. In Period 1, customers believe rH = 1
2 , and the probability of

discovery is 1
2 . In Period 2, a customer’s belief is updated based on m1 2 {00, 10, 11, 01,?}.

If m1 = 00, she knows ✓ = L, and she will observe m2 = 11 with probability 1 in Period 2.

If m1 2 {10, 11, 01}, she knows ✓ = H, and she will at least see one N product in Period 2.

If she did not search in Period 1, she still believes rH = 1/2, and the probability of discovery

is 1/2.

Search decisions. Starting from customer’s search decision in Period 2 conditional on m1.

If m1 = 00, customers will not search in Period 2, and EU0
2 = vb � b. If m1 2 {10, 11, 01},

customers will not search again in Period 2, and EU0
2 = vb � b + vN � p. If m1 = ?,

customers’ utilities are EU s

2 = vb�b�s+ 1
2(vN�p)+ and EU0

2 = vb�b. The search condition

is vN � p+ 2s, conditional on this set including Period 1 non-searchers.

For Period 1 problem described in Equation 3.3, if we solve EU s

1 � EU0
1 , it gives vN 2

[p + s, v̄]. This solution is due to derivations as follows. If vN � p + 2s, the term of EU0
1 in

the [·]+ operator returns non-negative, and the search condition is vN � p. Combined with

the range, the solution is vN � p+2s. If vN < p+2s, the [·]+ operator returns zero, and the

search condition is vN � p+ s, so p 2 [p+ s, p+ 2s).

To refine the search condition in Period 2, since Period 1 non-searchers are vN 2 [0, p+s),

it contradicts the condition to search in Period 2 after m1 = ? (vN � p + 2s), so Period 1
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non-searchers will not search in Period 2. In addition, Period 1 searchers will also not search

in Period 2.

Equilibrium conditions. We can then derive a condition in which it’s optimal for firm I

not to deviate from playing m
⇤
t
, given by K  K̂, where

K̂ ⌘ min

⇢
1

2
(b+ p), p

�
·

1� 1

v̄
(p+ s)

�
.

To see this, we first derive the demand functions Db,DI

N
and D

E

N
, represented by customer

value segments, for each strategic path that involves a possible off-equilibrium path deviation.

When h1 = m
⇤
1 = 11, these demand functions are [0, p + s), 1

2 [p + s, v̄] and 1
2 [p + s, v̄]. The

likely deviation (m0
1 = 01) leads to demand: [0, p+ s), ?, [p+ s, v̄].

When h1 = m
⇤
1 = 10, these demand functions are [0, p + s), [p + s, v̄] and ?. The likely

deviation (m0
1 = 01) leads to everyone buying B : [0, v̄]. In Period 2, after h1 = m

⇤
1 = 11,

h2 = m
⇤
2 = 11, then demand functions are: [0, p + s), 1

2 [p + s, v̄] and 1
2 [p + s, v̄]. If the

deviation is m
0
2 = 01, then demand: [0, v̄], ?, ?. If the deviation is m

0
101, then demand:

[0, v̄], ?, ?.

After h1 = m
⇤
1 = 10, h2 = m

⇤
2 = 11, then demand functions are: [0, p + s), [p + s, v̄]

and ?. If the deviation is m
0
2 = 01, then demand: [0, v̄], ?, ?. If the deviation is m

0
1 = 00,

then demand: [0, v̄], ?, ?. After h1 = m
⇤
1 = 10, h2 = m

⇤
2 = 10, then demand functions are:

[0, p + s), [p + s, v̄] and 0. If the deviation is m
0
2 = 00, then demand: [0, v̄], ?, ?. If the

deviation is m
0
1 = 00, then demand: [0, v̄], ?, ?.

Equilibrium conditions: profit. We can then derive the profit functions under different

strategies, the comparison of which gives us the equilibrium condition as above.

• For Period 1 deviations, we notice customers do not search in Period 2 and always

repeat their Period 1 decisions. When h1 = m
⇤
1 = 11 and m

0
1 = 01, the equilibrium

and deviation profit functions are T⇧⇤
1 = 2 b

v̄
(p+ s) + (b+ p)

⇥
1� 1

v̄
(p+ s)

⇤
� 2K and

⇧0
2 =

b

v̄
(p+ s), so firm I will not deviate if K  1

2(b+ p)
⇥
1� 1

v̄
(p+ s)

⇤
.
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When h1 = m
⇤
1 = 10 and m

0
1 = 00; the equilibrium profit and the deviation profit

are T⇧⇤
2 = 2b + 2p

⇥
1� 1

v̄
(p+ s)

⇤
� 2K and ⇧0

2 = 2b, so firm I will not deviate if

K  p
⇥
1� 1

v̄
(p+ s)

⇤
.

• For Period 2 deviations, when h1 = m
⇤
1 = 11 and h2 = m

⇤
2 = 11, we consider

m
0
2 = 01; the equilibrium profit and the deviation profit are ⇧⇤

2 = b

v̄
(p + s) + 1

2(b +

p)
⇥
1� 1

v̄
(p+ s)

⇤
� K and ⇧0

2 = b

v̄
(p + s), so firm I will not deviate if K  1

2(b +

p)
⇥
1� 1

v̄
(p+ s)

⇤
.

When h1 = m
⇤
1 = 10 and h2 = m

⇤
2 = 11, we consider m

0
2 = 01; the equilibrium profit

and the deviation profit are ⇧⇤
2 = b + p

⇥
1� 1

v̄
(p+ s)

⇤
�K and ⇧0

2 = b, so firm I will

not deviate if K  p
⇥
1� 1

v̄
(p+ s)

⇤
. When h1 = m

⇤
1 = 10 and h2 = m

⇤
2 = 10, m0

2 = 00,

the profit functions and derived condition are the same.

⌅

Proof of Result 8 (Strategic Withholding)

We prove this result by verifying that firm I playing the strategy detailed in Table 3.1

constitutes an equilibrium strategy in a semi-separating equilibrium. We first show cus-

tomers’ optimal decisions under this strategy, and then show firm I does not have profitable

off-equilibrium path deviations under these customer decisions.

Customer’s belief updates. In Period 1, the customer’s beliefs are rH = rL = 1/2,

and Pr(m1 = 11) = 1
2↵H , Pr(m1 = 00) = rL Pr(m1 = 00|L) + rH Pr(m1 = 00|H) =

1/2 + 1/2 · 1
2↵H = 1

2(2� ↵H). The probability of discovery is 1
2↵H .

In Period 2, the customer’s beliefs conditional on m1 are: If m1 = 11, Pr(H|m1 = 11) = 1,

and m
⇤
2 = h2 = 11 with probability 1. If m1 = 10, Pr(H|m1 = 10) = 1, and she will observe

m
⇤
2 = 01, 10 (h2 = 11, 10) with probabilities ↵H , 1 � ↵H , respectively; the probability of

discovery is 1. If m1 = 01, then Pr(H|m1 = 01) = 1, and m
⇤
2 = h2 = 11; the probability of

discovery is 1. If m1 = ?, then rH = rL = 1/2, and Pr(m2 = 11) = 1
2↵H , Pr(m2 = 00) =
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1/2, Pr(m2 = 10) = 1
2(1 � ↵H)2, Pr(m2 = 01) = 1

2↵H(1 � ↵H); the probability of discovery

is 1
2 .

Period 2 customer’s beliefs after observing m1 = 00 are Pr(H|m1 = 00) = 1�↵H

2�↵H

. The

customer observes m2 in Period 2 with probabilities Pr(m2 = 00|m1 = 00) = Pr(h1 =

00|m1 = 00)Pr(m2 = 00|h1 = 00) = 1
2�↵H

, Pr(m2 = 10|m1 = 00) = Pr(h1 = 10|m1 =

00)Pr(m2 = 10|h1 = 10) = (1�↵H)2

2�↵H

, Pr(m2 = 01|m1 = 00) = Pr(h1 = 10|m1 = 00)Pr(m2 =

01|h1 = 10) = ↵H(1�↵H)
2�↵H

, Pr(m2 = 11|m1 = 00) = 0, and the probability of discovery is 1�↵H

2�↵H

.

Search decisions in Period 2. A customer’s search decision is contingent on m1. If m1 =

11, the customer believes m
⇤
2 = h2 = 11, and she will not search in Period 2 with period

utility given by EU0
2 = vb � b+ (vN � p)+. If m1 = 10, the probability of discovery is 1, and

the probabilities of observing m
⇤
2 = 01, 10 are ↵H and 1 � ↵H ; if she does not search, she

can buy the discovered NI with probability 1� ↵H (m⇤
2 = 10). Her period utilities thus are

EU s

2 = vb � b� s+ (vN � p)+ and EU0
2 = vb � b+ (1� ↵H)(vN � p)+. The search condition

is vN � p + s

↵H

. If m1 = 01, then Pr(h2 = 11) = 1, and m2 = x1, x 2 {0, 1}, so she can

always buy NE even off the equilibrium path. So she will not search with period utility

EU0
2 = vb � b+ (vN � p)+.

If m1 = 00, the probability of discovery is 1�↵H

2�↵H

, and the customer’s period utilities are

EU s

2 = vb�b�s+ 1�↵H

2�↵H

(vN�p)+ and EU0
2 = vb�b. The search condition is vN � p+ (2�↵H)s

1�↵H

.

If m1 = ?, the probability of discovery is 1/2, and her period utilities are EU s

2 = vb �

b� s+ 1
2(vN � p)+ and EU0

2 = vb � b. The search condition is vN � p+ 2s. It follows:

p+
s

↵H

 p+ 2s  p+
(2� ↵H)s

1� ↵H

, ↵H 2 [1/2, 1]. (C.1)

Search decisions in Period 1. In Period 1, the consumer’s period utilities are given by

Equations 3.6. We solve for search conditions by considering each segment created by the

[·]+ operators.

The two option value terms (last terms) in above equations gives vN � p + (2�↵H)s
1�↵H
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and vN � p + 2s, corresponding to the two search conditions in Period 2 when m1 =

00 and ?. Since the semi-separating equilibrium could hold only for ↵H 2 [1/2, 1], and

because of Equation C.1, we discuss all cases as follows. When vN � p+ (2�↵H)s
1�↵H

, the search

condition is vN � p+ (2�↵H)s
↵H

. Considering the range, it becomes vN 2
h
p+ (2�↵H)s

1�↵H

, v̄
i
. When

vN 2
h
p+ 2s, p+ (2�↵H)s

1�↵H

⌘
, the solution to EU s

2 � EU0
2 is vN � p, which means the search

condition is vN 2
h
p+ 2s, p+ (2�↵H)s

1�↵H

⌘
. When vN 2 [p, p+ 2s), the solution is vN � p+ s

↵H

.

Considering the range, the search condition is vN 2
h
p+ s

↵H

, p+ 2s
i
. To summarize, the

searchers are: vN 2
h
p+ s

↵H

, v̄
i
.

To refine the search condition in Period 2, since Period 1 non-searchers are vN 2 [0, p +

s

↵H

), it contradicts the condition to search in Period 2 after m1 = ? (vN � p+2s), so Period

1 non-searchers will not search in Period 2. In addition, from Equation C.1, we also conclude

that Period 1 searchers will search in Period 2 only if m1 = 10, or vN � p + (2�↵H)s
1�↵H

after

m1 = 00.

Equilibrium conditions: demand. Firm I’s demand functions can be derived from the

above discussion. We denote these demand functions (ranges) as Db,DI

N
,DE

N
, and we use

the customer’s value ranges to characterize them for easy of analysis. We then drive these

demand functions for cases where firm I has a possible off-equilibrium path deviation (when

✓ = H). In Period 1, (Db,DI

N
,DE

N
) are:

• h1 = 11, m⇤
1 = 11, half of those who searched will by N from firm I, and (Db,DI

N
,DE

N
)

are
h
0, p+ s

↵H

⌘
, 1
2 ·
h
p+ s

↵H

, v̄
i
, 1
2 ·
h
p+ s

↵H

, v̄
i
. For the likely deviation, m0

1 = 01, those

who searched buy E :
h
0, p+ s

↵H

⌘
, ?,

h
p+ s

↵H

, v̄
i
.

• h1 = 10, m⇤
1 = 00, everyone buys b, [0, v̄], ?, ?. For the likely deviation, m0

1 = 10,

those who searched buy I:
h
0, p+ s

↵H

⌘
,
h
p+ s

↵H

, v̄
i
,?.

In Period 2, to these demand functions, first notice that the Period 1 non-searchers in will

not search in Period 2. The Period 2 demand functions (Db,DI

N
,DE

N
) are given by:

• h1 = m
⇤
1 = 11; h2 = m

⇤
2 = 11, no Period 1 searchers will search again, and keep Period
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1 choice:
h
0, p+ s

↵H

⌘
, 12 ·

h
p+ s

↵H

, v̄
i
, 12 ·

h
p+ s

↵H

, v̄
i
. For the likely Period 1 deviation,

m
0
1 = 01; h2 = m

⇤
2 = 11, Period 1 searchers will keep Period 1 choices and buy NE:

h
0, p+ s

↵H

⌘
, ?,

h
p+ s

↵H

, v̄
i
. For the likely Period 2 deviation, h2 = 11, m0

2 = 01,

no Period 1 searchers will search again, and they all buy NE since NI is not offered:
h
0, p+ s

↵H

⌘
, ?,

h
p+ s

↵H

, v̄
i
.

• h1 = 10, m⇤
1 = 00; h2 = 11, m⇤

2 = 01, all Period 2 searchers buy NE :
h
0, p+ (2�↵H)s

1�↵H

⌘
,

?,
h
p+ (2�↵H)s

1�↵H

, v̄
i
. For the likely Period 1 deviation, m0

1 = 10; h2 = 11, m⇤
2 = 01, all

Period 2 searchers buy NE since NI is not offered:
h
0, p+ s

↵H

⌘
, ?,

h
p+ s

↵H

, v̄
i
; notably,

more people are informed of the existence of innovations than on the equilibrium path.

For the likely Period 2 deviation, h2 = 11, m0
2 = 11, half of Period 2 searchers buy NI :

h
0, p+ (2�↵H)s

1�↵H

⌘
, 12 ·

h
p+ (2�↵H)s

1�↵H

, v̄
i
, 12 ·

h
p+ (2�↵H)s

1�↵H

, v̄
i
.

• h1 = 10, m⇤
1 = 00; h2 = 10, m⇤

2 = 10, all Period 2 searchers buy NI :
h
0, p+ (2�↵H)s

1�↵H

⌘
,

h
p+ (2�↵H)s

1�↵H

, v̄
i
, ?. For the likely Period 1 deviation, m0

1 = 10, all Period 2 searchers

buy NI

h
0, p+ s

↵H

⌘
,
h
p+ s

↵H

, v̄
i
, ?. For the likely Period 2 deviation, h2 = 10, m0

2 =

00, everyone can only buy B: [0, v̄],?,?.

Equilibrium conditions: profit. Based on Equations 3.4, 3.5 and 3.7, we can derive firm

I’s profits. Then we can check all possible deviations to derive conditions under which the

equilibrium can be sustained.

• When h1 = m
⇤
1 = 11 and h2 = m

⇤
2 = 11, firm I deviates to play m

0
2 = 01. The

profits under the equilibrium and deviation strategies are ⇧⇤
2 = b · 1

v̄

⇣
p+ s

↵H

⌘
+ 1

2(b+

p) 1
v̄

h
v̄ � p� s

↵H

i
�K and ⇧0

2 = b · 1
v̄

⇣
p+ s

↵H

⌘
. The solution to ⇧⇤

2 � ⇧0
2 is ↵H � 1

G1
,

where

G1 ⌘
1

s

✓
v̄ � p� 2Kv̄

b+ p

◆
.

To ensure ↵H 2 [1/2, 1], we have G1 > 1.

• When h1 = 10, m⇤
1 = 00 and h2 = 11,m⇤

2 = 01, firm I deviates to play m
0
2 = 11. The
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profits under the equilibrium and deviation strategies are ⇧⇤
2 = b · 1

v̄

h
p+ (2�↵H)s

1�↵H

i
and

⇧0
2 = b · 1

v̄

h
p+ (2�↵H)s

1�↵H

i
+ 1

2(b+ p) 1
v̄

h
v̄ � p� (2�↵H)s

1�↵H

i
�K. The solution to ⇧⇤

2 � ⇧0
2 is

↵H � G1�2
G1�1 . To ensure ↵H 2 [1/2, 1], we again have G1 > 1.

• When h1 = 10, m⇤
1 = 00 and h2 = 10,m⇤

2 = 10, firm I deviates to play m
0
2 = 00. The

profits under these strategies are ⇧⇤
2 = b+ p

1
v̄

h
v̄ � p� (2�↵H)s

1�↵H

i
�K and ⇧0

2 = b. The

solution to ⇧⇤
2 � ⇧0

2 is ↵H  G2�2
G2�1 , where

G2 ⌘
1

s

✓
v̄ � p� Kv̄

p

◆
,

and we need to have G2 > 3 to ensure ↵H 2 [1/2, 1].

• When h1 = 10, m⇤
1 = 00; firm I deviates to play m

0
1 = 10. The profits under these

strategies are T⇧⇤
1 = b+↵Hb· 1v̄

h
p+ (2�↵H)s

1�↵H

i
+(1�↵H)

h
b+ p · 1

v̄

⇣
v̄ � p� (2�↵H)s

1�↵H

⌘
�K

i
,

and T⇧0
1 = p· 1

v̄

h
v̄ � p� s

↵H

i
+↵Hb· 1v̄

⇣
p+ s

↵H

⌘
+(1�↵H)

h
b+ p · 1

v̄

⇣
v̄ � p� s

↵H

⌘
�K

i
+

b�K. Solve the inequality T⇧⇤
1 � T⇧0

1, it gives 1
↵H

+
⇣

2�↵H

1�↵H

� 1
↵H

⌘
((q + 1)↵H � 1) �

G2, where

q ⌘ b

p
, G2 ⌘

1

s

✓
v̄ � p� Kv̄

p

◆
,

where we require G2 > 3 from a former discussion. The solution to the inequality then

gives that for G2 > 3, there exists q̂ > 3, such that for any ↵H >
1
2 and q > q̂, firm I

will not deviate. As G2 increases, the minimum q̂ also increases.

• When h1 = 11, m⇤
1 = 11; firm I deviates to play m

0
1 = 01. The profits under these

strategies are T⇧⇤
1 = 2b · 1

v̄

⇣
p+ s

↵H

⌘
+ (b + p) 1

v̄

h
v̄ � p� s

↵H

i
� 2K and T⇧0

1 = 2b ·
1
v̄

⇣
p+ s

↵H

⌘
. Notice that this is the same problem as when h1 = m

⇤
1 = 11 and h2 =

m
⇤
2 = 11, firm I deviates to play m

0
2 = 01. So the equilibrium condition is to have

↵H � 1
G1

and G1 > 1, where G1 ⌘ 1
s

⇣
v̄ � p� 2Kv̄

b+p

⌘
.
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To summarize, the existence of this withholding equilibrium requires ↵H satisfy

↵H 2

max

⇢
1

2
,

1

G1
,
G1 � 2

G1 � 1

�
,
G2 � 2

G2 � 1

�
,

where G1 > 1 and G2 > 3, and for a given G3, we can find a q̂ such that q > q̂ > 3.

⌅
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