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Abstract The literature in semantics and pragmatics provides extensive evidence for

the strengthening of linguistic expressions, both inmatrix positions andwhen embedded

under various operators. We study the properties of such strengthening using a very

simple setting. Specifically,we look atwhen the expression “cratewith a banana” can be

understood as a unique crate even though two different crates have a banana in them. By

varying the scenarios in which an expression such as “Pick the crate with a banana” is

evaluated, we show that the strengthening of “crate with a banana” within the scope of

the definite article parallels the entailments of “crate with only a banana” (with an overt

exhaustivity operator, ‘only’). We use this observation to argue that strengthening in

embedded positions follows the logic of an exhaustivity operator rather than that of

rational inference. We then note that a similar pattern obtains in matrix positions.

Keywords Strengthening · Exhaustification · Rational inference

1 Introduction: strengthening in the scope of a definite article

Consider Scenario A in Fig. 1 (modeled after Stiller et al., 2011, 2015; Vogel et al.,

2014): crate I is empty, crate II has a banana and nothing else in it, and crate III has

both a banana and an apple in it. Given Scenario A, an utterance of (1) (= “Pick the
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crate with a banana”) is acceptable and can be used as a request to pick crate II.1

The acceptability of (1) is surprising in light of the presuppositions of the definite

article. In particular, the uniqueness presupposition of the definite article requires

that there be no more than one salient individual in the extension of the NP ‘crate

with a banana’, but in Scenario A there are two such individuals: crate II and III.

The acceptability of (1) can be explained if the NP can be strengthened to be a

predicate that has just crate II in its extension.

1. Pick the crate with a banana.

The strengthening of ‘crate with a banana’ to crate with only a banana in (1) requires an

explanation, and in this note we will compare two potential mechanisms from the

literature that could in principle account for it: (a) exhaustification, and (b) rational

inference.Wewill describe each of them below.While the two accounts make different

architectural assumptions (primarily on the semantics pragmatics divide), we find it

convenient to focus first on the logic of strengthening without asking if the relevant

computation is semantic or pragmatic. For much of this note we will continue to use the

embedding under the definite article in (1), which serves as a helpful environment for

studying the properties of strengthening, as it allows us to test predictions about

strengthening through acceptability judgments.When there are two crateswith a banana,

as in Scenario A above and as in other scenarios that we will consider below, ‘the crate

with a banana’ will be acceptable only if strengthening succeeds. More specifically,

strengthening is needed to narrow down the NP to denote just a single crate, as required

by the uniqueness presupposition of the definite article. This, in turn,will help us identify

scenarios in which strengthening succeeds in yielding this narrowing (as in Scenario A

above) and otherswhere it fails (as in thevariants considered below).Thiswill also allow

us to ask what characterizes the successful cases and whether this is predicted by either

exhaustivity or rationality. Specifically, by varying the scenarios in minimal ways in

Sects. 2–5, we will provide evidence that the embedded strengthening in (1) follows the

logic of exhaustification and not that of rational inference.2 In Sect. 6 we turn to matrix

Fig. 1 Scenario A

1 Some speakers judge (1) as less than perfect. What matters here is not the absolute acceptability of (1)

but rather its relative acceptability in Scenario A and in the scenarios below, where (1) becomes clearly

unacceptable.
2 As we noted, the definite article makes the kind of investigation we are interested in relatively

straightforward. Other environments are often less helpful. Consider the indefinite article, for example:

‘Pick a crate with a banana’ would in general be felicitous regardless of whether strengthening narrows

down ‘crate with a banana’ to denote just a single crate, which makes it harder to tell whether

strengthening has taken place and, if so, in what way. In principle one can set aside acceptability and

simply use introspection to determine whether the relevant inference is possible. Studying strengthening

in this way, however, is made difficult by the fact that strengthening is in general optional and might fail
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positions and ask whether there, too, we can find evidence that teases apart the

predictions of exhaustivity and rationality. While we cannot use the exact same

methodology as in embedded positions, we will provide a different tool that will

translate strengthening into felicity. By looking again at the same scenarios just

mentioned we will conclude that strengthening follows the logic of exhaustivity

rather than that of rationality also in matrix positions. Finally, in Sect. 7 we turn to

the division of labor between grammatical computations and pragmatic inferences.

In the remainder of this section we briefly present the two potential approaches

just mentioned to the embedded strengthening in (1). To facilitate the focus on the

logical properties of the two approaches we will present them in terms of two

silent strengthening operators: O-Exhaust and O-Rationality.3 Each can be thought

of as attaching to the NP ‘crate with a banana’ in (1) and, in Scenario A at least,

leading to the strengthened meaning—a predicate that picks out crate II (as

opposed to crate III).4 Both operators are alternative-sensitive, and for the most

part we will assume that the alternatives when attached to ‘crate with a banana’

are of the form ‘crate with an x’, where x is a single fruit name. We will revisit

this assumption in Sect. 5.

O-Exhaust is a silent counterpart of the overt exhaustification operator ‘only’

(e.g., Exh of Fox, 2007). It affirms the prejacent (in (1), ‘crate with a banana’) and

negates all of the alternatives to the prejacent that are safe to negate (e.g., ‘crate with

an apple’, ‘crate with a pear’).5 The result, in the case of ‘crate with a banana’, is

very similar to the meaning of ‘crate with only a banana’, which uses the overt

exhaustivity operator ‘only’. Both with the silent O-Exhaust and with the overt

‘only’ the strengthened meaning—the result of affirming banana and negating other

fruits—has just crate II in its denotation in Scenario A. As a singleton set this

satisfies the presuppositions of the definite article, which in turn accounts for the

felicity of sentence (1) in this scenario.

O-Rationality derives a similar strengthening of ‘crate with a banana’ so as to

pick out crate II, but it does so through a different route: instead of negating

alternatives, it attempts to capture how discourse participants might reason about the

intended referents of various messages in a given context. There are of course

different ways in which such reasoning might proceed, but in the case of Scenario A

the following seems like a natural sequence of steps:

Footnote 2 continued

to occur for a variety of reasons and is subject to further complications when an indefinite article is

involved, as indefinites often lead to anti-uniqueness inferences incompatible with the simple visual

display in Scenario A. The definite article allows us to bypass these complications.
3 The choice is one of presentational convenience and does not imply the presence of operators in the

syntax. An alternative possibility is that the relevant strengthening arises through local, meta-linguistic

use of global pragmatics, along the lines of Horn (1985, 1989). See also Geurts and van Tiel (2013) on

pragmatic truth-conditional narrowing in embedded positions.
4 There are other conceivable positions in which the operators might attach within (1). These extra

possibilities will not affect our conclusions.
5 Informally, an alternative m is safe to negate given an assertion if doing so does not lead to

contradiction (or to arbitrary choices in order to avoid contradiction). See Fox (2007) for a precise notion

of when an alternative is safe to negate. See Spector (2016) for a comparison with other methods of

dealing with potential contradictions.
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2. Rational inference about Scenario A (schematic)

Step 1: Although the message ‘crate with a banana’ is not sufficiently narrow

so as to pick out a specific crate, the message ‘crate with an apple’ is.

Specifically, ‘crate with an apple’ identifies crate III since it is true of this

crate and is false of every other crate.

Step 2: Given step 1, the message ‘crate with an apple’ and crate III are

paired together and peeled off. At this point the message ‘crate with a

banana’ is only true of crate II and identifies it.

Implicit in (2) is the notion of a noun phrase identifying a crate, or (more generally)

a message identifying a state of the world. The following criterion, which we take

from Fox and Katzir (2021) and revise below, will serve as a starting point:

3. Semantic State Identification: Given a set of messages M and a set of states

T, a message identifies a state if it is true in that state and there is no other state

in which it is true.

As with O-Exhaust, O-Rationality correctly predicts that the uniqueness presuppo-

sition of the definite article is satisfied and that (1) should be acceptable in Scenario A.

2 A problem for O-Rationality

Consider Scenario B in Fig. 2, which is based on Frank and Goodman (2012), Stiller

et al. (2011), and Vogel et al. (2014). It differs from Scenario A in the following

way: a pear is added to both crate I and crate II. Unlike Scenario A, here there is no

state with only a banana.

Differently from Scenario A, in which (1) was judged as acceptable, in Scenario

B the same sentence is judged as unacceptable, presumably because ‘crate with a

banana’ is no longer an acceptable way to single out crate II (or any other individual

crate for that matter).

O-Exhaust makes the correct prediction for Scenario B. If (1) is parsed without

O-Exhaust, then, as in all the scenarios that we consider in this paper, both crate II

and crate III are in the extension of ‘crate with a banana’, so the uniqueness

presupposition of the definite article is not satisfied. Differently from Scenario A,

however, parsing the sentence with O-Exhaust is now of little help. Specifically, the

Fig. 2 Scenario B

123

D. Asherov et al.



NP [O-Exhaust [crate with a banana]], just like [crate with only a banana], means

crate with a banana and not with an apple and not with a pear. There is no such crate

in this scenario, so the extension of the NP is empty, which leaves the existence

presupposition of the definite article unsatisfied. Regardless of whether (1) is parsed

with O-Exhaust, then, the sentence is correctly predicted to be unacceptable.

Consider now how O-Rationality would strengthen ‘crate with a banana’ in

Scenario B:

4. O-Rationality in Scenario B

Step 1: Although the message ‘crate with a banana’ is not sufficiently narrow

so as to pick out a specific crate, the message ‘crate with an apple’ is.

Specifically, ‘crate with an apple’ would lead the listener directly to crate III,

since it is false of the other two states. Thus, if a rational speaker had

intended crate III, they would use the message ‘crate with an apple’.

Step 2: Given step 1, the speaker who used the message ‘crate with a banana’

did not intend crate III. Once crate III is eliminated as the intended state, the

only remaining option is crate II.

It is easy to see that the reasoning in (4) is identical to that in (2), which was used for

Scenario A. O-Rationality thus incorrectly predicts that listeners will take ‘crate

with a banana’ to identify crate II in Scenario B as well, which satisfies the

uniqueness and existence presuppositions of the definite article. This, in turn,

predicts that (1) should be acceptable in Scenario B, contrary to fact.

3 Attempting to rescue O-Rationality through probabilistic
identification and blocking iterations

Is there a difference between Scenarios A and B that might be relevant for the

workings of O-Rationality so as to overcome this problem of overgeneration? A

potentially relevant difference pertains to the perspective of a speaker that needs to

select from among the alternative messages that are true in a given state. In Scenario

A, the message ‘crate with a banana’ is the only message (among the assumed set of

alternatives) that such a speaker can select for crate II but one out of two possible

messages for crate III. In Scenario B, on the other hand, ‘crate with a banana’ is one

out of two possible messages both for crate II and for crate III. This could be stated

in probabilistic terms as follows, on the assumption of a naïve speaker, who chooses

randomly between the messages that are possible given the state they wish to refer

to: in Scenario A, ‘crate with a banana’ will be uttered with probability 1 for crate II

and with probability 0.5 for crate III, while in Scenario B, ‘crate with a banana’ will

be uttered with probability 0.5 both for crate II and for crate III. Suppose, then, that

we changed the identification criterion in a way that can exploit this distinction:6

6 This probabilistic notion of identification can be motivated in terms of Bayesian reasoning. Such a

move brings O-Rationality closer to iterated models of rationality in the literature such as Iterated Best

Response (Franke 2009, 2011) and the Rational Speech Act framework (Frank & Goodman 2012). The

motivation, however, leads to the problematic prediction that strengthening should be sensitive to the
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5. Probabilistic State Identification (PSI): Given a set of messages M and a set

of states T, a message identifies a state if the likelihood that a naı̈ve speaker

would use the message to describe that state is higher than for any other state.

In Scenario A, O-Rationality with PSI correctly finds that the message ‘crate with a

banana’ identifies crate II. Here, unlike the non-probabilistic State Identification,

O-Rationality discovers this message-state pairing within one step.
In Scenario B, PSI still arrives at the incorrect result that the message ‘crate with a

banana’ identifies crate II, just like non-probabilistic State Identification (see note 6):

6. O-Rationality in Scenario B (Probabilistic)

Step 1: Although the message ‘crate with a banana’ does not identify a state,

the message ‘crate with an apple’ does (as does the message ‘crate with a

pear’). Specifically, ‘crate with an apple’ would lead the listener directly to

crate III, since P(‘crate with an apple’|crate III)=0.5[0=P(‘crate with an

apple’|crate II)=P(‘crate with an apple’|crate I). Thus, if a rational speaker

who is trying to identify a state with PSI had intended crate III, they would use

the message ‘crate with an apple’. (Similarly, ‘crate with a pear’ identifies

crate I.)

Step 2: Given step 1, the speaker who used the message ‘crate with a banana’

did not intend crate III. Once crate III is eliminated as the intended state, the

only remaining option is crate II.

While PSI still makes the wrong prediction for Scenario B, there is now a distinction

between Scenario A and Scenario B: while in Scenario A identification is achieved

within one iteration (in Step 1), in Scenario B this is only achieved in the second
iteration (only in Step 2).

Suppose, then, that this difference is responsible for the difference in the

acceptability of (1) in Scenarios A and B. In particular, suppose that O-Rationality

cannot proceed past the step of iteration needed for identification in Scenario A

(past step 1 in our simplified system). If that were the case, ‘crate with a banana’

would still have crate II (and nothing else) within its extension in Scenario A, which

would keep the presuppositions of the definite article satisfied as before. In Scenario

B, on the other hand, the restriction to a single step will prevent identification, and

both crate II and crate III will be in the extension of ‘crate with a banana’, which

will correctly lead to unacceptability. The goal of the next two sections is to test this

idea by constructing scenarios that, on the one hand, have no crate with a banana

and no other fruit (so that O-Exhaust fails), but, on the other hand, make it possible

for O-Rationality to identify crate II even under the idea that O-Rationality is

Footnote 6 continued

prior probabilities of states. See Degen et al. (2015), Fox & Katzir (2021), Schreiber & Onea (2021), and

Cremers et al. (2023) for discussion. Note that whenever message m identifies state t by (3) it will also

identify t by (5) (at least when the set of messages is finite). This means that the move to (5) does not

block identification in Scenario B as we discuss below. The only effect of this move on scenarios A and B

pertains to the number of steps needed for identification (fewer in A than in B).
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limited to no more than one iteration of PSI.7 We will find that, even with this

limitation, O-Rationality still suffers from an overgeneration problem.

4 The problem arises even within a single iteration

Consider Scenario C (Fig. 3), where (1) is judged unacceptable. Like Scenario B,

there are two crates with a banana but no crate with only a banana, so O-Exhaust

predicts that the sentence will be unacceptable regardless of whether ‘crate with a

banana’ is strengthened.

WhileO-Exhaustmakes the correct prediction for ScenarioC, PSI does not, evenwith

the restriction to a single step of identification. This is so since P(‘crate with a banana’|

crate II)=0.5[0.33=P(‘crate with a banana’|crate III). This should make ‘crate with a

banana’ identify crate II within the first iteration, which in turn would satisfy the

uniquenesspresuppositionof thedefinite article andmake (1) acceptable, contrary to fact.

5 Further attempts to avoid the overgeneration problem for O-
Rationality

We wish to discuss two further potential attempts to salvage O-Rationality in the

face of the overgeneration problem identified above: one response based on the idea

that a message that identifies a state must be no worse than other available messages

that can serve the same purpose and another response based on the idea that

sensitivity to probabilities might be more limited than assumed in PSI. We present

minimal variations on Scenario C which will demonstrate that neither response can

solve the overgeneration problem for O-Rationality.

5.1 No sub-optimal identifiers

The first response is based on the intuition that a speaker who wants to identify crate

II in Scenario C above has a more obvious strategy than using the message ‘crate

with a banana’, namely using the message ‘crate with a pear’ (after all, ‘crate with a

Fig. 3 Scenario C

7 The idea that humans cannot proceed past a first step of PSI clashes directly with the idea that

something like O-Rationality might account for other inferences such as conjunctive readings of

disjunction (see Franke 2009, 2011, van Rooij 2010, and Fox & Katzir 2021). We set aside this concern

for the purposes of the present discussion.
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pear’ is true exclusively in state II, while ‘crate with a banana’ is true in state II and

also in another state). Assuming that this intuition can be grounded in a principle,

then we can say that even though ‘crate with a banana’ is an identifier for crate II

according to PSI, it is a suboptimal message. One can use this observation as the

basis for a modification of O-Rationality so that the problem of overgeneration in

Scenario C will not arise. (We thank Anton Benz, p.c., for bringing up this point.)

This, together with restricting identification to only one iteration, could give us an

O-Rationality story for Scenarios A–C.

But we think that this move will not be helpful. To see why, consider Scenario D

(Fig. 4), which is a minimal variation on Scenario C such that a pear replaces the

orange in crate III. In Scenario D, ‘crate with a banana’ still identifies crate II using

PSI, just like it did in Scenario C. But differently from Scenario C, in Scenario D

‘crate with a pear’ is not a better message than ‘crate with a banana’ in any

conceivable sense. This means that ‘crate with a banana’ would identify crate II in

Scenario D by any modification of PSI that avoids identification by suboptimal

messages. And yet, the utterance “Pick the crate with a banana” remains as bad in

Scenario D as it was in Scenario C.

Note that as in Scenarios B and C, there are two crates with a banana but no crate

with only a banana, so O-Exhaust makes the correct prediction that (1) will be

unacceptable.

5.2 Granularity

The second response to the overgeneration problem for O-Rationality is based on

the idea that our sensitivity to probabilities (at least when deriving strengthening) is

not as fine-grained as assumed in PSI. In Scenario A, where PSI successfully

allowed for ‘crate with a banana’ to identify crate II in the first iteration, there was a

big difference between a naı̈ve speaker’s probability of uttering ‘crate with a

banana’ in crates II and III: 1 in crate II and 0.5 in crate III. In Scenarios C and D,

where PSI incorrectly allowed for ‘crate with a banana’ to identify crate II (also in

the first iteration), the difference between a naı̈ve speaker’s probability of uttering

‘crate with a banana’ in the two crates was much smaller: 0.5 in crate II and 0.33 in

crate III. To block identification by ‘crate with a banana’ in Scenarios C and D, then,

one might propose a less fine-grained version of PSI that allows a message m to

identify a state t only when P(m|t) is sufficiently bigger than P(m|t′) for any other

state, and one can imagine various statements of what counts as sufficiently bigger.

Fig. 4 Scenario D

123

D. Asherov et al.



We think, however, that no such statement will succeed. To see why, consider the

following variant of Scenario D: instead of using only single fruit names in our

messages as we have done so far, we will now allow also for conjunctions of fruit
names. In this setting, ‘Pick the crate with a banana and a pear’ is a good message

and is understood as referring to crate II.8 ‘Pick the crate with a banana’, on the

other hand, is a bad message, just as it was when we considered only single fruit

names, a fact that O-Exhaust correctly predicts for reasons that are familiar by now.

The problem for any attempt to modify PSI based on probability differences by a

naı̈ve speaker is that the two messages have the exact same probabilities in crates II

and III: 0.33 in crate II and 0.14 in crate III. No way of restricting identification

based on probability differences will therefore succeed in allowing ‘Pick the crate

with a banana and a pear’ to identify crate II while preventing ‘Pick the crate with a

banana’ from doing the same.9

6 Strengthening in matrix positions

Above we focused on strengthenings in embedded positions. This allowed us to rely

on the effect of strengthening on acceptability (given the presuppositions of the

definite article), which resulted in a clear pattern. We believe, however, that very

similar facts obtain in matrix positions as well.

First, consider the exchanges in (7)-(9), where B’s response is only appropriate if

it identifies a difference between two individuals; that is, it needs to attribute non-

overlapping predicates to each of the individuals. While B’s response in (7) is

felicitous, B’s responses in (8) and (9) are not. We claim that the explanation of this

contrast must rely on strengthening. To understand why this is the case, we first note

that the utterance by Speaker B in each exchange should not be acceptable unless a

strengthening is derived. In (7), while the unstrengthened meaning of ‘Mary did

some of the homework’ is compatible with her having done all of it (a meaning that

would presumably be odd given the continuation of B’s response), the sentence can

be strengthened to mean that she did some but not all of the homework, which

identifies an appropriate difference between Mary and John. B’s response in this

case is therefore felicitous. In (8), on the other hand, ‘ate an apple or a banana’

cannot be strengthened to deny eating a banana, and in (9) ‘lives in France’ cannot

be strengthened to deny living in Paris. Consequently, neither case provides a

difference between Mary and John, and in both cases B’s response is predictably

odd. The candidates for strengthening in (7)-(9) have been discussed extensively in

the literature, and the success or failure in each case is readily predicted both by

O-Exhaust and by O-Rationality.

8 For example, one can imagine a context in which all the possible messages are explicitly mentioned at

the beginning of the conversation, before any of them is used in a request.
9 As far as we can tell, this property of O-Rationality persists even if one assigns different costs to

different messages, e.g., by message length, as has occasionally been suggested within the Rational

Speech Act framework (see Bergen et al., 2016, Scontras et al., 2018, Cremers et al., 2023) and

elsewhere.
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7. Speaker A: What is the difference between Mary and John?

Speaker B: Mary did some of the homework. John did all of it.

8. Speaker A: What is the difference between Mary and John?

Speaker B: #Mary ate an apple or a banana. John ate a banana.

9. Speaker A: What is the difference between Mary and John?

Speaker B: #Mary lives in France. John lives in Paris.

With this context in place, we can now return to a case in which, differently from

(7)-(9), the predictions of O-Exhaust and O-Rationality diverge. Consider the

exchange in (10) between two speakers who look at crate II and crate III in

Scenarios A–D above.

10. Speaker A: What is the difference between crate II and crate III?

Speaker B: In crate II there is a banana. In crate III there is an apple and a

banana.

The exchange seems natural in Scenario A but not in Scenarios B–D. Without

strengthening, what is said of crate II is that it has a banana in it and possibly other

fruit as well. This is also true of crate III in all four scenarios, and hence does not in

any way identify a difference between the two crates. The pattern of felicity of

Speaker B’s response in (10) across the different scenarios is as expected if

strengthening in matrix positions corresponds to O-Exhaust (which succeeds in

strengthening in Scenario A but not in Scenarios B–D) and is unexpected if

strengthening in matrix positions corresponds to one of the variants of O-Rationality

discussed above (all of which succeed in strengthening in at least one of B–D).

Thus, the same effect observed in the scope of the definite article in the preceding

sections also holds in matrix position.

7 On the division of labor between semantics and pragmatics
in deriving strengthenings

We saw that, across a range of scenarios, strengthening is possible exactly when

‘only’ yields strengthening. Specifically, we considered scenarios in which there are

two crates with a banana, so without strengthening, the uniqueness presupposition of

the definite article ‘the’ in ‘the crate with a banana’ is not satisfied. In such

scenarios, “Pick the crate with a banana” is judged acceptable exactly when ‘crate

with only a banana’ has just one individual in its extension. We then showed that a

similar pattern obtains in matrix positions: strengthening corresponds to the

entailments of ‘only’. This is, of course, expected under O-Exhaust. On the other

hand, it is surprising for the view of strengthening as rational inference, as expressed

in the variants of O-Rationality that we considered. One can of course imagine other

notions of rational inference, and it is possible that a different conceptualization

would lead to a version of O-Rationality that does get the pattern of acceptability

right. As far as we can tell, however, reformulating O-Rationality according to
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prominent theories of pragmatics in the literature—including the neo-Gricean

approach (Horn, 1972), the Rational Speech Act model (Frank & Goodman, 2012),

Iterated Best Response (Franke, 2009, 2011), and the elimination of weakly

dominated strategies (Rothschild, 2013)—does not change the picture materially.

We conclude that strengthening, both in embedded positions as in (1) and in matrix

positions as in (10) follows the logic of exhaustification and not that of rational

inference.

Obviously, our conclusion does not rule out that speakers use rational inference

to reason about linguistic expressions. If we are right, though, such inferences do not

lead to strengthening of the kind examined above. Rather, strengthening is

computed as exhaustification along the lines of ‘only’, leaving the task of

disambiguating between parses—deciding where in the structure exhaustification

applies, among other things—to pragmatic reasoning. This view is in line with

recent work such as Champollion et al. (2019), Franke and Bergen (2020), Fox and

Katzir (2021), and Cremers et al. (2023).
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