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ABSTRACT

What makes some problems hard to solve, and others easy? In situations where complexity-
theoretic hypotheses rule out the possibility of fast algorithms for problems, are there
nonetheless instances for which we can evade intractability and still design efficient algo-
rithms? In this thesis, we investigate these questions from the perspective of parameterized
relaxations. We consider important computational problems on circuits and graphs, and
design fast algorithms for relaxed versions of these tasks, that highlight tractable instances
of problems which are provably hard in general.

On circuits, we tackle the Majority-SAT problem, a task related to counting solutions to
Boolean formulas in conjunctive normal form (i.e., CNF formulas), which has been extensively
studied in areas related to probabilistic planning and inference. It has been known since the
problem’s introduction in the 1970s that Majority-SAT is complete for the class PP(intuitively,
the complexity class of decision versions of counting tasks, believed to contain very difficult
problems), and so under standard conjectures in complexity theory, cannot be solved in
polynomial-time. We nonetheless show however, that Majority-SAT can be solved in optimal
linear time when its inputs are restricted to be k-CNF formulas (i.e., CNF formulas where
every clause width at most k), for any constant integer k ≥ 1. This is surprising, since most
circuit satisfiability problems remain hard even when restricted to 3-CNF formulas. Indeed,
prior to our work, it was widely conjectured that Majority-SAT should be PP-complete on
3-CNFs. Beyond overturning this conjecture, we also characterize the complexity of many
additional variants of Majority-SAT on bounded width formulas.

On graphs, we tackle the All-Pairs Connectivity and Disjoint Shortest Paths problems.
In the All-Pairs Connectivity (APC) problem, we are given an unweighted, directed graph

G on n vertices, and are tasked with computing the maximum flow between each pair of
vertices in G. Despite significant research on the problem, the fastest algorithm for APC in
dense directed graphs is the naive n4+o(1) time approach, which simply runs a fast maximum
flow algorithm separately for each pair of nodes. Moreover, the Strong Exponential Time
Hypothesis (SETH) implies that APC cannot be solved in truly subcubic time. We consider a
relaxation of APC, the k-Bounded All-Pairs Connectivity (k-APC), problem for integer k ≥ 1,
where for each pair of nodes (s, t) in G, we must compute the maximum flow from s to t
exactly if the maximum flow value is less than k, but if the maximum flow is at least k we
merely need to report that the flow value is “large” instead of computing its exact value. We
present an algorithm solving k-APC in Õ((kn)ω) time, where ω < 2.3716 is the exponent of
matrix multiplication. This is subcubic even for small k (evading the SETH lower bound
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for the general APC problem), and runs in Õ(nω) time for all constant k, which is already
optimal for the 1-APC problem under conjectures in fine-grained complexity. Before our
work, no algorithm was even known for 3-APC that ran faster than an algorithm simply
solving the general APC problem directly.

In the Disjoint Shortest Paths (DSP) problem, we are given a graph G on n vertices, with
specified source nodes s1, . . . , sk and target nodes t1, . . . , tk, and are tasked with determining
if G contains internally vertex-disjoint si ⇝ ti shortest paths. This problem is NP-hard in
general, if k can grow with n. We study k-DSP, the DSP problem parameterized by the
number of terminal pairs, for small k. We show that 2-DSP can be solved in optimal linear
time over weighted undirected graphs and directed acyclic graphs. Prior to our work, the
fastest algorithm for 2-DSP over weighted undirected graphs took O(n7) time, and the fastest
algorithm over weighted, dense directed acyclic graphs took O(n3) time.

Thesis supervisor: Virginia Vassilevska Williams
Title: Professor of Electrical Engineering and Computer Science

Thesis supervisor: Ryan Williams
Title: Professor of Electrical Engineering and Computer Science
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Chapter 1

Introduction

. . . here I am . . . crammed with ideas, and visions, and so on, and can’t dislodge them,
for lack of the right rhythm. Now this is very profound, what rhythm is, and goes far
deeper than words. A sight, an emotion, creates this wave in the mind, . . . and then,
as it breaks and tumbles . . . it makes words to fit.

Virginia Woolf, The Letters of Virginia Woolf: Volume Three

The ground of our experience is dark, and all our
inventions start in that darkness. From it, some of
them leap forth in fire.

Urusula K. Le Guin, The Wave in the Mind

Let me plant a seed . . . and when you come back,
we’ll see what has grown.

Mark Lawrence, The Book That Wouldn’t Burn

Sometimes the problems we face feel impossible to solve. This is especially true in theoret-
ical computer science, where impossibility results present a major obstacle to designing faster
algorithms. Conjectures from complexity theory imply that, for many important computa-
tional tasks, existing (often slow or naive) algorithms are essentially optimal. Nonetheless,
these tasks still need to be solved in practice, and as datasets continue to grow in size, faster
algorithms become more and more necessary. In this thesis, we grapple with this intractabil-
ity by studying parameterized relaxations for foundational computational problems on
circuits and graphs. Studying relaxations of computational tasks is a way of going beyond
worst-case analysis and identifying tractable instances of difficult problems. Besides gaining
a better understanding of which problem instances admit efficient algorithms, this approach
also leads to a deeper structural understanding of the discrete mathematical objects—circuits
and graphs—our algorithms analyze.
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What is a relaxation?

A relaxation of a computational problem is just an easier version of that task. For a relaxation
to be meaningful, it should still be a mathematically natural and interesting problem, and
solving it should provide useful information, relevant to the goals of the original task.

In this thesis, we explore two ways of relaxing a computational problem.
In the first approach, we relax the possible inputs to a problem, by restricting the space

of instances we are expected to handle. For example, instead of solving a circuit analysis task
on arbitrary formulas from a certain class of circuits, we can relax the problem by restricting
our attention to some interesting subclass of circuits.

In the second approach, we relax the quality of the information we are expected to output
when solving a problem. For example, instead of computing the exact value of a metric, we
may just return some information about the relative size of the metric.

What makes a relaxation parameterized?

A parameterized algorithm is one whose runtime depends on not just the input size n,
but also on an auxiliary parameter k, that bounds the complexity of the problem we are
considering in some way. In the context of relaxations, k can be viewed as a tuning parameter,
which interpolates between easier problem variants (for small k) and the general, possibly
intractable original problem (for large k). For example, k might correspond to a degree bound
on the instances we encounter in the input relaxation of a problem, or might correspond to
a threshold we need to compare the value of a metric to in an output relaxation.

In general, there is a rich, well-developed theory of parameterized complexity in theo-
retical computer science, which studies the runtime dependence of algorithms in both the
parameter k and input size n (see e.g., [CFK+16, FLSZ18]).

Why are parameterized relaxations interesting?

In this thesis, we explore parameterized relaxations for problems that are computationally
intractable under popular conjectures in complexity theory. We design fast algorithms for
these relaxations. In doing so, we identify parameters of interest k related to the prob-
lem structure, and show that the original (in general, intractable) problems can be solved
efficiently for small values of k.

Studying parameterized relaxations in this way lets us more precisely pinpoint the true
source of intractability in these tasks, by tying the difficulty of the tasks to the value of
k. This type of multivariate algorithm design provides a deeper mathematical insight into
which instances of these problems are easier or harder. This is interesting both from the
perspective of theory, where we care about understanding what properties of a structure, such
as a circuit or graph, make certain types of computation difficult or easy on that structure,
and the viewpoint of practice, where we want to know whether real-world instances of the
problems we encounter can be solved faster, potentially using instance-dependent structure.

Below, we present high-level descriptions of our results, and explain how they fit into the
paradigm of parameterized relaxations, discussed above in the abstract.
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1.1 Overview of Results

We design algorithms for problems on circuits and graphs.

Circuits

Many central questions in computer science involve analyzing the solution spaces of cir-
cuits. Completeness results in theoretical computer science have made understanding the
complexity of circuit analysis problems a cornerstone problem in the field. For example, in
the Satisfiability (SAT) problem, we are given a CNF formula—intuitively, a Boolean formula
defined by a collection of constraints on the variables—and are tasked with determining if
the formula is satisfied—evaluates to true—under some assignment to its variables. SAT is
NP-complete, and so we can use reductions from SAT to show hardness for a plethora of
important combinatorial problems.

Majority-SAT is a variant of SAT, where we are again given a CNF formula, but are now
tasked with determining if at least half of all assignments to the variables of the formula
satisfy it. Majority-SAT is closely tied to the problem of counting satisfying assignments, and
is complete for the class PP, a complexity class which is believed to contain problems much
harder than NP-complete problems. The intractability of Majority-SAT is very important
in subareas of Artificial Intelligence related to logical inference and probabilistic planning,
because reductions from Majority-SAT are the primary way of showing hardness for a variety
of problem of interest which arise in these fields. Given an integer k ≥ 1, a k-CNF formula
is CNF formula where each constraint contains at most k variables—intuitively, the formula
is built out of small “local constraints.”

Due to the centrality of Majority-SAT as a source of hardness in the fields mentioned
above, understanding the complexity of Majority-SAT on k-CNFs for constant k is a research
question which drew significant attention from various communities in computer science,
since hardness for this task would enable researchers to show hardness for various “local”
and “bounded-degree” variants of tasks in inference and planning. In this context, a large
number of papers pointed out that determining the complexity of Majority-SAT on k-CNFs for
k ∈ {2, 3} was open, with many conjecturing that the problem should be PP-hard, or in some
cases erroneously asserting that the problem was known to be PP-hard: [Mun00a, Mun00b,
BDK01, KG05, BDK07, GHM08, KG09, TF10, PLMZ11, Kwi11, FGL12, KdC15a, KdC15b,
MDCC15, CDdB16, CM18, BDPR19, BDPR20]. We show, contrary to these conjectures,
that Majority-SAT can be solved in linear time on k-CNF formulas, for any constant k.

Theorem: Solving Threshold Satisfaction on k-CNFs

For any fixed positive integer k and constant p ∈ (0, 1), there is a linear time algorithm
which takes as input a k-CNF formula φ and determines if Pr[φ] ≥ p. In particular,
Majority-SAT can be solved on k-CNFs in linear time for any constant k.

The core idea behind our algorithm is a regularity lemma for bounded width formulas,
which shows that for any constant k, a k-CNF formula with a large fraction of satisfying
assignments can, after asserting a small number of constraints, be transformed into a formula
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whose solution space is the disjoint union of the sets of satisfying assignments of 1-CNFs.
Beyond this result, we also consider various generalizations of Majority-SAT on bounded

width formulas, and show how the complexity of these tasks can drastically change even
under seemingly minor modifications to the problem definitions.

From the perspective of parameterized relaxations, we took the intractable problem
Majority-SAT, relaxed the class of inputs it was over to k-CNF formulas, and achieved a prob-
lem we could solve efficiently for any constant k. This result gives us a clearer understanding
of when and why the Majority-SAT problem is hard—the difficulty of the Majority-SAT prob-
lem comes from the presence of clauses of large width in its input formulas.

Graphs

We study problems related to detecting disjoint paths in graphs.

Connectivity

Finding maximum flows is a central problem in computer science, with applications through-
out graph algorithms, operations research, optimal transport, and combinatorial optimiza-
tion. In unweighted graphs (i.e., graphs where edges have unit capacity), the maximum flow
from s to t specializes to a classic measure known as the connectivity λ(s, t) from s to t,
defined to be the maximum number of edge-disjoint s⇝ t paths in G.

In the All-Pairs Connectivity (APC) problem, we are given an unweighted graph G, and are
tasked with computing the connectivity λ(s, t) for all pairs nodes (s, t) in G. Solving APC is
useful for the same reasons that finding maximum flow is useful. APC is relevant for example,
when we want to identify to what extent different parts of a network are well-connected.

In dense, directed graphs, the current fastest algorithm for APC is the completely naive
approach, which simply computes λ(s, t) separately for each pair of nodes (s, t) using a fast
maximum flow algorithm. If G has n nodes and m edges, this algorithms solves APC in
n2m1+o(1) time, since maximum flows can be found in almost-linear time [CKL+22]. More-
over, conjectures in fine-grained complexity imply that solving APC requires n3−o(1) time.

The lack of algorithmic progress for solving APC in general graphs has motivated re-
searchers to study bounded variants of the problem. In this context, for integer k ≥ 1, we
study the k-Bounded All-Pairs Connectivity (k-APC) problem, where we are given the same
input as in APC, but now must merely return the value of min(k, λ(s, t)) for each pair of
nodes (s, t) in G. Intuitively, k represents a cutoff distinguishing between low and high con-
nectivities in G. In k-APC we are expected to compute the values of all low connectivities,
but for pairs with high connectivity we just need to report that the connectivity value is
large instead of computing it exactly. This is relevant in applications where a network is
experiencing edge failures for example, and it is important to identify which pairs of nodes
are in danger of losing their connections because of low connectivity, while for well-connected
nodes knowing their precise connectivity value is not as important.

It has been known since the 1970s that 1-APC can be solved in O(nω) time [FM71], where
ω < 2.3716 is the exponent of matrix multiplication [WXXZ24]. Similarly, 2-APC can be
solved in Õ(nω) time [GGI+17]. However, already for k = 3, it was unknown whether k-APC
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could be solved faster than the general APC problem! We show that indeed it can, by solving
k-APC for any k in Õ((kn)ω) time.

Theorem: Computing k-Bounded Connectivities

Given a positive integer k and a directed graph G on n vertices, we can compute
min(k, λ(s, t)) for all pairs of vertices (s, t) in G in Õ((kn)ω) time.

For k ≤ n0.2, for example, our k-APC algorithm runs in subcubic time, thereby avoiding
the n3−o(1) time lower bound for the general APC problem. For all constant k, our algorithms
run essentially as quickly as the fastest known algorithm for 1-APC, which is optimal under
certain hypotheses from fine-grained complexity.

Our algorithm is based off an algebraic framework, which enumerates families of edge-
disjoint paths in G using determinants of suitably defined matrices. Beyond the result
mentioned above, we illustrate the flexibility of our enumerative perspective, by showing
how it implies fast algorithms for other bounded variants of APC, such as an all-pairs vertex
connectivity and global minimum vertex-cut problem.

Disjoint Shortest Paths

For integers k ≥ 1, in the k-Disjoint Paths (k-DP) problem, we are given a graph G with
specified source nodes s1, . . . , sk and target nodes t1, . . . , tk, and are tasked with determining
if G contains vertex-disjoint si ⇝ ti paths. For general k, this problem is NP-hard, and thus
unlikely to admit a polynomial-time algorithm. However, for constant k, the k-DP problem
can be solved in almost-linear time [KPS24]. Research in algorithms for k-DP has been
very influential in graph theory because of the connections between this problem and results
around forbidden minors [RS95].

More recently, researchers have studied an optimization variant of k-DP, the k-Disjoint
Shortest Paths (k-DSP) problem, where we are given the same input as in k-DP, but are now
tasked with determining if G contains vertex-disjoint si ⇝ ti shortest paths. Like k-DP,
k-DSP is NP-hard for general k, and so to design polynomial-time algorithms for k-DSP,
researchers have focused on the case of constant k. Unlike k-DP however, where essentially
optimal algorithms are known for all constant k, the exact polynomial-time complexity of
k-DSP remains poorly understood. Suppose G has n vertices and m edges. For all k ≥ 3,
the current fastest algorithms for k-DSP on weighted, directed acyclic graphs (DAGs) run in
O(mnk−1) time [FHW80, BK17], and on unweighted, undirected graphs run in nO(k·k!) time
(with no known results for weighted, undirected graphs) [BNRZ21].

For k = 2, faster algorithms are known: 2-DSP can be solved over weighted undirected
graphs in O(n7) time [Akh20], and unweighted undirected graphs in O(mn) time [BNRZ21].
Nonetheless, these runtimes are still slower than what is known for 2-DP.

We close this gap, by showing that 2-DSP can be solved in optimal linear time over
weighted DAGs and undirected graphs.
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Theorem: Detecting 2 Disjoint Shortest Paths

We can solve the 2-Disjoint Shortest Paths problem in weighted DAGs and weighted
undirected graphs in linear time.

As with our k-APC algorithm, our 2-DSP algorithms use algebraic techniques, and involve
constructing polynomials which enumerate pairs of vertex disjoint shortest paths in G. Our
arguments observe that the structure of such polynomials simplifies drastically when we work
over fields of characteristic two.

Unifying Themes

The main unifying theme behind our results is that of taking problems that are intractable
in some regime, and identifying parameterized relaxations of those tasks that can be solved
efficiently. Majority-SAT admits no polynomial-time algorithm under the widely-believed
hypothesis that P ̸= PP, but can be solved in optimal linear time on k-CNFs for constant k.
Similarly, k-DSP admits no polynomial-time algorithm assuming P ̸= NP, but can be solved
in optimal linear time for k = 2. APC admits no truly subcubic time algorithm under SETH,
but its output relaxation k-APC can be solved in subcubic time for small k.

Another way to view the results is that rather than trying to design a faster algorithm for
the original problem (which might not be possible under popular conjectures), we identify
a natural relaxation which we can solve optimally, and then design algorithms for problems
which interpolate between the easy and hard cases. For example, solving Majority-SAT on
1-CNFs is trivial, because we can count satisfying assignments for 1-CNFs in linear time. We
showed that in fact this linear-time complexity continues to hold for Majority-SAT on k-CNFs
for all constants k ≥ 1. It has been known for over fifty years that 1-APC can be solved in
O(nω) time, and that this is essentially optimal assuming plausible conjectures related to the
complexity of certain matrix multiplication problems. We showed that in fact this Õ(nω)
runtime can be recovered for k-APC for all constants k ≥ 1. For k-DSP, we did not show
an optimal algorithm for all constant k, but rather achieved the first optimal algorithm for
some nontrivial k, namely k = 2.

Finally, one more common theme of our algorithms is that they unveil deeper structural
insights on the structures they work over. Our Majority-SAT algorithm on k-CNFs yields a
regularity lemma for k-CNFs (as mentioned previously), but also implies that the possible
values of fractions of satisfying assignments of k-CNFs for constant k are highly constrained
compared to the fractions achieved by general CNF formulas. It had been known previously
that connectivities in graphs are encoded in the inverse of a certain edge-adjacency matrix
[CLL13]. Our k-APC algorithm shows that k-bounded connectivities can be encoded using a
low-rank variant of the edge-adjacency matrix, so that graphs with small connectivities admit
a sort of algebraic compression that is not known to hold for high connectivities. Finally,
our 2-DSP algorithms show that the enumerative structure of pairs of disjoint shortest paths
in weighted undirected graphs and DAGs simplifies greatly when viewed modulo two.

These are all structural insights about circuits and graphs that would not necessarily be
clear from attacking the original problems, but are natural byproducts of our algorithms for
parameterized relaxations.
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1.2 Organization

In Part I we discuss our results for the Majority-SAT problem on k-CNFs, and in Part II we
present our algorithms for graph problems. Within Part II, in Chapter 6 we introduce a
standard framework for algebraic graph algorithms, and then in Chapters 7 and 8 use this
framework to design our algorithms for connectivity problems and disjoint shortest path
problems respectively.

Bibliographic Notes

The results of Part I are primarily based off work by Ryan Williams and myself in [AW22].
Some of our notation has been inspired by [Tan22a]. The results of Chapter 7 are primarily
based off [Akm24], and work by Ce Jin and myself in [AJ24]. In Section 7.3, we present
algorithms for the k-Bounded All-Pairs Vertex Connectivity and k-Vertex Connectivity problems
which appeared previously in [AJ24] and [CR94] respectively. We present alternate proofs of
correctness for these algorithms, using the framework of [Akm24]. The results of Chapter 8
are based off work by Virginia Vassilevska Williams, Nicole Wein, and myself in [AWW24].
Throughout, the proofs of our results have been streamlined and simplified from their original
expositions in [AW22, Akm24, AJ24, AWW24].

1.3 General Preliminaries

Basic Notation

Given a positive integer a, we let [a] = {1, . . . , a} denote the set of the first a consecutive
positive integers. We abbreviate the base 2 logarithm as log = log2. Given functions f and
g, we write f(n) = Õ(g(n)) if f(n) ≤ g(n) poly(log n).

Deterministic versus Randomized Algorithms

Throughout Part I, by default algorithms are deterministic, unless otherwise stated. Through-
out Part II, by default algorithms are randomized and correct with high probability.
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Chapter 2

Meeting Majority Satisfiability

In this chapter, we give a terse, informal introduction to the concepts needed to understand
the Majority-SAT problem and questions concerning its complexity. In Section 2.1, we review
basic complexity classes and satisfiability problems, including Majority-SAT. Then in Sec-
tion 2.2, we consider the complexity of satisfiability problems on formulas of bounded width,
and discuss why the complexity of Majority-SAT on formulas of constant width was an open
problem for so long. In Section 2.3, we collect useful facts about formulas and satisfaction
probabilities, for use in later chapters. We conclude in Section 2.4 with an overview of the
topics covered by the remaining chapters in Part I.

For formal details on the definitions of complexity classes and reductions, and a more
accessible primer on complexity in general, we refer the reader to [Wig19, Chapters 3 to 4],
and for more details on the classes #P and PP we refer the reader to [AB09, Chapter 17].

2.1 Complexity Classes and Complete Problems

What problems are easy to solve, and which are hard? Historically, computer science has
attempted to provide concrete answers to these questions, by grouping problems into equiv-
alence classes based on their difficulty, known as complexity classes. For example, the com-
plexity class P (Polynomial Time) consists of all decision problems (i.e., problems with YES
or NO answers) which can be solved in deterministic polynomial time. Intuitively, we think
of P as a class of “easy problems.”

A major goal of complexity theory is to separate P from the complexity class NP (Nonde-
terministic Polynomial Time). Intuitively, NP is the class of “problems with easily checkable
answers.” A decision problem is in NP if it can be solved by a deterministic polynomial-time
verifier. A verifier is an algorithm which takes as input both the problem instance and a
certificate, whose length is at most polynomial in the size of the problem instance, and then
returns YES or NO. The verifier correctly solves a problem if, on instances where the correct
answer is YES, there exists some certificate which makes the verifier return YES, and on
instances where the correct answer is NO, the verifier returns NO regardless of the certificate.

For example, consider the Hamiltonian Path problem, where we are given a graph G,
and are tasked with determining if G contains a simple path using all of its vertices. The
Hamiltonian Path problem is in NP, because this problem is solved by the linear-time verifier
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which checks if the certificate is a simple path passing through all vertices of G. In contrast,
it is not known if Hamiltonian Path is in P, because even though verifying that a given
certificate path uses all vertices of G is easy, it is not clear how to find such a path without
using exponential time.

Complexity classes C can be analyzed by studying their complete problems—individual
problems whose polynomial-time complexity completely determines whether C is contained in
P or not. Many complexity classes of interest turn out to admit canonical complete problems
which involve the analyzing the solution spaces of circuits. To define these problems, it will
be helpful to first introduce a simple class of circuits, known as formulas in conjunctive
normal form (or CNF formulas).

Definition 2.1 (CNF Formulas). Fix a collection of variables x⃗ = (x1, . . . , xn). A literal ℓ
is a variable or its negation. In other words,

ℓ ∈ {x1, . . . , xn,¬x1, . . . ,¬xn} .

A clause C over the variables in x⃗ is a disjunction

C = (ℓ1 ∨ · · · ∨ ℓr)

of distinct literals ℓj, no two corresponding to the same variable. We identify C with the
set of literals {ℓ1, . . . , ℓr} it contains. The width of C is defined to be the number r = |C| of
literals it contains. A clause of width w is often referred to as a w-clause. A 1-clause is also
called a unit clause.

A formula φ in conjunctive normal form, or CNF formula (or just “CNF”), is a conjunction

φ = C1 ∧ · · · ∧ Cm

of distinct clauses. We identify φ with the set of clauses {C1, . . . , Cm} it contains. If every
clause in φ has width at most k, we say φ is a k-CNF formula (or just “k-CNF”). In this case,
we also say φ has width k. The size of a CNF formula is defined to be the sum

|φ| =
m∑
i=1

|Ci|

of the sizes of the clauses it contains. A CNF formula φ is naturally viewed as a function

φ : {0, 1}n ! {0, 1}

by setting φ(⃗a) = 1 if and only if for every clause C in φ, the assignment a⃗ ∈ {0, 1}n sets
some literal of C to be true (where we identify 1 with “true” and 0 with “false”).

We say a CNF φ is equivalent to a function f : {0, 1}n ! {0, 1} if φ(⃗a) = f (⃗a) for all
inputs a⃗ ∈ {0, 1}n. CNF formulas are expressive enough to model any Boolean function.

Proposition 2.2. For any function f : {0, 1}n ! {0, 1}, there is a CNF φ equivalent to f .

24



Proof. For every assignment a⃗ ∈ {0, 1}n such that f (⃗a) = 0, consider the clause Ca⃗ which
contains the literal ¬xi if ai = 1, and contains the literal xi if ai = 0, for each i ∈ [n]. By
construction, the clause Ca⃗ is satisfied precisely by the assignments from {0, 1}n \ {a⃗}.

Consequently, if we define the CNF formula

φ =
∧

a⃗∈{0,1}n
f(a⃗)=0

Ca⃗

we see that φ is satisfied by an assignment a⃗ if and only if f (⃗a) = 0, so φ is equivalent to f
as desired. ■

Note however, that given a Boolean function f , the smallest CNF φ equivalent to f might
have size exponential in n, so not all functions can be represented by small CNF formulas.
Intuitively, a CNF formula φ is a succinct description of a Boolean function in terms of
constraints. Each clause C is a constraint mandating that one of its literals be set to true,
and φ is true if and only if every constraint is satisfied.

We next introduce terminology for discussing the solution spaces of CNFs.

Definition 2.3 (Satisfaction Probability). Given a function f : {0, 1}n ! {0, 1}, we say
that an input a⃗ ∈ {0, 1}n is a solution or satisfying assignment of f , if f (⃗a) = 1. In this
case, we say the assignment a⃗ satisfies the function f . Given a function f : {0, 1}n ! {0, 1},
we define

Pr[f ] =
|{x⃗ | f(x⃗) = 1}|

2n

to be the fraction of assignments which satisfy f . Equivalently, Pr[f ] is the probability a
uniform random assignment satisfies f . We refer to the quantity Pr[f ] both as the fraction
of satisfying assignments and the satisfaction probability of f .

Since CNFs can be viewed as functions, Definition 2.3 extends to defining the satisfaction
probability Pr[φ] for CNF formulas φ. Given a CNF φ, one of the most basic questions we
can ask about it is: does φ have a satisfying assignment? This is the Satisfiability (SAT)
problem, defined below in terms of satisfaction probabilities.

Satisfiability (SAT)

Given a CNF formula φ, determine if Pr[φ] > 0.

SAT is in NP, because it is solved by the linear-time verifier which checks if the input
certificate is a satisfying assignment for the input formula φ. Satisfiability is the cornerstone
problem of complexity theory because it is the canonical complete problem for the class NP,
meaning that not only is it in NP, it is in some sense universal for NP.

We next recall definitions related to completeness.

Definition 2.4 (Many-One Reductions). A reduction from a decision problem A to a deci-
sion problem H is an algorithm which, given an instance I of A produces an instance I ′ of
H, such that the answer to I ′ is YES if and only if the answer to I is YES.
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A reduction from a problem A to a problem H presents a way of solving A if we have
a way of solving H. If the reduction runs in polynomial time, then we know that if H can
be solved in polynomial time, so can A, by chaining the polynomial-time reduction with the
polynomial-time algorithm for H.

Definition 2.5 (Complete Problems). A problem H is hard for a complexity class C, if
for every problem A ∈ C, there is a polynomial-time reduction from A to H. We say H is
complete for the class C if H ∈ C and H is C-hard.

Given a complexity class C and problem H that is C-complete, if H has a polynomial-
time algorithm, then because H is C-hard, every problem in C can be solved in polynomial
time. Conversely, if H is not solvable in polynomial time, then H is an example of a problem
in C that cannot be solved in polynomial time. So if a complexity class C has a complete
problem H, the problem of determining whether C ⊆ P (i.e., whether “all problems in C are
easy to solve”) corresponds precisely to determining whether the individual problem H has
a polynomial-time algorithm. This latter task seems more approachable, since it involves
working with one concrete problem, rather than an entire class of problems.

Proposition 2.6 (Cook-Levin Theorem). SAT is NP-complete.

See [Sip12, Theorem 7.30] for example, for a proof of Proposition 2.6.
One of the most important open problems in all of mathematics is the P versus NP

question—are the complexity classes P and NP equal, or not? It is widely conjectured that
in fact P ̸= NP, because if P = NP this would intuitively mean that finding a solution to a
problem is no harder than recognizing that a proposed solution is correct, and this would
defy our understanding of computation built over decades of research in algorithm design.

Given a problem H, if there is a polynomial-time reduction from SAT to H, then because
SAT is NP-hard, H would also be NP-hard.

Under the hypothesis that P ̸= NP, no NP-hard problem can be solved in polynomial
time. This enables us to use reductions from SAT to show conditional intractability for other
problems. Indeed, a plethora of important problems in computer science are now known to
be NP-complete via reductions from SAT (see e.g., [GJ79]), and assuming P ̸= NP, none of
these problems can be solved in polynomial time.

So SAT has been used as a source of hardness for many problems in NP.
Not all problems of interest however, belong to the class NP. To show hardness for

such problems, researchers have defined other complexity classes beyond NP, and identified
variants of SAT which are analogously complete for these classes. In this thesis, two such
classes will be important for us: #P (“Sharp P”) and PP (“Probabilistic Polynomial Time”).

Intuitively, #P is the class of “counting problems,” where we are trying to count objects
meeting certain conditions, and for any given object, we can “easily check” if it meets the
relevant conditions. A function problem P (i.e., a problem where the answer is an integer)
is in #P if there exists a deterministic polynomial-time verifier, such that for any instance of
P , the number of certificates that make the verifier return YES on that instance is equal to
the correct answer.

For example, consider the Satisfiability Counting (#SAT) problem, where we are given a
CNF formula φ, and are tasked with counting the number of satisfying assignments of φ.
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This task is in #P, by considering the linear-time verifier which returns YES if and only
if the certificate is a satisfying assignment for φ (i.e., the same verifier which showed that
SAT is in NP). Since the satisfaction probability of a CNF formula φ on n variables is just
its number of satisfying assignment divided by 2n, #SAT can be equivalently defined as the
following problem:

Satisfiability Counting (#SAT)

Given a CNF formula φ, compute the value of Pr[φ].

Just like how SAT is NP-complete, #SAT is #P-complete (under a natural generalization
of the notion of reduction from Definition 2.4 to function problems). So under the hypothesis
that not all problems in #P can be solved in polynomial time (a weaker assumption than
P ̸= NP), we can use reductions from #SAT to show that various counting problems are
#P-hard, and thus unlikely to be solvable in polynomial time either.

One technical difference between NP and #P is that the former is a class of decision
problems, whereas the latter is a class of function problems. This makes directly comparing
NP and #P awkward, because the types of problems these classes contain are different.

This motivates the complexity class PP, which is intuitively the “decision version of #P.”
A decision problem P is in PP if there exists a deterministic polynomial-time verifier, and
polynomial-time computable function c(·) that assigns each instance I of P a positive integer
certificate size c(I) ≤ poly(|I|), with the following behavior: for any instance I of P , if the
correct answer to I is YES, then at least half of all certificates in {0, 1}c(I) make the verifier
return YES on that instance, and if the correct answer to I is NO, then at least half of all
certificates in {0, 1}c(I) make the verifier return NO on that instance.

For example, consider the Majority-SAT problem, where we are given a CNF φ, and are
tasked with determining if φ is satisfied by at least half of all possible assignments to its
variables. The same linear-time verifier which showed that SAT ∈ NP and #SAT ∈ #P implies
(if we set the certificate size c(φ) to be the number of variables in φ) that Majority-SAT ∈ PP.

Majority-SAT

Given a CNF formula φ, determine if Pr[φ] ≥ 1/2.

Just like how SAT is NP-complete and #SAT is #P-complete, Majority-SAT is PP-complete,
and this has been known since the problem’s conception nearly fifty years ago [Gil74, Sim75].
So under the hypothesis that not P ̸= PP (an assumption that turns out to be weaker than
P ̸= NP, as we discuss later), reductions from Majority-SAT can show hardness for exact
threshold variants of counting problems.

The Significance and Intractability of Majority-SAT

As the canonical complete problem for PP, Majority-SAT acts as a central source of hardness
for problems in PP. This is particularly relevant when studying problems related to proba-
bilistic planning, scheduling, and inference, because PP and larger classes derived from it, as
opposed to NP, appear to be the natural setting for analyzing the complexity of these tasks.
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Knowing that a problem is PP-hard as opposed to just NP-hard can be viewed as stronger
evidence of its intractability, because of results in complexity theory that suggest PP contains
problems that are strictly harder to solve than problems in NP. To mention some of these
results, it will be helpful to have the concept of a Turing reduction.

Definition 2.7 (Turing Reductions). A Turing reduction from a problem A to a problem
H is an algorithm which, given an instance I of A produces several instances I ′1, . . . , I ′t of H,
and given the solutions to I ′1, . . . , I ′t, produces the solution to I.

Definition 2.8. A problem H is hard under Turing reductions for a complexity class C, if
for every problem A ∈ C, there is a polynomial-time Turing reduction from A to H.

If a problem H is hard for a complexity class C under Turing reductions, then just like
in the case of the reductions defined in Definition 2.4, any polynomial-time algorithm for H
can be used to solve all problems in C in polynomial time.

One result giving evidence that PP-complete problems might be inherently more difficult
than NP-complete problems is Toda’s theorem [Tod91], which implies that Majority-SAT is
hard under Turing reductions for a complexity class PH (“Polynomial Hierarchy”), a vast
strengthening of NP. It is conjectured that SAT is not hard under Turing reductions for PH
(often referred to as the hypothesis that “the polynomial hierarchy does not collapse”).

Distinguishing between the NP-completeness and the PP-completeness of problems is also
useful understanding how hard various logic problems related to model counting are to solve
in the real-world. This is because even though we do not have polynomial-time algorithms
which solve NP-hard problems in the worst-case, in practice many real-world instances of
NP-hard problems can be solved quickly in using heuristic SAT solver systems. In contrast,
solving PP-hard problems requires programs for “model counting,” which do not appear to be
as successful as SAT solvers in practice. In contexts like these, which show up in probabilistic
planning and scheduling for example, distinguishing between “easy” and “hard” problems is
more of an NP-complete versus PP-complete question, rather than a P versus NP-complete
question (e.g., see the discussion in the introduction of the talk [Dar21]).

Another related reason that PP-complete problems seem harder than NP-complete prob-
lems, is that the former can be used to solve counting problems. Given a CNF φ, solving
#SAT on φ gives us the value of Pr[φ], which we can then use to solve SAT and Majority-SAT
on φ as well. In the other direction, it is not clear if we can efficiently reduce #SAT to SAT.
However, we can efficiently reduce #SAT to solving a small number of instances of Majority-
SAT. This follows from the fact that an algorithm for Majority-SAT can be modified to let us
test if Pr[φ] ≥ p for any fixed threshold p ∈ (0, 1), not just p = 1/2.

Proposition 2.9. There is an algorithm that, given positive integers n and a with a < 2n,
constructs in poly(n) time a CNF formula ψ over the variables x1, . . . , xn with Pr[ψ] = a/2n.

Proof. We describe an algorithm Formn(a) with the desired behavior.
If n = 1, then a < 2n forces a = 1, and Form1(1) returns the formula ψ consisting of

the single unit-clause {x1}. We have Pr[ψ] = 1/2 = a/2n so this has the desired behavior.
Suppose instead n ≥ 2. We perform casework based off the value of a.
If a = 2n−1, then we return ψ = x1 which has Pr[ψ] = 1/2 = a/2n as desired.
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If instead a > 2n−1, we can write a = 2n−1 + b for some positive integer b < 2n−1, since
by assumption we have a < 2n. Recursively call Formn−1(b) to output a formula ψ′ that
does not use the variable xn, such that Pr[ψ′] = b/2n−1.

Construct the formula
ψ = {C ∪ {xn} | C ∈ ψ′}

by adding xn to every clause of ψ′. We can construct ψ in linear time given ψ′. An assignment
satisfies Ψ precisely when it either sets xn to be true, or sets xn to be false and the assignment
to the remaining variables satisfies ψ′. Thus returning

ψ = Pr[xn] + Pr[xn ∧ ψ′] = (1/2) + (1/2) · (b/2n−1) = (2n−1 + b)/(2n) = a/2n

has the desired behavior.
Otherwise, a < 2n−1. In this case, recursively call Formn−1(a) to output a formula ψ′

that does not use the variable xn, such that Pr[ψ′] = a/2n−1. Then return the ψ = xn ∧ ψ′.
Since xn does not appear in ψ′, we have

Pr[ψ] = Pr[xn] · Pr[ψ′] = (1/2) · (a/2n−1) = a/2n

as desired.
Since we compute Formn(a) by calling Formn−1(b) on some integer b and spending at

most linear time additionally, an easy induction argument shows that computing Formn(a)
takes at most O(n2) time, which proves the claim. ■

Corollary 2.10 (Majority-SAT is Threshold Independent). For any real p ∈ (0, 1), the
problem of deciding if a CNF formula φ on n variables satisfies Pr[φ] ≥ p can be reduced in
polynomial-time to solving Majority-SAT on a formula with n+ 1 variables.

Proof. Since φ has n variables, 2n · Pr[φ] is a nonnegative integer less than or equal to 2n.
So without loss of generality, we may assume that p = b/2n for some positive integer b < 2n.

Apply Proposition 2.9 with a = (2n − b) to construct, in poly(n) time, a CNF ψ on the
same variable set as φ with Pr[ψ] = (2n − b)/2n.

Let y be a variable not in φ or ψ. Construct the CNF formulas

φ′ = {C ∪ {y} | C ∈ φ}

and
ψ′ = {C ∪ {¬y} | C ∈ ψ}

by adding y to each clause of φ and ¬y to each clause of ψ respectively.
Then construct the CNF formula

Φ = φ′ ∧ ψ′.

Given φ and ψ, we can construct Φ in linear time.
An assignment satisfies Φ precisely when either y is set true and the assignment to the

remaining variables satisfies ψ, or y is set false and the assignment to the remaining variables
satisfies φ. Thus

Pr[Φ] = Pr[y ∧ ψ] + Pr[¬y ∧ φ] = (1/2) · (Pr[ψ] + Pr[φ]) .
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Since Pr[ψ] = (2n − b)/2n, this implies that

Pr[Φ] = (1/2) + (1/2) · (Pr[φ]− (b/2n)) .

The above equation implies that Pr[Φ] ≥ 1/2 if and only if

Pr[φ] ≥ b/2n = p.

Thus the map sending φ to Φ is a polynomial-time reduction proving the claim. ■

By Corollary 2.10, given a CNF φ on n variables and a real p ∈ (0, 1), we can use a single
call to an algorithm solving Majority-SAT on formulas with n + 1 variables and poly(n, |φ|)
size to check if Pr[φ] ≥ p. Since Pr[φ] = a/2n for some nonnegative integer a ≤ 2n, we
can combine the observation from the previous sentence with a binary search argument to
compute Pr[φ] exactly (i.e., solve #SAT) using n+1 calls to an algorithm solving Majority-SAT
and polynomial-time overhead.

This justifies our intuition that PP is somehow a “decision version of #P” and shows that
Majority-SAT is a flexible problem, with the specific choice of threshold 1/2 in the problem’s
defining inequality Pr[φ] ≥ 1/2 not mattering so much.

2.2 Formulas of Bounded Width

In Definition 2.1 we defined k-CNF formulas φ for any integer k ≥ 1 as formulas where every
clause has width at most k. Such bounded-width formulas arise naturally in applications
which use CNF formulas to model problems determined by sets of “local constraints.”

For each of our satisfiability variants SAT, #SAT, and Majority-SAT, one can ask whether
the problem remains hard when restricted to k-CNFs for constant k. All these problems are
easy when k = 1, because we can compute satisfaction probabilities of 1-CNFs in linear time.

Proposition 2.11 (1-CNF Satisfaction Probabilities). There is an algorithm which takes as
input a 1-CNF formula φ, and computes Pr[φ] in linear time. Moreover, Pr[φ] is either zero
or a power of two.

Proof. The algorithm scans through the clauses of φ, each of which has a single literal.
If φ contains both x and ¬x for some variable x, we return Pr[φ] = 0, since both of the

clauses cannot simultaneously be true.
Otherwise, φ contains clauses coming from different variables. Let v be the number of

distinct variables appearing in φ. In a uniform random assignment, each clause containing
a distinct variable of v is satisfied independently with probability 1/2. So in this case we
return Pr[φ] = (1/2)v.

Thus we can compute Pr[φ] in linear time, and the two cases above show that Pr[φ] is
either zero or a power of two as claimed. ■

So all the satisfiability problems we have mentioned, when restricted to k-CNFs for k = 1,
belong to P. The complexity of these problems becomes more interesting when k ≥ 2.
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Reducing Width for SAT and #SAT

For any fixed integer k ≥ 1, let kSAT be the SAT problem restricted to k-CNF formulas.
Similarly, let #kSAT be the #SAT problem restricted to k-CNF formulas.

2SAT can be solved in linear time (e.g., by using the reduction from [Pap93, Section 9.2]
to relate 2SAT to a a graph theoretic problem, and then running a linear-time algorithm for
finding the strongly connected components of a graph), and this fact has been known in the
literature since at least the 1970s [APT79].

Proposition 2.12 (2-CNF Satisfaction). There is an algorithm that takes as input a 2-CNF
formula φ, and determines if Pr[φ] > 0 in linear time.

In contrast to 2SAT being easy, it turns out that #2SAT is already #P-hard.

Proposition 2.13. #2SAT is #P-hard under Turing reductions.

Proposition 2.13 was first proved in 1979, by [Val79a].
Once we jump up to k = 3, kSAT becomes as hard as the general SAT problem. This

fact has been known for essentially as long as the NP-completeness of SAT has been known.

Proposition 2.14. 3SAT is NP-complete.

Proof. 3SAT is in NP because it is a special case of SAT, which is in NP.
We exhibit a polynomial-time reduction from SAT to 3SAT. This will prove the desired

result, since SAT is NP-hard.
Take an arbitrary instance of SAT, consisting of a CNF formula φ.
The idea of the reduction is to introduce new variables, which can be used to split each

long clause of φ into smaller clauses of width 3.
For each clause C of width w > 3 in φ, we introduce (w − 1) new variables

yC,1, . . . , yC,w−1.

If C is of the form
C = (ℓ1 ∨ · · · ∨ ℓw)

for some literals ℓi, we let ψC be the 3-CNF with clauses (ℓ1 ∨ yC,1),

(¬yC,j ∨ ℓj+1 ∨ yC,j+1)

for each j ∈ [w − 2], and (¬yC,w−1 ∨ ℓw).
If instead C has width at most three in φ, we define ψC = C.
Now construct the 3-CNF formula

Φ =
∧
C∈φ

ψC .

Given φ, we can construct Φ in polynomial time.
We claim that Φ is satisfiable if and only if φ is satisfiable.
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Indeed, suppose that φ is satisfied by some assignment a⃗. This assignment must satisfy
a literal in every clause C of φ. For each such clause C, consider the subformula ψC of Φ. If
C has width at most three, ψC = C is satisfied by the assignment.

Otherwise, C = (ℓ1 ∨ · · · ∨ ℓw) has width w > 3. Let i ∈ [w] be an index such that a⃗ sets
ℓi true. Then setting yC,j to be true for all j < i and false for all j ≥ i, together with a⃗,
satisfies ψC by construction. Setting the yC,j variables in this fashion for each clause C of
width greater than three in φ, we see that we can extend a⃗ to a satisfying assignment of Φ,
so Φ is satisfiable.

Conversely, suppose Φ is satisfied by some assignment a⃗. Then a⃗ satisfies every clause
C of width at most three in φ (since these clauses also appear in Φ). Take any clause
C = (ℓ1 ∨ · · · ∨ ℓw) in φ of width w > 3. Since a⃗ satisfies Φ, it satisfies ψC . If a⃗ sets yC,j to
be true for all j ∈ [w − 1], then since a⃗ satisfies the clause (¬yC,w−1 ∨ ℓw), this assignment
must set ℓw to be true. If instead a⃗ sets some yC,j variable to be false, let i ∈ [w− 1] be the
smallest index so that yC,i is set false by a⃗. Then ψC has a clause containing the literals yC,i

and ℓi, and the literal ¬yC,i−1 too if i ≥ 2. By our choice of i, we know that yC,i is false,
and ¬yC,i−1 is false if i ≥ 2. So in order for a⃗ to satisfy ψC , the assignment a⃗ must set ℓi to
be true. Since this holds for very clause C of width greater than three φ, we see that the
assignment a⃗ restricted to the variables of φ satisfies every clause of φ.

Thus Φ is satisfiable if and only if φ is satisfiable, which proves the desired result. ■

Barriers to Reducing Width for Majority-SAT

So far we have seen that #kSAT is #P-hard for k ≥ 2, and kSAT is NP-hard for k ≥ 3.
Beyond presenting a nice complexity classification for variants of SAT and #SAT on bounded
width formulas, these hardness results are important because they enable researchers to show
hardness for bounded degree variants of important computational tasks.

So what about Majority-SAT? What is the complexity of this problem when we restrict
to k-CNF formulas, for constant k? By analogy with the results for SAT and #SAT, it seems
plausible that Majority-SAT on k-CNFs should be as hard as the general Majority-SAT problem
for some small constant k, such as k ∈ {2, 3}.

As discussed in Section 1.1, determining the complexity of Majority-SAT on k-CNFs for
any constant k ≥ 3 was a major open problem, with it being widely conjectured that the
problem should be PP-complete. We show that, in contrast to the intuition suggested by
the behavior of SAT and #SAT on bounded width formulas, this conjecture is wrong, and in
fact Majority-SAT on k-CNFs is in P for any constant k ≥ 1. To state our result formally, we
introduce the kSAT-Prob≥p problem, which restricts Majority-SAT to k-CNF formulas, and
replaces the threshold of 1/2 with p ∈ (0, 1).

kSAT-Prob≥p

Given a k-CNF formula φ, determine if Pr[φ] ≥ p.

We prove that kSAT-Prob≥p can be solved in linear time for constant k ≥ 1 and p ∈ (0, 1):
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Theorem 2.15: Threshold Satisfaction for k-CNFs

For any fixed positive integer k and constant p ∈ (0, 1), there is a linear time algorithm
solving kSAT-Prob≥p.

Why should Theorem 2.15 be possible? For example, why can we not adapt the reduction
from SAT to 3SAT in the proof of Proposition 2.14 to reduce 3SAT-Prob≥1/2 to Majority-SAT,
and thereby prove that 3SAT-Prob≥1/2 is PP-complete?

Well, one issue is that the reduction as written does not preserve the count of satisfying
assignments. Even if the reduction did take an arbitrary CNF formula φ, and in polynomial-
time construct a 3-CNF formula Φ such that φ and Φ have the same total number of satisfying
assignments, the general reduction technique we use increases the number of variables by a
large amount. Since the number of variables increases, the fraction of satisfying assignments
in Φ will be much smaller than the corresponding fraction for φ, even though they have
the same number of satisfying assignments. If Φ and φ have the same number of satisfying
assignments, but Φ has v more variables than φ, then Pr[Φ] = (1/2)v·Pr[φ] will be vanishingly
small, even for mildly superconstant v. So intuitively solving Majority-SAT on Φ should not
recover information about Pr[φ], because Pr[Φ] will be less than 1/2 even if we only added
two new variables in the reduction.

However, we saw in Corollary 2.10 that we can use an algorithm for Majority-SAT to
determine if Pr[φ] ≥ p for a given CNF φ and any p ∈ (0, 1). Can this help us in designing a
reduction from Majority-SAT to 3SAT-Prob≥1/2? It cannot, because Corollary 2.10 crucially
uses the assumption that Majority-SAT can be solved on formulas of unbounded width. In
particular, the proof of Corollary 2.10 uses Proposition 2.9 to construct a CNF formula ψ
with Pr[ψ] = a/2n for some integer a depending on p. However, for any constant k ≥ 1,
there exist integers a such that no k-CNF formula has satisfaction probability equal to a/2n.
In general, if φ is a k-CNF, then Pr[φ] ̸∈

(
(2k − 1)/2k, 1

)
. This is because if a k-CNF φ has

Pr[φ] < 1, it must contain a clause C of width at most k, so Pr[φ] ≤ Pr[C] ≤ 1 − (1/2)k.
So it is not clear that for fixed k, that having an algorithm for kSAT-Prob≥1/2 would help us
also solve kSAT-Prob≥p for p ̸= 1/2.

This is a very concrete way in which k-CNF formulas, for constant k, are less expressive
than general CNF formulas—the possible satisfaction probabilities they can achieve are more
constrained. This might give some intuition for why Theorem 2.15 should be true.

Idea 1 Although for arbitrary CNF formulas φ, Pr[φ] can be any value of the form a/2n

for integers a and n, if φ is restricted to be a k-CNF for constant k, then the possible values
Pr[φ] can take on are much more limited. In particular, there are intervals of constant
size in (0, 1) not containing satisfaction probabilities of any k-CNF formula. We should be
able to algorithmically exploit these gaps in satisfaction probablities of k-CNFs.

2.3 Helpful Facts

In this section, we collect additional helpful facts and constructions for working with CNF
formulas and bounding their fractions of satisfying assignments.
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Given a CNF formula φ, a subformula ψ ⊆ φ is a CNF whose clauses are all clauses of φ.
By default we view the subformula ψ as having the same underlying variable set as φ.

Proposition 2.16 (Subformula Satisfaction Probabilities). Let φ be a CNF. Let ψ ⊆ φ be
a subformula of φ. Then Pr[φ] ≤ Pr[ψ].

Proof. Since ψ ⊆ φ, every satisfying assignment of φ is also a solution for ψ. Since φ and ψ
are viewed as having the same number of variables, we have Pr[φ] ≤ Pr[ψ] by definition. ■

We also have the notion of induced formulas, obtained by asserting that certain literals
must be true in a given CNF.

Definition 2.17 (Induced Formulas). Let φ be a CNF. Let S be a subset of variables of φ.
Given an assignment α : S ! {0, 1}, we define φα to be the induced formula obtained by
asserting values in φ according to α.

Formally, we construct φα by taking φ, and for each variable x ∈ S:

• if α(x) = 1, remove each clause containing x and delete ¬x from every clause of φ, and

• if α(x) = 0 , remove each clause containing ¬x and delete x from every clause of φ.

We then additionally add unit clauses with the literal x for each variable x with α(x) = 1,
and unit clauses with the literal ¬x for each variable ¬x with α(x) = 0.

We view φα as a formula over the same set of variables of φ. Given α and φ, the above
description makes it clear that φα can be constructed in linear time.

Proposition 2.18. Let φ be a CNF formula. Let S be a subset of variables of φ. For any
assignment α : S ! {0, 1}, the set of satisfying assignments of φα is precisely the set of
satisfying assignments of φ which agree with α on S.

Proof. Fix an assignment α : S ! {0, 1}.
Take any satisfying assignment of φα. Then this assignment must agree with α on S,

because of the unit clauses included in φα for each variable in S.
Each remaining clause of φα corresponds to a unique clause C in φ, such that C does

not contain any literal set to true by α. The clause in φα corresponding to a clause C in φ
is C with all literals set to false by α removed. So a satisfying assignment of φα must satisfy
every clause of φ which does not have a literal set to true by α. Of course the clauses set to
true by α are also satisfied by the assignment, since it agrees with α on S.

Thus a satisfying assignment of φα is a satisfing assignment for φ.
Conversely, any satisfying assignment of φ which agrees with α on S must satisfy φα as

well. Indeed, all the unit clauses of φα added for variables of S are satisfied because the
assignment agrees with α on S. Each remaining clause B of φα is of the form C \C ′, where
C is a clause in φα, and C ′ is the set of literals in C set to false by α. An assignment which
satisfies φ must satisfy some literal in C. If the assignment agrees with α on S, then this
literal must belong to (C \C ′) = B. Since this holds for all clauses B in φα, we get that the
assignment satisfies φα as claimed.

This shows the claimed equivalence, and proves the desired result. ■
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Proposition 2.19. For any CNF formula φ and subset S of the variables of φ, we have

Pr[φ] =
∑

α : S!{0,1}

Pr[φα].

Proof. Fix an assignment α : S ! {0, 1}. By Proposition 2.18, the satisfying assignments of
φα are precisely the satisfying assignments of φ which agree with α on S.

Since every assignment for φ assigns some values to the variables in S, the sets of satis-
fying assignments of each φ|α partition the set of satisfying assignments for φ. Since each
φα is viewed as a formula over the variables of φ, Pr[φα] equals the number of satisfying
assignments in φα divided by 2n, where n is the number of variables in φ. So

Pr[φ] =
∑

α : S!{0,1}

Pr[φα]

as claimed. ■

Induced formulas arise from asserting that various literals are true in a CNF. It will also
be helpful more generally to talk about formulas which arise from asserting that a whole
clause must be true.

Proposition 2.20 (Asserting Clauses). There is an algorithm Assert, which takes as input
a CNF formula φ and a clause C, and in linear time returns a CNF formula Φ = Assert(φ,C)
equivalent to φ∧C, such that the size of Φ is at most the size of φ∧C, Φ contains the clause
C, and Φ contains no clause which is a proper superset of C.

Proof. We construct Φ = Assert(φ,C) as follows.
First scan through φ, and identify the subformula

φC = {B | B ⊇ C,B ∈ φ}

of φ containing all clauses, and the subformula

φ′ = {B | B ̸⊇ C,B ∈ φ}

of φ with the remaining clauses of φ. Now construct the formula

ψ = {B \ C | B ∈ φC} (1)

by removing C as a subset from every clause of φC . We then return

Φ = ψ ∧ φ′ ∧ C (2)

as the CNF formula Assert(φ,C).
The algorithm runs in constant time, since we can construct Φ just by scanning through

the clauses of φ a constant number of times.
From eq. (2), Φ contains the clause C. No clause in φ′ is a superset of C by construction,

and no clause in ψ is a superset of C by eq. (1), so no clause in Φ is a proper superset of
C by eq. (2). The formula Φ has size less than or equal to the size of φ ∧ C, because from
eq. (2) we can construct Φ by starting with φ ∧ C and deleting literals from some clauses.
Finally, the formulas ψ ∧ C and φC ∧ C are equivalent by eq. (1), so the formulas Φ and
φ ∧ C are equivalent by eq. (2).

Thus the algorithm has the desired behavior. ■
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Given a literal ℓ, we write

Assert(φ, ℓ) = Assert(φ, {ℓ})

for convenience.
We only compute Φ = Assert(φ,C) in cases where the clause C is over the underlying

variable set of φ, and in these cases we view Φ as having the same variable set as φ.
The following result lets us compute satisfaction probabilities using casework:

Proposition 2.21. For any f, g : {0, 1}n ! {0, 1} on the same set of variables, we have

Pr[f ] = Pr[f ∧ g] + Pr[f ∧ ¬g].

Proof. Every satisfying assignment of f either satisfies g or does not satisfy g. The number
of satisfying assignments of f is 2n Pr[f ]. The number of these which satisfy g is 2n Pr[f ∧g],
and the number of these which do not satisfy g is 2n Pr[f ∧ ¬g]. So

2n Pr[f ] = 2n Pr[f ∧ g] + 2n Pr[f ∧ ¬g]

which implies the desired result. ■

We often apply Proposition 2.21 on the special case where g is a single literal ℓ.

2.4 Organization

In Chapter 3 we prove Theorem 2.15. Rather than prove the theorem in one shot, for a more
accessible exposition we first prove easier versions of Theorem 2.15 when k ≤ 3, pointing
out the key ideas that go into developing our final algorithm. In Section 3.1 we show that
2SAT-Prob≥p can be solved in linear time for any constant p ∈ (0, 1), and in Section 3.2 show
that 3SAT-Prob≥p can be solved in linear time for any constant p ∈ (0, 1). In Section 3.3
we prove Theorem 2.15, showing that kSAT-Prob≥p can be solved in linear time for any
constants k ≥ 1 and p ∈ (0, 1). In Section 3.4 we provide some comments on this result, and
use the proof of Theorem 2.15 to establish a structural theorem (which can be interpreted
as a “regularity lemma”) for k-CNF formulas.

In Chapter 4 we explore additional variants of the Majority-SAT problem, showing the
surprisingly subtle nature of the complexity of threshold satisfaction problems. In Section 4.1
we design algorithms and prove hardness results for a variant of kSAT-Prob≥p, where instead
of checking if Pr[φ] is greater than or equal to p for a k-CNF φ, we are tasked with deter-
mining if Pr[φ] is strictly greater than p. In Section 4.2 we show that Majority-SAT remains
intractable even if we restrict the input formulas to contain at most a single long clause of
width greater than k, where k ≥ 3 is a constant. In Section 4.3 we consider a generalization
of Majority-SAT involving existential quantifiers, which naturally arise when showing hard-
ness results for probabilistic planning problems. In Section 4.4 we show hardness results for
a variant of Majority-SAT related to conditional probability.

In Chapter 5, we conclude by stating relevant open problems in this area.
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Chapter 3

Algorithms for Threshold Satisfiability

In this chapter, we present our algorithm for kSAT-Prob≥p and prove Theorem 2.15. Rather
than launch directly into proving Theorem 2.15 however, we work our way up to this result
by proving special cases of it for small k first.

3.1 Threshold 2SAT

In this section, we present a simple algorithm solving 2SAT-Prob≥p for constant p ∈ (0, 1) in
linear time.

Theorem 3.1: Threshold Satisfaction for 2-CNFs

For any constant p ∈ (0, 1), there is a linear time algorithm solving 2SAT-Prob≥p.

Our goal is to solve 2SAT-Prob≥p How should we do it? A natural starting point is to try
and identify “easy cases” of the problem, where one can return YES or NO for simple reasons.
One such easy NO instance comes from considering clauses on disjoint sets of variables.

Definition 3.2 (Disjoint Sets). A set of clauses D is a disjoint set if no variable appears in
two different clauses of D.

Proposition 3.3 (Large Disjoint Set ⇒ Low Satisfaction Probability). Let φ be a k-CNF
with a disjoint set of size at least d. Then

Pr[φ] ≤
(
1− 1

2k

)d

.

Proof. Let D ⊆ φ be a disjoint set of size at least d in φ, viewed as a subformula of φ.
An assignment fails to satisfy a clause precisely when it sets each literal of the clause to

be false. This means that a clause C of width w is satisfied by a uniform random assignment
with probability Pr[C] = 1 − (1/2)w, Since φ is a k-CNF, every clause in D therefore has
satisfaction probability at most 1− (1/2)k.

SinceD is a disjoint set, each of its clauses being satisfied by a uniform random assignment
are independent events. So Pr[D] is equal to the product of the satisfaction probabilities of
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each of its clauses. Then by Proposition 2.16 we have

Pr[φ] ≤ Pr[D] ≤
(
1− 1

2k

)d

as claimed. ■

The result of Proposition 3.3 motivates the following idea for solving 2SAT-Prob≥p.

Idea 2 Formulas with large disjoint sets have small satisfaction probability. So to solve
the kSAT-Prob≥p problem, it should be useful to look for look for large disjoint sets.

To implement Idea 2, we need an algorithm for finding disjoint sets.

Proposition 3.4 (Finding Maximal Disjoint Sets). There is an algorithm Disj which takes
as input a k-CNF formula φ, and returns a maximal disjoint set D = Disj(φ) on the k-clauses
of φ in linear time.

Proof. We construct the set D by greedily scanning through the clauses of φ. Throughout,
we will also maintain a set S of the variables occurring in clauses of D.

Initially, D  ∅ consists of no clauses and S  ∅ consists of no variables.
We go through the k-clauses of φ one at a time. When we encounter a clause C, we check

if C contains any variables in S. If C does contain a variable from S, we move on to the
next clause. Otherwise, if C contains no variables from S, then we add C to D and add the
variables of C to S.

An easy induction argument shows that right after we encounter a clause, D is a disjoint
set and S is precisely the set of variables contained in the clauses of D. After we have gone
through all k-clauses in φ, we return Disj(φ) = D.

We claim that this algorithm has the desired behavior.
By the above discussion, D must be a disjoint set on the k-clauses of φ.

▷ Claim 3.5. The set D = Disj(φ) is a maximal disjoint set on the k-clauses of φ.

Proof. Suppose to the contrary D is not maximal on the k-clauses of φ. Then there must
exist a k-clause C of φ not in D, such that D ∪ {C} is a disjoint set.

The algorithm scans through all k-clauses of φ. Since C was not included in the set D
returned by the algorithm, it means that at the time we encountered C, this clause shared
a variable with a clause already included in D. This contradicts the fact that D ∪ {C} is a
disjoint set, so D is maximal on the k-clauses of φ as claimed.

It remains to observe that the algorithm runs in linear time.

▷ Claim 3.6. Disj runs in linear time.

Proof. The algorithm goes through each k-clause C in φ, and checks if C includes a variable
from the currently used set of variables S. We can perform each such check in time linear
in the size of C (e.g., we can do this by recording S using an array indexed by variables of
φ, where the entry for a variable x is set to 1 if and only if x ∈ S and is zero otherwise), so
the overall algorithm takes time linear in the size of φ as claimed.
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The desired results follows from Claims 3.5 and 3.6. ■

By combining Propositions 3.3 and 3.4, we should intuitively be able to find large disjoint
sets in a k-CNF formulas if they exist, and return NO when solving kSAT-Prob≥p accordingly.
What if the input formula has no large disjoint set? In this case, even though we cannot easily
return an answer of NO, the lack of a large disjoint set is still some interesting information
about the input formula which we can hope to leverage.

Idea 3 If a k-CNF φ avoids having a large disjoint set, its clauses should overlap on
a small set of variables. We should exploit this structure to help simplify φ.

The following result offers one way of formalizing the intuition from Idea 3.

Proposition 3.7 (Maximal Disjoint Set ⇒ Hitting Set). Let φ be a k-CNF. Let D be a
maximal disjoint set for the k-clauses of φ. Let H be the set of variables appearing in some
clause of D. Then every k-clause of φ contains a variable from H. In particular, for every
assignment α : H ! {0, 1}, the induced formula φα is a (k − 1)-CNF.

Proof. Suppose to the contrary that φ contains a k-clause C using no variables from H.
Then D ∪ {C} is a disjoint set, which contradicts maximality of D. So the variables in H
do indeed hit every k-clause in φ.

Now take an arbitrary assignment α : H ! {0, 1}. If C contains a literal that α sets to
true, then C is removed and does not appear in the induced formula φα. Otherwise, every
literal of C corresponding to a variable in H is set to false by α. Every such literal is deleted
from C to produce a clause included in φα The discussion from the previous paragraph shows
that C uses a variable in H, so at least one literal is deleted in this case.

So in going from φ to φα, each k-clause in φ is either removed or deletes at least one
literal. Thus φα is a (k − 1)-CNF, because no k-clause from φ survives in φα. ■

If our input k-CNF formula has no large disjoint set, then Proposition 3.7 says we can
find a small set of variables H such that for every α : H ! {0, 1}, the induced formula φα is
a (k − 1)-CNF. So assignments to H intuitively help “simplify” φ to smaller width formulas.
When k = 2, each φα is a 1-CNF. By Proposition 2.11, we can then compute satisfaction
probabilities for Pr[φα], and then compute Pr[φ] using Proposition 2.19.

Combining this discussion with the earlier arguments yields our approach for solving
2SAT-Prob≥p, written out in Algorithm 1. At a high-level, Algorithm 1 works by combining
Ideas 2 and 3 for 2-CNFs.

Lemma 3.8. Algorithm 1 solves 2SAT-Prob≥p.

Proof. To prove the result, we step through Algorithm 1, and verify that it outputs the
correct answer to the 2SAT-Prob≥p problem anywhere it returns YES or NO.

Let d = ⌈log4/3(1/p)⌉ as in step 1 of Algorithm 1. By Proposition 3.4, the set D computed
in step 2 of Algorithm 1 is a maximal disjoint set of 2-clauses in φ.

If |D| > d, then by Proposition 3.3 we have

Pr[φ] ≤ Pr[D] ≤ (3/4)d+1 < p
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Algorithm 1. Threshold Satisfaction Algorithm for 2-CNFs

Inputs: A 2-CNF φ, and real p ∈ (0, 1).
Returns: YES if Pr[φ] ≥ p, NO if Pr[φ] < p.

1. Set d ⌈log4/3(1/p)⌉.

2. Compute D  Disj(φ).

3. If |D| > d, return NO.

4. Otherwise |D| ≤ d. Let H be the set of variables appearing in D. Compute

Pr[φ] =
∑

α : H!{0,1}

Pr[φα]

and return YES if this sum is at least p, NO if this sum is less than p.

so the algorithm correctly returns NO in step 3 in this case.
Otherwise, by Proposition 2.19 the equation

Pr[φ] =
∑

α : H!{0,1}

Pr[φα]

from step 4 of Algorithm 1 holds, and the algorithm returns the correct answer in that step.
So in all cases, Algorithm 1 returns the correct answer to the 2SAT-Prob≥p problem. ■

Proof of Theorem 3.1. By Lemma 3.8, Algorithm 1 correctly solves 2SAT-Prob≥p. It remains
to show that Algorithm 1 can be implemented to run in linear time.

Step 1 of Algorithm 1 takes constant time. By Proposition 3.4, constructing D in step 2
in Algorithm 1 takes linear time. Step 3 of Algorithm 1 involves checking |D|, which takes
linear time since D ⊆ φ.

We only reach step 4 of Algorithm 1 if |D| ≤ d. In this case, since D consists of 2-clauses,
we have |H| ≤ 2d. For constant p we have d ≤ O(1), so constructing H takes constant time.
Step 4 of Algorithm 1 ends by summing Pr[φα] over all α : H ! {0, 1}. Since |H| ≤ 2d,
there are at most 22d ≤ O(1) choices of assignments α. For each such α, we can construct
φα in linear time. By Proposition 3.7, each of these induced formulas is a 1-CNF, so we
can compute each Pr[φα] in linear time by Proposition 2.11. So step 4 of Algorithm 1 takes
linear time. Thus, Algorithm 1 takes linear time overall, which proves the desired result. ■

3.2 Threshold 3SAT

In this section, we present a simple algorithm solving 3SAT-Prob≥p for constant p ∈ (0, 1) in
linear time. We design this algorithm by combining the simple ideas from Section 3.1 with
more sophisticated observations about satisfaction probabilities of k-CNF formulas.
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Theorem 3.9: Threshold Satisfaction for 3-CNFs

For any constant p ∈ (0, 1), there is a linear time algorithm solving 3SAT-Prob≥p.

To solve 3SAT-Prob≥p, a natural starting point is to try and apply Ideas 2 and 3, which
were successful in solving 2SAT-Prob≥p.

Given a 3-CNF φ, we can still return NO in the 3SAT-Prob≥p problem if φ contains a
large disjoint set. If φ has no large disjoint set, then we can employ the idea from step 4 of
Algorithm 1 and apply Proposition 3.7 to reduce computing Pr[φ] to computing satisfaction
probabilities for a small number of 2-CNFs φα induced from φ.

Unfortunately, computing Pr[φ] for 2-CNFs is #P-hard in general, so it is not immediately
clear how to proceed from here. However, the idea of Algorithm 1 gives an example of a
type of 2-CNF whose satisfaction probability we can find in polynomial time – namely, if the
2-CNF φα has no large disjoint set, we can use step 4 of Algorithm 1 to compute Pr[φα].

So if every φα has no large disjoint set, we can compute Pr[φα] for a small collection of
assignments α, and use this to compute Pr[φ] exactly and solve 3SAT-Prob≥p.

The only case the above strategy cannot handle is the situation where φ has no large
disjoint set, yet some induced formula φα does have a large disjoint set. A simple way this
can occur is if the 3-CNF φ is of the form

φ = {ℓ ∪ C | C ∈ D} (3)

where ℓ is a fixed literal and D is a disjoint set on 2-clauses not containing ℓ or ¬ℓ in any
clauses. In this example, the maximum size of a disjoint set in φ is 1 (since all clauses share
the common literal ℓ), but the assignment α which sets ℓ to false induces a disjoint φα of
size |D|, which can be arbitrary large.

This structure, where a a large number of clauses overlap on a fixed set of literals but
are disjoint otherwise, is a classic combinatorial object known as a sunflower.

Definition 3.10 (Sunflowers). Given a CNF φ, we say a set ψ of clauses in φ is a sunflower
if there exists a clause C such that

• every clause in ψ is a superset of C, and

• the set {B \ C | B ∈ ψ} is a disjoint set.

We call C = core(ψ) the core of the sunflower ψ. The number of literals w = |C| in the core
is called the weight of the sunflower. We define the set of petals of ψ to be

petals(ψ) = {B \ core(ψ) | B ∈ ψ}

the disjoint set formed by removing the core from each clause of ψ. A sunflower of weight w
is referred to as a w-sunflower.

So a disjoint set is a 0-sunflower, and the 3-CNF from eq. (3) is a 1-sunflower.
We saw in the previous discussion that eq. (3) is an example of a 3-CNF for which our

strategy of computing Pr[φ] by repeatedly applying Proposition 3.7 does not work. The next
proposition shows that in some sense, having a large sunflower is the only obstruction
to finding Pr[φ] by computing Pr[φα] for various induced 1-CNF formulas φα.
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Proposition 3.11. For each integer k ≥ 1, there is an algorithm Sunk which takes as input
a k-CNF formula φ and positive integer parameters s0, . . . , sk−2, and returns either

1. a j-sunflower of size greater than sj on w-clauses in φ for some w ≥ j + 2, or

2. a set H of at most fk(s0, s1, . . . , sk−2) variables in φ such that for every α : H ! {0, 1},
the induced formula φα is a 1-CNF, where fk(s0, s1, . . . , sk−2) is a constant depending
only on the sj and k.

Moreover, the algorithm Sunk runs in fk(s0, . . . , sk−2)|φ| time.

Proof. We prove the result by induction on k. Our argument is similar to the proof of the
classic sunflower lemma of [ER60].

For k = 1, the algorithm Sun1 simply returns the set of variables H = ∅, which satisfies
item 2 from the statement because the input φ in this case is already a 1-CNF.

For the inductive step, let k ≥ 2 be a fixed positive integer, and suppose we know there
exists an algorithm Sunk−1 satisfying the desired properties for the k − 1 case.

The algorithm Sunk works as follows.
First, we compute a maximal disjoint set D = Disj(φ) on the k-clauses of φ using the

linear-time algorithm from Proposition 3.4. If |D| > s0, we return D, which satisfies item 1
from the statement since a disjoint set is a 0-sunflower.

Otherwise, |D| ≤ s0. In this case, let H be the set of variables which appear in a clause of
D. Each clause in D contains k variables, so |H| ≤ ks0. Moreover, since D is maximal on the
k-clauses of φ, every k-clause in φ contains some variable of H. So for each α : H ! {0, 1},
the induced formula φα is a (k − 1)-CNF.

We go through every assignment α : H ! {0, 1}, and for each construct φα and compute

Sunk−1(φα, s
′
0, s

′
1, . . . , s

′
k−3) (4)

where

s′j =

(
max
r≥j

sr

)
·

(
k−2−j∑
i=0

(ks0)
i

)
(5)

for each j ≤ k − 3.
Note that the s′j are constants depending only on s0, . . . , sk−2.
We now perform casework based off what information the calls to Sunk−1 return.
Case 1: No Sunflowers
Suppose that for every assignment α : H ! {0, 1}, the call to Sunk−1 in eq. (4) satisfies

item 2 from the statement, returning a set Hα of variables in φα. We return

H̃ =
⋃

α : H!{0,1}

Hα.

We claim this output satisfies item 2 from the statement.
Indeed, since Sunk−1 satisfies item 2, we know that

|Hα| ≤ fk−1(s
′
0, . . . , s

′
k−3)
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for each assignment α. As a consequence we have

|H̃| ≤ 2ks0fk−1(s
′
0, . . . , s

′
k−3).

Now, set
fk(s0, . . . , sk−2) = 2ks0 · fk−1(s

′
0, . . . , s

′
k−3). (6)

Since each s′i is a constant depending only on the sj, by the inductive hypothesis the right
hand side of the above expression is a constant depending only on the sj and k.

So returning H̃ satisfies item 2 from the statement as claimed.
Case 2: Some Sunflower
If case 1 does not occur, then for some assignment α the output eq. (4) satisfies item 1

from the statement. This means that we have found a j-sunflower ψ of size greater than s′j
in φα, for some j ≤ k − 3. Moreover, every clause in ψ has width w for some w ≥ j + 2.

Each w-clause in φα can be recovered uniquely by starting with a clause C of φ and
removing at most (k − w) literals from C. The only literals that are removed from clauses
when going from φ to φα are those literals set to false by α.

There are at most |H| ≤ ks0 such literals. So, there are at most

k−w∑
i=0

(ks0)
i ≤

(k−2)−j∑
i=0

(ks0)
i

tuples of literals which could have been removed to obtain a clause in ψ from a clause in φ.
Then by averaging, there exists a single set of literals S whose removal produces at least

s′j
1 + (ks0) + · · ·+ (ks0)k−2−j

= max
r≥j

sr (7)

clauses in ψ, where we used the definition of the s′j from eq. (5).
Let ψ′ ⊆ ψ be the corresponding subformula of size at least maxi≥j si, consisting of the

clauses in ψ formed by deleting exactly the literals in S from clauses in φ. We find ψ′ by
going through the possible sets of at most (k − w) literals set to false by α, and for each
seeing how many clauses in ψ are obtained by removing exactly those literals from a clause
in φ.

Since ψ is a j-sunflower, so is ψ′.
Let l = |S| be the number of literals in S. Note that

l ≤ k − w ≤ (k − 2)− j. (8)

Consider the k-CNF formula with clause set

φ′ = {C ∪ S | C ∈ ψ′} .

We return φ′. We claim this output satisfies item 1 from the statement.
Since every clause in ψ′ was obtained by deleting exactly the literals in S from a clause

in φ, we know that φ′ ⊆ φ consists of clauses in φ. Since ψ′ is a j-sunflower and no clause of
ψ′ contains a literal from S, φ′ is a (j+ l)-sunflower with core(φ′) = S∪ core(ψ′). By eq. (8),
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the weight of this sunflower is at most j + l ≤ k − 2. Moreover, the formula φ′ consists
entirely of clauses of width at least (w + l) ≥ (j + l) + 2.

Finally, φ′ has the same size as ψ′, which is at least sj+l by eq. (7), so returning φ′ satisfies
item 1 from the statement as claimed.

Thus in both case 1 and case 2, the output of Sunk meets the conditions from the propo-
sition statement. In either case, the runtime is dominated by the at most 2ks0 calls to Sunk−1

in eq. (4). By the inductive hypothesis, each such call takes at most fk−1(s
′
0, . . . , s

′
k−3)|φ|

time asymptotically. Thus by eq. (5), Sunk runs in

fk(s0, . . . , sk−2)|φ|

time asymptotically as desired.
This completes the induction and proves the claim. ■

From Proposition 3.11, we see that given a 3-CNF φ we can, intuitively, in polynomial time
either find a large 0-sunflower in φ (and therefore return NO to the 3SAT-Prob≥p problem),
compute Pr[φ] by computing Pr[φα] for a small number of induced 1-CNFs φα (and solve
the 3SAT-Prob≥p using the value of this satisfaction probability), or find a large 1-sunflower
in φ. What can we do in this last case?

Idea 3 suggests that if many clauses in φ overlap on a small set of literals, this structure
should let us simplify φ somehow. A 1-sunflower is a very strong example of such structure:
we have a set of clauses which all overlap on exactly one literal ℓ, and are disjoint otherwise.
Intuitively, the literal ℓ is very important for satisfying φ.

Idea 4 If a k-CNF has a large sunflower, then most of its satisfying assignments will also
satisfy the the core of that sunflower. So restricting our attention to solutions of
the original formula which satisfy the core of a large sunflower should still yield
a good approximation to the true fraction of satisfying assignments.

Idea 4 is captured by the following result.

Proposition 3.12 (Falsifying the Core of a Large Sunflower). Let φ be a k-CNF containing
a w-sunflower ψ of size at least s. Let C = core(ψ). Then

Pr[φ ∧ ¬C] ≤
(
1− 1

2k−w

)s

Proof. Let φ′ be the formula obtained by taking φ and removing C from every clause in φ
containing it as a subset. Then because any satisfying assignment to φ∧¬C must falsify C,
the formulas φ ∧ ¬C and φ′ ∧ ¬C are equivalent.

Since ψ ⊆ φ has core C, by construction petals(ψ) ⊆ φ′. Hence φ′ contains a disjoint set
of size at least s. So by Propositions 3.3 and 2.16 we have

Pr[φ′] ≤
(
1− 1

2k−w

)s

where we used the fact that petals(ψ) is a (k − w)-CNF.
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Every solution to φ′ ∧ C is a satisfying assignment of φ′. Thus

Pr[φ ∧ ¬C] = Pr[φ′ ∧ ¬C] ≤ Pr[φ′] ≤
(
1− 1

2k−w

)s

which proves the claim. ■

We can apply Proposition 3.12 to 3SAT-Prob≥p as follows. If our 3-CNF φ has a large
1-sunflower with core {ℓ}, then since every solution to φ sets ℓ to true or false we have

Pr[φ] = Pr[φ ∧ ℓ] + Pr[φ ∧ ¬ℓ]. (9)

The formula φ ∧ ¬ℓ is equivalent to the induced formula φβ, where β is the assignment
which sets ℓ to false. Since ℓ is the core of a large 1-sunflower in φ, the formula φβ has
a large disjoint set, and thus Pr[φβ] is small. So by eq. (9), Pr[φ] should be very close to
Pr[φ ∧ ℓ]. The formula φ ∧ ℓ is equivalent to formula induced from φ by assigning ℓ to be
true, which erases the large 1-sunflower from φ, and so intuitively “simplifies” φ. Thanks to
this simplification, working with φ ∧ ℓ should be easier than working with φ directly.

If Pr[φ ∧ ℓ] ≥ p, then by eq. (9) we know that Pr[φ] ≥ p as well, and can return YES in
the 3SAT-Prob≥p problem.

What can we deduce if Pr[φ ∧ ℓ] < p instead? In this case, from eq. (9) alone it is not
necessarily clear how Pr[φ] compares to p. Even if Pr[φ ∧ ¬ℓ] < δ is very small, if somehow
we have Pr[φ ∧ ℓ] ∈ (p− δ, p), then it could still be the case that Pr[φ] ≥ p.

We will argue that for a small enough constant δ > 0, it is actually impossible for the
above situation to occur. This is suggested by Idea 1: the possible satisfaction probabilities
of k-CNFs seem highly constrained for constant k, so intuitively it should not be possible for
Pr[φ ∧ ℓ] to be both less than p and very close to p.

To make this intuition more concrete, suppose for simplicity that φ∧ ℓ contains no large
sunflower, so that by Proposition 3.11 the solution space of φ ∧ ℓ can be decomposed into a
small union of solution spaces of 1-CNFs. By Proposition 2.11, the satisfaction probability
for a 1-CNF is zero or a power of two. So in this case, Pr[φ∧ ℓ] is a sum of a small number of
powers of two. The following lemma shows that such a number cannot be arbitrarily close
to p and yet less than p, for any constant p ∈ (0, 1).

Lemma 3.13 (Binary Gaps). For any p ∈ (0, 1) and positive integer m, there exists a real
number δ = δm(p) > 0 such that no real in (p− δ, p) is the sum of at most m powers of two.

Proof. We use the following well-known fact: any real number p ∈ (0, 1) has a unique binary
representation of the form

p =
∞∑
i=1

2ai (10)

where (ai)i≥1 is a sequence of strictly decreasing integers. Define

δ = δm(p) =
∞∑

i=m+1

2ai (11)
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to be number obtained by taking all but the first m terms in the summation representing p.
We claim that no number which can be written as the sum of at most m powers of two is in
the interval (p− δ, p).

To that end, take an arbitrary real q which can be written as the sum of at most m
powers of two. Let l ≤ m be the smallest positive integer such that q can be written as the
sum of l powers of two. Take such a representation

q =
l∑

i=1

2bi

for some integers b1 ≥ b2 ≥ · · · ≥ bl. We claim that (bi)i≥1 is a strictly decreasing sequence.
Indeed, if not, then there exists an index j for which bj = bj+1. But then since

2bj + 2bj+1 = 2 · 2bj = 2bj+1

we get that q can be written as the sum of l− 1 powers of two, which contradicts our choice
of l. So we must have b1 > b2 > · · · > bl as claimed.

We now compare the binary digits of q and δ compare.
Suppose first that bi = ai for all i ∈ [l]. Then since l ≤ m, we have

q =
l∑

i=1

2bi =
l∑

i=1

2ai ≤
m∑
i=1

2ai = p− δ.

Otherwise, bi ̸= ai for some i ∈ [l]. Let j ∈ [l] be the smallest index with bj ̸= aj.
If bj < aj, then

q =
l∑

i=1

2bi ≤

(
j−1∑
i=1

2ai

)
+ 2aj−1 +

∞∑
r=1

2aj−1−r =

j∑
i=1

2ai

where we have used the infinite geometric series formula and the fact that (ai)i≥1 is a strictly
decreasing sequence. Since j ≤ l ≤ m, we see that in this case

q ≤
j∑

i=1

2ai ≤
m∑
i=1

2ai = p− δ

as before.
The only remaining possibility is that bj > aj. In this case we have

q ≥
j∑

i=1

2bi ≥

(
j−1∑
i=1

2ai

)
+ 2aj+1 =

j∑
i=1

2ai +
∞∑
r=1

2aj−r ≥ p

where we have once again used the infinite geometric series formula and that the ai are
strictly decreasing, as well as eq. (10).

So in every case, we have q ̸∈ (p− δ, p) as claimed. ■

Incorporating Lemma 3.13 into the previous discussion on how to solve 3SAT-Prob≥p on
input φ, we have the following approach to tackle the problem:

46



1. If φ has a large disjoint set we return NO.

2. If Pr[φ] can be computed as a small sum of satisfaction probabilities of 1-CNFs, we can
also solve the problem.

3. If neither of these cases occur, then φ contains a large 1-sunflower ψ by Proposition 3.11.
If core(ψ) = {ℓ}, we have Pr[φ] = Pr[φ ∧ ℓ] + Pr[φ ∧ ¬ℓ]. Since ℓ is the core of a large
sunflower, Pr[φ ∧ ¬ℓ] < δ is very small.

4. If Pr[φ∧ℓ] can be computed as a small sum of satisfaction probabilities of 1-CNFs, then
by Lemma 3.13, Pr[φ] ≥ p if and only if Pr[φ ∧ ℓ] ≥ p, so we can solve the problem.

The application of Lemma 3.13 in step 4 above is a concrete way of realizing Idea 4: the
literal ℓ is so influential in φ, that for the purpose of checking if Pr[φ] ≥ p it suffices to work
with the “inferred formula” φ ∧ ℓ and check if Pr[φ ∧ ℓ] instead.

It remains to handle the case where in item 4 above, Pr[φ∧ ℓ] is not equal to a small sum
of satisfaction probabilities of 1-CNFs. In this case, by Proposition 3.11 the formula φ ∧ ℓ
has a large sunflower. Then we can repeat our strategy above: use this large sunflower to
either report that Pr[φ∧ ℓ] is very small (so we can return NO) or simplify φ∧ ℓ by asserting
the core of the sunflower is true.

We keep repeating this sort of simplification as needed, inferring simpler formulas each
time. Eventually, either we simplify to a formula whose satisfaction probability we can
compute exactly to solve the problem, or we have find so many different 1-sunflowers in the
original formula φ that we can argue that Pr[φ] < p.

Idea 5 If a CNF formula contains many large, non-overlapping sunflowers, its satisfaction
probability should be very small.

This strategy is implemented in Algorithm 2 to solve 3SAT-Prob≥p.
In Algorithm 2, d is the threshold for a disjoint set to be large, t is the number of large

1-sunflowers we need to see before we can deduce that φ has a small satisfaction probability
(following Idea 5), and each s(i) input is the size threshold for the ith 1-sunflower we find to
be considered large.

Lemma 3.14. For any p ∈ (0, 1), there exist positive integers s(i) for each i ∈ [⌈log(1/p)⌉]
whose values depend only on i and p, such that Algorithm 2 solves 3SAT-Prob≥p when given
the s(i) as input.

Proof. We first describe the values of the s(i), and then prove that this choice of parameters
enables Algorithm 2 to correctly solve 3SAT-Prob≥p.

As in Algorithm 2, we write t = ⌈log(2/p)⌉ and d = ⌈log8/7(2/p)⌉
In addition to the s(i), we define integers

mi = 2f3(d,s(i)) (12)

for each i ∈ [t], where f3 is the function fk from the statement of Proposition 3.11 for k = 3.
Since d depends only on p, each mi is determined by the value of p and s(i).
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Algorithm 2. Threshold Satisfaction Algorithm for 3-CNFs

Inputs: A 3-CNF φ, real p ∈ (0, 1), and integers s(i) for each i ∈ [⌈log(1/p)⌉]
Returns: YES if Pr[φ] ≥ p, NO if Pr[φ] < p

1. Initialize Φ φ, t ⌈log(2/p)⌉, d ⌈log8/7(2/p)⌉.

2. For each i ∈ [t]:

3. Compute S  Sun3(Φ, d, s(i))

4. If D  S is a disjoint set of size greater than d, return NO.

5. If instead H  S is a collection of variables, compute

Pr[Φ] =
∑

α : H!{0,1}

Pr[Φα]

and return YES if this sum is at least p, NO if this sum is less than p.

6. Otherwise ψ  S is a 1-sunflower of size greater than s(i).
Set C  core(ψ). Update Φ Assert(Φ, C).

7. Return NO.

We set
s(t) = ⌈log4/3(2t/p)⌉. (13)

Then for each index i with 2 ≤ i ≤ t, we set

s(i− 1) =

⌈
log4/3

(
i− 1

δmi
(p)

)⌉
(14)

where δm(p), for any integer m, is the constant from the statement of Lemma 3.13. Since
each mi is defined in terms of p and s(i), the above equation defines s(i− 1) in terms of s(i)
for each 2 ≤ i ≤ t− 1. So eqs. (12) to (14) define the s(i) values for all i ∈ [t].

We now show that for this setting of parameters, Algorithm 2 has the desired behavior.
Suppose that Algorithm 2 reaches some iteration i of the loop. Then for each j < i, the

call to Sun3 in iteration j of the loop must of have returned a 1-sunflower of size greater
than s(j) in Φ, since otherwise the algorithm would have halted. Let ℓj be the literal making
up the core of the 1-sunflower found in iteration j.

Since Φ = φ at the beginning of the algorithm, and in each iteration j we update Φ to
be equivalent to Φ∧ ℓj, an easy induction argument shows that at the end of iteration j, the
formula Φ is equivalent to

φ ∧

(
j∧

r=1

ℓr

)
.
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So immediately after Algorithm 2 has completed i iterations of the loop, Φ is equivalent to

φ ∧

(
i−1∧
j=1

ℓj

)
. (15)

Then at this time, the satisfying assignments of Φ are precisely the solutions to φ which
set ℓj to be true for all j < i. This means that the assignments which satisfy φ but do not
satisfy Φ assign ℓj to be false for some index j. By considering the smallest index j which
satisfies this property for each assignment, we deduce that

Pr[φ]− Pr[Φ] =
i−1∑
j=1

Pr

[
φ ∧

(
j−1∧
r=1

ℓr

)
∧ ¬ℓj

]
. (16)

For each j < i, we know that Algorithm 2 found a sunflower of size greater than s(j) in
a formula equivalent to

φ ∧

(
j−1∧
r=1

ℓr

)
with core {ℓj}. So by Proposition 3.12,

Pr

[
φ ∧

(
j−1∧
r=1

ℓr

)
∧ ¬ℓj

]
< (3/4)s(j)

Substituting the above inequality for each j < i into eq. (16) we get that

Pr[φ]− Pr[Φ] < (i− 1)(3/4)s(i−1) (17)

where we used the fact that the s(j) are decreasing.
Having proved Pr[φ] and Pr[Φ] are close, we are ready to analyze what happens when

Algorithm 2 halts. We consider cases based off whether Algorithm 2 halts within its loop
(in steps 4 or 5), or outside of its loop (in step 7).

Case 1: Halting Within the Loop
Suppose Algorithm 2 halts on iteration i of the loop.
If we halt in step 4 of Algorithm 1, Φ has a disjoint set of size greater than d. Then by

Proposition 3.3 we have
Pr[Φ] < (7/8)d ≤ p/2

since d > log8/7(2/p).
By eq. (17) and the fact that the s(i) are decreasing we have

Pr[φ]− Pr[Φ] < t · (3/4)s(t) ≤ p/2

by our choice of s(t) in eq. (13).
Adding the two last equations together, we deduce that

Pr[φ] = Pr[Φ] + (Pr[φ]− Pr[Φ]) < p/2 + p/2 = p
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so Algorithm 2 correctly returns NO in this case.
The other possibility is that we halt in step 5 of Algorithm 1. In this case, by Propo-

sition 3.11, we find a set H of at most f3(d, s(i)) variables in Φ with the property that for
every assignment α : H ! {0, 1}, the induced formula Φα is a 1-CNF.

By Proposition 2.19 we have

Pr[Φ] =
∑

α : H!{0,1}

Pr[Φα].

By Proposition 2.11, each summand in the right hand side above is zero or a power of two.
So the above equation shows that Pr[Φ] is a sum of at most

2|H| ≤ 2f3(d,s(i)) = mi

powers of two by our choice of mi in eq. (12).
If Pr[Φ] ≥ p, then since Φ is equivalent to the formula from eq. (15), we have

Pr[φ] ≥ Pr[Φ] ≥ p

so Algorithm 2 returns YES correctly in this case.
If Pr[Φ] < p, by Lemma 3.13 we have

Pr[Φ] ≤ p− δ

for δ = δmi
(p).

From eq. (17) and our choice of s(i) in eq. (14), we can bound

Pr[φ]− Pr[Φ] < (i− 1)(3/4)s(i−1) ≤ δ.

Adding the previous two inequalities yields

Pr[φ] = Pr[Φ] + (Pr[φ]− Pr[Φ]) < (p− δ) + δ = p

so Algorithm 2 returns NO correctly in this case.
Thus Algorithm 2 returns the correct answer whenever it halts within the loop.
Case 2: Halting Outside the Loop
In this case, Algorithm 2 halts in step 7.
This means the algorithm completed t iterations of the loop. So by eq. (17) we have

Pr[φ]− Pr[Φ] < t(3/4)s(t) ≤ p/2

by our choice of s(t) in eq. (13).
By eq. (15), we know that Φ is equivalent to

φ ∧

(
t∧

j=1

ℓj

)
.
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Each ℓj was identified as the core of a large sunflower in a formula containing only one
instance of ℓr (as a unit clause) for all r < j. Thus D = {ℓ1, . . . , ℓt} is a disjoint set in the
above formula. Then by Proposition 2.16 we have

Pr[Φ] ≤ Pr[D] ≤ (1/2)t ≤ p/2

by our choice of t > log(2/p).
Combining the previous two inequalities, we get that

Pr[φ] = Pr[Φ] + (Pr[φ]− Pr[Φ]) < p/2 + p/2 = p

so Algorithm 2 returns NO correctly in this case.
So in both case 1 and case 2, Algorithm 2 solves 3SAT-Prob≥p correctly as claimed. ■

Proof of Theorem 3.9. By Lemma 3.14, for any constant p ∈ (0, 1), there exist constant
positive integers s(i) for each i ∈ [⌈log(2/p)⌉] such that Algorithm 2 solves 3SAT-Prob≥p

when given the s(i) as input. So to prove the theorem, it suffices to show that Algorithm 2
runs in linear time when given these input parameters.

Step 1 of Algorithm 2 takes linear time since we just read the input.
There are at most t = ⌈log(2/p)⌉ iterations of the loop in Algorithm 2. Since p is constant,

t is bounded above by a constant. So steps 3 through 6 of the algorithm each occur at most
a constant number of times.

By Proposition 3.11, the call to Sun3 in step 3 of Algorithm 2 takes linear time, since
the s(i) are constants and d = ⌈log8/7(2/p)⌉ is constant because p is constant.

Step 4 of Algorithm 2 takes linear time since we just need to read a disjoint set in Φ.
Step 5 of Algorithm 2 takes at most 2|H||φ| time asymptotically. By Proposition 3.11 the

number of variables in H is bounded above by a constant since d and s(i) are constants, so
this step takes linear time.

Step 6 of Algorithm 2 takes linear time by Proposition 2.20.
Step 7 of Algorithm 2 takes constant time since we just return NO.
So overall Algorithm 2 takes linear time, as claimed. ■

3.3 Threshold kSAT

In this section, we show how to solve kSAT-Prob≥p for fixed integers k ≥ 1 and constant
p ∈ (0, 1) in linear time, thereby proving Theorem 2.15. We do this by generalizing the ideas
from Sections 3.1 and 3.2 to k-CNF for k ≥ 4.

The general strategy of our kSAT-Prob≥p algorithm is the same as that of Algorithm 2. We
keep applying Proposition 3.11 to our formula. If the Sunk subroutine from Proposition 3.11
finds a large disjoint set or lets us compute the satisfaction probability of the formula exactly,
we can solve the problem. Otherwise, Sunk finds a large sunflower in the formula. In
this case, we update the formula by asserting that the core of its large sunflower is true.
Intuitively, as suggested in Idea 4, such an overwhelming amount of the satisfying assignments
to φ set this core to be true that asserting the core is true is a “safe inference” for the purpose
of solving kSAT-Prob≥p. We keep doing this until the above strategy returns an answer, or
we have found “too many” large sunflowers, at which point we can return NO.
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The proof of correctness for our kSAT-Prob≥p algorithm when k ≥ 4 becomes more in-
volved than the arguments in Sections 3.1 and 3.2 for the k ≤ 3 case because the sunflowers
we find can how have cores with more than one literal. This means that quantifying pre-
cisely how “large” each sunflower should be becomes trickier to analyze (in particular, the
dependence between parameter values becomes more difficult to keep track of), and that
arguing that we can return NO if we find many sunflowers becomes harder because the cores
of different sunflowers can overlap.

When we find “many” large sunflowers, we saw in Section 3.2 that when solving 3SAT-
Prob≥p we can just return NO, intuitively because of Idea 5. For this intuition to work we
need to find sunflowers which do not overlap at many literals, so that we can argue the
formula has small satisfaction probability.

To circumvent this issue, we modify the algorithm as follows: any time Sunk finds a large
w-sunflower ψ with core C for some w ≥ 1, we try out each nonempty B ⊂ C and check if
B is the core of a v-sunflower larger than ψ in the formula, where v = |B| < w. If such a
set B exists, then we assert that B is true instead of asserting that C is true.

Why is this change helpful? Well, this check ensures that whenever we assert that the
core of a large sunflower is true, we know that none of its literals belong to cores of large
sunflowers with smaller weight. Intuitively, this means that the literals in the core we asserted
should not be able to overlap too much with the cores of large sunflowers we find later (since
if there were many large overlaps, we should have a sunflower with smaller core in the above
check and asserted that instead).

To perform this check it is not enough to rely on the Sunk routine from Proposition 3.11
as written, since we do not have control over the weight of the sunflower returned in Sunk.
For our kSAT-Prob≥p algorithm here, we will implement the check using an existing param-
eterized algorithm for a certain maximum disjoint set problem.

In the (k, s)-Set Packing problem, we are given a family F of sets, each of size exactly k,
and are tasked with returning a collection of s pairwise-disjoint sets in F , or reporting that
no such collection exists.

The following result is due to [JZC04], and we cite it here without proof:

Proposition 3.15 (Parameterized Set Packing Algorithm). The (k, s)-Set Packing problem
can be solved in linear time for constant positive integers k and s.

Using the algorithm from Proposition 3.15, we can run the check discussed previously.

Corollary 3.16. For each integer k ≥ 1, there is an algorithm MaxSunk which takes as
input a k-CNF Φ, an integer s ≥ 1, and a clause B, and either returns a sunflower ψ of size
greater than s, with core(ψ) = B, in Φ, or reports that no such sunflower exists (i.e., returns
NO). If k and s are constants, the algorithm runs in linear time.

Proof. The MaxSunk algorithm works by reducing to the (k, s)-Set Packing problem. We
will first describe the algorithm, and then explain why it works.

Given Φ, we first construct the subformula

φ = {C | C ∈ Φ, C ⊇ B}
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of all clauses in Φ containing B as a subset. Then we construct the formula

φ′ = {C \B | C ∈ φ}

obtained by removing the literals of C from each clause in φ. We can construct φ′ in linear
time simply by scanning through the clauses of Φ.

We then construct a family F ′ of sets by taking the clauses of φ′, and for each variable x
in φ′ replacing all instances of ¬x with x in the clauses. So F ′ is the set family obtained by
identifying literals corresponding to the same variable as the same elements in the clauses.

Since Φ is a k-CNF, every set in F ′ contains at most k elements.
We construct the family of sets F by taking F ′ and for each set S ∈ F ′ containing fewer

than k elements, adding k− |S| new elements to that set, not included in any other set. We
can construct F in linear time by scanning through the clauses and variables of φ′. Note
that each set in F corresponds uniquely to a clause in φ′, and we record this correspondence
in linear time as well.

By construction, F is a set family where every set has size exactly k.
We now run the algorithm from Proposition 3.15 on F with parameters k and s+1. This

takes linear time since k and s are constants.
If the set packing algorithm says that F does not contain s+1 pairwise disjoint sets, we

report that Φ does not contain a sunflower of size greater than s with core B.
If instead the set packing algorithm returns a collection D of s+ 1 pairwise disjoint sets

in F , we find the set of clauses D in φ′ corresponding to D (using the correspondence we
kept track of) and then return

ψ = {C ∪B | C ∈ D}

as our sunflower with core B, of size greater than s.
The discussion above shows that the proposed algorithm runs in linear time. It remains

to explain why the algorithm is correct.
First, a collection of sets D in F are pairwise disjoint if and only if the corresponding

collection of sets in F ′ (before new elements were added to make all sets have size exactly
k) are pairwise disjoint. This is because the newly added elements in going from F ′ to F
were different for every set, and adding new elements to sets which intersect cannot turn the
sets disjoint. It then follows from the definition of a disjoint set of clauses in Definition 3.2
that a collection of sets D in F are pairwise disjoint if and only if the corresponding set of
clauses D in φ′ is variable disjoint. Moreover, D and D have the same size.

If Φ contains a sunflower ψ with core B, of size greater than s, then petals(ψ) form a
disjoint set of size greater than s in φ′. Similarly, if φ′ contains a disjoint set D of size greater
than s in φ′, we can pull back D to a get a sunflower

ψ = {C ∪B | C ∈ D}

of size greater than s, with core B, in Φ.
The discussions from the previous two paragraphs show that the proposed algorithm has

the desired behavior, which completes the proof. ■

To help argue that we can return NO once our algorithm has found enough large sun-
flowers, we use the following variant of the sunflower lemma from [ER60].
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Proposition 3.17 (Asymmetric Sunflower Lemma). Let w be a positive integer. Then for
any positive integers s0, . . . , sw−1, every w-CNF formula with more than

w! · 2w
w−1∏
v=0

sv

clauses must contain a v-sunflower of size greater than sj for some j ∈ [w − 1].

Proof. We prove the result by induction on w.
For the base case of w = 1, we want to show that a 1-CNF φ with more than 2s0 clauses

contains a disjoint set of size greater than s0. A variable x can appear in φ only as a unit
clause {x} or a unit clause {¬x}. So each variables appears in at most twice in φ. Since
φ has more than 2s0 clauses, it must contain more than 2s0/2 = s0 variables. The clauses
containing these distinct variables form a disjoint set of size greater than s0 as desired.

For the inductive step, fix w ≥ 2, and suppose we know that the proposition statement
holds for (w − 1)-CNFs. We will show that any w-CNF φ with more than

w! · 2w
w−1∏
v=0

sv

clauses contains a v-sunflower of size greater than sv for some v < w.
Let D be a maximum size disjoint set in φ.
If |D| > s0 then the claim holds.
Otherwise, |D| ≤ s0. Let H be the set of variables appearing in D. Since φ is a w-CNF,

we have |H| ≤ ws0. Since D must also be a maximal disjoint set in φ, every clause in φ
use a variable from H. There are 2|H| ≤ 2ws0 literals corresponding to the variables in H.
By averaging, there must be a literal ℓ corresponding to a variable from H which appears in
more than

1

2ws0
· w! · 2w

w−1∏
v=0

sv = (w − 1)! · 2w−1

w−2∏
v=0

sv+1 (18)

clauses of φ. Let Φ be the subformula of φ with all clauses containing ℓ. Let

φ′ = {C \ {ℓ} | C ∈ Φ}

be the (w − 1)-CNF obtained by removing ℓ from each clause of ψ.
Since the number of clauses in φ′ is greater than the right hand side of eq. (18), by the

inductive hypothesis there exists v < w−1 such that φ′ contains a v-sunflower of size greater
than sv+1. Let ψ′ be such a sunflower. Then since no clause in ψ′ contains ℓ, the formula

ψ = {C ∪ {ℓ} | C ∈ ψ′}

is a (v + 1)-sunflower in φ of size greater than sv+1.
Note that v + 1 < w since v < w − 1, so the proposition statement holds for w.
This completes the induction and proves the desired result. ■
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The last concept we introduce before presenting the kSAT-Prob≥p algorithm is that of
a parameter family. A parameter family consists of sequences of t⃗w and s⃗w of parameters
for each w ∈ [k − 2], indexed by tuples i⃗ = ⟨i1, . . . , ik−2⟩. Intuitively, in our algorithm iw
will record the number of large w-sunflowers found so far for each w ∈ [k − 2] Given these
counts, t⃗w (⃗i ) will record the maximum number of additional large w-sunflowers we can find
before our algorithm halts and returns NO, and sw (⃗i ) represents the current threshold for a
w-sunflower to be large.

Definition 3.18 (Parameter Family). Given an integer k ≥ 3 and real p ∈ (0, 1), we define a
(k, p)-parameter family P =

(
t⃗1, s⃗1, . . . , t⃗k−2, s⃗k−2

)
to be a collection of sequences of positive

integers with the following properties:

1. Sequence t⃗1 = ⟨t1(∅)⟩ consists of a single positive integer t1(∅).

2. For each w ≥ 2, t⃗w is a sequence of integers indexed by (w− 1)-tuples ⟨i1, . . . , iw−1⟩ of
integers satisfying 0 ≤ iv < tv(i1, . . . , iv−1) for each v ∈ [w − 1].

3. For each w ∈ [k − 2], s⃗w is a sequence of integers indexed by w-tuples ⟨i1, . . . , iw⟩ of
integers satisfying 0 ≤ iv < tv(i1, . . . , iv−1) for each v ∈ [w].

We say a (k − 2)-tuple i⃗ = ⟨i1, . . . , ik−2⟩ which satisfies

0 ≤ iw < tw(i1, . . . , iw−1) (19)

for all w ∈ [k − 2] is a valid index for the parameter family P. We let I(P) denote the set
of valid indices for P.

For each w ∈ [k − 2] and valid index i⃗ = ⟨i1, . . . , ik−2⟩ for P, we define

tw (⃗i ) = tw(i1, . . . , iw−1) and sw (⃗i ) = sw(i1, . . . , iw).

If i⃗ = ⟨i1, . . . , iw−1⟩ is outside the index set for t⃗w, we set t⃗w (⃗i ) = 0 by convention.

To argue our algorithm runs in linear time, we will need to be able to bound the number
of valid indexes for a given (k, p)-parameter family. To do this, it is helpful to upper bound
the number of possible prefixes of a valid indices.

Definition 3.19 (Valid Index Prefixes). Let P =
(
t⃗1, s⃗1, . . . , t⃗k−2, s⃗k−2

)
be a (k, p)-parameter

family for some positive integer k ≥ 3 and p ∈ (0, 1). Then for any w ∈ [k − 2], we say a
tuple of integers j⃗ = ⟨j1, . . . , jw⟩ is a valid w-prefix for P if

0 ≤ jv < tv(j1, . . . , jv−1) (20)

for all v ∈ [w]. In particular, j⃗ is a valid (k − 2)-prefix precisely if it is a valid index of P.
We let Iw(P) denote the set of valid w-prefixes of P.

Lemma 3.20 (Bounding Valid Prefix Count). Let P =
(
t⃗1, s⃗1, . . . , t⃗k−2, s⃗k−2

)
be a (k, p)-

parameter family for some positive integer k ≥ 3 and p ∈ (0, 1). Then for any w ∈ [k − 2],
the number of valid w-prefixes of P is at most

Tw =
w∏

v=1

(
max

l⃗∈Iv−1(P)
tv (⃗l )

)
.
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Proof. We prove the result by induction on w.
For the base case of w = 1, a valid w-prefix j⃗ = ⟨j1⟩ consists of a single nonnegative

integer with j1 < t1(∅). So there are at most t1(∅) valid 1-prefixes. Since I0(P) = {∅},
this proves the claim for w = 1.

For the inductive step, fix w ∈ [k − 2] with w ≥ 2, and suppose the claim holds for the
case of (w − 1). We will show that the claim holds in the case of w as well.

Let j⃗ = ⟨j1, . . . , jw⟩ be a valid w-prefix. Then j⃗ satisfies the inequalities from eq. (20) for
each v ∈ [w]. This implies that l⃗ = ⟨j1, . . . , jw−1⟩ is a valid (w − 1)-prefix. By the inductive
hypothesis, there are at most Tw−1 such l⃗. For each choice of l⃗, we must have

0 ≤ jw < tw (⃗l ).

Since j⃗ is the concatenation of l⃗ and jw. So for a fixed value of l⃗, the number of possible j⃗
is tw (⃗l ). Thus, the total number of valid w-prefixes is bounded above by

∑
l⃗∈Iw−1(P)

tw (⃗l ) ≤ |Iw−1(P)| ·

(
max

l⃗∈Iw−1(P)
tw (⃗l )

)
≤ Tw−1 ·

(
max

l⃗∈Iw−1(P)
tw (⃗l )

)
= Tw

as claimed. This completes the induction, and proves the lemma. ■

To manage tuples of indices i⃗, it will be helpful to introduce some orders on these tuples.
Let a⃗ and b⃗ be tuples of integers, indexed by the same set I. Then a⃗ < b⃗ if a(i) < b(i)

for all i ∈ I. In this case, we say a⃗ is less than b⃗ componentwise.
If a⃗ and b⃗ are both indexed by [l] for some positive integer l, we write a⃗ ≺ b⃗ if there exists

an index i ∈ [l] such that ai < bi, and aj = bj for all j < i. In this case we say that a⃗ is
lexicographically smaller than b⃗.

Lemma 3.21. For any fixed integer k ≥ 1 and constant p ∈ (0, 1), there is a (k, p)-parameter
family P consisting of sequences of constant positive integers, such that Algorithm 3 solves
the kSAT-Prob≥p problem when given P as input.

Proof. We first describe the values of the parameters in P, and then prove that this choice
of parameters enables Algorithm 3 to correctly solve kSAT-Prob≥p.

We start by setting
t1(∅) = ⌈log(2/p)⌉. (21)

The remaining parameters will be defined recursively.
For each valid index i⃗ of P, we will define tw (⃗i ) for 2 ≤ w ≤ k− 2 in terms of the values

of sv (⃗i ) for all v < w. For each valid index j⃗ of P and w ∈ [k − 2], we will define sw (⃗j )
in terms of tw (⃗j ), the values of tu(⃗l ) for all u < w and valid indices l⃗, and the values of
sv (⃗j ) for all v ∈ [k − 2] and valid indices i⃗ ≻ j⃗. These dependencies will ensure that the
parameters of P are well-defined. All these parameters will also depend on k and p, but by
assumption these are constants.

For w ≥ 2 and valid index i⃗, we set

tw (⃗i ) = ⌈log2w/(2w−1)(2/p)⌉ ·

(
w! · 2w

w−1∏
v=0

sv (⃗i )

)
. (22)
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Algorithm 3. Threshold Satisfaction Algorithm for k-CNFs

Inputs: A k-CNF φ, real p ∈ (0, 1), and (k, p)-parameter family P =
(
t⃗w, s⃗w

)
w∈[k−2]

Returns: YES if Pr[φ] ≥ p, NO if Pr[φ] < p

1. Initialize Φ φ, and d ⌈log2k/(2k−1)(2/p)⌉.
Initialize iw  0 for each w ∈ [k − 2].

Throughout the algorithm, we write i⃗ = ⟨i1, . . . , ik−2⟩ for convenience.

2. While i⃗ < ⟨t1(⃗i ), t2(⃗i ), . . . , tk−2(⃗i )⟩:

3. Compute S  Sunk

(
Φ, d, s1(⃗i ), . . . , sk−2(⃗i )

)
.

4. If D  S is a disjoint set of size greater than d, return NO.

5. If instead H  S is a set of variables, compute

Pr[Φ] =
∑

α : H!{0,1}

Pr[Φα]

and return YES if this sum is at least p, NO if this sum is less than p.

6. Otherwise, ψ  S is a w-sunflower of size at least sw (⃗i ) for some w ∈ [k−2].
Set C  core(ψ). In this case:

7. If w ≥ 2, then for each nonempty B ⊂ C:

8. Compute ψB  MaxSunk(Φ, s|B|(⃗i ), B).

9. If for some B ⊂ C, the call to MaxSunk in step 8 returned a
sunflower, let B⋆ be the smallest such set, and run step 10:

10. Update ψ  ψB⋆ .
Update C  B⋆.
Update w  |B⋆|.

11. Update Φ Assert(Φ, C).
Update iw  (iw + 1).
Reset iy  0 for all w < y ≤ k − 2.

12. Return NO.

From this equation, tw (⃗i ) depends only on p, w, and sv (⃗i ) for v < w.
For each valid index j⃗ we also define the positive integer

m(⃗j ) = 2fk(d,s1 (⃗j ),...,sk−2 (⃗j )) (23)
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in terms of sw (⃗j ) for w ∈ [k − 2], where fk is the function from the statement of Proposi-
tion 3.11. Finally, we also set

δ(⃗j ) = min
i⃗≻j⃗

δm(⃗i )(p) (24)

where δm(p), for any integer m, is the constant from the statement of Lemma 3.13, and the
minimum is taken over all valid indices i⃗ which occur lexicographically after j⃗. From this
equation, each δ(⃗j ) depends only on p and the values of s⃗w (⃗i ) over all w ∈ [k− 2] and valid
indices i⃗ ≻ j⃗.

For each w ∈ [k − 2] and valid index j⃗ of P, we define sw (⃗j ) to be the smallest positive
integer satisfying

sw (⃗j ) ≥ 2w ·
(

max
v∈[w−1]

sv (⃗j )

)
(25)

and (
1− 1

2k−w

)sw (⃗j )

≤ min(p/2, δ(⃗j ))

(k − 2)Tw−1tw (⃗j )
(26)

where Tw is the parameter from Lemma 3.20. Note that Tw−1 depends only on the values
of tu(⃗l ) for u < w and valid indices l⃗. thus, the above two equations define sw (⃗j ) in terms
only of k, p, tw (⃗j ), the values of tu(⃗l ) for u < w and valid indices l⃗, and the values of sv (⃗i )
for v ∈ [k − 2] valid indices i⃗ ≻ j⃗.

Having defined the parameters of P, we now proceed with analyzing the algorithm.
When we first enter the loop of Algorithm 3, i⃗ = 0⃗ is the tuple consisting entirely of

zeros, and Φ = φ is the input formula.
The only way Algorithm 3 can execute an iteration of the loop without halting is if the

call to Sunk in step 3 of the algorithm returns a large sunflower. In this case, we run steps 6
through 11 of Algorithm 3. In step 11, we take the w-sunflower ψ of size greater than sw (⃗i )
we found in Φ and update

• Φ by replacing it with a formula equivalent to Φ ∧ C for C = core(ψ), and

• i⃗ by incrementing iw by 1, and setting iy = 0 for all y > w.

Since step 11 of Algorithm 3 is the only time in the algorithm the value of i⃗ changes, an
easy induction argument with the second update rule above implies that each time i⃗ changes
value in Algorithm 3, it strictly increases with respect to the lexicographic order.

▷ Claim 3.22 (Monoinvariant). The value of i⃗ is strictly increasing in the lexicographic order
over the iterations of the loop from Algorithm 3.

Similarly, an easy induction argument using both the previously stated update rules
proves the following claim about the behavior of Algorithm 3.

▷ Claim 3.23 (Loop Invariant). Whenever Algorithm 3 completes an iteration of its loop,

1. the formula Φ is equivalent to

φ ∧

(
r∧

l=1

Cl

)
where C1, . . . , Cr are the cores of the sunflowers asserted in step 11 from previous
iterations of the loop, and
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2. for each w ∈ [k − 2], iw is equal to the number of w-sunflowers found in previous
iterations of the loop since the last time we found a v-sunflower for some v < w.

We can use these invariants to prove a more precise version of Claim 3.22, which will
help us show that cores of sunflowers asserted in different iterations have size bounds which
come from different parameters.

In what follows, if an execution of the loop in Algorithm 3 starts value with i⃗ = j⃗, we
refer to that iteration of the loop as iteration j⃗. Note that by the loop condition from step
2 of Algorithm 3, any such j⃗ must be a valid index.

▷ Claim 3.24 (Increasing Prefixes). Let w ∈ [k − 2]. Let C1 and C2 be cores of sunflowers
asserted in iterations j⃗1 and j⃗2 of the loop of Algorithm 3, for some j⃗1 ≺ j⃗2. If C1 was
asserted as the core of a w-sunflower, then

⟨(j1)1 , . . . , (j1)w⟩ ≺ ⟨(j2)1 , . . . , (j2)w⟩ .

Proof. Consider iteration j⃗1 of the loop. Let l⃗ denote the value of i⃗ at the time this iteration
ends. Since clause C1 is asserted in this iteration, we run step 11 of Algorithm 3 in this
iteration. Since C1 is a w-sunflower, this means that l⃗ satisfies

lv =


(j1)v if v < w

(j1)w + 1 if v = w

0 if v > w.

(27)

By Claim 3.22, the value of i⃗ in all iterations after iteration j⃗1 will be greater than or equal
to l⃗ in lexicographic order.

Take any iteration i⃗ occurring after iteration j⃗1. By assumption, l⃗ ⪯ i⃗.
If l⃗ = i⃗, then by eq. (27) we have

⟨(j1)1 , . . . , (j1)w⟩ ≺ ⟨i1, . . . , iw⟩ . (28)

If instead l⃗ ≺ i⃗, there exist a smallest positive integer r with lr < ir. By eq. (27), we
know that lv = 0 for all v > w, so we must have r ≤ w. Then by eq. (27), we deduce taht
Equation (28) holds in this case too.

So for any iteration i⃗ occurring after iteration j⃗, eq. (28) holds. Specializing eq. (28) to
the case of i⃗ = j⃗2 implies the desired result. ■

Suppose we just completed an iteration of the loop in Algorithm 2. Let C1, . . . , Cr be all
the cores of sunflowers we found and asserted in previous iterations of the loop, in the order
they were found. Then by item 1 of Claim 3.23, Φ is currently equivalent to

φ ∧

(
r∧

l=1

Cr

)
. (29)

For each l ∈ [r], let define the function

Ψl = φ ∧

(
l−1∧
a=1

Ca

)
∧ ¬Cl.
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By definition, an assignment x⃗ satisfies Ψl precisely when x⃗ is a satisfying assignment of
φ with the property that l is the smallest positive integer such that Cl is not satisfied. In
comparison, since Φ is equivalent to the formula from eq. (29), the solutions to Φ are precisely
the satisfying assignments of φ which also satisfy Cl for all l ∈ [r]. Since any assignment
which does not satisfy all the Cl must have a unique earliest clause which is not satisfied,
we deduce that

Pr[φ]− Pr[Φ] =
r∑

l=1

Pr[Ψl]. (30)

For each l ∈ [r], let j⃗l be the valid index such that Cl was asserted in iteration j⃗l of the loop.
Let w(l) = |Cl|. Then Cl was the core of a w(l)-sunflower of size greater than sw (⃗jl) in a
formula equivalent to

φ ∧

(
l−1∧
a=1

Ca

)
by item 1 of Claim 3.23. So by Proposition 3.12 we have

Pr[Ψl] <

(
1− 1

2k−w(l)

)sw(l) (⃗jl)

for each l ∈ [r].
Substituting the above inequality into eq. (30) yields

Pr[φ]− Pr[Φ] ≤
r∑

l=1

(
1− 1

2k−w(l)

)sw(l) (⃗jl)

. (31)

Our goal is to upper bound the sum from the right hand side of the inequality above. To
do this, we define various collections of indices, to help group terms in this sum.

For each w ∈ [k − 2], let
Lw = {l ∈ [r] | w(l) = w}

be the set of indices l for which Cl is the core of a w-sunflower.
For each valid (w − 1)-prefix h⃗, let Lw (⃗h ) ⊆ Lw be the set of indices l in Lw with

⟨(jl)1, . . . , (jl)w−1⟩ = h⃗.

By construction, the Lw (⃗h) partition [r] as w ranges over [k−2] and h⃗ ranges over Iw−1(P).
By splitting the sum in the right hand side of eq. (31) according to these parts, we have

Pr[φ]− Pr[Φ] ≤
k−2∑
w=1

∑
h⃗∈Iw−1(P)

∑
l∈Lw (⃗h )

(
1− 1

2k−w(l)

)sw(l) (⃗jl)

.

By eq. (26) and the above inequality, we get that

Pr[φ]− Pr[Φ] ≤
k−2∑
w=1

∑
h⃗∈Iw−1(P)

∑
l∈Lw (⃗h )

min(p/2, δ(⃗jl))

(k − 2)Tw−1tw (⃗jl)
(32)
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By the definition of a parameter family in Definition 3.18, each integer tw (⃗j) depends only
on the first w − 1 entries of j⃗. For l ∈ Lw (⃗h ) we have

⟨(jl)1, . . . , (jl)w−1⟩ = h⃗ (33)

so we have tw (⃗jl) = tw (⃗h) in this case. Making this substitution in eq. (32) gives

Pr[φ]− Pr[Φ] ≤
k−2∑
w=1

∑
h⃗∈Iw−1(P)

∑
l∈Lw (⃗h )

min(p/2, δ(⃗jl))

(k − 2)Tw−1tw (⃗h )
(34)

By Claim 3.24, we know that the w-tuples

⟨(jl)1, . . . , (jl)w⟩

are different for each l ∈ Lw. Then by eq. (33), the values of the (jl)w are pairwise distinct
for the different choices of l ∈ Lw (⃗h ). Thus eq. (19) implies that for any h⃗ there are at most

|Lw (⃗h )| ≤ tw (⃗h )

choices for valid w-prefixes j⃗ which agree with h⃗ in the first w−1 coordinates. This discussion
implies that for any fixed choice of w ∈ [k − 1] and h⃗ ∈ Iw−1(P), we can bound

∑
l∈Lw (⃗h )

min(p/2, δ(⃗jl))

(k − 2)Tw−1tw (⃗h )
≤ max

l∈Lw (⃗h )

[
min(p/2, δ(⃗jl))

(k − 2)Tw−1

]

because there are at most t⃗w (⃗h ) terms in the sum.
Since iteration j⃗l occurs before iteration i⃗ for every l ∈ [r], we have i⃗ ≻ j⃗l for all l ∈ [r] by

Claim 3.22. From eq. (24), we therefore have δ(⃗jl) ≤ δm(⃗i )(p) for every l ∈ [r]. Substituting
this bound into the above inequality implies that

∑
l∈Lw (⃗h )

min(p/2, δ(⃗jl))

(k − 2)Tw−1tw (⃗h )
≤

min
(
p/2, δm(⃗i )(p)

)
(k − 2)Tw−1

.

By summing over all choices of w and h⃗ in the above inequality and combining with eq. (34),
we get that

Pr[φ]− Pr[Φ] ≤
k−2∑
w=1

∑
h⃗∈Iw−1(P)

(
1

(k − 2)Tw−1

·min
(
p/2, δm(⃗i )(p)

))
.

By Lemma 3.20, the set Iw−1(P) contains at most Tw−1 elements. So for each w ∈ [k−2],
the inner summation on the right hand side of the above inequality involves at most Tw−1

summands. Thus we have

Pr[φ]− Pr[Φ] ≤
k−2∑
w=1

(
1

k − 2
·min

(
p/2, δm(⃗i )(p)

))
≤ min

(
p/2, δm(⃗i )(p)

)
. (35)
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Having upper bounded the difference between the satisfaction probability of Φ and the
input formula, we can now show correctness of Algorithm 3. We consider cases based off
whether Algorithm 3 halts within its loop (at steps 4 or 5) or outside of its loop (at step 12).

Case 1: Halting Within the Loop
Suppose Algorithm 3 halts on iteration i⃗ of the loop.
If we halt in step 4 of Algorithm 3, Φ has a disjoint set of size greater than d. Then by

Proposition 3.3 we have

Pr[Φ] <

(
1− 1

2k

)d

≤ p/2

since d > log2k/(2k−1)(2/p).
By eq. (35) we have

Pr[φ]− Pr[Φ] ≤ p/2.

Adding these two inequalities together, we get that

Pr[φ] = Pr[Φ] + (Pr[φ]− Pr[Φ]) < p/2 + p/2 = p

so Algorithm 3 correctly returns NO in this case.
The other possibility is that we halt in step 5 of Algorithm 3. In this case, by Proposi-

tion 3.11, we find a set H of at most fk(d, s1(⃗i ), . . . , sk−2(⃗i )) variables in Φ with the property
that for every assignment α : H ! {0, 1}, the induced formula Φα is a 1-CNF.

By Proposition 2.19 we have

Pr[Φ] =
∑

α : H!{0,1}

Pr[Φα].

By Proposition 2.11, each summand in the right hand side above is zero or a power of two.
So the above equation shows that Pr[Φ] is a sum of at most

2|H| ≤ 2fk(d,s1 (⃗i ),...,sk−2 (⃗i )) = m(⃗i )

powers of two by eq. (23).
If Pr[Φ] ≥ p, then since Φ is equivalent to the formula from eq. (29), we have

Pr[φ] ≥ Pr[Φ] ≥ p

so Algorithm 2 returns YES correctly in this case.
If Pr[Φ] < p, by Lemma 3.13 we have

Pr[Φ] ≤ p− δ

for δ = δm(⃗i )(p).
By eq. (35) we have

Pr[φ]− Pr[Φ] < δ.

Adding the previous two inequalities together yields

Pr[φ] = Pr[Φ] + (Pr[φ]− Pr[Φ]) < (p− δ) + δ = p
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so Algorithm 3 returns NO correctly in this case.
Thus Algorithm 3 returns the correct answer whenever it halts within the loop.
Case 2: Halting Outside the Loop
In this case, Algorithm 3 reaches step 12. By the loop condition in step 2 of Algorithm 3,

this is only possible if there exists an index w ∈ [k − 2] such that

iw > tw(i1, . . . , iw−1) (36)

when the algorithm halts.
By item 2 of Claim 3.23, iw is equal to the number of w-clauses which have been asserted

in Φ since the last time a clause of width less than v has been asserted in Φ. So there exists
a collection B of iw cores of w-sunflowers which were asserted in Φ, with the property that
for all v < w, any core of a v-clause asserted in Φ must have been asserted in the iterations
before any core in B was asserted. Let

Ψ =
∧
C∈B

C

be the conjunction of all clauses in B. The following claim about Ψ will help us reason about
the satisfaction probability of Φ at the time the algorithm halts.

▷ Claim 3.25 (Avoiding Large Sunflowers). The formula Ψ does not contain a v-sunflower of
size greater than sv (⃗i ) for any v ∈ [w − 1].

Proof. The result vacuously holds for w = 1, so we may assume that w ≥ 2.
Suppose to the contrary there exists v ∈ [w − 1] so that Ψ contains a v-sunflower ψ of

size sv (⃗i ) + 1. Among all clauses in ψ, let B be the last one which was asserted in Φ. Let j⃗
be the iteration of the algorithm where B was asserted. At the beginning of iteration j⃗, Φ
must have contained a w-sunflower ψ(B) of size greater than sw (⃗j ).

We claim that at the beginning of iteration j⃗, Φ must have contained ψ \ {B} as a
subformula. Indeed, by the definition of B, every clause in ψ \ {B} was asserted in Φ before
iteration j⃗. When a clause C is asserted in Φ, it is added as a clause. Moreover, by the
property of B, no clauses of width less than w can have been asserted in Φ after the clauses
of ψ \ {B} were asserted. This means that none of the clauses in ψ \ {B} could have been
removed from Φ by other assertions (since when a clause C of width at least w is asserted,
it only removes clauses containing C as a proper subset because w ≥ 2, and in particular
cannot remove any w-clauses).

Now, since B ∈ B, we know that no clause of width less than w can have been asserted
in Φ after iteration j⃗, so by Claim 3.23 it must be the case that

⟨i1, . . . , iw−1⟩ = ⟨j1, . . . , jw−1⟩ . (37)

Since ψ consists of w-clauses, the clauses of ψ\B contain at most wsv (⃗i ) distinct variables.
By eq. (25) and eq. (37), we also know that petals(ψ(B)) has greater than

sw (⃗j ) > 2w · sv (⃗j ) = 2w · sv (⃗i )
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clauses. Since petals(ψ(B)) is a disjoint set, and every literal corresponds to at most two
variables, we deduce that petals(ψ(B)) must contain some clause C which shares no variables
in common with any clause of ψ \ {B}.

Then B ∪ C is a clause of ψ(B). The discussion in the previous paragraph implies that

ψ′ = (ψ ∪ {C ∪B}) \ {B}

is a v-sunflower of size |ψ| = sv (⃗i ) + 1 with the same core as ψ. We already showed that
every clause in ψ except B belong to Φ at the beginning of iteration j⃗. Since Φ contains
ψ(B) at the beginning of this iteration, it also has B ∪C as a clause. So ψ′ is a v-sunflower
of size greater than sv (⃗i ) in Φ at the beginning of iteration j. By eq. (33) and the fact that
sv (⃗i ) = sv(⟨i1, . . . , iv⟩), we have sv (⃗i ) = sv (⃗j ), so that Φ in fact contains a v-sunflower ψ′ of
size greater than sv (⃗j ) at the beginning of iteration j⃗.

Moreover, core(ψ′) = core(ψ) ⊆ B since B is a clause of ψ.
We are ready to establish our contradiction. By definition of j⃗, in iteration j⃗ of the loop,

we must set assert B in Φ. Either this happens because we find B as the core of a sunflower
in step 6, or because we find B as the core of a sunflower in steps 7 and 8 of Algorithm 3.

If we find B as the core of a sunflower in step 6, then because |B| = w ≥ 2, we will run
steps 7 and 8 and, by the previous discussion, find, for some v < w, a v-sunflower of size
greater than sv (⃗j ) in Φ whose core is a subset of B. Then in steps 9 through 11 we will
assert the core of this v-sunflower instead of B, which contradicts our choice of j⃗.

If instead we find B as the core of a sunflower in steps 7 and 8, in these same steps the
algorithm will also looked for v-sunflowers of size greater than sv (⃗j ) for each subset of B
of size v, for all v < w. By the previous discussion, such a v-sunflower exists in Φ in this
iteration, and will be found. The condition in step 9 ensures we assert the core of a sunflower
of minimum weight among all those we found in steps 7 and 8, so in this case too B would
not be asserted, which again yields a contradiction.

In each case we get a contradiction, so our initial assumption was false, and Ψ does not
contain a v-sunflower of size greater than sv (⃗i ) for any v ∈ [w − 1].

Using Claim 3.25, we deduce the following.

▷ Claim 3.26. We have Pr[Ψ] < p/2.

Proof. From eqs. (22) and (36) we know that Ψ is a w-CNF with more than

⌈log2w/(2w−1)(2/p)⌉ ·

(
w! · 2w

w−1∏
v=0

sv (⃗i )

)
clauses.

Then by Proposition 3.17, Ψ either contains a disjoint set of size greater than

⌈log2w/(2w−1)(2/p)⌉

or contains a v-sunflower of size greater than sv (⃗i ) for some v ∈ [w− 1]. By Claim 3.25 this
latter case cannot occur, so Ψ has a disjoint set of size more than

d = ⌈log2w/(2w−1)(2/p)⌉.
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Consequently, Proposition 3.3 implies that

Pr[Ψ] <

(
1− 1

2w

)d

≤ p/2

as claimed.

At the time Algorithm 3 halts, we have Ψ ⊆ Φ, so by Claim 3.26 we have

Pr[Φ] ≤ Pr[Ψ] < p/2.

By Equation (35) we have
Pr[φ]− Pr[Φ] < p/2.

Adding these two inequalities together yields

Pr[φ] = Pr[Φ] + (Pr[φ]− Pr[Φ]) < p

so Algorithm 3 correctly returns NO in this case.
So in both case 1 and case 2, Algorithm 3 solves kSAT-Prob≥p correctly as claimed. ■

Proof of Theorem 2.15. By Lemma 3.21, for any fixed integer k ≥ 1 and choice of constant
p ∈ (0, 1), there exists a (k, p)-parameter family P = (⃗ti, s⃗i)i∈[k−2] consisting of constant
positive integers such that Algorithm 3 correctly solves kSAT-Prob≥p when given the param-
eters in P as input. So to prove the theorem, it suffices to show that Algorithm 3 runs in
linear time when given these constant parameters.

Step 1 of Algorithm 3 runs in linear time since we just read the input.
The condition in the while loop of Algorithm 3 ensures that the algorithm only executes

the loop when i⃗ is a valid index for P. Moreover, by Claim 3.22 every iteration of the loop
in Algorithm 3 begins with a different value of i⃗. Any valid index is a valid (k − 2)-prefix,
so by Lemma 3.20 the number of valid indices for P (and thus the number of iterations
of the loop in Algorithm 3) is at most Tk−2, which is constant since the parameters in P
are constants. So steps 3 through 11 of Algorithm 3 are each executed at most a constant
number of times.

Step 3 of Algorithm 3 takes linear time by Proposition 3.11 because the sw (⃗i ) are con-
stants and d = ⌈log2k/(2k−1)(2/p)⌉ is also a constant for constant k and p.

Step 4 of Algorithm 3 takes linear time since we just need to read a disjoint set for Φ.
Step 5 of Algorithm 3 takes at most 2|H |φ| time asymptotically. By Proposition 3.11

the number of variables in H is bounded above by a constant since k, d, and the sw (⃗i ) are
constants for all w ∈ [k − 2], so this step takes linear time.

Step 6 of Algorithm 3 takes linear time since we just need to read a sunflower for Φ.
Steps 7 and 8 of Algorithm 3 involve making at most 2k calls to MaxSunk with size

parameters of the form sw (⃗i ). Since the sw (⃗i ) are constants, by Corollary 3.16 each call to
MaxSunk runs in linear time. Since k is a constant, these steps overall run in linear time.

Steps 9 and 10 of Algorithm 3 involve reading the at most 2k sunflowers returned in steps
8 and 10, which takes linear time since k is constant.

Step 11 of Algorithm 3 takes linear time by Proposition 2.20.
Step 12 of Algorithm 3 takes constant time since we just return NO.
So overall Algorithm 3 takes linear time, as claimed. ■
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3.4 Commentary on Algorithms

Exact Parameterized Complexity

How does the runtime of our kSAT-Prob≥p algorithm depend on the parameters k and p?
Investigating the exact time complexity of algorithms for this problem is important if we
care about solving kSAT-Prob≥p in practice.

For k = 2, the proof of Theorem 3.1 shows that given a 2-CNF φ and real p ∈ (0, 1), we
can determine if Pr[φ] ≥ p in

22⌊log4/3(1/p)⌋|φ| = poly(1/p)|φ|

time asymptotically. This poly(1/p) dependence in the runtime seems reasonable, since we
can solve #2SAT by by solving 2SAT-Prob≥p for n+1 different values of p in a binary search
argument (as sketched in the discussion after the proof of Corollary 2.10). since #2SAT
is #P-hard, we do not expect this problem to be solvable in polynomial time, so it makes
sense that 2SAT-Prob≥p should also not be polynomial-time solvable in the regime where
(1/p) ≥ 2Ω(n) for example.

For k ≥ 3, the runtime dependence on p in our algorithm for kSAT-Prob≥p is much more
chaotic. Because our algorithms in this case involve parameters based off the binary gap
value δm(p) from Lemma 3.13, their runtime is based not just on the magnitude of p, but in
general depend on the binary representation of p.

Nonetheless, to get some sense of the parameterized complexity of our algorithms in this
regime, we analyze the time complexity of our kSAT-Prob≥p algorithm for the special case
where k = 3 and p = (1/2)a for some positive integer a.

Corollary 3.27. Let m be a positive integer. If p = (1/2)a for some positive integer a, then
we can take δm(p) = (1/2)a+m in Lemma 3.13.

Proof. By the formula for an infinite geometric series, we can write

p =
1

2a
=

∞∑
i=1

1

2a+i
.

By eq. (11) from the proof of Lemma 3.13, we can take

δm(p) =
∞∑

i=m+1

1

2a+i
=

1

2a+m

using the formula for an infinite geometric series again, as claimed. ■

To solve 3SAT-Prob≥p in linear time for constant p, we set the input parameters s(i) in
Algorithm 2 according to eqs. (13) and (14) from the proof of Lemma 3.14 via

s(t) = ⌈log4/3(2t/p)⌉ (38)

and recursively setting

s(i) =

⌈
log4/3

(
i

δmi+1(p)

)⌉
(39)
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for each i ∈ [t− 1], where mi+1(p) is defined in eq. (12) as

mi+1 = 2f3(d,s(i+1)). (40)

We now derive concrete bounds for these parameters in the special case of p = (1/2)a,
to get a sense of how quickly (or perhaps more accurately, how slowly) Algorithm 2 runs in
terms of p.

In our special case of p = (1/2)a, by Corollary 3.27 and eq. (39) we can write

s(i) =

⌈
log4/3

(
i

δmi+1(p)

)⌉
=
⌈
log4/3

(
2mi+1+p · i

)⌉
= Θ(mi+1 + p+ log i) . (41)

From eqs. (5) and (6) in the proof of Proposition 3.11, we have

f3(d, s(i+ 1)) ≤ 23d · f2((1 + 3d) · s(i+ 1)) = 23d+2(1+3d)·s(i+1) = 2Θ(d·s(i+1)).

Combining the above inequality with eq. (40) yields

mi+1 = 22
Θ(d·s(i+1))

.

Substituting the above bound into eq. (41) yields

s(i) = 22
Θ(d·s(i+1))

+Θ(p+ log i) = 2(2/p)
Θ(s(i+1)

+Θ(p+ log i).

where we used the fact that d = ⌈log8/7(2/p)⌉ in Algorithm 2.
Starting with the value of s(t) from eq. (38) and applying the recurrence from the above

bound repeatedly, we deduce we can bound s(1) above by an exponential tower of height
O(t), where each term in tower is at most O(1/p). The asymptotic runtime of Algorithm 2
is bounded above by the call to Sun3 in step 3 of the algorithm, with parameters d and s(1),
which runs in time exponential in s(1). So overall, the asymptotic runtime of 3SAT-Prob≥p

grows like an exponential tower of O(1/p) terms, of height O(log(1/p)).

Regularity

As explored in the Exact Parameterized Complexity subsection of Section 3.4, the runtime
of our kSAT-Prob≥p algorithms can increase at a dramatic pace as p gets smaller, even in
the special case where k = 3 and p is constrained to be a power of two, In particular, the
runtime can have a tower-of-exponents dependence on 1/p.

In retrospect however, this atrocious runtime dependence on p is perhaps not too sur-
prising, given the similarities between our approach to solving kSAT-Prob≥p and various
regularity lemma arguments in the mathematics and computer science literature.

At a high level, given a class C of combinatorial objects, a regularity lemma for that
class is a structural theorem which states that, given any object A ∈ C and constant p > 0
(think of p as as some sort of robustness or error parameter), after a small number of edits,
A admits some sort of structured representation of “small size.” What makes a regularity
lemma interesting is that the “small number” of edits and “small size” bound on the structured
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representation both depend only on p. In particular, the size bounds in a regularity lemma
do not depend on the size of C.

The most famous example of this phenomenon is Szemerédi’s classic graph regularity
lemma [Sze75], which takes C to be the class of undirected graphs. In standard proofs of
Szemerédi’s regularity lemma, the size of the structured representation obtained for a graph
grows like an exponential tower of twos whose height is polynomial in 1/p, where p > 0 is
an error parameter. Moreover, there are lower bounds showing that this exponential tower
dependence is necessary in the graph regularity lemma [Gow97, MS14].

Our results for kSAT-Prob≥p can also be viewed as proving a regularity lemma, for the
class C of all k-CNF formulas for some fixed integer k. In particular, the proof of Lemma 3.21
shows that for any p ∈ (0, 1), there exists a family of constant parameters P depending only
on p such that Algorithm 3 solves kSAT-Prob≥p when given P as input, and the proof of
Theorem 2.15 shows that in this case, the loop of Algorithm 3 executes at most a constant
depending on p number of times before halting. Following the steps of Algorithm 3, this
implies that, given a fixed integer k ≥ 1, for any k-CNF formula φ and p ∈ (0, 1), either

• we have Pr[φ] < p (intuitively, the formula φ is random-like),

• or instead Pr[φ] ≥ p (intuitively, the formula φ is highly-structured), and we can
repeatedly assert cores of sunflowers in φ to produce a new formula Φ which also
has Pr[Φ] ≥ p, and whose solution space can be written as the disjoint union of the
satisfying assignments for some induced 1-CNF formulas Φα. The number of cores we
assert (the “small number of edits”) and the number of induced 1-CNFs in the final
decomposition (the “small-sized” structured representation) both depend only on p.

We formally record this regularity lemma below. To help state this result, we say that a
formula Φ is obtained by asserting t clauses in a CNF formula φ, if there exists a sequence
of formulas φ0, . . . , φt and clauses C1, . . . , Ct such that φ = φ0, we have

φi = Assert(φi−1, Ci)

for each i ∈ [t], and Φ = φt.

Theorem 3.28: Threshold Satisfaction Regularity for k-CNFs

For every integer k ≥ 1 and real p ∈ (0, 1), there are integers h, t ≥ 1 such that for all
k-CNF formulas φ with Pr[φ] ≥ p, there exists a k-CNF formula Φ and subset H of at
most h variables of Φ, such that

1. we have Pr[Φ] ≥ p,

2. the formula Φ is obtained by taking φ and asserting at most t clauses, and

3. for all assignments α : H ! {0, 1}, the induced formula Φα is a 1-CNF.

Proof. Take an arbitrary k-CNF formula φ satisfying Pr[φ] ≥ p. By the proof of Lemma 3.21,
there is a (k, p)-parameter family P =

(
t⃗1, s⃗1, . . . , t⃗k−2, s⃗k−2

)
whose parameters depend only

on k and p, such that Algorithm 3 solves kSAT-Prob≥p when given P as input.
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Run Algorithm 3 on φ with the parameters in P. Since Pr[φ] ≥ p, this call to Algorithm 3
returns YES. The only place that Algorithm 3 can return YES in is step 5. Let i⃗ denote
the value of ⟨i1, . . . , ik−2⟩ at the time Algorithm 3 halts. Let Φ denote the formula from
Algorithm 3 at the time the algorithm halts. Since the algorithm returns YES, we must
have Pr[Φ] ≥ p, so condition 1 from the theorem holds.

Step 5 of Algorithm 3 can only be reached if the identified a set of variables H in Φ in
the call to Sunk in step 3 of Algorithm 3. By definition, H is the output of

Sunk

(
Φ, d, s1(⃗i ), . . . , sk−2(⃗i )

)
in step 3 of Algorithm 3, where d = ⌈log2k/(2k−1)(2/p)⌉. Then by condition 2 of Proposi-
tion 3.11 we know that for every α : H ! {0, 1}, the induced formula Φα is a 1-CNF, so
condition 3 from the theorem holds.

By assumption, the parameters sw (⃗i ) for w ∈ [k − 2] from P are bounded above by a
function of p and k. By condition 2 of Proposition 3.11 again, we know that

|H| ≤ fk(d, s1(⃗i ), . . . , sk−2(⃗i )) (42)

for some function fk. Now, since Algorithm 3 halts in step 5 within the loop, i⃗ must satisfy
the inequality from step 2 of Algorithm 3. In particular, i⃗ is a valid prefix for P. Define

h = h(k, p) = max
j⃗∈I(P)

fk(d, s1(⃗j ), . . . , sk−2(⃗j )).

Since the parameters in P depend only on k and p, h is indeed a function of k and p.
Since i⃗ is a valid index for P, by eq. (42) we have |H| ≤ h.

By Claim 3.23, Φ is obtained by taking φ and asserting clauses found in step 11 of
each iteration of the loop in Algorithm 3 before halting. By the inequality in step 2 of
Algorithm 3, the tuple ⟨i1, . . . , ik−2⟩ is a valid index for P at the beginning of iteration of
loop. By Claim 3.22, these tuples distinct in each iteration of the loop. Let

t = t(k, p) = Tk−2

be the upper bound on the number of valid (k− 2)-prefixes, or equivalently valid indices, for
P defined in Lemma 3.20. By Lemma 3.20, the value of Tk−2 depends only on the values
of parameters in P. Since the parameters of P depend only on k and p, the integer t is
indeed a function of k and p. By the previous discussion, our call to Algorithm 3 executes
at most t iterations of the loop. Thus Φ is obtained by asserting at most t clauses in φ, so
condition 2 from the theorem holds.

Since we have shown that conditions 1 through 3 from the theorem statement are satisfied
by our choices of h and t, the desired result holds. ■
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Chapter 4

Variants of Threshold Satisfiability

In this chapter, we explore generalizations and variations of the kSAT-Prob≥p problem, prob-
ing the limits of tractability for threshold satisfaction. In some cases, we will find that our
kSAT-Prob≥p algorithms can be generalized to solve interesting related tasks. In other situa-
tions, we will see that the tractability of kSAT-Prob≥p is surprisingly brittle, and even minor
modifications to the problem definition can produce seemingly hard problems.

4.1 Strict Thresholds

In Chapter 3 we saw algorithms for determining if the satisfaction probability of a k-CNF
formula is at least p for some constant p ∈ (0, 1). What if instead we want to determine if
a formula has satisfaction probability strictly greater than p? To explore this question, we
introduce GtMajority-SAT, a strict threshold variant of Majority-SAT.

GtMajority-SAT

Given a CNF formula φ, determine if Pr[φ] > 1/2.

Analogously, we introduce kSAT-Prob>p, a strict threshold variant of kSAT-Prob≥p.

kSAT-Prob>p

Given a k-CNF formula φ, determine if Pr[φ] > p.

It is known that GtMajority-SAT is PP-complete, just like the Majority-SAT problem.

Proposition 4.1. GtMajority-SAT is PP-complete.

Proof. We prove the result by showing that GtMajority-SAT is in PP, and is PP-hard.

▷ Claim 4.2. GtMajority-SAT is in PP.

Proof. We give a polynomial-time reduction from GtMajority-SAT to Majority-SAT. This will
prove the claim, since Majority-SAT ∈ PP.
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Take an arbitrary instance of GtMajority-SAT, consisting of a CNF formula φ on n vari-
ables. Introduce variables y1, . . . , yn not in φ. Construct the CNF formula

Φ = φ ∧ (y1 ∨ · · · ∨ yn)

on 2n variables. We can construct Φ in linear time given φ.
Since the yi variables do not appear in φ, we have

Pr[Φ] = Pr[y1 ∨ · · · ∨ yn] · Pr[φ] = (1− (1/2)n) Pr[φ]. (43)

If Pr[φ] ≤ 1/2, then by eq. (43) we have

Pr[Φ] ≤ (1− (1/2)n) · (1/2) < 1/2.

If instead Pr[φ] > 1/2, because φ has n variables, we have Pr[φ] ≥ (1/2) + (1/2)n.
Combining this inequality with eq. (43) implies that

Pr[Φ] ≥ (1− (1/2)n) ((1/2) + (1/2)n) = 1/2 + (1/2)n+1 − (1/2)2n ≥ 1/2.

Thus Pr[φ] > 1/2 if and only if Pr[Φ] ≥ 1/2, so the transformation from φ to Φ is a correct
reduction from GtMajority-SAT to Majority-SAT. By the discussion in the first paragraph of
this proof, this shows the claim.

▷ Claim 4.3. GtMajority-SAT is PP-hard.

Proof. We give a polynomial-time reduction from Majority-SAT to GtMajority-SAT. This will
prove the claim, since Majority-SAT is PP-hard.

Take an arbitrary instance of Majority-SAT, consisting of a CNF formula φ over the n
variables x1, . . . , xn. Let ψ be the CNF formula

ψ = x1 ∧

(
n∧

i=2

(¬x1 ∨ xi)

)
.

Note that an assignment satisfies ψ if and only if x1 is set true, or x1 is false and xi is set to
true for all i ≥ 2. Thus

Pr[ψ] = (1/2) + (1/2)n. (44)

Introduce a new variable y. Construct the CNF formula

Φ = (y ∨ φ) ∧ (¬y ∨ ψ)

on n+ 1 variables. We can construct Φ in linear time given φ.
Every assignment must set y to be either or true or false, so we have

Pr[Φ] = Pr[Φ ∧ y] + Pr[Φ ∧ ¬y].

The formula (Φ∧y) is equivalent to (ψ∧y). Similarly, the formula (Φ∧¬y) is equivalent
to (φ ∧ ¬y). Since the variable y does not appear in φ or ψ, we have

Pr[φ ∧ ¬y] = (1/2) · Pr[φ]
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and
Pr[ψ ∧ y] = (1/2) · Pr[ψ]

so
Pr[Φ] = (1/2) · (Pr[φ] + Pr[ψ]) = (1/2) · (Pr[φ] + (1/2) + (1/2)n) (45)

where we used the value of Pr[ψ] from eq. (44).
If Pr[φ] ≥ 1/2, then by eq. (45) we have

Pr[Φ] ≥ (1/2) · ((1/2) + (1/2) + (1/2)n) > 1/2.

If instead Pr[φ] < 1/2, then in fact Pr[φ] ≤ (1/2)− (1/2)n because φ has n variables.
So by eq. (45) we have

Pr[Φ] ≤ (1/2) · ((1/2) + (1/2)n + (1/2)− (1/2)n) = 1/2.

Thus Pr[φ] ≥ 1/2 if and only if Pr[Φ] > 1/2, so the transformation from φ to Φ is a correct
reduction from Majority-SAT to GtMajority-SAT. By the discussion in the first paragraph of
this proof, this shows the claim.

Combining Claims 4.2 and 4.3 proves the desired result. ■

So the complexity of GtMajority-SAT and Majority-SAT are the same. However, the re-
duction from GtMajority-SAT from Majority-SAT presented in the proof of Claim 4.2 involves
using a clause of width n, and so we cannot use this argument to reduce kSAT-Prob>1/2 to
kSAT-Prob≥1/2 for constant k. So how difficult is kSAT-Prob>p for constant k? Does this
problem have the same complexity as kSAT-Prob≥p, or does kSAT-Prob>p remain as hard as
the GtMajority-SAT problem?

Perhaps surprisingly, neither of these possibilities is the correct answer.

Theorem 4.4: Strict k-CNF Thresholds at 1/2

For positive integers k ≤ O(1), the kSAT-Prob>1/2 problem is

• polynomial-time solvable for k ≤ 3, and

• NP-complete for k ≥ 4.

Theorem 4.4 is interesting because for constants k ≥ 4, it shows that the kSAT-Prob>p

problem is much harder than the closely related kSAT-Prob≥p problem, yet much easier than
the general Majority-SAT problem, even though this problem on general CNF formulas is
equivalent to the corresponding GtMajority-SAT problem by Proposition 4.1.

We prove each of the parts of Theorem 4.4 separately in individual lemmas below. We
begin with the hardness result. The basic construction used in this hardness reduction (and
other reductions later on) is that, given a formula φ and a variable x it does not contain,
the formula

Φ = {C ∪ {x} | C ∈ φ}
obtained by adding x to each clause of φ is always satisfied by assignments that set x true,
and has additional solutions if and only if φ is satisfiable.
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Idea 6 Adding new variables to every clause of a CNF formula shifts its fraction of
satisfying assignments and increases its clause widths in a predictable way.

Lemma 4.5. For any fixed integer k ≥ 4, kSAT-Prob>1/2 is NP-hard.

Proof. Let j = k − 1. Since k ≥ 4, the jSAT problem is NP-hard. So to prove the result, it
suffices to show a polynomial-time reduction from jSAT to kSAT-Prob>1/2.

Let φ be an arbitrary j-CNF. Let v be a variable not in φ. Let Φ be the formula

Φ = {C ∪ {v} | C ∈ φ}

obtained by adding v to every clause in φ. Given φ, we can construct Φ in linear time.
Since every satisfying assignment of Φ sets v to be either true or false, we have

Pr[Φ] = Pr[Φ ∧ v] + Pr[Φ ∧ ¬v]. (46)

Since every clause of Φ contains v, we have

Pr[Φ ∧ v] = Pr[v] = 1/2.

If we delete v from each clause of Φ we recover φ, so

Pr[Φ ∧ ¬v] = (1/2) · Pr[φ]

where we are viewing Φ as a formula on one more variable than φ.
Substituting these equations back into eq. (46) yields

Pr[Φ] = (1/2) · (1 + Pr[φ]) .

The above equation shows that Pr[Φ] > 1/2 if and only if φ is satisfiable.
Thus the map from φ to Φ is a valid reduction from jSAT to kSAT-Prob>1/2.
By the first paragraph of this proof, this proves the lemma. ■

Next, we show how to place kSAT-Prob>1/2 in the class NP, for constant k. That is, given
a k-CNF φ for constant k, if Pr[φ] > 1/2 there is always short certificate which can convince
us of this fact in polynomial time.

Why should this be possible? Well, Theorem 2.15 already shows that in linear time we
can determine if Pr[φ] ≥ p, without the need for any certificate. If this inequality does not
hold, then certainly Pr[φ] > p does not hold either. So we can focus on the case where we
already know, from using our algorithm for kSAT-Prob≥p, that Pr[φ] ≥ p.

Idea 7 If we know that Pr[φ] ≥ p, then a certificate for the existence of one more
satisfying assignment beyond the p-fraction of assignments which we already know
are satisfying should help us determine if Pr[φ] > p.

Algorithm 3 solves kSAT-Prob≥p by inferring a formula Φ whose solutions are all satisfy-
ing assignments of φ, with the property that Pr[φ] ≥ p if and only if Pr[Φ] ≥ p. Given this
information, we can implement Idea 7 (and determine if Pr[φ] > p) using an assignment that
satisfies φ but does not satisfy Φ as a certificate, assuming that such an assignment exists.
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Lemma 4.6. For any fixed integer k ≥ 1, kSAT-Prob>1/2 is in NP.

Proof. Fix an integer k ≥ 1. We describe a linear time verifier which takes as input a k-CNF
φ and a certificate c, and has the following behavior:

• if Pr[φ] > 1/2, then there exists a certificate c for which the verifier return YES;

• if Pr[φ] ≤ 1/2, then for every certificate c the verifier returns NO.

This will then imply that kSAT-Prob>1/2 is in NP.
Let φ be an arbitrary k-CNF, and let c be an input certificate.
By Lemma 3.21, we know that there exists a parameter family P of constants such that

Algorithm 3 solves kSAT-Prob≥1/2 given P. Run Algorithm 3 with input parameters P on
the formula φ. By Theorem 2.15, this takes linear time.

If the algorithm returns NO, then Pr[φ] < 1/2, so we can return NO.
Otherwise, the algorithm returned YES. The only place the algorithm could have returned

YES is in step 5 of Algorithm 3. In this case, the algorithm constructed a formula Φ obtained
from taking φ and asserting some clauses, computed the exact value of Pr[Φ], and saw that
Pr[Φ] ≥ 1/2. Since Φ is equivalent to φ and the conjunction of some clauses, any solution
to Φ is a satisfying assignment of φ. So Pr[φ] ≥ Pr[Φ] in this case.

If Algorithm 3 computed that Pr[Φ] > 1/2, then Pr[φ] > 1/2 as well, so we return YES.
Otherwise, Algorithm 3 computed that Pr[Φ] = 1/2. In this case, Pr[φ] > 1/2 if and

only if there exists an assignment x⃗ which satisfies φ but does not satisfy Φ. At this point,
we check if the certificate c is an assignment x⃗ which satisfies φ, but does not satisfy Φ. If
so, we return YES. If not, we return NO. Performing this check for x⃗ takes linear time, since
we just go through the clauses to make sure the assignment satisfies each of them.

This works because if Pr[φ] > 1/2, such an assignment x⃗ exists, so some certificate does
let us return YES, and if Pr[φ] = 1/2 no such assignment can exist (and thus we return NO
for every certificate) because Pr[φ] = Pr[Φ] so the set of satisfying assignments for φ and Φ
are the same.

All the steps above run in linear time, so kSAT-Prob>1/2 is in NP as claimed. ■

Finally, we show that for the special case of k = 3, we do not need a certificate to verify
YES instances of kSAT-Prob>1/2, and instead can solve the problem directly in linear time.
Intuitively, this is because we can implement Idea 7 by looking for a satisfying assignment
for a 2-CNF, which takes linear time by Proposition 2.12.

Lemma 4.7. For any positive integer k ≤ 3, kSAT-Prob>1/2 can be solved in linear time.

Proof. We describe a linear time algorithm which takes as input a 3-CNF φ and determines
if Pr[φ] > 1/2.

Let φ be the input 3-CNF formula.
By Lemma 3.14, there exist a set of constant parameters such that Algorithm 2 solves

3SAT-Prob>1/2 when given these parameters. Run Algorithm 2 with these parameters on φ.
By Theorem 3.9, this takes linear time. If the algorithm returns NO, then Pr[φ] < 1/2, so
we return NO.

Otherwise, the algorithm returns YES. The only place the algorithm to returns YES is
step 5 of Algorithm 2. Let i ≥ 1 denote the value of the variable i in Algorithm 2 at the time
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the algorithm halted. In this case, by eq. (15) from the proof of Lemma 3.14, the algorithm
found a formula Φ equivalent to

φ ∧

(
i−1∧
j=1

ℓj

)
where the ℓj are distinct literals, computed the value of Pr[Φ], and found that Pr[Φ] ≥ 1/2.
Since Φ is equivalent to a formula containing φ as a subformula, we necessarily have

Pr[φ] ≥ Pr[Φ] ≥ 1/2.

If Pr[Φ] > 1/2, then Pr[φ] > 1/2 as well, so in this case we return YES.
Otherwise, Pr[Φ] = 1/2.
If i = 1, then Φ is equivalent to φ, so we have Pr[φ] = Pr[Φ] = 1/2 and return NO.
So suppose i ≥ 2. We claim that in fact i = 2.
Indeed, if i ̸= 2 we would have i ≥ 3, but in this case

Pr[Φ] ≤ Pr[ℓ1 ∧ ℓ2] ≤ 1/4

which contradicts the assumption that Pr[Φ] = 1/2.
Since i = 2, Φ is equivalent to φ ∧ ℓ1. For convenience, write ℓ = ℓ1.

▷ Claim 4.8. The literal ℓ appears in every clause of φ.

Proof. Suppose to the contrary that φ has a clause C not containing ℓ. Then there exists
an assignment which sets ℓ to be true, yet does not satisfy C. Since half of all assignments
to the variables of φ set ℓ to be true, and every solution to C ∩ ℓ must set ℓ true, we have

Pr[C ∧ ℓ] < 1/2.

Then by Proposition 2.16 we have

Pr[Φ] = Pr[φ ∧ ℓ] ≤ Pr[C ∧ ℓ] < 1/2.

This contradicts the assumption that Pr[Φ] = 1/2.
So our initial assumption was false, and every clause of φ contains ℓ as claimed.

Since any satisfying assignment of φ sets ℓ to be either true or false, we have

Pr[φ] = Pr[φ ∧ ℓ] + Pr[φ ∧ ¬ℓ]

Since Φ is equivalent to φ∧ ℓ and we already computed Pr[Φ] = 1/2, the above equation
implies that

Pr[φ] = (1/2) + Pr[φ ∧ ¬ℓ].

So Pr[φ] > 1/2 if and only if (φ ∧ ¬ℓ) is satisfiable.
By Claim 4.8, every clause of φ contains ℓ. Let

φ′ = {C \ {ℓ} | C ∈ φ}
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be the formula obtained by removing ℓ from every clause in φ.
Since φ is a 3-CNF, φ′ must be a 2-CNF.
Since ℓ appears in every clause of φ, the 3-CNF φ∧¬ℓ is equivalent to the 2-CNF φ′∧¬ℓ.

So Pr[φ] > 1/2 if and only if Pr[φ′ ∧ ¬ℓ] > 0. By Proposition 2.12 we can determine if

Pr[φ′ ∧ ¬ℓ] > 0

in linear time. If Pr[φ′ ∧ ¬ℓ] > 0 we return YES, otherwise we return NO.
This solves 3SAT-Prob>1/2 in all cases, and proves the desired result. ■

Proof of Theorem 4.4. The result follows immediately by combining Lemmas 4.5 to 4.7. ■

4.2 Limited Long Clauses

The Majority-SAT problem is PP-complete in general, but becomes polynomial-time solvable
when restricted to k-CNF formulas for constant k, by Theorem 2.15. What about the case
when the input formulas are not necessarily k-CNFs, but are “almost k-CNFs,” in the sense
that all but a smaller number of clauses in the formula have width at most k? Can we solve
Majority-SAT on such formulas in polynomial-time as well?

It turns out the answer is no we cannot, at least for k ≥ 3.

Theorem 4.9: Threshold Satisfaction for 3-CNFs with One Long Clause

For positive integers k, the Majority-SAT problem restricted to formulas of the form
ψ ∧ L, where ψ is a k-CNF and L is an arbitrary clause, is

• polynomial-time solvable for k ≤ 2,

• NP-hard under Turing reductions for k = 3, and

• PP-complete for k ≥ 4.

Theorem 4.9 is interesting it shows that the tractability of kSAT-Prob≥1/2 for fixed k is
quite brittle. Majority-SAT is easy on k-CNFs for constant k, but adding just one clause of
unbounded width to the input formula can make the problem hard again.

We prove Theorem 4.9 across a series of lemmas.
We begin first by showing the hardness results in Theorem 4.9.
To show the PP-hardness result, we reduce from the following PP-complete problem.

Proposition 4.10. Given a 3-CNF formula φ on n variables and an integer a ∈ [n], the
problem of determining whether Pr[φ] ≥ (1/2)a is PP-complete.

The problem from the statement of Proposition 4.10 is in PP because it is a special case
of Majority-SAT. The problem is PP-hard by [BDK07, Proposition 1], which shows that the
problem is PP-hard even if we restrict to the special case where the input integer is of the
form a = n(1− 1/t), where n is the number of variables in the input formula φ and t ∈ [n].

Proposition 4.10 then holds because, by the discussion from the previous paragraph, the
problem from its statement is PP-hard and in PP.
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Note the difference between kSAT-Prob≥p and the problem from Proposition 4.10: the
latter requires us to check if the satisfaction probability of a 3-CNF is at least 1/2t where t is
given as part of the input, and so can equal any positive integer. In particular, the threshold
we test at in the problem can depend on n, and thus does not have to be a constant. For
example, solving the problem for t = n corresponds to solving 3SAT, which is NP-hard.

To prove hardness for solving Majority-SAT on k-CNF ψ formulas adjoined to a single
“long clause” L, we use the intuition from Idea 6 and show the following general reduction.

Lemma 4.11. For any integer k ≥ 2, there is an algorithm which given a (k − 1)-CNF φ
and integer a ≥ 1, in O(|φ|+ a) time outputs a k-CNF ψ and clause L such that

Pr[φ] ≥ (1/2)a ⇐⇒ Pr[ψ ∧ L] ≥ 1/2.

Proof. Let φ be an arbitrary (k − 1)-CNF. Let a ≥ 1 be an integer.
Let x, y1, . . . , ya be distinct variables not appearing in φ. Construct the k-CNF formula

ψ = {C ∪ {x} | C ∈ φ}

by adding x to each clause of φ. Furthermore, define

L = (¬x) ∨

(
a∨

i=1

yi

)
to be a clause on a+ 1 variables.

Given φ and a, we can construct ψ and L in O(|φ|+ a) time.
Since every assignment sets x to be either true or false, we have

Pr[ψ ∧ L] = Pr[ψ ∧ L ∧ x] + Pr[ψ ∧ L ∧ ¬x]. (47)

Since x appears in every clause of ψ, we have

Pr[ψ ∧ L ∧ x] = Pr[L ∧ x] = Pr[(y1 ∨ · · · ∨ ya) ∧ x] = (1/2) · (1− (1/2)a) . (48)

Since L contains ¬x, we have

Pr[ψ ∧ L ∧ ¬x] = Pr[ψ ∧ ¬x] = Pr[φ ∧ ¬x] = (1/2) · Pr[φ]. (49)

Combining eqs. (47) to (49) we get that

Pr[ψ ∧ L] = (1/2) · (1 + (Pr[φ]− (1/2)a)) .

This means that Pr[ψ ∧ L] ≥ 1/2 if and only if Pr[φ] ≥ (1/2)a, as desired. ■

Corollary 4.12. The Majority-SAT problem on formulas of the form ψ ∧ L, where ψ is a
4-CNF and L is an arbitrary clause, is PP-complete.

Proof. By Lemma 4.11, there is a polynomial-time reduction from the problem of deciding
if 3-CNF φ on n variables has Pr[φ] ≥ (1/2)a for some integer a ∈ [n] to the problem of
deciding if Pr[ψ ∧ L] ≥ 1/2 for some 4-CNF ψ and clause L.

By Proposition 4.10, the first problem from the previous paragraph is PP-hard. Thus the
second problem from the previous paragraph must also be PP-hard. The second problem is
a special case of Majority-SAT, and thus is in PP. So the second problem is PP-complete,
which proves the desired result. ■
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Lemma 4.13. The Majority-SAT problem on formulas of the form ψ∧L, where ψ is a 3-CNF
and L is an arbitrary clause, is NP-hard under Turing reductions.

Proof. By [Zuc96, Theorem 4.1], the following problem is NP-hard: given a 2-CNF φ, find
a real p̂ ∈ [0, 1] such that p̂ ≤ Pr[φ] ≤ 2p̂. In other word approximating the fraction of
satisfying assignments of a 2-CNF to a factor of two is NP-hard. To prove the result, it
suffices to present a Turing reduction from this problem to the problem in lemma statement.

Take an arbitrary 2-CNF formula φ on n variables. Fix an integer a ∈ [n]. Then by
Lemma 4.11, we can in polynomial time construct a 3-CNF ψa and a clause La with the
property that Pr[φ] ≥ (1/2)a if and only if Pr[ψa ∧ La] ≥ 1/2. Using a subroutine which
solves the problem from the lemma statement, we can determine for each a ∈ [n] whether

Pr[ψa ∧ La] ≥ 1/2

holds.
If the above inequality does not hold for any a ∈ [n], then Pr[φ] < (1/2)n. Since φ has

n variables, this means that Pr[φ] = 0, so we can return p̂ = 0 in this case.
Otherwise, the above inequality holds for some a ∈ [n]. Then we can find the largest

positive integer b such that Pr[ψb ∧ Lb] ≥ 1/2. Then by the equivalence from the previous
paragraph, we have

(1/2)b ≤ Pr[φ] < 2 · (1/2)b

so we can take p̂ = (1/2)b.
This completes the polynomial-time Turing reduction, and proves the desired result. ■

It remains to show how to solve Majority-SAT in polynomial time over CNF formulas
where all but one clause has width at most two. We in fact show a more general result
below, where we can test at thresholds p ̸= 1/2, and allow the formula to have O(log n) long
clauses.

Lemma 4.14. For any real p ∈ (0, 1), and integer r ≥ 1, given a CNF formula of the form
ψ ∧ Φ, where ψ is a 2-CNF and Φ has at most r clauses, we can determine if Pr[ψ ∧ Φ] ≥ p
in 2r poly(1/p) (|ψ|+ |Φ|) time.

Proof. We begin by running Algorithm 1 on ψ. By Lemma 3.8 and the proof of Theorem 3.1,
this takes 2O(log(1/p))|ψ| time and determines if Pr[ψ] ≥ p.

If Algorithm 1 returns NO, then Pr[ψ] < p, so

Pr[ψ ∧ Φ] ≤ Pr[ψ] < p

by Proposition 2.16.
Otherwise, Algorithm 1 returns YES. In this case, we must have found a set H of at most

O(log(1/p)) variables of ψ in step 4 of Algorithm 1, with the useful property that for every
assignment α : H ! {0, 1}, the induced formula ψα is a 1-CNF.

By Proposition 2.18, for any fixed α : H ! {0, 1}, the satisfying assignments of ψα ∧ Φ
are precisely the satisfying assignments of ψ ∧ Φ which agree with α on H. Since every
assignment to the variables of ψ restricts to some unique assignment on H, we have

Pr[ψ ∧Ψ] =
∑

α : H!{0,1}

Pr[ψα ∧Ψ]. (50)
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Now, let

Φ =
r∧

i=1

Ci.

By the principle of inclusion-exclusion applied to the event that each Ci is satisfied by
an assignment, we have

Pr[ψα ∧ Φ] =
∑
S⊆[r]

(−1)|S| Pr

[
ψα ∧

(∧
i∈S

(¬Ci)

)]
(51)

for any α : H ! {0, 1}.
A clause

C = (ℓ1 ∨ · · · ∨ ℓw)

is satisfied precisely when at least one of its literals ℓi is satisfied. This means that its
negation, ¬C, is satisfied precisely when all literals ℓi are false.

So ¬C is equivalent to the 1-CNF formula

w∧
i=1

(¬ℓi).

This means that for each S ⊆ [r], the formula∧
i∈S

(¬Ci)

is equivalent to a 1-CNF. We also know that for each α : H ! {0, 1}, the induced formula ψα

is a 1-CNF. So by Proposition 2.11, we can compute the satisfaction probability appearing
in each summand in the right-hand side of eq. (51) in linear time.

Thus by eq. (51) we can compute

Pr[ψα ∧ Φ]

for any fixed α : H ! {0, 1} in 2r(|ψ| + |Φ|) time asymptotically. Doing this for all assign-
ments α to the variables in H then lets us compute Pr[ψ ∧Ψ] using eq. (50) in

2O(log(1/p))2r(|ψ|+ |Φ|)

time. We can then return YES if Pr[ψ ∧Ψ] ≥ p, and return NO otherwise.
Since 2O(log(1/p)) ≤ poly(1/p), we get that the total runtime of the algorithm is at most

2r poly(1/p) (|ψ|+ |Φ|)

as claimed. ■

Proof of Theorem 4.9. The theorem follows by combining Corollary 4.12, Lemma 4.13, and
Lemma 4.14 for the special case of p = 1/2 and r = 1. ■
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4.3 Existential

An interesting generalization of Majority-SAT is the Existential Majority-SAT problem, where
we are given a formula on two disjoint sets of variables x⃗ and y⃗, and are tasked with de-
termining if it is possible to set the values of the variables in y⃗ to obtain a formula on the
remaining y⃗ variables, whose fraction of satisfying assignments is at least p.

Existential Majority-SAT

Given a CNF formula φ(x⃗, y⃗) on n = n1 + n2 variables

x⃗ = (x1, . . . , xn1) and y⃗ = (y1, . . . , yn2),

determine if there exists a⃗ ∈ {0, 1}n1 such that the formula φ(⃗a, y⃗) on n2 variables has

Pr[φ(⃗a, y⃗)] ≥ 1/2.

Existential Majority-SAT is an important problem for showing hardness of tasks in planning
and scheduling problems (see e.g., [PD04, Dar09]). Intuitively, Existential Majority-SAT is
relevant in these contexts because the problem is an abstraction of the setting where an
agent wants to make some choices (i.e., assign values to variables in x⃗) to maximize the
probability they are successful in some goal (i.e., satisfy φ(x⃗, y⃗)) over the randomness of the
environment (i.e., a random assignment of values to the variables in y⃗).

Existential Majority-SAT is complete for the class NPPP [LGM98], which is intuitively the
class of decision problems which can be solved by a deterministic polynomial-time verifier,
which has oracle access to an algorithm solving Majority-SAT.

Analogous to how we went from Majority-SAT to kSAT-Prob≥p, we can go from Existential
Majority-SAT to kSAT-∃Prob≥p, by restricting the problem k-CNF formulas, and allowing
thresholds p ∈ (0, 1) beyond just 1/2.

kSAT-∃Prob≥p

Given a real p ∈ (0, 1) and a k-CNF formula φ(x⃗, y⃗) on n = n1 + n2 variables

x⃗ = (x1, . . . , xn1) and y⃗ = (y1, . . . , yn2),

determine if there exists a⃗ ∈ {0, 1}n1 such that the formula φ(⃗a, y⃗) on n2 variables has

Pr[φ(⃗a, y⃗)] ≥ p.

What is the complexity of kSAT-∃Prob≥p for constant k and p? Well, since Majority-SAT
is PP-complete, but kSAT-Prob≥p is in P for constant k and p, by analogy we might expect
that Existential Majority-SAT, which is NPPP-complete over general CNF formulas, might
decrease in complexity down to NP or even P when relaxed to kSAT-∃Prob≥p for constant k
and p. This is indeed what happens.

81



Theorem 4.15: Existential Majority-SAT is Hard for 3-CNFs

For any fixed integer k ≥ 3 and constant p ∈ (0, 1), kSAT-∃Prob≥p is NP-complete.

Proof. The problem is in NP, because given a certificate a⃗ ∈ {0, 1}n1 , by Theorem 2.15 we
can check in polynomial time whether Pr[φ(⃗a, y⃗)] ≥ p holds.

The problem is NP-hard by reduction from kSAT (which is NP-hard for k ≥ 3).
Take an arbitrary k-CNF formula φ(x⃗) on n1 variables.
Set p = 1/2, n2 = 1, and let y be a variable not in the variable set x⃗.
Define the k-CNF formula Φ(x⃗, y) = φ(x⃗) whose value does not depend on y.
If φ is satisfiable, then there exists an assignment a⃗ ∈ {0, 1}n1 , such that Φ(⃗a, y) is

a tautology, and so has satisfaction probability 1. If φ is not satisfiable, then for every
assignment a⃗ ∈ {0, 1}n1 , the formula Φ(⃗a, y) is unsatisfiable as well, and thus has satisfaction
probability 0. So the answer to kSAT-∃Prob≥p on Φ is YES if and only if φ is satisfiable (for
any choice of p ∈ (0, 1)). This gives a reduction from kSAT to kSAT-∃Prob≥p and proves the
desired result. ■

The hardness for kSAT-∃Prob≥p in Theorem 4.15 for k ≥ 3 is just coming from the fact
that kSAT-∃Prob≥p has existential quantification, and kSAT is NP-hard for k ≥ 3.

Since 2SAT is in P, we might then expect that 2SAT-∃Prob≥p for constant p can be solved
in polynomial-time as well. This turns out to indeed be true. The high-level idea is to apply
the 2SAT-Prob≥p algorithm over the y⃗ variables in concert with the the 2SAT algorithm over
the x⃗ variables.

Theorem 4.16: Existential Majority-SAT is Easy for 2-CNFs

We can solve 2SAT-∃Prob≥p in nO(log(1/p))|φ| time.

Proof. Let φ(x⃗, y⃗) be an arbitrary 2-CNF formula. For convenience, we refer to the x⃗ variables
as outer variables, and the y⃗ as inner variables. To solve 2SAT-∃Prob≥p, we need to determine
if there exists some assignment a⃗ to the outer variables such that the resulting formula φ(⃗a, y⃗)
over the inner variables has satisfaction probability at least p.

We can write
φ(x⃗, y⃗) = φout(x⃗) ∧ φmix(x⃗, y⃗) ∧ φin(y⃗)

where φin(y⃗) consists of all clauses in φ which use only inner variables, φout(y⃗) consists of all
clauses in φ which use only outer variables, and φmix(x⃗, y⃗) consists of the remaining clauses,
which contain exactly one literal from x⃗ and one literal from y⃗.

Run Algorithm 1 to solve 2SAT-Prob≥p on φin. From the proof of Theorem 3.1, we can
run this algorithm in poly(1/p)|φ| time.

If Algorithm 1 returns NO, then Pr[φin] < p, so by Proposition 2.16 we have

Pr[φ(⃗a, y⃗)] ≤ Pr[φin(y⃗)] < p

for all a⃗ ∈ {0, 1}n1 , so we can return NO in the 2SAT-∃Prob≥p problem.
Otherwise, Algorithm 1 returns YES. In this case, step 4 of Algorithm 1 finds a set Hin

of at most O(log(1/p)) variables in y⃗, such that for every assignment β : Hin ! {0, 1}, the
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induced formula (φin)β is a 1-CNF. We can use Hin to help compute satisfaction probabilities
of Pr[φ(⃗a, y⃗)] for various assignments a⃗, thanks to the following claim.

▷ Claim 4.17. For any assignment a⃗ to the outer variables which satisfies φout, we have

Pr[φ(⃗a, y⃗)] =
∑

β : Hin!{0,1}

Pr[φmix(⃗a, y⃗) ∧ (φin(y⃗))β]

Proof. If a⃗ satisfies φout, then φ(⃗a, y⃗) is equivalent to

φmix(y⃗, a⃗) ∧ φin(y⃗).

Now, by Proposition 2.18, we know that for any β : Hin ! {0, 1}, the satisfying assignments
of φmix(⃗a, y⃗)∧ (φin(y⃗))β are precisely the satisfying assignments of φmix(⃗a, y⃗)∧ (φin(y⃗)) which
agree with β on Hin. Since every assignment over the inner variables restricts to a unique
assignment on Hin we have

Pr[φmix(⃗a, y⃗) ∧ (φin(y⃗))] =
∑

β : Hin!{0,1}

Pr[φmix(⃗a, y⃗) ∧ (φin(y⃗))β].

By the first paragraph of this proof, this shows the claim.

Now, for any assignment a⃗ ∈ {0, 1}n1 to the outer variables, define L(⃗a) to be the set
of literals ℓy over y⃗ such that φmix contains a clause of the form (ℓx ∨ ℓy) for some literal
ℓx that a⃗ sets false. Equivalently, L(⃗a) is the set of literals which appear in unit clauses of
φmix(⃗a, y⃗). By Proposition 2.16 we have

Pr[φ(⃗a, y⃗)] ≤ Pr[φmix(⃗a, y⃗)] < (1/2)|L(a⃗)|.

From the above equation, we deduce that

Pr[(⃗a, y⃗)] ≥ p =⇒ |L(⃗a)| ≤ ⌊log(1/p)⌋. (52)

From eq. (52), we see that to solve 2SAT-∃Prob≥p on φ, we may restrict our attention to
assignments a⃗ to the outer variables for which L(⃗a) at most ⌊log(1/p)⌋ literals. This suggest
a general algorithm strategy: try out all possible sets L of at most ⌊log(1/p)⌋ literals, and
for each search for an assignment a⃗ with L = L(⃗a) such that Pr[φ(⃗a, y⃗)] ≥ p.

To help describe this procedure, we introduce some additional notation. Let Lmix denote
the set of literals ℓy over y⃗ which appear in clauses of φmix. For each literal ℓy ∈ Lmix, we
let X(ℓy) denote the set of literals ℓx over x⃗ such that (ℓx ∨ ℓy) is a clause in φmix. More
generally, given L ⊆ Lmix we define

X(L) =
⋃
ℓy∈L

X(ℓy)

to be the set of outer variables appearing in some clause of φmix with a literal in L.
To help find assignments a⃗ with L(⃗a) = L for a given L, we prove the following claim.
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Algorithm 4. Existential Threshold Satisfaction Algorithm for 2-CNFs

Inputs: A 2-CNF φ(x⃗, y⃗), and real p ∈ (0, 1).
Returns: YES if there exists a⃗ ∈ {0, 1}n1 with Pr[φ(⃗a, y⃗)] ≥ p, NO otherwise.

1. For each L ⊆ Lmix with |L| ≤ ⌊log(1/p)⌋:

2. For each map f : L! X(L) satisfying f(ℓy) ∈ X(ℓy) for every ℓy ∈ L:

3. Determine if there exists a⃗ ∈ {0, 1}n which sets all literals inX(Lmix\L)
to be true, sets f(ℓy) to be false for every ℓy ∈ L, and satisfies φout.

4. If we find a⃗ satisfying the conditions from step 3, then compute

Pr[φ(⃗a, y⃗)] =
∑

β : Hin!{0,1}

Pr[φmix(⃗a, y⃗) ∧ (φin(y⃗))β]

and return YES if this if the sum is at least p.

5. Return NO.

▷ Claim 4.18. Let L ⊆ Lmix be a set of literals over y⃗. An assignment a⃗ to the outer
variables has L(⃗a) = L if and only if

1. for every ℓy ∈ L, a⃗ sets some literal in X(ℓy) to be false, and

2. a⃗ sets every literal in X(Lmix \ L) to be true.

Proof. For any literal ℓy in Lmix, ℓy appears in a unit clause of φmix(⃗a, y⃗) if and only if a⃗ sets
some literal in X(ℓy) to be false. Since L(⃗a) is defined to be the set of literals over y⃗ which
appear in unit clauses of φmix(⃗a, y⃗), the desired result follows.

We present the remainder of the algorithm for solving 2SAT-Prob≥p in Algorithm 4. We
first prove that the algorithm is correct, and then analyze its runtime.

Proof of Correctness

Suppose there exists an assignment a⃗ to the outer variables such that Pr[φ(⃗a, y⃗)] ≥ p. Then
by eq. (52) we must have |L(⃗a)| ≤ ⌊log(1/p)⌋. Moreover, L(⃗a) ⊆ Lmix by definition. So some
iteration of the loop in step 1 of Algorithm 4 sets L = L(⃗a). Consider this iteration.

By Claim 4.18, a⃗ must set some literal in X(ℓy) to be false for each ℓy ∈ L. Consider a
choice of f in step 2 of Algorithm 4 for which f(ℓy) is set to false by a⃗ for each ℓy ∈ L.

By Claim 4.18, a⃗ must set every literal in X(Lmix \ L) to be true. Also, the assignment
a⃗ must satisfy φout, since if φout is not satisfied by a⃗, Pr[φ(⃗a, y⃗)] = 0. Thus, a⃗ satisfies all
conditions in step 3 of Algorithm 4.

Then in step 4 of Algorithm 4, we correctly compute Pr[φ(⃗a, y⃗)] by Claim 4.17, and so
return YES in this case.
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Conversely, suppose Algorithm 4 returns YES. Then it must do so in step 4. This can
only happen if we found an assignment a⃗ satisfying the conditions of step 3 of Algorithm 4.
This means that a⃗ satisfies φout, so by Claim 4.17, step 4 computes that Pr[φ(⃗a, y⃗)] ≥ p, so
φ is indeed a YES instance for the 2SAT-∃Prob≥p problem.

Thus the algorithm correctly solves 2SAT-∃Prob≥p as claimed.

Runtime Analysis

The initial step of running Algorithm 1 on φin took poly(1/p)|φ| time.
There are at most (2n)⌊log(1/p)⌋ choices of L in step 1 of Algorithm 4. For each such choice

of L, there are at most (2n)|L| ≤ (2n)⌊log(1/p)⌋ choices of function f in step 2 of Algorithm 4.
Fix a choice of L and f from the first two steps of Algorithm 4.
Step 3 of Algorithm 4 can be implemented in linear time. We first assign each literal

in X(Lmix \ L) to be true and assign f(ℓy) to be false for each ℓy ∈ L. If this leads to an
inconsistency (i.e., requires some variable to be set to both true and false simultaneously),
then no such assignment exists. Otherwise, we get a partial assignment α to a subset of outer
variables from the procedure so far. We then construct the induced 2-CNF (φout)α, and check
if it is satisfiable in linear time by Proposition 2.12. This formula is satisfiable if and only if
some assignment extending α satisfies φout, so an assignment a⃗ satisfying the conditions of
step 3 from Algorithm 4 exists if and only if this procedure finds such an assignment.

By definition of φmix, the formula φmix(⃗a, y⃗) is a 1-CNF.
By the definition of Hin, the formula (φin(y⃗))β is a 1-CNF for each β : Hin ! {0, 1}.
Thus, we can compute the value of each summand in the right-hand of the equation in

step 4 of Algorithm 4 in linear time by Proposition 2.11. So step 4 of Algorithm 4 takes
2|Hin||φ| ≤ poly(1/p)|φ| time.

Step 5 of Algorithm 4 takes O(1) time.
So overall, Algorithm 4 takes at most

(2n)⌊log(1/p)⌋ · (2n)⌊log(1/p)⌋ · poly(1/p)|φ| ≤ nO(log(1/p))|φ|

time as claimed. ■

4.4 Inference

In the Bayesian Inference problem, we are given CNF formulas φ and ψ over a common set
of variables and a real p ∈ (0, 1), and are tasked with determining if

Pr[φ ∧ ψ] ≥ p · Pr[ψ].

In the special case where ψ is satisfied by every assignment (for example, if ψ is the empty
formula) and p = 1/2, Bayesian Inference recovers the Majority-SAT problem, and so in
general is PP-hard. The name of this problem comes from the fact that if Pr[ψ] ̸= 0, the
above inequality is equivalent to the condition that

Pr[φ | ψ] ≥ p
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and so the problem is intuitively asking us to infer how likely a uniform random assignment
is to satisfy φ, given that we know the assignment satisfies ψ.

In light of our algorithms for kSAT-Prob≥p for constant k and p, it is natural to ask if
the Bayesian Inference problem can be solved in polynomial time when p is a constant, and
the formulas φ and ψ have constant width.

We show that even if we limit φ to be a single unit clause, the Bayesian Inference problem
becomes PP-hard for 3-CNFs ψ. Previously, it was only known that this problem is NP-hard
under Turing reductions [AW22, Section V].

The idea of the proof is to use a 3-CNF ψ to check correctness of the tableau for an
arbitrary circuit, and φ check that the circuit is satisfied (i.e., returns 1 at its output gate).
The proof is due to Olaf Beyersdorff, Till Tantau, and Quinten Tupker, from a discussion at
Dagstuhl Seminar 23111.

Theorem 4.19: Bayesian Inference for 1-CNFs Conditioned on 3-CNFs is Hard

The Bayesian Inference problem with threshold p = 1/2 restricted to inputs where φ is
1-CNF with one clause and ψ is a 3-CNF is PP-hard.

To prove Theorem 4.19, we will reduce from a variant of Majority-SAT, defined over
general circuits instead of CNF formulas.

Definition 4.20 (Boolean Circuit). A Boolean circuit C over variables x⃗ = (x1, . . . , xn) of
size s ≥ n is defined by a sequence of gates G1, . . . , Gs with the following data:

• for i ∈ [n], we have Gi = xi (the variable gates),

• for i ≥ n+ 1, each Gi is labeled as an and (∧) gate, or (∨) gate, or not (¬) gate,

• each and gate Gi, comes with indices j, l < i such that Gi = Gj ∧Gl,

• each or gate Gi, comes with indices j, l < i such that Gi = Gj ∨Gl,

• each not gate Gi, comes with an index j < i such that Gi = ¬Gj, and

• Gs is additionally labeled as the output gate.

Each gate Gi naturally computes a function over the variables x⃗, by setting Gi = xi for
i ∈ [n] to be the function that outputs the ith coordinate of the input, and inductively
defining the functions Gi for i > n based off the (∧), (∨), and (¬) cases in terms of the
functions computed by the Gj gates j < i in the natural way. We say the function computed
by the output gate Gs is the function computed by the circuit C.

Majority-Circuit SAT

Given a Boolean circuit C of size s on n variables, determine if Pr[C] ≥ 1/2.

Proposition 4.21. Majority-Circuit SAT is PP-complete.
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Proof. We first show that Majority-Circuit SAT is in PP. Consider the verifier which, given
the input circuit C, returns YES if and only if the certificate is a satisfying assignment
a⃗ ∈ {0, 1}n of C. The verifier runs in polynomial time, because we can compute C (⃗a) by
inductively computing the value Gi(⃗a) at each gate on the assignment, for i ∈ [s] in increasing
order. Computing Gi(⃗a) for each i ∈ [n] takes Õ(1) time since we just need to read the ith
coordinate of a⃗. Computing Gi(⃗a) for i > n takes Õ(1) time, since we just to compute a
logical operation on the values of Gj (⃗a) for at most two indices j < i, which we will have
already computed by the time we reach gate Gi. So we can compute Gs(⃗a) = C (⃗a), in
polynomial time. By construction, at least half of the certificates in {0, 1}n make the verifier
return YES if and only if Pr[C] ≥ 1/2, so Majority-Circuit SAT is in PP as claimed.

It remains to show that Majority-Circuit SAT is PP-hard. We prove this by reduction from
the Majority-SAT problem.

To reduce Majority-SAT to Majority-Circuit SAT, we use simple binary tree-based construc-
tions which let us model CNF formulas as circuits of fan in-two.

▷ Claim 4.22. Given an integer w ≥ 1, there is an Õ(w) time algorithm which constructs a
Boolean circuit C of size O(w) computing the conjunction of w given inputs.

Proof. If w = 1, we return the circuit of size one which returns the input.
If w = 2, we return the circuit of size three with G3 = G2 ∧G1.
If instead w ≥ 3, partition the input variables into sets X and Y of size |X| = ⌊w/2⌋ and

|Y | = ⌈w/2⌉, recursively compute circuits CX and CY computing the conjunctions of the
variables in X and Y , and then return the circuit C which computes CX ∧ CY , by ordering
all non-variable gates of CX before all non-variable gates of CY , and adding a new final gate
G which computes the logical and of the output gates from CX and CY .

An easy induction argument shows that this procedure runs in Õ(w) time and outputs a
circuit C with the desired property of size O(w).

▷ Claim 4.23. Given an integer w ≥ 1, there is an Õ(w) time algorithm which constructs a
Boolean circuit C of size O(w) computing the disjunction of w given inputs.

Proof. Follows from symmetric reasoning to the proof of Claim 4.22.

Take an arbitrary instance of Majority-SAT, consisting of a CNF φ over n variables.
We construct a Boolean circuit C equivalent to φ, as follows.
Let x1, . . . , xn be the variables of φ. The circuit C has this same variable set, and so we

set Gi = xi for i ∈ [n] as its initial variable gates. For each i ∈ [n], we set Gn+i = ¬Gi to be
a not gate computing the literal ¬xi.

Now, for each clause B in φ, we use Claim 4.23 to construct a circuit GB equivalent to B
(the inputs to GB are the variable and literal gates we already computed for C, corresponding
to the literals appearing in B). We order these GB gates arbitrarily after all the variable
and literal gates of C. We then use Claim 4.22 to compute a circuit C ′ which computes the
conjunction of the output gates of all the GB circuits. We order the gates of C ′ after the
gates of all the GB circuits.

This completes the description of circuit C. The size and runtime bounds from Claims 4.22
and 4.23 show that we can compute C in polynomial time, and C has size at most polynomial
in n and |φ|. Circuit C is equivalent to φ, because an assignment satisfies C if and only if
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the output gate of every GB circuit returns 1, which is equivalent to every clause of φ being
satisfied. Since C and φ have the same number of variables, we then have Pr[C] ≥ 1/2 if
and only if Pr[φ] ≥ 1/2, which proves the desired result. ■

Proof of Theorem 4.19. We will prove the result by reduction from Majority-Circuit SAT. By
Proposition 4.21, Majority-Circuit SAT is PP-hard, so this will show the desired result.

Take an arbitrary instance of Majority-Circuit SAT, consisting of a Boolean circuit C of
size s on n variables. Let G1, . . . , Gs be the gates of C, ordered as in Definition 4.20. For each
i ∈ [s], introduce a variable gi. We construct CNF formulas φ and ψ over the gi variables.

The formula φ is a 1-CNF consisting only of the unit clause {gs}.
Next, we describe how to construct the 3-CNF formula ψ.
Given any variables x, y, z, we define the 3-CNF formula

ψ∧(x, y, z) = (x ∨ ¬y ∨ ¬z) ∧ (¬x ∨ y) ∧ (¬x ∨ z) .

By inspection, ψ∧(x, y, z) is equivalent to the condition that Jx = y ∧ zK (i.e., an assignment
satisfies ψ∧(x, y, z) precisely when x is assigned the conjunction of the values assigned to y
and z). We similarly define the 3-CNF formula

ψ∨(x, y, z) = (¬x ∨ y ∨ z) ∧ (x ∨ ¬y) ∧ (x ∨ ¬z)

which, by inspection, is equivalent to the condition that Jx = y ∨ zK.
Given variables x and y, we also define the 2-CNF formula

ψ¬(x, y) = (x ∨ ¬y) ∧ (¬x ∨ y).

By inspection, ψ¬(x, y) is equivalent to the condition that Jx = ¬yK.
Now, for each i ∈ [s] with i > n,

• if Gi is an and gate with Gi = Gj ∧Gl, we define the formula

ψi = ψ∧(gi, gj, gk),

• if Gi is an or gate with Gi = Gj ∨Gl, we define the formula

ψi = ψ∨(gi, gj, gk),

• and if instead Gi is a not gate with Gi = ¬Gj, we define the formula

ψi = ψ¬(gi, gj).

We then define

ψ =
s∧

i=n+1

ψi.

Given C, we can construct the 3-CNF ψ in polynomial time.
We claim that an assignment a⃗ (where variable gi is assigned value ai) satisfies ψ if and

only if on input (a1, . . . , an), gate Gi of circuit C computes the value ai for all i ∈ [s]. This
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equivalence follows immediately from the construction of ψ and an easy induction argument
over the gates of circuit C.

Then, any assignment (a1, . . . , an) to the variables gi for i ∈ [n] extends to a unique
satisfying assignment of ψ. Consequently, we have

Pr[ψ] = (1/2)s−n. (53)

Recall that Gs is the output gate of C. By the above discussion, an assignment

a⃗ = (a1, . . . , as)

satisfies φ∧ ψ if and only if on input (a1, . . . , an), gate Gi computes ai for every i ∈ [s], and
the circuit C outputs 1. The number of such assignments is just the number of satisfying
assignments of C. Since C is a function over n variables, while φ ∧ ψ is a formula over s
variables, we have

Pr[φ ∧ ψ] = (2n · Pr[C]) /(2s) = (1/2)s−n · Pr[C]. (54)

By comparing eqs. (53) and (54), we see that

Pr[φ ∧ ψ] ≥ (1/2) · Pr[ψ]

if and only if
Pr[C] ≥ 1/2.

So we have a correct polynomial-time reduction from Majority-Circuit SAT to the problem
from the statement of Theorem 4.19, which proves the desired result. ■
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Chapter 5

Open Problems

Exact Parameterized Complexity

Although our algorithm for kSAT-Prob≥p runs in polynomial time for constant k and p,
as discussed in the Exact Parameterized Complexity subsection of Section 3.4 this runtime
grows rapidly as a function of p for k ≥ 3. We can however solve 2SAT-Prob≥p on 2-CNFs φ
in poly(1/p)|φ| time, which has reasonable dependence on p. Is a similar dependence on p
possible for the general kSAT-Prob≥p problem, or can we prove that a such a dependence is
unlikely to exist?

Open Problem 1. Can kSAT-Prob≥p be solved in poly(1/p)|φ| for some fixed k ≥ 3?
What about achieving a 2poly(1/p)|φ| runtime?

One potential strategy to attack Open Problem 1 is to apply more effective versions of
the sunflower lemma. The reasoning used in the proof of correctness for our algorithms uses
techniques from the proof of the classic sunflower lemma of [ER60], and the effective bounds
from this lemma are reflected in the parameterized time complexity of our kSAT-Prob≥p

algorithms. In recent years, better bounds have been proven for the sunflower lemma (for
example, see the discussion and references in [Rao22]). Can these more effective results help
design faster parameterized algorithms for threshold satisfaction?

Open Problem 2. Can the ideas from improved sunflower theorems be used to design
algorithms for kSAT-Prob≥p, whose runtimes have better dependence on k and p?

In Section 4.3, we discussed Existential Majority-SAT, a generalization of Majority-SAT that
involves existential quantification over certain variables in the input formula. We showed
in Theorem 4.16 that 2SAT-∃Prob≥p, the variant of Existential Majority-SAT restricted to
2-CNFs that tests at a threshold of p, can be solved for formulas φ in nO(log(1/p))|φ| time.
For any constant p this runtime is poly(n), but this polynomial runtime becomes slower as
p becomes smaller. Is there an algorithm solving 2SAT-∃Prob≥p faster in terms of p, which
has a fixed polynomial runtime for all constant p?
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Open Problem 3. Can 2SAT-∃Prob≥p be solved in f(1/p)|φ| time for some computable
function f? Or is this impossible under a plausible hardness hypothesis?

Spectral Gaps

In Idea 1 (from the end of Section 2.2), we mentioned that the possible values of k-CNF
satisfaction probabilities are constrained compared to the probabilities achieved by general
CNF formulas. Using the arguments from the proof of Theorem 2.15, one can show a precise
sense in which k-CNF fractions of satisfying assignments are limited—below every p ∈ (0, 1),
there is a gap, whose size depends only on p, where no satisfaction probability of any k-CNF
is present. This was proven formally in [Tan22b, Corollary 1.3]:

Proposition 5.1 (Spectral Gaps). For each positive integer k and real p ∈ (0, 1), there
exists a real δ = gapk(p) > 0 such that no k-CNF φ has the property that Pr[φ] ∈ (p− δ, p).

The constant gapk(p) is called the spectral gap for k-CNFs at p. The parameterized
runtimes of the current fastest algorithms for kSAT-Prob≥p seem to be proportional to the
value of gapk(p). This suggests that understanding the value of gapk(p), by obtaining better
upper and lower bounds for it, in terms of k and p, is an interesting research question. For
example, [Tan22b, Theorem 2.15] lower bounds gapk(p) in terms of some inverse exponential
tower that depends on the binary expansion of p, and seems qualitatitively similar to the
bounds derived in Section 3.4.

Open Problem 4. Can we get precise upper and lower bounds on the size of gapk(p)
in terms of k and p?

More generally, understanding the behavior of gapk(p) and the possible fractions of sat-
isfying assignments that can be achieved by k-CNF formulas for small constant k seems like
an interesting research project, from a purely mathematical perspective.

Open Problem 5. For small constants k ≥ 2, are there simple descriptions for the set

{Pr[φ] | φ is a k-CNF}

of possible satisfaction probabilities for k-CNF formulas?

Nested Majorities

In Section 4.3, we discussed the Existential Majority-SAT problem, a “higher-order” variant
of Majority-SAT which introduces existentially quantified variables. Maj-Maj-SAT is another
higher-order variant of Majority-SAT, relevant in the literature of probabilistic planning and
inference (see e.g., [PD04, Dar21]). This problem is defined over CNFs over disjoint sets of
variables x⃗ and y⃗, and asks if at least half of the assignments to the x⃗ variables produce
formulas over y⃗ with satisfaction probability at least 1/2.
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Maj-Maj-SAT

Given a CNF formula φ(x⃗, y⃗) on n = n1 + n2 variables

x⃗ = (x1, . . . , xn1) and y⃗ = (y1, . . . , yn2),

determine if
Pr
a⃗

[
Pr
b⃗
[φ(⃗a, b⃗)] ≥ 1/2

]
≥ 1/2.

Just as Majority-SAT is PP-complete, Maj-Maj-SAT is complete for the class PPPP [Wag86,
Theorem 7], a complexity class believed to contain problems much harder than those in PP.
Intuitively, PPPP is the class obtained by taking the definition of PP from Section 2.1 (be-
tween the definitions of #SAT and Majority-SAT), and granting the polynomial-time verifier
in that definition query access to an oracle that solves Majority-SAT in constant time.

For any integer k ≥ 1 and reals p, q ∈ (0, 1), we can also consider the kSAT-Prob≥p,≥q

problem, obtained by restricting Maj-Maj-SAT to k-CNFs, and replacing 1/2 with thresholds
values p and q.

kSAT-Prob≥p,≥q

Given a k-CNF formula φ(x⃗, y⃗) on n = n1 + n2 variables

x⃗ = (x1, . . . , xn) and y⃗ = (y1, . . . , yn),

determine if
Pr
a⃗

[
Pr
b⃗
[φ(⃗a, b⃗)] ≥ q

]
≥ p.

Since kSAT-Prob≥p is polynomial-time solvable for constant k and p, it is natural to
suspect that kSAT-Prob≥p,≥q for constants k, p, and q. This indeed turns out to be true, and
[Tan22b, Theorem 3.15] gives an efficient reduction from kSAT-Prob≥p,≥q to lSAT-Prob≥p,
where l is a positive integer depending only on k and q. By inspecting the proofs in [Tan22b,
Section 3.1], we find that the current reduction sets l to be the smallest positive integer with

l ≥
(
2 + 2 log2k/(2k−1) (1/ gapk(q))

)k
k · k! (55)

where gapk(q) is the spectral gap for k-CNFs at q.
Although for constant k and q the parameter l is still constant, in general l can be

very large in terms of k and q, because gapk(q) can be very small in terms of k and q. In
order to design algorithms for kSAT-Prob≥p,≥q with better dependence on k, p, q, it would
be interesting to see if the reduction to lSAT-Prob≥p could be improved, by decreasing the
blow-up in parameter size from k to l.

Open Problem 6. Can we efficiently reduce kSAT-Prob≥p,≥q to lSAT-Prob≥p for some
positive integer l that is significantly smaller than the right hand side of eq. (55)?
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Since 2SAT-Prob≥p can be solved in poly(1/p)|φ| time on 2-CNFs φ, it would be interesting
to see if 2SAT-Prob≥p,≥q can be solved similarly quickly, with only polynomial dependence
on (1/p) and (1/q) in the runtime. The current fastest algorithm for 2SAT-Prob≥p,≥q reduces
to lSAT-Prob≥p where l ≥ 3 is a growing function of q, and so has terrible dependence on p
and q, as suggested by the discussion in Section 3.4.

Open Problem 7. Can we design algorithms for 2SAT-Prob≥p,≥q with better runtime
dependence on p and q? For example, can the 2SAT-Prob≥p,≥q problem be solved in
poly(1/p, 1/q)|φ| time on 2-CNFs φ? Or is this runtime ruled out under some plausible
hardness hypothesis?

Complexity Classification

In Lemma 4.13, we showed that solving Majority-SAT on CNF formulas where all but possibly
one clause has width at most three is NP-hard (under Turing reductions). However, we did
not place this problem in NP. So, it is conceivable that this problem could even be PP-hard.

Open Problem 8. Is Majority-SAT restricted to formulas of the form ψ ∧L, where ψ is
a 3-CNF and L is an arbitrary clause, NP-complete? Or is this problem PP-complete?

In the proof of Lemma 4.13, we showed NP-hardness for the above problem by reducing
from the task of approximating the fraction of satisfying assignments of a 2-CNF to a factor
of two. A potential strategy to strengthen this result and show PP-hardness for the above
problem (and thus resolve Open Problem 8) is to show that approximately counting satisfying
assignments of 2-CNFs to a factor of two is not just NP-hard, but in fact PP-hard. This
motivates the following problem.

Open Problem 9. Given a 2-CNF formula φ and an integer a, is the problem of deciding
whether Pr[φ] ≥ (1/2)a in NP? Or is this problem PP-complete?

See also Proposition 4.10 for additional context on the task described in Open Problem 9.
In Lemma 4.14, we showed that given a CNF φ with at most r clauses of width greater

than two, we can determine if Pr[φ] ≥ p in 2r poly(1/p)|φ| time. In particular, this problem
can be solved in polynomial time provided r ≤ O(log n). Is a polynomial time algorithm
also possible when r is super-logarithmic in n, or does this problem become hard?

Open Problem 10. Given constant p ∈ (0, 1), for what values of r is the problem of
determining if Pr[φ] ≥ p, for CNF formulas φ where all but r clauses have width at most
two, in P? Can this problem be solved in polynomial time for some r ≥ ω(log n)?

In Section 4.4 we showed that the Bayesian Inference problem is already PP-hard over
input formulas φ and ψ when φ is a 1-CNF and ψ is a 3-CNF. If φ and ψ are both 1-CNFs,
then Bayesian Inference can be solved in linear time, since we can compute the satisfaction
probabilities Pr[φ ∧ ψ] and Pr[ψ] in linear time by Proposition 2.11. It remains unclear
however, if we can efficiently solve Bayesian Inference when ψ is a 2-CNF.
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Open Problem 11. Can Bayesian Inference be solved in polynomial time when the input
formulas are 2-CNFs and the threshold p ∈ (0, 1) is constant? What about when φ is a
1-CNF but ψ can be a 2-CNF?

In general, showing hardness results for threshold problems on 2-CNF formulas seems
difficult. This is because most hardness results involving counting satisfying assignments on
2-CNFs involve polynomial interpolation arguments, or other reductions which greatly distort
the counts of satisfying assignments in strange ways [Val79a]. This disortion is necessary to
some extent, since 2SAT is polynomial-time solvable.

Lower Bounds

In Open Problem 1, we asked whether the time complexity for solving kSAT-Prob≥p can
be improved for fixed k, in terms of the parameter p. In the case that significantly faster
algorithms are not possible for this problem, it would be interesting to develop a theory of
lower bounds for threshold satisfaction problems. For example, there are many influential
hardness hypotheses concerning the intractability of problems where one seeks to approxi-
mate the maximum number of constraints that can be satisfied in a CNF formula, such as the
Gap Exponential Time Hypothesis (see e.g., [Din16, Hypothesis 2.5]) and the Parameterized
Intractability Hypothesis (see e.g., [GLR+23, Hypothesis 1.1]). Could one of these hardness
hypotheses be useful for showing hardness for kSAT-Prob≥p? Can we define new, plausible
hypotheses which imply conditional lower bounds for the time complexity of kSAT-Prob≥p?

Open Problem 12. Is there a plausible hardness hypothesis we can use to lower bound
the parameterized time complexity of kSAT-Prob≥p and its variants?

Open Problem 13. Can we prove that (assuming some plausible hardness hypothesis)
the runtime of any algorithm solving kSAT-Prob≥p must depend on gapk(p) in some way?

It is known that kSAT-Prob≥p admits efficient kernelization (also known as compression)
algorithms in the parameters k and p [Tan22a]. That is, for constant k and p, there is a
polynomial-time algorithm which takes as input a k-CNF formula φ and produces a k-CNF
formula ψ of constant size, such that Pr[φ] ≥ p if and only if Pr[ψ] ≥ p. However, the size
ψ depends on the value of gapk(p), and so is quite large in terms of k and p. So it would be
interesting to obtain more efficient compression for kSAT-Prob≥p.

Open Problem 14. Can we design better kernelization algorithms for kSAT-Prob≥p,
which give better compression in terms of k and p?

Alternatively, it would also be very interesting to show that significantly better com-
pression for kSAT-Prob≥p is impossible. Establishing lower bounds on the possibility of
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compressing kSAT-Prob≥p instances in this case may be easier than trying to directly resolve
Open Problems 12 and 13, since there already exists a well-developed toolkit for proving
kernelization lower bounds of parameterized problems [FLSZ18, Part III].

Open Problem 15. Can we prove interesting kernelization lower bounds for the kSAT-
Prob≥p problem in terms of the parameters k and p, under some popular hypothesis in
complexity theory?

Regularity

In the Regularity subsection of Section 3.4, we proved Theorem 3.28, a “regularity lemma”
for k-CNFs. It would be interesting to see if this regularity lemma could be applied to design
faster algorithms for other problems involving k-CNFs.

Open Problem 16. Are there interesting applications of Theorem 3.28 for problems
on k-CNFs besides kSAT-Prob≥p?
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Part II

Graphs
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Chapter 6

Algebraic Framework

In Chapters 7 and 8, we present algorithms for problems related to detecting disjoint paths in
graphs. The approaches we use in these chapters fall into the general framework of algebraic
graph algorithms, a growing area of modern algorithm design that combines linear algebraic
techniques with arguments from classical and algebraic combinatorics to solve graph theoretic
problems faster.

This paradigm often applies to computational problems where we are tasked with detect-
ing a special type of pattern in a graph. Rather than identify this pattern by using some
search routine, or by building up the structure of the pattern iteratively, in an algebraic
algorithm we solve the problem by considering a related polynomial, whose monomials enu-
merate the instances of the pattern we are trying to detect. In particular, this enumerating
polynomial is designed to be nonzero if and only if an instance of the desired pattern exists
in the input graph. We can check if a polynomial is nonzero by randomly evaluating it at a
point, so if our enumerating polynomial can be evaluated efficiently, this gives a randomized
algorithm for the original problem.

Why is working with an auxiliary polynomial useful? The main reason is that working
with polynomials enables us to employ arguments related to counting patterns, and this
opens up a larger space of algorithmic techniques than one would have access to if they
restricted themselves to direct detection-based argument. For example, in Chapter 7 we use
enumerative properties of determinants to find maximum flow values in unweighted graphs,
and in Chapter 8 we enumerate disjoint pairs of paths by enumerating the complementary set
of intersecting pairs of paths, which turns out to be easier to work with. These are examples
of methods we can only employ because we are working with enumerating polynomials.

A more subtle reason that the algebraic method is useful is that the structure of certain
computational problems seems to simplify when reduced modulo two. For example, computing
the permanent of a matrix with {0, 1} entries is #P-complete [Val79b], but computing the
value of the permanent of a matrix with {0, 1} entries modulo two takes polynomial time,
since the permanent is the same as the determinant of a matrix modulo two, and efficient
algorithms exist for computing determinants. In Chapter 7, we use the fact that enumerating
polynomials for intersecting pairs of paths simplify modulo two to obtain our algorithms.
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What’s this chapter useful for?

This chapter covers preliminaries used in the arguments of Chapters 7 and 8.
If you want to read Chapter 7, you should read this chapter first.
If you just want to read Chapter 8, you should first read Section 6.1, and the Node-Based

subsection of Section 6.2, but can skip Section 6.3.

Organization

In Section 6.1 we recall the definitions of walks and paths in graphs, and introduce some
notation and facts for working with polynomials and matrices over fields. In Section 6.2 we
describe the general framework for encoding families of walks in graphs using polynomials. In
Section 6.3 we discuss standard results for formal power series, which are used in Chapter 7.

6.1 Preliminaries

Graph Notation and Terminology

Throughout this chapter, as well as Chapters 7 and 8, we work with an input graph G on n
vertices and m edges. We let V and E denote the vertex and edge sets of G respectively.

Given an edge e = (u, v) ∈ E, we let tail(e) = u denote the node e exits, and head(e) = v
denote the node e enters.

A walk in G is a sequence of vertices W = ⟨v0, . . . , vr⟩ such that (vi, vi+1) ∈ E for each
nonnegative integer i ≤ r− 1. If v0 = s and vr = t, we say that walk W begins at s and ends
at t. We also write that W is an s ⇝ t walk. We can also naturally view W as a sequence
of edges W = ⟨e1, . . . , er⟩ where ei = (vi−1, vi) for each i ∈ [r]. We say that W begins at e1
and ends at eℓ. The length r of a walk is the number of edges it contains. The size (r + 1)
of a walk is the number of vertices it contains.

A path is a walk whose vertices are all distinct.
A path P is an s⇝ t shortest path if it is a path of minimum length in G from s to t.
Given walks P and Q such that the final vertex of P and the first vertex of Q are the

same, we define P ⋄Q to be the path obtained by concatenating P and Q.

Finite Field Computation

Throughout, we work over a finite field F = F2q of characteristic two, where q is a positive
integer whose value we set separately for each algorithm. In general, we will pick q large
enough so that our algorithms are correct with high probability. In every case however, we
will have q ≤ 24 log(m+ n)

We work in the Word-RAM model with words of size O(log(m+n)). This is the standard
model of computation, since m+n is the input size of the graph G. In this model, after some
initial sublinear amount of time spent preprocessing the field F, addition and multiplication
of elements in F take O(1) time, and division by nonzero elements in F takes Õ(1) time.
This follows from [JX24, Lemma 2.6], since we have field size |F| = 2q ≤ (m+ n)24.
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Identity Testing

Our algorithms will rely on the fact that random evaluations of a low degree polynomial over
a large field are nonzero with high probability.

Proposition 6.1. Let P be a nonzero r-variate polynomial of degree at most d. Then a
uniform random evaluation of P over Fr is nonzero with probability at least 1− d/|F|.

See [MR95, Theorem 7.2] for a proof of Proposition 6.1.

Matrix Notation

Given a square matrix M, we let M−1 denote the inverse of M if it exists. We let I denote
the identity matrix, whose dimensions will be clear from context.

We let ω denote the exponent of matrix multiplication, the smallest positive real such that
two n× n matrices over F can be multiplied in nω+o(1) time. For convenience, we write the
time complexity of matrix-multiplication as O(nω) instead of nω+o(1). We have ω ≥ 2, since
just reading the entries of an n× n matrix takes Ω(n2) time. The current fastest algorithm
for matrix multiplication implies that ω < 2.371552 [WXXZ24].

6.2 Enumerating Families of Walks

We enumerate walks not by counting their number, but by assigning each walk a certain
monomial weight, which records information about the vertices or edges traversed in the
walk. Enumeration corresponds to summing the weights of all walks (or collections of walks)
in a family of interest.

Node-Based

For every edge (u, v) ∈ E, we introduce an indeterminate xuv. If G is directed, the xuv
variables are distinct for every edge (u, v). If G is undirected, then (u, v) ∈ E if and only if
(v, u) ∈ E, and we set xuv = xvu for every edge (u, v).

Given a walk W = ⟨v0, . . . , vr⟩ viewed as a sequence of vertices, we let the weight

ξ(W ) =
r−1∏
j=0

xvjvj+1
(56)

of W be the monomial recording all pairs of consecutive vertices traversed by W . By con-
vention, the weight of a walk W of length zero (i.e., a single vertex) is ξ(W ) = 1.

Given a family of walks P = ⟨W1, . . . ,Wr⟩, we assign it weight

ξ(P) =
r∏

j=1

ξ(Wj) (57)

equal to the product of the weights monomials of the individual walks it contains. For the
special case of pairs of paths P = ⟨P1, P2⟩ we also write

ξ(P1, P2) = ξ(P) = ξ(P1)ξ(P2) (58)
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for convenience.
Given a collection F of walks or families of walks in G, we say that a “polynomial F

enumerates F ,” or equivalently “F is the enumerating polynomial for F ,” if

F =
∑
S∈F

ξ(S). (59)

Edge-Based

In Section 7.2 we will design connectivity algorithms by enumerating edge-disjoint families
of walks. For this task, it is more natural to view walks as sequences of edges rather than
vertices, and assign weights which record pairs of adjacent edges in the walk instead of
recording adjacent pairs of vertices. For this edge-based enumeration, we assume that G is
directed, since this is the only context in which we will apply this enumeration.

For every pair of edges (e, f) in G such that head(e) = tail(f) (i.e., edge e enters the
vertex that edge f exits), we introduce an indeterminate variable xef . Given a walk

W = ⟨e1, . . . , eℓ⟩,

viewed as a sequence of edges ej, we let the weight

ξ(W ) =
ℓ−1∏
j=1

xejej+1
(60)

of W be the monomial ξ(W ) recording all pairs of consecutive edges traversed by W . By
convention, we assign a walk W of length one (i.e., a single edge) the weight ξ(W ) = 1.

Given a family of walks C = ⟨W1, . . . ,Wr⟩, we still define the weight of this family

ξ(C) =
r∏

i=1

ξ(Wi) (61)

to be the product of the weights of the individual walks, and given a collection of F of walks
or families of walks, we still define the enumerating polynomial for F to be the sum∑

S∈F

ξ(S)

of the weights of all members of F .

6.3 Formal Power Series

In Chapter 7, our algorithms for computing graph connectivities work by enumerating fami-
lies of disjoint walks. This enumeration involves handling infinite sums, which entails working
with formal power series. To that end, in this section we review the definition and properties
of power series. These results mostly involve observing that the basic facts which hold in
the finite setting of polynomials still hold in the infinite setting of formal series.
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Definitions

Fix a finite set J , and let {xj} indexed by j ∈ J be the set of variables we work over. A
polynomial is a finite linear combination of products of the xj variables. A formal power
series is a generalization of polynomials which allows for infinite sums.

Let NJ be the set of all sequences of nonnegative integers indexed by J . Given d ∈ NJ ,
we let dj denote the jth element of d for each j ∈ J . Then a formal power series F is
identified by a sequence of coefficients ad in F, one for each d ∈ NJ , and we write

F =
∑
d∈NJ

ad
∏
j∈J

x
dj
j .

We let 0 denote the all-zeros sequence in NJ , and say a0 is the constant term of F . In
general, given d ∈ NJ , the monomial corresponding to d in F (if it appears with nonzero
coefficient ad ̸= 0) is said to have degree ∑

j∈J

dj.

Addition and Multiplication

Given formal series

F =
∑
d∈NJ

ad
∏
j∈J

x
dj
j and H =

∑
d∈NJ

bd
∏
j∈J

x
dj
j

we define their sum
F +H =

∑
d∈NJ

(ad + bd)
∏
j∈J

x
dj
j

and product

F ·H =
∑
d∈NJ

 ∑
d1,d2∈NJ

d1+d2=d

ad1bd2

∏
j∈J

x
dj
j (62)

in the natural way, generalizing arithmetic over polynomials (in the above equation, d1+d2 =
d means that (d1)j +(d2)j = dj for all j ∈ J). These operations make the set of polynomials
over F a subring of the ring of formal power series, where the additive and multiplicative
identities are the constant polynomials 0 and 1 respectively.

Inversion

Given a power series F , we say H is a multiplicative inverse of F if

F ·H = 1. (63)

In order for the above equation to hold, the product of the constant terms of F and H must
equal 1. In particular, F must have nonzero constant term to have a multiplicative inverse.
The following fact shows that this condition is all that is needed for multiplicative inverses
to exist, and that in fact multiplicative inverses are unique.
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Proposition 6.2 (Power Series Inversion). Let F be a formal power series with nonzero
constant term. Then there is a unique formal series H such that F ·H = 1.

Proof. Suppose
F =

∑
d∈NJ

ad
∏
j∈J

x
dj
j .

We define the sequence bd of coefficients in F for all d ∈ NJ by taking

b0 = (a0)
−1

and then inductively setting

bd = −

(∑
d′<d

ad−d′bd′

)
(64)

where d′ < d means that d′ ∈ NJ is componentwise less than or equal to d, and d′ ̸= d (and
(d− d′) is the sequence with jth term (dj − d′j) for all j ∈ J).

By assumption a0 ̸= 0, so a0 is invertible in F, so b0 is well-defined.
Then if we set

H =
∑
d∈NJ

bd
∏
j∈J

x
dj
j

it follows from the definition of multiplication in eq. (62), the relationship from eq. (64), and
the fact that a0 · b0 = 1, that we have

F ·H = 1.

This inverse is unique, because for any formal series H ′ satisfying F ·H ′ = 1, we have

H ′ = H ′ · 1 = H ′ · (F ·H) = (H ′ · F ) ·H = 1 ·H = H.

Thus H is the unique multiplicative inverse of F as claimed. ■

Given a formal series F with nonzero constant term, we write H = F−1 to denote the
multiplicative inverse of F . This definition makes sense by Proposition 6.2.

Matrices of Power Series

In Chapter 7 we will work with matrices of formal series, because such objects arise naturally
when computing inverses of polynomial matrices. The following formula will be useful for
us to reason about the enumerative properties of certain matrices.

Proposition 6.3 (Geometric Series Formula). Let X be a square matrix with polynomial
entries such that every entry of X has constant term zero. Then

(I−X)−1 =
∞∑
ℓ=0

Xℓ. (65)
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Proof. Since every entry of X has constant term zero, for any integer ℓ ≥ 0, the nonzero
entries of Xℓ each have degree at least ℓ. Consequently, the infinite sum from the right-hand
side of eq. (65) is well-defined, because for any d ∈ NJ , only finitely many terms contribute
to the coefficient of ∏

j∈J

x
dj
j

in each entry of the sum.
To prove the claim, it suffices to show that the product

(I−X)

(
∞∑
ℓ=0

Xℓ

)
(66)

is equal to the identity matrix.
For each integer d ≥ 0, let Md be the matrix from eq. (66) with entries restricted to

terms of degree at most d. Then since nonzero entries of Xℓ have degree at least ℓ, we see
that Md is equal to the matrix obtained by taking

(I−X)

(
d∑

ℓ=0

Xℓ

)
=

d∑
ℓ=0

(
Xℓ −Xℓ+1

)
= I−Xd+1

and restricting to the terms with degree at most d. Since every nonzero entry of Xd+1 has
degree greater than d, we see that Md = I is the identity matrix. Since this equation holds
for every d ≥ 0, eq. (66) holds as well. ■
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Chapter 7

Connectivity

7.1 Overview

Given a network, how can we measure how “connected” different parts of it are?
This question, which underlies many basic problems in graph theory, can be quantitatively

answered using the notion of connectivity in graphs. Given a graph G with specified nodes s
and t, the connectivity from s to t, denoted by λ(s, t), is defined to be the maximum number
of edge-disjoint s⇝ t paths in G. Connectivity is a well-studied concept, with many classical
theorems in mathematics focusing on properties of graphs where every pair of vertices has
high connectivity (e.g., see [Sch02, Chapter 15]). This concept is especially important in
computer science, because the connectivity λ(s, t) is equal to the maximum flow from s to
t in the unweighted graph G, where we view edges as having capacity 1. Maximum flow is
a foundational problem in combinatorial optimization, with numerous applications in graph
algorithms and optimal transport, which further motivates studying connectivity.

The presence of connectivity in various areas of pure mathematics and computer science
highlights the importance of designing fast algorithms for computing connectivities in graphs.

For fixed vertices s and t, the maximum flow from s to t can be computed in almost
linear time [CKL+22]. This means that computing a single connectivity λ(s, t) in a graph is
easy—essentially optimal algorithms are known for this task.

In certain applications however, knowing the value of a single connectivity might not be
so useful on its own. For example, if we have a large network where links between nodes can
fail, and want to identify which clusters of nodes are likely to remain connected by paths
in the network even in the presence of edge failures, it may more informative to know the
values of multiple connectivities in the graph.

This motivates the All-Pairs Connectivity (APC) problem, where we are tasked with com-
puting connectivities for all pairs of vertices in a given graph.

All-Pairs Connectivity (APC)

Given a graph G, compute λ(s, t) for all pairs of vertices (s, t) in G.

Suppose the input graph G has n vertices and m edges. Given such a graph, how quickly
can we solve the APC problem?
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In undirected graphs, it is known that APC can be solved in Õ(n2) time [AKL+22]. This
runtime is near-optimal, since to solve APC we need to output connectivity values for each
pair of vertices, which necessarily takes Ω(n2) time.

What about in general directed graphs? Well, a naive approach is to solve APC by com-
puting λ(s, t) separately for each pair of vertices (s, t) using a fast maximum flow algorithm.
Each maximum flow call can be computed in m1+o(1) time by [CKL+22], so this approach
yields an n2m1+o(1) time algorithm for APC. Despite the simplicity of this strategy, this naive
algorithm is currently the fastest algorithm known for solving APC in dense directed graphs!
In sparse graphs however, [CLL13] presented a faster algorithm for APC:

Theorem 7.1: All-Pairs Connectivity Algorithm

There is an algorithm solving APC on m-edge graphs in Õ(mω) time.

In the Exact subsection of Section 7.2, we present a proof of Theorem 7.1, different from
the original analysis of [CLL13], using the framework of [Akm24].

Why is computing multiple connectivities harder in directed graphs?

The current best algorithms for solving APC in undirected graphs involve constructing an
object known as a Gomory-Hu tree, a data structure which succinctly represents all the
connectivity information of the input graph [AKL+22]. There are examples of directed
graphs which provably do not admit Gomory-Hu trees [Ben95]. Consequently, the main
technique we currently have for designing fast algorithms for APC in undirected graphs does
not generalize to the directed case, and this barrier arises from the fact that the structure
of connectivities in directed graphs is more complex than the corresponding structure in
undirected graphs.

Besides the limited applicability of current approaches, APC appears to be harder on
directed graphs than undirected graphs because of various conditional lower bounds. For
example, as we discuss in the Better Lower Bounds subsection of Section 7.4, various hard-
ness hypotheses from fine-grained complexity imply that APC requires n3−o(1) time to solve
over general directed graphs [KT18, AGI+18]. This gives additional evidence that APC is
inherently more difficult on directed graphs than on undirected graphs.

The Relaxation: Bounded Connectivity

The current lack of progress in obtaining faster algorithms for APC in general directed graphs
naturally motivates looking at easier versions of this problem.

One way of constructing easier variants of APC is to relax the amount of information we
are expected to return. Instead of computing λ(s, t) exactly for example, we can instead ask
that we merely return some useful information about λ(s, t).

For example, consider the task of determining, for each pair of vertices (s, t) in G, whether
λ(s, t) ≥ 1. From the definition of connectivity, this is equivalent to determining for each
pair of vertices (s, t), if G contains an s ⇝ t path. This is the Transitive Closure problem,
a classic computational problem in graph theory. Transitive Closure can be solved in O(nω)
time [FM71]. Moreover, if it was possible to solve Transitive Closure in O(nω−ε) time for
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any constant ε > 0, then one could also solve the Boolean Matrix Multiplication problem (a
certain variant of multiplying two n×nmatrices with entries in {0, 1}) inO(nω−ε) time as well
[FM71, Theorem 3]. Currently, no algorithm for Boolean Matrix Multiplication is known that
runs polynomially faster than the integer matrix multiplication runtime of O(nω). Because
of this, it has been hypothesized that Boolean Matrix Multiplication requires nω−o(1) time to
solve. Under this hypothesis, the O(nω) time algorithm for Transitive Closure is optimal.

We can interpolate between the Transitive Closure problem and the general APC problem
by more generally checking for each pair of vertices (s, t) in G, how large λ(s, t) is compared
to a fixed threshold k. This is the task posed in the k-Bounded All-Pairs Connectivity problem:

k-Bounded All-Pairs Connectivity (k-APC)

Given a graph G, compute min(k, λ(s, t)) for all pairs of vertices (s, t) in G.

The k-APC problem is relevant in contexts where knowing the precise connectivity values
between “well-connected” nodes is not important, and instead we care more about distin-
guishing for each pair of vertices whether its connectivity is small or large (where k is our
cutoff for what counts as “small” and “large”). k-APC recovers the Transitive Closure problem
for k = 1, and recovers the general APC problem if we set k to be at least the maximum
connectivity value between any pair of node in G (for example, if G is a simple graph, then
λ(s, t) ≤ n−1 for all s, t ∈ V , so in this case k-APC recovers for APC for k = n−1). Because
of this k-APC should intuitively be easier for small k, and harder for large k.

How quickly, we we solve the k-APC problem?
When k = 1, we have already seen that k-APC can be solved in O(nω) time, and this

runtime is optimal under a plausible hardness hypothesis.
When k = 2, it is similarly known that k-APC can be solved in Õ(nω) time [GGI+17].
However, already for k = 3 it was an open problem whether k-APC admitted any non-

trivial algorithm! That is, it was not known how to solve 3-APC faster than solving the more
general APC problem. In [AJ24, Theorem 4], we resolved this open problem, by proving the
following result:

Theorem 7.2: k-Bounded All-Pairs Connectivity Algorithm

There is an algorithm solving k-APC on n-node graphs in Õ((kn)ω) time.

Theorem 7.2 shows that for any constant k, we can solve k-APC in Õ(nω) time, essentially
matching the hypothesized optimal O(nω) runtime of 1-APC. In the Bounded subsection of
Section 7.2, we prove Theorem 7.2, following [Akm24].

Vertex Connectivity

The connectivity λ(s, t) is defined in terms of edge-disjoint paths. A natural variant of this
measure, relevant in certain applications, arises if we work with vertex-disjoint paths instead.
The vertex connectivity from s to t, denoted by ν(s, t), is defined to be the maximum number
of internally vertex-disjoint paths from s to t in G. Here “internally vertex-disjoint” means
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that the paths are allowed to overlap at the endpoints s and t, but must not have any other
common vertices.

Given this notion, we can define the k-Bounded All-Pairs Vertex Connectivity problem, the
vertex connectivity analogue of the k-APC problem.

k-Bounded All-Pairs Vertex Connectivity (k-APVC)

Given a graph G, compute min(k, ν(s, t)) for all pairs of vertices (s, t) in G.

Can k-APVC be solved as quickly as k-APC? In [AJ24, Theorem 5] we showed that the
answer to this question is yes, by proving the following result:

Theorem 7.3: k-Bounded All-Pairs Vertex Connectivity Algorithm

There is an algorithm solving k-APVC on n-node graphs in Õ(k2nω) time.

In the All-Pairs subsection of Section 7.3, we present a proof of Theorem 7.3, different
from the original analysis of [AJ24], using the framework of [Akm24].

Global Vertex Connectivity

Beyond the “all-pairs” problems we have seen so far, significant research has gone into “global”
variants of vertex connectivity computation in graphs. Given a graph G, we define its vertex
connectivity ν(G) to be

ν(G) = min
s,t∈V

ν(s, t).

Computing ν(G) is interesting because it provides a single number which quantifies the
robustness of connections in the network G. It is known that ν(G) is equal to the smallest
number of vertices which must be deleted to disconnect G (i.e., make it so that for some
pair of vertices (s, t), there is no s ⇝ t path in the modified graph) whenever G is not
a complete graph [Fra11, Theorem 2.5.26], so ν(G) is a natural statistic of G to study.
Beyond its connection to network reliability, many classical results in graph theory involving
understanding properties of graphs G which satisfy ν(G) ≥ k, for some fixed, small positive
integers k. For example,

These connections within computer science and mathematics highlight the importance
of algorithms for determining whether the vertex connectivity of a graph is smaller or large.
This motivates the k-Vertex Connectivity problem, where we are given an integer k ≥ 1, and
are tasked with determining if ν(G) ≥ k.

k-Vertex Connectivity

Given a graph G, determine if ν(G) ≥ k.

A long line of research has studied algorithms for k-Vertex Connectivity (e.g., see [CQ21,
Table 2]). By combining the almost-linear maximum flow algorithm of [CKL+22] with
[LNP+21, Theorem 1.2], it is now known that we can compute the exact value of ν(G)
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in n2+o(1) time. Consequently, k-Vertex Connectivity can be solved for any k in n2+o(1) time,
which is essentially optimal in dense graphs. Before this almost-quadratic time algorithm
was achieved, the fastest algorithm for k-Vertex Connectivity in dense graphs, for small values
of k, came from the following result of [CR94, Section 5]:

Theorem 7.4: k-Bounded Vertex Connectivity Algorithm

We can solve k-Vertex Connectivity on n-node graphs in Õ(nω + nkω) time.

Even though the Õ(nω + nkω) runtime from Theorem 7.4 is slower than the n2+o(1)

runtime which we now have for k-Vertex Connectivity, the algorithm establishing Theorem 7.4
remains interesting because of the alternate techniques it employs. For example, we can prove
Theorem 7.4 without applying almost-linear maximum flow algorithms, or relying on the fast
data structures for “kernelization” used in [LNP+21].

The algorithm of [CR94] builds off a previous Õ(nω+knω) time algorithm of [LLW88] for
k-Vertex Connectivity on undirected graphs. The original proof in [LLW88] was motivated by
a physical interpretation of connectivity, and how it relates to an equilibrium configuration
of a certain convex embedding of the vertices of G. The proof in [CR94] similarly takes the
perspective of convex embeddings, to reduce computing connectivities to certain Laplacian
systems of equations.

In the Global subsection of Section 7.3, we present a simple proof of Theorem 7.4, different
from the original analysis of [CR94], using the framework of [Akm24].

Graph Preliminaries

We use the definitions from Section 6.1. In particular, G = (V,E) is the input graph,
with |V | = n nodes and |E| = m edges. We assume that G is weakly connected (i.e., the
underlying undirected graph of G is connected), so that m ≥ n − 1. This is without loss
of generality for each of the problems we consider, since for the “all-pairs” problems APC,
k-APC, and k-APVC, we can compute connectivites between pairs of vertices separately on
each weakly connected component; and for the k-Vertex Connectivity problem, any graph
that is not weakly connected has ν(G) = 0, so the problem is trivial in this case.

Given a vertex s, we define Eout(s) to be the set of edges exiting s, and Vout(s) to be the
set of out-neighbors of s. Similarly, given a vertex t, we define Ein(t) to be the set of edges
entering t, and Vin(t) to be the set of in-neighbors of t. We let

Vout[s] = Vout(s) ∪ {s} and Vin[t] = Vin[t] ∪ {t} (67)

be the closed out-neighborhood of s and closed in-neighborhood of t respectively. We write

degout(s) = |Ein(s)| and degin(t) = |Eout(t)|

to denote the indegree of s and outdegree of t respectively.

Matrix Preliminaries

We use bold font, such as M, to denote matrices. Given a matrix M, a row index i, and
column index j, we let M[i, j] denote the (i, j) entry of M. Given subsets I and J of row
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and column indices respectively, we let M[I, J ] be the submatrix of M restricted to rows in
I and columns in J . We also let M[I, ·] be the submatrix restricted to rows in I and all
columns, and M[·, J ] be the submatrix on all rows and restricted to columns in J .

We let rankM denote the rank of M, defined to be largest nonnegative integer r such
that M contains an r× r submatrix with nonzero determinant. Equivalently, rankM is the
dimension of the image of M. This second definition shows that the rank of a matrix cannot
increase after multiplication with another matrix. When M is a square matrix, we let detM
denote the determinant of M, adj(M) denote the adjoint of M, and M−1 denote the inverse
of M (if it exists). A matrix M is invertible if and only if its determinant is nonzero.

Matrix Computation

We recall the following standard results concerning matrix computation.

Proposition 7.5 (Matrix Inversion). For any positive integer a, we can compute the inverse
of an a× a matrix over a field in O(aω) field operations.

See [BH74] for a sketch of the proof of Proposition 7.5. For a more modern proof of
Proposition 7.5, see the lecture notes [SCWW21].

Proposition 7.6 (Matrix Rank). For any positive integers a and b, we can compute the
rank of an a× b matrix over a field in O(abω−1) field operations.

See [IMH82] for a proof of Proposition 7.6. For a discussion of more recent advances in
algorithms for computing matrix rank, see [CKL13].

Rational Identity Testing

To prove correctness for our algorithms, we use the following extension of Proposition 6.1,
which shows that the random evaluation of a nonzero rational function, whose numerator
and denominator have low degree, over a large field is nonzero with high probability.

Corollary 7.7. Let P and Q be two nonzero r-variate polynomials, each of degree at most d.
Let R = P/Q. Then a uniform random evaluation of R over Fr is nonzero with probability
at least 1− 2d/|F|.

Proof. Under random evaluation over Fr, by Proposition 6.1 and the union bound, P and
Q are both nonzero with probability at least 1− 2d/|F|. So with this probability, R = P/Q
also has nonzero evaluation, as claimed. ■

7.2 Edge Connectivity

In this section, we present algorithms for the APC and k-APC problems. We follow the
strategy suggested by Chapter 6, and design our algorithms by obtaining polynomials which
enumerate various collections of edge-disjoint paths in G.

Throughout this section, degout(s) denotes the number of edges exiting a vertex s, and
degin(t) denotes the number of edges entering a vertex t.
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Exact

In this subsection, we present an Õ(mω) time algorithm for APC and prove Theorem 7.1. This
result was originally proved in [CLL13, Theorem 1.4]. We present an alternate exposition for
this theorem, following [Akm24]. After establishing Theorem 7.1, in the next subsection we
will show how to build off the ideas employed in our APC algorithm to solve the parameterized
relaxation k-APC faster for small k.

Graph Assumptions (Exact Connectivity Case)

Throughout the current subsection (the Exact subsection of Section 7.2), we allow G to be
a multigraph. That is, G is allowed to have multiple parallel edges between the same pair of
vertices. We do assume however, that G does not have any self-loops. This is without loss of
generality, since self-loops do not affect the connectivity between distinct pairs of vertices.

Field Size

We recall the preliminaries from the Finite Field Computation subsection of Section 6.1. In
particular we work over a field F = F2q . For solving APC, we set q to be the smallest positive
integer with

2q ≥ 2m2n3. (68)

Note that since n− 1 ≤ m, we have q = Θ(logm).

Enumerating Walks

To solve APC, we need to compute connectivity values. Since connectivity is defined to be
the maximum number of edge-disjoint paths between two given vertices, we can compute
connectivities by enumerating families of edge-disjoint walks between vertices in the input
graph (following the general framework of Section 6.2). To enumerate such families of walks,
it will be helpful to first learn how to enumerate individual walks in the graph. We will do
this by working with a symbolic edge-adjacency matrix X for G.

For every pair of edges (e, f) with head(e) = tail(f) (i.e., edge e enters the vertex that
edge f exits), we introduce an indeterminate variable xef . We will use these variables
to enumerate families of walks in G, following the discussion from Edge-Based subsection
of Section 6.2. In particular, each walk W is assigned a monomial ξ(W ) recording the
consecutive pairs of edges it traverses as in eq. (60), and each collection C = ⟨W1, . . . ,Wr⟩
of walks is assigned a monomial ξ(C) according to eq. (61).

Let X be the m×m matrix with rows and columns indexed by E such that for each pair
of edges (e, f) we have

X[e, f ] =

{
xef if head(e) = tail(f)

0 otherwise.
(69)

Given edges e, f ∈ E and an integer ℓ ≥ 1, let Wℓ(e, f) denote the set of all walks
beginning at e and ending at f of length ℓ. Equation (69) shows that the (e, f) entry of X
enumerates all walks of length two from e to f in G, i.e, the walks in W2(e, f). The next
result observes that higher powers of X enumerate longer walks in G.
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Proposition 7.8. For any edges e, f ∈ E and integer ℓ ≥ 0, we have

Xℓ[e, f ] =
∑

W∈Wℓ+1(e,f)

ξ(W ).

Proof. By expanding out the definition of matrix multiplication, we see that

Xℓ[e, f ] =
∑

e0,...,eℓ∈E
e0=e
eℓ=f

ℓ−1∏
j=0

X[ej, ej+1].

By definition, X[ej, ej+1] = xejej+1
if we can step from ej to ej+1 in G, and is zero otherwise.

Thus, the product
ℓ−1∏
j=0

X[ej, ej+1]

is nonzero if and only if W = ⟨e0, . . . , eℓ⟩ is a walk of length (ℓ+ 1) in G. In this case,

ℓ−1∏
j=0

X[ej, ej+1] =
ℓ−1∏
j=0

xejej+1
= ξ(W )

so we have
Xℓ[e, f ] =

∑
W∈Wℓ+1(e,f)

ξ(W )

as claimed. ■

Corollary 7.9 (Enumerating Walks). For any edges e, f ∈ E, we have

(I−X)−1[e, f ] =
∞∑
ℓ=0

 ∑
W∈Wℓ+1(e,f)

ξ(W )

 .

Proof. By eq. (69), every entry of X has constant term zero. So the claim follows by com-
bining the geometric series formula from Proposition 6.3 with Proposition 7.8. ■

Enumerating Edge-Disjoint Families of Walks

Given subsets of edges S, T ⊆ E of equal size |S| = |T | = r ≥ 1 and an integer ℓ ≥ 1,
we define Fℓ(S, T ) to be the family of collections of r walks of total length ℓ, beginning at
different edges of S and ending at different edges of T . If we fix some ordering e1, . . . , er of the
edges in S, then we can view each element of Fℓ(S, T ) as a sequence of walks ⟨W1, . . . ,Wr⟩
satisfying the properties that each Wi begins at ei and ends at some edge of T , the Wi walks
all end at distinct edges of T , and the sum of the lengths of the Wi walks is ℓ. We also define
Dℓ(S, T ) ⊆ Fℓ(S, T ) to be the family of collections of r edge-disjoint walks from S to T of
total length ℓ.
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Our goal is to design enumerating polynomials for the Dℓ(S, T ) families. We will do this
using determinants. Determinants are a natural tool in this context because of their classical
enumerative properties. For example, the Lindström-Gessel-Viennot lemma [AZ18, Chapter
29] for counting paths in directed acyclic graphs and the “combinatorial algorithm” for the
determinant from [MV97] showcase how determinants can be used to enforce disjointness
conditions on paths and walks.

Idea 8 Use determinants to “sieve out” collections of intersecting walks and recover
edge-disjoint collections of walks.

Define Γ = (I − X)−1 for convenience. By Corollary 7.9, the entries of Γ enumerate
walks in G. We use this claim to prove that determinants of submatrices of Γ enumerate
collections of walks in G, beginning and ending at different edges. This observation follows
almost immediately from the definition of the determinant.

Lemma 7.10 (Arbitrary Walks). For any equal-size subsets of edges S, T ⊆ E, we have

detΓ[S, T ] =
∞∑
ℓ=1

 ∑
C∈Fℓ(S,T )

ξ(C)


Proof. Let S(S, T ) be the set of all bijections from S to T .

By the definition of the determinant, we have

detΓ[S, T ] =
∑

π∈S(S,T )

∏
e∈S

Γ[e, π(e)]. (70)

Note that we do not include a factor for the sign of π in the above equation, because we
work over a field F of characteristic two.

By Corollary 7.9, for each e ∈ S we have

Γ[e, π(e)] =
∞∑
ℓ=0

 ∑
W∈Wℓ+1(e,π(e))

ξ(W )

 . (71)

Write S = {e1, . . . , er}, where r = |S| = |T |.
By multiplying eq. (71) over all choices of e ∈ S, we have

∏
e∈S

Γ[e, π(e)] =
r∏

i=1

 ∞∑
ℓ=0

 ∑
W∈Wℓ+1(ei,π(ei))

ξ(W )

 . (72)

Now, let L be the set of all r-tuples (ℓ1, . . . , ℓr) of positive integers summing to

ℓ1 + · · ·+ ℓr = ℓ.
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If we expand out the product on the right-hand side of eq. (72) and group terms according
to the total length of the walks they come from, we obtain

r∏
i=1

 ∞∑
ℓ=0

 ∑
W∈Wℓ+1(ei,π(ei))

ξ(W )

 =
∞∑
ℓ=1

 ∑
(ℓ1,...,ℓr)∈L

Wi∈Wℓi
(ei,π(ei))

r∏
i=1

ξ(Wi)

 .

To clarify the expression above: in the right-hand side of the above equation, the inner
summation is over all choices of positive integers ℓ1, . . . , ℓr which sum to ℓ, and choices of
walks W1, . . . ,Wr where Wi is a walk of length ℓi from ei to π(ei). This is simply the result
of distributing the product over i ∈ [r] on the left-hand side of the equation over the sum of
walks of all possible lengths from ei to π(ei).

By chaining the above equation together with eqs. (70) to (72), and interchanging sum-
mation, we get that

detΓ[S, T ] =
∞∑
ℓ=1

 ∑
π∈S(S,T )

∑
(ℓ1,...,ℓr)∈L

Wi∈Wℓi
(ei,π(ei))

r∏
i=1

ξ(Wi)

 . (73)

To simplify eq. (73), observe that for any choice of bijection π ∈ S(S, T ), lengths
(ℓ1, . . . , ℓr) ∈ L, and walks Wi ∈ Wℓi(ei, π(ei)), the collection ⟨W1, . . . ,Wr⟩ is a sequence
of walks from S to T of total length ℓ. Conversely, any collection C ∈ Fℓ(S, T ) has walks
whose lengths sum up to ℓ, and corresponds to a unique bijection π ∈ S(S, T ), obtained by
checking which starting edges in S are connected to which ending edges in T by walks in C.

Thus, the inner nested summation above is equivalent to a single sum over all collections
of walks in Fℓ(S, T ). Since the weight of a collection C = ⟨W1, . . . ,Wr⟩ is

ξ(C) =
r∏

i=1

ξ(Wi),

the discussion from the previous paragraph together with Equation (73) implies that

detΓ[S, T ] =
∞∑
ℓ=1

 ∑
C∈Fℓ(S,T )

ξ(C)


which proves the desired result. ■

We now formalize the intuition from Idea 8 and argue that the determinant sieves out
collections of intersecting walks, so that only edge-disjoint families of walks are included in
its enumeration. Our reasoning is similar to the standard proof of the previously mentioned
Lindström-Gessel-Viennot lemma [AZ18, Chapter 29].

Lemma 7.11 (Intersecting Walks Cancel). For any equal-size subsets of edges S, T ⊆ E
and integer ℓ ≥ 1, we have ∑

C∈Fℓ(S,T )

ξ(C) =
∑

C∈Dℓ(S,T )

ξ(C).
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Figure 1: Given walks Wi = ⟨e1, e2, g, e3, e4⟩ and Wj = ⟨f1, f2, g, f3, f4⟩ overlapping at g, we
can swap their suffixes to produce walks W ′

i = ⟨e1, e2, g, f3, f4⟩ and W ′
j = ⟨f1, f2, g, e3, e4⟩ which

still overlap at g. The weights for both pairs ξ(Wi,Wj) = (xe1e2xe2gxge3xe3e4) · (xf1f2xf2gxgf3xf3f4)
and ξ(W ′

i ,W
′
j) = (xe1e2xe2gxgf3xf3f4) · (xf1f2xf2gxge3xe3e4) agree because each pair traverses the

same multiset of consecutive pairs of edges.

Proof. Fix S, T ⊆ E and integer ℓ ≥ 1. Let r = |S| = |T |.
For convenience, abbreviate F = Fℓ(S, T ) and D = Dℓ(S, T ). Let S = F \ D be the

family of all collections of r walks beginning at different edges of S and ending at different
edges of T , such that at least two walks in the collection intersect at an edge.

By the definition of S we have∑
C∈F

ξ(C) =
∑
C∈D

ξ(C) +
∑
C∈S

ξ(C).

So to prove the claim, it suffices to show that∑
C∈S

ξ(C)

is the zero polynomial. We prove this by pairing up collections C in S of equal weight ξ(C),
and observing that contributions from such collections vanish modulo two.

Fix an ordering e1, . . . , er of the edges in S. Take any C = ⟨W1, . . . ,Wr⟩ ∈ S, with the
walks ordered so that Wi begins at edge ei. By assumption, at least two walks in C overlap
at an edge. Let i ∈ [r] be the smallest index such that Wi intersects some other walk in C at
an edge. Let e be the first edge in Wi which is contained in another walk of C. Let j ∈ [r]
be the smallest index j > i such that Wj overlaps with Wi at edge e.

We can split the walk Wi uniquely

Wi = Ai ⋄Bi

as the concatenation of a prefix Ai not including edge e, and a suffix walk Bi which begins
with edge e. We can similarly split Wj uniquely

Wj = Aj ⋄Bj

as the concatenation of a prefix Aj not including e, and a suffix Bj beginning with e.
Now, define walks

W ′
i = Ai ⋄Bj and W ′

j = Aj ⋄Bi

by swapping the suffixes of Wi and Wj, as depicted in Figure 1. For all l ∈ [r] with l ̸∈ {i, j},
set W ′

l = Wl. Define a new collection of walks

C ′ = ⟨W ′
1, . . . ,W

′
r⟩
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by replacing Wi and Wj in C with W ′
i and W ′

j respectively.
Since Wi and Wj end at different edges of T , we know that W ′

i ̸= Wi and W ′
j ̸= Wj.

This shows that C ′ ̸= C. Since the walks in C ′ still begin at different edges of S and end at
different edges of T , C ′ ∈ F . Also, W ′

i ,W
′
j overlap at an edge, so C ′ ̸∈ D. Thus C ′ ∈ S.

Additionally, we claim that if we apply the above suffix swapping procedure (which we
used to go from C to C ′) to the collection C ′, we recover C.

Indeed, for all l ∈ [r] with l < i, the walk W ′
l = Wl does not intersect any other walk in C

at an edge, by the definition of i. Since the multiset of edges traversed by walks in C \ {Wl}
and C \ {W ′

l } are the same, this means that W ′
l does not intersect any other walk in C ′ at

an edge either. So i is also the smallest index in [r] such that W ′
i intersects some other walk

in C at an edge. Since the prefixes of W ′
i and Wi before edge e are the same, we see that

e is also the first edge in W ′
i which is contained in another walk of C ′. Then because W ′

j

traverses edge e, and W ′
l = Wl for all l ̸∈ i, j, we see that j > i is the smallest index such

that W ′
j overlaps with W ′

i at edge e. Then when we swap the suffixes of W ′
i and W ′

j after
the first appearance of e on these walks, we recover Wi and Wj respectively, and so applying
the suffix swapping procedure to C ′ produces the original collection C as claimed.

So, the suffix swapping routine described above partitions S into distinct pairs.
Suppose C and C ′ are paired up by the suffix swapping argument. Then C and C ′ traverse

the same multiset of consecutive pairs of edges. Thus these collections

ξ(C) = ξ(C ′)

have the same weight. Since we work over a field of characteristic two, the above equation
implies that each pair (C, C ′) of collections mapped to each other by suffix swapping satisfies

ξ(C) + ξ(C ′) = 0.

Since S is partitioned into such pairs, we have∑
C∈S

ξ(C) = 0.

Together with the discussion from the beginning of the proof, this proves the claim. ■

Corollary 7.12 (Edge-Disjoint Walks). For equal-size subsets of edges S, T ⊆ E, we have

detΓ[S, T ] =
∞∑
ℓ=1

 ∑
C∈Dℓ(S,T )

ξ(C)

 .

Proof. This follows by combining Lemmas 7.10 and 7.11. ■

From Corollary 7.12, we see that determinants of submatrices of Γ produce enumerating
polynomials for families consisting of collections of edge-disjoint walks. We want to use these
polynomials to compute connectivities λ(s, t) for various vertices s and t. However, λ(s, t)
is defined in terms of edge-disjoint paths, not walks. To next result will help us show that it
is fine to work with walks instead of paths.
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Lemma 7.13 (Edge-Disjoint Walks ⇒ Edge-Disjoint Paths). Let S, T ⊆ E be subsets of
edges of size |S| = |T | = r. If the graph G contains r edge-disjoint walks from S to T , then
G also contains r edge-disjoint paths from S to T .

Proof. Let ⟨W1, . . . ,Wr⟩ be a collection of edge-disjoint walks from S to T in G. For each
index i ∈ [r], let ei and fi be the first and last edges of Wi respectively. Note that under
these definitions, we have S = {e1, . . . , er} and T = {f1, . . . , fr}.

For each i ∈ [r], let Gi be the subgraph of G including only the edges traversed by Wi.
Let Pi be a shortest path from ei to fi in Gi. These paths are edge-disjoint, since they live in
subgraphs on disjoint sets of edges. Thus ⟨P1, . . . , Pr⟩ is a collection of r edge-disjoint paths
from S to T in G, as desired. ■

Corollary 7.14. Let S, T ⊆ E be subsets of edges of size |S| = |T | = r. Then detΓ[S, T ] is
a nonzero formal power series if and only if G contains r edge-disjoint paths from S to T .

Proof. Suppose C = ⟨P1, . . . , Pr⟩ is a collection of r edge-disjoint paths from S to T in G.
Then the term ξ(C) occurs in the expansion of

detΓ[S, T ] (74)

given by Corollary 7.12. Moreover, any collection of paths C ′ ̸= C from S to T has weight
ξ(C ′) ̸= ξ(C), because C consists of edge-disjoint paths (so looking at the variables appear-
ing in ξ(C), we can recover C uniquely). Hence, no other term from the summation in
Corollary 7.12 produces the same monomial ξ(C). So ξ(C) appears in eq. (74) with nonzero
coefficient, which implies that the determinant from eq. (74) is a nonzero power series.

Suppose now that G does not contain r edge-disjoint paths from S to T . The contra-
positive of Lemma 7.13 implies that G does not contain r edge-disjoint walks from S to T .
Then Corollary 7.12 implies that eq. (74) is the zero polynomial. This proves the claim. ■

Random Evaluation

So far, we have constructed enumerating polynomials related to edge-disjoint walks using
determinants. Following the approach suggested in Chapter 6, we next want to evaluate these
polynomials at random points, in order to efficiently detect large collections of edge-disjoint
walks. This will help us compute connectivity values.

We assign each pair of edges (e, f) an independent, uniform random value aef in F.
Let A be the matrix obtained from X by evaluating each variable xef at aef . In other

words, A is the random m×m edge-adjacency matrix of G defined by taking

A =

{
aef if head(e) = tail(f)

0 otherwise.

Let M = (I−A)−1 be the evaluation of Γ under this same random assignment.

Lemma 7.15. Let S, T ⊆ E be subsets of edges of size |S| = |T | = r. If G contains r edge-
disjoint paths from S to T , then detM[S, T ] is nonzero with probability at least 1 − 1/n3.
If instead G does not have r edge-disjoint paths from S to T , then detM[S, T ] is zero.
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Proof. By Corollary 7.14, the determinant

detΓ[S, T ] (75)

is a nonzero power series if and only if G contains r edge-disjoint paths from S to T .
So if G does not contain r edge-disjoint paths from S to T , then eq. (75) is the zero

polynomial, so its random evaluation

detM[S, T ]

must equal zero as claimed.
Otherwise, G contains r edge-disjoint paths from S to T , and eq. (75) is a nonzero power

series. By the formula for the inverse of a matrix, we have

Γ[S, T ] =
(adj(I−X)) [S, T ]

det (I−X)
. (76)

The matrix I−X has ones across its main diagonal, and every other entry of this matrix
has constant term zero Then by the formula for the determinant of a matrix, det (I − X)
is a polynomial with constant term 1, so by Proposition 6.2 the multiplicative inverse of
det (I − X) is a well-defined power series. As a consequence, eq. (76) can be viewed as an
equality between matrices of formal power series.

For convenience, write Q = det (I−X).
Since S and T are sets of size r, by linearity of the determinant we have

detΓ[S, T ] =
det (adj(I−X))[S, T ]

Qr
. (77)

By assumption, the left-hand side of eq. (77) is nonzero. Consequently, the numerator

det (adj(I−X))[S, T ]

on the right-hand side of eq. (77) must be a nonzero polynomial. Since each entry of X
has degree at most 1, each entry of adj(I − X) has degree less than m, so the numerator
polynomial from the above equation has total degree less than rm. Similarly, in the previous
discussion we observed that Q is a polynomial with constant term 1, so the denominator

Qr = (det (I−X))r

of the right hand side of eq. (77) has constant term 1, and is thus a nonzero polynomial as
well. Since each entry of X has degree at most 1, this denominator has degree at most rm.

So the right hand side of eq. (77) is the ratio of two nonzero polynomials, each with degree
at most rm ≤ m2. Then by Corollary 7.7 and eq. (68), the random evaluation detM[S, T ]
is nonzero over F with probability at least

1− 2m2/(2q) ≥ 1− 1/n3

as desired. ■
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Algorithm 5. The All-Pairs Connectivity Algorithm

Inputs: A directed graph G.
Returns: The connectivity λ(s, t) for each pair of vertices (s, t) in G.

1. Compute M = (I−A)−1.

2. For each pair of vertices (s, t), return

rankM[Eout(s), Ein(t)]

as the value for λ(s, t).

Lemma 7.16 (Connectivity via Rank). With high probability, for all s, t ∈ V we have

λ(s, t) = rankM[Eout(s), Ein(t)].

Proof. Fix a pair of vertices (s, t). Abbreviate λ = λ(s, t). By Lemma 7.15 and the definition
of connectivity, with probability at least 1−1/n3, λ ≥ 0 is the largest integer such that there
exist subsets S ⊆ Eout(s) and T ⊆ Ein(t) of size λ with the property that detM[S, T ] is
nonzero. By definition, this is the rank of M[Eout(s), Ein(t)], so

λ = rankM[Eout(s), Ein(t)]

with probability at least 1− 1/n3 for our fixed pair of vertices (s, t). So by the union bound
over n2 pairs of vertices, with probability at least 1− 1/n we have

λ(s, t) = rankM[Eout(s), Ein(t)]

for all pairs of vertices (s, t) in G, as desired. ■

Lemma 7.16 establishes a direct connection between ranks of submatrices of M and
connectivities in G. We leverage this connection to design Algorithm 5 solving APC.

Proof of Theorem 7.1. By Lemma 7.16, Algorithm 5 solves APC correctly. To prove the
theorem, it remains to show we can implement Algorithm 5 to run in Õ(mω) time.

Step 1 of Algorithm 5 takes Õ(mω) time by Proposition 7.5, because we just need to
invert the m×m matrix (I−A).

In step 2 of Algorithm 5, for each pair of vertices (s, t), we need to compute the rank of
a matrix with dimensions degout(s)× degin(t) matrix. By Proposition 7.6, this takes∑

s,t∈V

degout(s)(degin(t))
ω−1 (78)

field operations asymptotically. For each pair of vertices (s, t), we have

degout(s)(degin(t))
ω−1 = (degin(t))

ω−2 · degout(s) degin(t) ≤ mω−2 · degout(s) degin(t).
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By substituting this inequality into eq. (78), and observing that∑
s∈V

degout(s) =
∑
t∈V

degin(t) = m

we get that∑
s,t∈V

degout(s)(degin(t))
ω−1 ≤

∑
s,t∈V

mω−2 · degout(s) degin(t) = mω−2m2 = mω.

So step 2 of Algorithm 5 takes Õ(mω) time.
So we can solve APC in Õ(mω) time as claimed. ■

Bounded

In this subsection, we present an Õ((kn)ω) time algorithm for k-APC and prove Theorem 7.2.
We will do this by building off the ideas that went into designing Algorithm 5 for solving
the unparameterized APC problem in Õ(mω).

Graph Assumptions (Exact Connectivity Case)

Throughout the current subsection (the Bounded subsection of Section 7.2), we allow G to
be a multigraph. That is, G is allowed to have multiple parallel edges between the same pair
of vertices. We assume however, that for any distinct vertices s and t, there are at most k
edges from s to t. This is without loss of generality when solving the k-APC problem, since if
there were more than k parallel edges from s to t, we could delete some and bring the count
of parallel edges down to k without changing the value of min(k, λ(s, t)). We additionally
assume that G does not have any self-loops. This is also without loss of generality, since
self-loops do not affect the connectivity between distinct pairs of vertices. These assumptions
imply that m ≤ kn2.

Field Size

We recall the preliminaries from the Finite Field Computation subsection of Section 6.1. In
particular we work over a field F = F2q . For solving k-APC, we set q to be the smallest
positive integer with

2q ≥ 4k(m+ 2kn)n3. (79)

Note that since n− 1 ≤ m and k ≤ m, we have q = Θ(logm).

Adapting the All-Pairs Connectivity Algorithms

Algorithm 5 solves APC by

1. inverting an m×m matrix to produce a special matrix encoding connectivity informa-
tion, and then
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2. computing ranks of submatrices of the special matrix, whose dimensions are based off
degrees of nodes in G, to compute connectivity values.

We want to adapt this strategy to solve k-APC in Õ((kn)ω) time. However, merely writing
down the matrices used in Algorithm 5 already takes Ω(m2) time. To design an algorithm
running in only Õ((kn)ω) time, we need to modify the steps of Algorithm 5 to work with
much smaller matrices, perhaps with at most O(kn) rows and columns.

Step 2 of Algorithm 5 (corresponding to item 2 above) is slow because vertices in G
can have large degrees, which means that Algorithm 5 needs to compute ranks of large
submatrices. To speed this up, we would ideally like to reduce degrees in G, while preserving
the values of small connectivities.

Idea 9 If we only need to compute λ(s, t) when this value is less than k, it should suffice
to compute this connectivity in a modified low-degree graph where both degout(s)
and degin(t) are at most k.

If we can reduce the degrees of vertices in G to at most k for example, then in item 2
above we would only need to compute ranks of k × k submatrices for each pair of verticces,
which we could do in the desired O((kn)ω) time bound.

Step 1 of Algorithm 5 (corresponding to item 1 above) seems to trickier to accelerate.
Beyond the fact that the special matrix used in Algorithm 5 has m2 entries, the construction
of enumerating polynomials for collections of edge-disjoint paths involved variables xef for
each pair of edges (e, f) with head(e) = tail(f). Even using the assumption that each pair of
vertices in G has at most k parallel edges between them, G can contain Ω(kmn) such pairs
of edges, which is a bottleneck for the time it takes to evaluate any enumerating polynomial
we construct on the xef variables.

To solve APC, we needed all the xef variables to be present in the enumerating polynomi-
als, so that the monomial ξ(C) for any collection of edge-disjoint paths C uniquely recorded
the multiset of pairs of edges traversed by each path in C. This unique encoding property
was essential to make sure that distinct collections of edge-disjoint paths C received distinct
monomials ξ(C), and we did not get any unwanted cancellations of terms.

When solving k-APC however, we only need to enumerate up to k edge-disjoint paths in
a solution. Each path in G contains at most n vertices, and so a collection of k edge-disjoint
paths in G uses fewer than kn edges. This suggests that for the purpose of enumerating up
to k edge-disjoint paths, we might be able to employ a less expressive enumeration which
involves fewer variables, yet still is enough to solve k-APC.

Idea 10 If we only need to detect up to k edge-disjoint paths, then since each path has
at most n vertices, we should be able to enumerate using fewer variables.

Idea 10 suggests a way to decrease the number of variables in our enumerating polyno-
mials, and thereby avoid the polynomial evaluation bottleneck. But how can we avoid the
matrix size bottleneck of Ω(m2) discussed before?

Why did we need M in Algorithm 5 to be an m×m matrix in the first place? Well, we
wanted ranks of submatrices of M to be correspond to connectivity values. Since connectiv-
ities can be as large as m, we need M to be at least m×m just so it could have submatrices
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whose rank was m. When solving k-APC however, we only need to output connectivities
with value at most k. This suggests that for solving k-APC, we can impose more structure
on the matrix M which encodes connectivity values, and perhaps this structure will let us
avoid explicitly using an m×m matrix.

Idea 11 Since we only need to output small connectivity values in the k-APC problem,
we should be able to get away with encoding connectivities in a low-rank matrix.

In the next parts, we try and formalize the intuition from Ideas 9 to 11.

Reducing Degrees

Recall that G is the input graph on n nodes and m edges. Based off Idea 9, we modify G to
create a new graph Gnew, which preserves the k-bounded connectivity information of G, yet
will have the nice property that all relevant vertices have indegree and outdegree k.

For each vertex v ∈ V , we introduce two new nodes vin and vout. Then we replace each
edge (u, v) ∈ E with an edge (uout, vin). For each v ∈ V , we also include k parallel edges
from v to vout, and k parallel edges from vin to v. Let Gnew be the new graph constructed in
this way, and let Vnew and Enew be its vertex and edge sets respectively.

By construction, Gnew has nnew = |Vnew| = 3n nodes and mnew = |Enew| = m+2kn edges.
We refer to the nodes in V ⊆ Vnew which were originally in G as the original vertices.

For s, t ∈ V , we still let λ(s, t) denote the connectivity from s to t in the original graph G.
For s, t ∈ Vnew, we let λnew(s, t) denote the connectivity from s to t in Gnew.

For the rest of Section 7.2, we let Eout(s) and Ein(t) denote the sets of edges exiting s
and entering t in Gnew.

Lemma 7.17 (Preserving Small Connectivities). For any original vertices s, t ∈ V , we have

λnew(s, t) = min(k, λ(s, t)).

Proof. Fix s, t ∈ V . Given an s⇝ t path P ′ in Gnew, we recover a unique s⇝ t path P in G
by looking at the sequence of original vertices P ′ passes through. Using this construction, any
collection of r edge-disjoint paths from s to t in Gnew recovers a collection of r edge-disjoint
paths from s to t in G. This implies that λnew(s, t) ≤ λ(s, t).

Since s has outdegree k in Gnew, we also necessarily have λnew(s, t) ≤ k.
Thus the connectivity from s to t in Gnew is at most min(k, λ(s, t)).
Set λ = min(k, λ(s, t)). The discussion so far shows that

λnew(s, t) ≤ λ. (80)

By definition of λ, G contains edge-disjoint s⇝ t paths P1, . . . , Pλ.
For each i ∈ [λ], let P ′

i be the s⇝ t path in Gnew which passes through the same sequence
of original vertices as Pi, and includes, for each edge (u, v) in Pi, the ith parallel edge from
uout to vin (with respect to some fixed ordering among all the parallel edges). This is possible
since λ ≤ k. Since the Pi are edge-disjoint, the P ′

i are edge-disjoint as well.
So Gnew has λ edge-disjoint s⇝ t paths, implying that

λnew(s, t) ≥ λ. (81)

By eqs. (80) and (81), we have λnew(s, t) = min(k, λ(s, t)) as claimed. ■
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e f

X[e, f ] = xef

e f

(Y Z)[e, f ] = ye1z1f + ye2z2f + ye3z3f

Figure 2: When we substitute xef = ye1z1f + · · ·+ yekzkf (pictured here for k = 3) into X, we
get the “simpler” matrix Y Z. While powers of X enumerate walks in G, powers of Y Z intuitively
enumerate walks in a modified graph where after traversing an edge e = (u, v), we have k different
versions of v we can choose to go to. The yej and zjf variables in this enumeration only keep track
of the individual edges traversed and versions of vertices we pick, instead of recording all pairs of
consecutive edges traversed like the xef variables. This simpler enumeration suffices to solve k-APC.

Low-Rank Enumeration

We redefine the matrix X from eq. (69) with respect to the new graph Gnew, so that now
rows and columns of X are indexed by edges in Enew.

We similarly redefine the matrix Γ = (I−X)−1 with respect to Gnew.
Motivated by Idea 10, we introduce some new variables.
For each pair (e, j) ∈ Enew × [k] we introduce an indeterminate yej.
Similarly, for each pair (j, f) ∈ [k]× Enew we introduce an indeterminate zjf .
We define the mnew × knnew matrix Y by setting

Y[e, (v, j)] =

{
yej if head(e) = v

0 otherwise.

Similarly, we define the knnew ×mnew matrix Z by setting

Z[(v, j), f ] =

{
zjf if tail(f) = v

0 otherwise.

These matrices are defined so that under the variable substitution

xef =
k∑

j=1

yejzjf

the matrix X simplifies to the low-rank matrix YZ, as depicted in Figure 2.
Previously in Corollary 7.14, we characterized the existence of edge-disjoint paths in

G via nonzero determinants of submatrices of Γ. The following result shows that a similar
characterization holds when we replace X with YZ, provided we only care about enumerating
up to k edge-disjoint paths.

Replacing the xef variables with the yej and zjf variables is our way of implementing the
intuition of Idea 10, and replacing X with YZ is our way of implementing Idea 11.

Lemma 7.18. Let S, T ⊆ Enew be subsets of edges with size |S| = |T | = r ≤ k. Then

det (I−YZ)−1[S, T ]

is a nonzero formal power series if and only if Gnew has r edge-disjoint paths from S to T .
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Proof. Suppose G does not contain r edge-disjoint paths from S to T . Then by Corol-
lary 7.14, the determinant detΓ[S, T ] is identically zero as a power series. Consequently,
detΓ[S, T ] remains zero even if we make the variable substitution

xef =
k∑

j=1

yejzjf . (82)

Under this substitution, the matrix X simplifies to YZ. Since Γ = (I−X)−1, we get that

det (I−YZ)−1[S, T ]

is the zero polynomial, as claimed.
Otherwise, G does contain r edge-disjoint paths from S to T .
In this case, Corollary 7.12 implies that

detΓ[S, T ] =
∞∑
ℓ=1

 ∑
C∈Dℓ(S,T )

ξ(C)

 . (83)

For each collection of walks C, let ξ̃(C) be the monomial resulting from substituting eq. (82)
into the monomial ξ(C). This substitution turns X into YZ, so we have

det (I−YZ)−1[S, T ] =
∞∑
ℓ=1

 ∑
C∈Dℓ(S,T )

ξ̃(C)

 . (84)

Let P = ⟨P1, . . . , Pr⟩ be a collection of edge-disjoint paths from S to T in G.
For each i ∈ [r], let Ei be the set of consecutive pairs of edges (e, f) traversed by Pi.
Then since

ξ(P) =
r∏

i=1

ξ(Pi) =
r∏

i=1

∏
(e,f)∈Ei

xef

by the definition of the weight of a collection of paths, we get that

ξ̃(P) =
r∏

i=1

∏
(e,f)∈Ei

(
k∑

j=1

yejzjf

)
.

If we expand the product on the right-hand side of the above equation, we see that one of
the monomials produced is of the form

r∏
i=1

∏
(e,f)∈Ei

yeizif . (85)

Note that in this step, we are using the fact that r ≤ k.
Because P is a collection of edge-disjoint paths, the variables appearing in the monomial

from eq. (85) allow us to uniquely recover P . Specifically, given the monomial from eq. (85),
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e1 f1

e2 f2

e1

e2

f1

f2

Figure 3: Given edge-disjoint paths P1 = ⟨e1, f1⟩ and P2 = ⟨e2, f2⟩ in G, the determinant of
the matrix Γ[{e1, e2} , {f1, f2}] enumerates this pair via the monomial ω(P1, P2) = xe1f1 ·xe2f2 . The
variables in this monomial provide enough information to uniquely recover P1 and P2. In contrast,
for k = 2, the determinant of (I−YZ)−1[{e1, e2} , {f1, f2}] assigns this pair weight

ξ̃(P1, P2) = (ye11z1f1 + ye12z2f1)(ye21z1f2 + ye22z2f2).

One of the terms in the expansion of the above product is ye11z1f1 · ye22z2f2 . We can read this term
as saying “the first path P1 traverses e1 and f1, and the second path P2 traverses e2 and f2.” So
this monomial provides enough information to recover the pair of paths ⟨P1, P2⟩ as well.

for each i ∈ [r], the edges e for which the variable yei appears in the monomial are precisely
the edges in Pi. Since Pi is a simple path beginning at a node of S and ending at node
of T , given these edges we can recover their order Pi as well. So reading out the variables
appearing in eq. (85) lets us identify Pi for each i ∈ [r], and thus the collection P , as claimed.

See Figure 3 for an example of this unique recovery property in the case of k = 2.
Thus the monomial from eq. (85) appears with coefficient 1. Hence

det (I−YZ)−1[S, T ]

is a nonzero formal power series as claimed. ■

Thanks to Lemma 7.18, we have polynomials which can help us detect up to k edge-
disjoint walks using determinants. However, the matrix (I −YZ) used in Lemma 7.18 has
dimensions mnew ×mnew, so working directly with it is not useful for obtaining a Õ((kn)ω)
time algorithm. The following lemma helps us get around this, by leveraging the fact that
YZ has low rank to relate the inverse of (I −YZ) to the inverse of a smaller matrix. This
is the main technical reason that Idea 11 is useful for solving k-APC.

Lemma 7.19 (Geometric Series Identity). We have

(I−YZ)−1 = I+Y(I− ZY)−1Z.

Proof. By definition, every entry of Y and Z has constant term zero. This means that all
the entries of YZ and ZY also have constant term zero.

Then by the geometric series formula of Proposition 6.3 we have

(I−YZ)−1 = I+ (YZ) + (YZ)2 + · · · = I+Y

(
∞∑
ℓ=0

(ZY)ℓ

)
Z. (86)

Applying Proposition 6.3 again, we have
∞∑
ℓ=0

(ZY)ℓ = (I− ZY)−1.
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Substituting the above equation into the rightmost side of eq. (86) yields

(I−YZ)−1 = I+Y(I− ZY)−1Z

as desired. ■

Lemma 7.19 is useful because it reduces computing the inverse of (I−YZ), anmnew×mnew

matrix, to computing the inverse of (I− ZY), a knnew × knnew matrix.
Now, define subsets of edges

Eout =
⋃
s∈V

Eout(s) and Ein =
⋃
t∈V

Ein(t).

Set Ỹ = Y[Eout, ·] and Z̃[·, Ein]. Since every original vertex has outdegree and indegree
exactly k in Gnew, Ỹ is a kn× knnew matrix, and Z̃ is a knnew × kn matrix.

Random Evaluation

Following the approach suggested in Chapter 6, to detect edge-disjoint paths we now define
random evaluations of the matrices Y and Z we have constructed.

For all pairs (e, j) ∈ Enew× [k] and (j, f) ∈ [k]×Enew we introduce independent, uniform
random values bej and djf respectively over F.

Let B and C be the matrices obtained by setting

yej = bej and zjf = cjf (87)

in Y and Z respectively, for all (e, j) ∈ Enew × [k] and (j, f) ∈ [k]× Enew.
So B is the mnew × knnew matrix defined by setting

B[e, (v, f)] =

{
bej if head(e) = v

0 otherwise

and C is the knnew ×mnew matrix defined by setting

C[(v, j), f ] =

{
cjf if tail(f) = v

0 otherwise.

Lemma 7.20. Let S, T ⊆ Enew be subsets of edges of size |S| = |T | = r ≤ k. If Gnew

contains r edge-disjoint paths from S to T , then

det (I−BC)−1[S, T ]

is nonzero with probability at least 1 − 1/n3. If instead Gnew does not have r-edge disjoint
paths from S to T , then

det (I−BC)−1[S, T ] = 0.
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Proof. By Lemma 7.18, the formal power series

det (I−YZ)−1[S, T ] (88)

is nonzero if and only if Gnew contains r edge-disjoint paths from S to T .
So if Gnew does not have r edge-disjoint paths from S to T , then eq. (88) is the zero

polynomial, so its random evaluation

det (I−BC)−1[S, T ]

must equal zero as claimed.
Otherwise, Gnew contains r edge-disjoint paths from S to T , and eq. (88) is a nonzero

power series. By the formula for the inverse of a matrix, we have

(I−YZ)−1[S, T ] =
(adj(I−YZ))[S, T ]

det (I−YZ)
. (89)

The matrix (I − YZ) has ones along its main diagonal, and every other entry of this
matrix has constant term zero. Then by the formula for the determinant, det (I − YZ)
is a polynomial with constant term 1, so by Proposition 6.2 the multiplicative inverse of
det (I − YZ) is a well-defined power series. So eq. (89) can be viewed both as an equality
between matrices of rational functions, and as an equality between matrices of power series.

For convenience, write Q = det(I−YZ).
Since S and T are sets of size r, by linearity of the determinant we have

det (I−YZ)−1[S, T ] =
det (adj(I−YZ))[S, T ]

Qr
. (90)

By the previous discussion, the left hand side of eq. (90) is nonzero. Consequently, the
numerator

det (adj(I−YZ))[S, T ]

on the right-hand side of eq. (90) must be a nonzero polynomial.
All entries of Y and Z have degree at most 1, so each entry of YZ has degree at most 2.

Consequently, each entry of adj(I−YZ) has degree less than 2mnew, which implies that the
numerator polynomial from the above equation has total degree less than 2rmnew.

Similarly, we observed earlier that Q is a polynomial with constant term 1, and is thus a
nonzero polynomial. Hence the denominator

Qr = (det (I−YZ))r

of the right hand side of eq. (90) is also a nonzero polynomial. As noted previously, every
entry of YZ has degree at most 2. Thus, Qr has degree at most 2rmnew.

So the right hand side of eq. (90) is the ratio of two nonzero polynomials, each with degree
at most 2rmnew ≤ 2k(m + 2kn). Then by Corollary 7.7 and the choice of q in eq. (79), the
random evaluation det (I−YZ)−1[S, T ] is nonzero over F with probability at least

1− 4k(m+ 2kn)/(2q) ≥ 1− 1/n3

as desired. ■
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Next, we will replace the matrix (I − BC)−1 from Lemma 7.20 with a smaller random
matrix which encodes the connectivities in G.

Let
B̃ = B[Eout, ·] and C̃ = C[·, Ein]

be the matrices obtained from Ỹ and Z̃ respectively by the variable assignment in eq. (87).
In particular, B̃ is a kn× knnew matrix, and C̃ is a knnew × kn matrix.

Define the kn× kn matrix

M = B̃ (I−CB)−1 C̃.

Note that the matrix M here is different from the matrix of the same name defined earlier
in the Exact subsection of Section 7.2.

Lemma 7.21 (Small Connectivities via Rank). With high probability, we have

rank M[Eout(s), Ein(t)] = min(k, λ(s, t))

for all original vertices s, t ∈ V .

Proof. Fix s, t ∈ V . Let λ = λnew(s, t). By Lemma 7.17, λ ≤ k. By Lemma 7.20 and the
definition of connectivity, with probability at least 1 − 1/n3, λ is the largest integer such
that there exist subsets S ⊆ Eout(s) and T ⊆ Ein(t) of size λ with

det (I−BC)−1[S, T ] ̸= 0.

By the definition of matrix rank, this means that

λ = rank (I−BC)−1[Eout(s), Ein(t)]. (91)

Now, by Lemma 7.19, we know that

(I−YZ)−1 = I+Y(I− ZY)−1Z.

Since s and t are original vertices, Eout(s) ∩ Ein(t) = ∅, because all outgoing edges of s
go to sout, and all incoming edges of t come from tin.

This means that I[Eout(s), Ein(t)] is the all zeros matrix. So restricting the rows and
columns of both sides of the above equation to Eout(s) and Ein(t) respectively yields

(I−YZ)−1[Eout(s), Ein(t)] =
(
Y(I− ZY)−1Z

)
[Eout(s), Ein(t)].

Under the assignment eq. (87), the above equation simplifies to

(I−BC)−1[Eout(s), Ein(t)] = M[Eout(s), Ein(t)].

Combining the above equation with eq. (91), we see that with probability at least 1−1/n3,

rankM[Eout(s), Ein(t)] = λnew(s, t).

By Lemma 7.17, since s, t ∈ V we have λnew(s, t) = min(k, λ(s, t)), so

rankM[Eout(s), Ein(t)] = min(k, λ(s, t)).

This holds for any fixed choice of s, t ∈ V . Then by a union bound over the n2 pairs of
original vertices (s, t), we get that the above equation holds for all s, t ∈ V with probability
at least 1− 1/n, as desired. ■
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Algorithm 6. The k-Bounded All-Pairs Connectivity Algorithm

Inputs: A directed graph G, and positive integer k.
Returns: The value of min(k, λ(s, t)) for each pair of vertices (s, t) in G.

1. Compute M = B̃(I−CB)−1C̃.

2. For each pair (s, t) of original vertices, return

rankM[Eout(s), Ein(t)]

as the value for min(k, λ(s, t)).

We present our algorithm for k-APC in Algorithm 6. By Lemma 7.21, this algorithm
correctly solves k-APC with high probability. To show that Algorithm 6 is efficient, the
following lemma will be helpful.

Lemma 7.22. We can compute the matrix CB in O(n2kω) time.

Proof. The rows and columns of B and C are indexed by pairs in Vnew × [k].
For any (u, i), (v, j) ∈ Vnew × [k], we have

CB[(u, i), (v, j)] =
∑

e∈Eout(u)∩Ein(v)

ciebej. (92)

By assumption, G has at most k parallel edges between each pair of nodes. Then by its
construction, Gnew also has at most k parallel edges between each pair of its nodes. So for
all pairs (u, v), we have |Eout(u) ∩Ein(v)| ≤ k, so that the sum in the right hand side of the
above equation has at most k terms. Computing this sum separately for each of the pairs
(u, v) and (i, j) yields a simple O(n2k3) time algorithm for computing CB. To compute CB
faster, we find its entries by multiplying various submatrices of C and B.

For each pair of nodes (u, v), let Cuv be the restriction of C to the rows indexed by
{u}× [k] and the columns indexed by Eout(u)∩Ein(v). Note that Cuv has k rows and at most
k columns. Similarly, let Buv be the restriction of B to the rows indexed by Eout(u)∩Ein(v)
and columns indexed by {v}× [k]. By construction, Buv has k columns and at most k rows.

By eq. (92), for each pair of nodes (u, v) we have

CB[(u, i), (v, j)] = CuvBuv[(u, i), (v, j)]

for all pairs of nodes (u, v) and indices (i, j) ∈ [k]2. So, we can find all entries of CB just by
computing the product CuvBuv for all pairs of nodes (u, v).

There are n2
new pairs of nodes (u, v) to consider. For each such pair of nodes (u, v), the

product CuvBuv can be computed in O(kω) time since the number of rows and columns of
each Cuv and Buv is at most k. So the overall time to compute CB is asymptotically at
most (nnew)

2kω ≤ O(n2kω) which proves the lemma. ■
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We are now ready to prove that k-APC can be solved in Õ((kn)ω) time.

Proof of Theorem 7.2. By Lemma 7.21, Algorithm 6 correctly solves the k-APC problem. It
remains to prove that we can implement Algorithm 6 to run in Õ((kn)ω) time.

By Lemma 7.22, we can compute CB in O(n2kω) time. Having computed this matrix,
we can then compute (I−CB)−1 in Õ((knnew)

ω) ≤ Õ((kn)ω) time by Proposition 7.5.
Then we can calculate

M = B̃(I−CB)−1C̃

in O((kn)ω) additional time, because B̃ is kn× knnew, (I−CB)−1 is knnew × knnew, and C̃
is knnew × kn, where nnew = 3n.

So step 1 of Algorithm 6 can be implemented to run in Õ((kn)ω) time.
Step 2 of Algorithm 6 involves computing ranks of n2 separate k×k matrices, since for each

pair of original vertices (s, t), we have degout(s) = degin(t) = k in Gnew. By Proposition 7.6,
step 2 then takes Õ(k2nω) time.

So overall Algorithm 6 runs in Õ((kn)ω) time as claimed. ■

7.3 Vertex Connectivity

In this section, we present algorithms for the k-APVC and k-Vertex Connectivity problems.
Our approach is essentially identical to the strategy employed for solving APC in Section 7.2,
but instead of enumerating collections of edge-disjoint walks we work with internally vertex-
disjoint walks, because vertex connectivities are defined in terms of vertex-disjoint paths.

Graph Assumptions (Vertex Connectivity Case)

Throughout Section 7.3, we assume that G is a simple graph. This is without loss of gener-
ality, since for any fixed pair of vertices (s, t), parallel edges in G between from u to v do not
affect the value of ν(s, t) unless u = s and v = t. In the case where u = s and v = t, each
additional parallel edge from s to t simply increases the value of ν(s, t) by one. So if G did
have parallel edges, we could compute ν(s, t) by first computing the vertex connectivity from
s to t in the modified graph G′, obtained by taking G and deleting any extra parallel edges
between its nodes. After computing the s to t connectivity in G’, we could then increase this
value by the number of parallel edges from s to t which were deleted to go from G to G′ to
recover the value of ν(s, t). We also assume that G does not have any self-loops. This too
is without loss of generality, since self-loops do not affect the connectivity between distinct
pairs of vertices.

Since G has no parallel edges, ν(s, t) ≤ n−1 for all s, t ∈ V . So without loss of generality,
we assume that k ≤ n− 1 in this section.

Throughout this section, degout(s) denotes the number of vertices which s has edges to,
and degin(t) denotes the number of vertices which have edges to t.

Field Size

We recall the preliminaries from the Finite Field Computation subsection of Section 6.1. In
particular we work over a field F = F2q . Throughout Section 7.3, we set q to be the smallest
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positive integer with
2q ≥ 2n5 (93)

Note that we have q = Θ(log n).

Enumerating Walks

To solve vertex-connectivity algorithms, we follow the strategy from the Section 7.2, but use
vertex-centered rather than edge-centered enumeration. Almost all the constructions and
proofs in this section are symmetric to the reasoning used in Section 7.2, so for intuition and
motivation for the arguments employed below, we refer the reader to Section 7.2.

For every edge (u, v) ∈ E, we introduce an indeterminate variable xuv. We use these
variables to enumerate families of walks in G, following the discussion from the Node-Based
subsection of Section 6.2. In particular, each walk W is assigned a monomial ξ(W ) recording
the consecutive pairs of nodes it traverses as in eq. (56), and each collection C = ⟨W1, . . . ,Wr⟩
of walks is assigned a monomial ξ(C) according to eq. (57). Let X be the n× n matrix with
rows and columns indexed by V such that for each pair of vertices (u, v) we have

X[u, v] =

{
xuv if (u, v) ∈ E

0 otherwise.
(94)

Note that this differs from the matrix of the same name from Section 7.2. Throughout this
section, we will introduce matrices and other objects with the same names as, but different
definitions from, those employed in Section 7.2.

Given vertices u, v ∈ V and an integer ℓ ≥ 1, let Wℓ(u, v) be the set of all u ⇝ v walks
on exactly ℓ nodes. We can interpret eq. (94) as saying that the (u, v) entry of X enumerates
all walks on two nodes from u to v in G. These are precisely the walks in W2(u, v). The
next result observes that higher powers of X enumerate longer walks in G.

Proposition 7.23. For any edges e, f ∈ E and integer ℓ ≥ 0, we have

Xℓ[u, v] =
∑

W∈Wℓ+1(u,v)

ξ(W ).

Proof. By expanding out the definition of matrix multiplication, we see that

Xℓ[u, v] =
∑

w1,...,wℓ∈V
w1=u
wℓ=v

ℓ−1∏
j=1

X[wj, wj+1].

By definition, X[wj, wj+1] = xwjwj+1
if (wj, wj+1) ∈ E, and is zero otherwise. Thus, the

product
ℓ−1∏
j=1

X[wj, wj+1]
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is nonzero if and only if W = ⟨w1, . . . , wℓ⟩ is a walk on ℓ nodes in G. In this case,

ℓ−1∏
j=1

X[wj, wj+1] =
ℓ−1∏
j=1

xwjwj+1
= ξ(W )

so we have
Xℓ[u, v] =

∑
W∈Wℓ+1(u,v)

ξ(W )

as claimed. ■

Corollary 7.24 (Enumerating Walks by Nodes). For any vertices u, v ∈ V , we have

(I−X)−1[u, v] =
∞∑
ℓ=0

 ∑
W∈Wℓ+1(u,v)

ξ(W )

 .

Proof. By eq. (69), every entry of X has constant term zero. So the claim follows by com-
bining the geometric series formula from Proposition 6.3 with Proposition 7.23. ■

Enumerating Vertex-Disjoint Walks

Given subsets of vertices S, T ⊆ V of equal size |S| = |T | = r ≥ 1 and an integer ℓ ≥ 1, we
define Fℓ(S, T ) to be the family of collections of r walks whose total size is ℓ, beginning at
different nodes of S and ending at different nodes of T . If we fix some ordering u1, . . . , ur of
the nodes in S, then we can view each element of Fℓ(S, T ) as a sequence of walks ⟨W1, . . . ,Wr⟩
satisfying the properties that each Wi begins at ui and ends at some node of T , the Wi walks
all end at distinct nodes of T , and the sum of the sizes of the Wi walks is ℓ. We also define
Dℓ(S, T ) ⊆ Fℓ(S, T ) to be the family of collections of r vertex-disjoint walks from S to T of
total size ℓ.

We will design enumerating polynomials for the Dℓ(S, T ) families using determinants.
See the discussion before Idea 8 for intuition on why determinants are useful for this task.

Define Γ = (I−X)−1. By Corollary 7.24, entries of Γ enumerate walks in G. We use this
claim to prove that determinants of submatrices of Γ enumerate collections of walks in G.

Lemma 7.25 (Walks by Nodes). For equal-size subsets of nodes S, T ⊆ V , we have

detΓ[S, T ] =
∞∑
ℓ=1

 ∑
C∈Fℓ(S,T )

ξ(C)


Proof. Let S(S, T ) be the set of all bijections from S to T .

By the definition of the determinant, we have

detΓ[S, T ] =
∑

π∈S(S,T )

∏
u∈S

Γ[u, π(u)]. (95)

Note that we do not include a factor for the sign of π in the above equation, because we
work over a field F of characteristic two.
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By Corollary 7.24, for each u ∈ S we have

Γ[u, π(u)] =
∞∑
ℓ=0

 ∑
W∈Wℓ+1(u,π(u))

ξ(W )

 . (96)

Write S = {u1, . . . , ur}, where r = |S| = |T |.
By multiplying eq. (96) over all choices of u ∈ S, we have

∏
u∈S

Γ[u, π(u)] =
r∏

i=1

 ∞∑
ℓ=0

 ∑
W∈Wℓ+1(ui,π(ui))

ξ(W )

 . (97)

Now, let L be the set of all r-tuples (ℓ1, . . . , ℓr) of positive integers summing to

ℓ1 + · · ·+ ℓr = ℓ.

If we expand out the product on the right-hand side of eq. (97) and group terms according
to the total length of the walks they come from, we obtain

r∏
i=1

 ∞∑
ℓ=0

 ∑
W∈Wℓ+1(ui,π(ui))

ξ(W )

 =
∞∑
ℓ=1

 ∑
(ℓ1,...,ℓr)∈L

Wi∈Wℓi
(ui,π(ui))

r∏
i=1

ξ(Wi)

 .

The expression on the right-hand side above arises from distributing the product on the
left-hand side of the equation over the sum of walks of all possible lengths from ui to π(ui)
for i ∈ [r], and considering the lengths ℓi this walk could have.

By chaining the above equation together with eqs. (95) to (97), and interchanging sum-
mation, we get that

detΓ[S, T ] =
∞∑
ℓ=1

 ∑
π∈S(S,T )

∑
(ℓ1,...,ℓr)∈L

Wi∈Wℓi
(ei,π(ei))

r∏
i=1

ξ(Wi)

 . (98)

To simplify eq. (98), observe that for any choice of bijection π ∈ S(S, T ), lengths
(ℓ1, . . . , ℓr) ∈ L, and walks Wi ∈ Wℓi(ui, π(ui)), the collection ⟨W1, . . . ,Wr⟩ is a sequence of
walks from S to T of total size ℓ. Conversely, any collection C ∈ Fℓ(S, T ) has walks whose
sizes sum up to ℓ, and corresponds to a unique bijection π ∈ S(S, T ), obtained by checking
which starting nodes in S are connected to which ending nodes in T by walks in C.

Thus, the inner nested summation above is equivalent to a single sum over all collections
of walks in Fℓ(S, T ). Since the weight of a collection C = ⟨W1, . . . ,Wr⟩ is

ξ(C) =
r∏

i=1

ξ(Wi),

the discussion from the previous paragraph together with Equation (98) implies that
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detΓ[S, T ] =
∞∑
ℓ=1

 ∑
C∈Fℓ(S,T )

ξ(C)


which proves the desired result. ■

Lemma 7.26 (Intersecting Walks Vanish). For any equal-size subsets of nodes S, T ⊆ V
and integer ℓ ≥ 1, we have ∑

C∈Fℓ(S,T )

ξ(C) =
∑

C∈Dℓ(S,T )

ξ(C).

Proof. Fix S, T ⊆ V and integer ℓ ≥ 1. Let r = |S| = |T |.
For convenience, abbreviate F = Fℓ(S, T ) and D = Dℓ(S, T ). Let S = F \ D be the

family of all collections of r walks beginning at different nodes of S and ending at different
nodes of T , such that at least two walks in the collection intersect.

By the definition of S we have∑
C∈F

ξ(C) =
∑
C∈D

ξ(C) +
∑
C∈S

ξ(C).

So to prove the claim, it suffices to show that∑
C∈S

ξ(C)

is the zero polynomial. We prove this by pairing up collections C in S of equal weight ξ(C),
and observing that contributions from these collections vanish modulo two.

Fix an ordering u1, . . . , ur of the nodes in S. Take any C = ⟨W1, . . . ,Wr⟩ ∈ S, with the
walks ordered so that Wi begins at ui. By assumption, at least two walks in C intersect. Let
i ∈ [r] be the smallest index such that Wi intersects some other walk in C. Let u be the first
vertex on Wi which appears in another walk in C. Let j ∈ [r] be the smallest index j > i
such that Wj passes through node u.

We can split the walk Wi uniquely

Wi = Ai ⋄Bi

as the concatenation of a prefix Ai ending at u, and a suffix Bi which begins at u. We can
similarly split Wj uniquely

Wj = Aj ⋄Bj

as the concatenation of a prefix Aj ending at u, and a suffix Bj starting at u.
Now, define walks

W ′
i = Ai ⋄Bj and W ′

j = Aj ⋄Bi

by swapping the suffixes of Wi and Wj. Define a new collection C ′ of walks by replacing Wi

and Wj in C with W ′
i and W ′

j respectively.
Since Wi and Wj end at different nodes of T , we know that W ′

i ̸= Wi and W ′
j ̸= Wj. This

shows that C ′ ̸= C. Since the walks in C ′ begin at different nodes of S and end at different
nodes of T , C ′ ∈ F . Moreover, since W ′

i and W ′
j intersect, we have C ′ ̸∈ D. Thus C ′ ∈ S.
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Additionally, we claim that if we apply the above suffix swapping procedure (which we
used to go from C to C ′) to the collection C ′, we recover C.

Indeed, for all l ∈ [r] with l < i, the walk W ′
l = Wl does not intersect any other walk in

C, by the definition of i. Since the set of vertices traversed by walks in C \{Wl} and C \{W ′
l }

are the same, this means that W ′
l does not intersect any other walk in C ′ either. So i is also

the smallest index in [r] such that W ′
i intersects some other walk in C. Since the ui ⇝ u

prefixes of W ′
i and Wi are the same, we see that u is also the first node in W ′

i which appears
in another walk of C ′. Then because W ′

j contains u, and W ′
l = Wl for all l ̸∈ i, j, we see that

j > i is the smallest index such that W ′
j contains u. Then when we swap the suffixes of W ′

i

and W ′
j after the first appearance of u on these walks, we recover Wi and Wj respectively,

and so applying the suffix swapping procedure to C ′ produces the original collection C as
claimed.

So, the suffix swapping routine described above partitions S into distinct pairs.
Suppose C and C ′ are paired up by the suffix swapping argument. Then C and C ′ traverse

the same multiset of consecutive pairs of nodes. Thus these collections

ξ(C) = ξ(C ′)

have the same weight. Since we work over a field of characteristic two, the above equation
implies that each pair (C, C ′) of collections mapped to each other by suffix swapping satisfies

ξ(C) + ξ(C ′) = 0.

Since S is partitioned into such pairs, we have∑
C∈S

ξ(C) = 0.

Together with the discussion from the beginning of the proof, this proves the claim. ■

Corollary 7.27 (Vertex-Disjoint Walks). For equal-size subsets of nodes S, T ⊆ E, we have

detΓ[S, T ] =
∞∑
ℓ=1

 ∑
C∈Dℓ(S,T )

ξ(C)

 .

Proof. This follows by combining Lemmas 7.25 and 7.26. ■

Corollary 7.27 shows that determinants of submatrices of Γ produce enumerating poly-
nomials for families consisting of collections of vertex-disjoint walks. We want to use these
polynomials to compute vertex connectivity, which is defined in terms of vertex-disjoint
paths, not walks. To next result shows that it is fine to work with walks instead of paths.

Lemma 7.28 (Vertex-Disjoint Walks ⇒ Vertex-Disjoint Paths). Let S, T ⊆ V be subsets
of nodes of size |S| = |T | = r. If the graph G contains r node-disjoint walks from S to T ,
then G also contains r node-disjoint paths from S to T .
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Proof. Let ⟨W1, . . . ,Wr⟩ be a collection of vertex-disjoint walks from S to T in G. For each
index i ∈ [r], suppose Wi is a ui ⇝ vi walk, where S = {u1, . . . , ur} and T = {v1, . . . , vr}.

For each i ∈ [r], let Gi be the subgraph of G induced on the vertices by Wi. Let Pi be a
shortest ui ⇝ vi path in Gi. These paths are vertex-disjoint, since they live in subgraphs on
disjoint sets of vertices.

Thus ⟨P1, . . . , Pr⟩ is a collection of r vertex-disjoint paths from S to T inG, as desired. ■

Corollary 7.29. Let S, T ⊆ V be subsets of nodes of size |S| = |T | = r. Then detΓ[S, T ] is
a nonzero formal power series if and only if G contains r vertex-disjoint paths from S to T .

Proof. Suppose C = ⟨P1, . . . , Pr⟩ is a collection of r vertex-disjoint paths from S to T in G.
Then the term ξ(C) occurs in the expansion of

detΓ[S, T ] (99)

given by Corollary 7.27. Moreover, any collection of paths C ′ ̸= C from S to T has weight
ξ(C ′) ̸= ξ(C), because C consists of vertex-disjoint paths (so looking at the variables ap-
pearing in ξ(C), we can recover C uniquely). Hence, no other term from the summation in
Corollary 7.27 produces the same monomial ξ(C). So ξ(C) appears in eq. (99) with nonzero
coefficient, which implies that the determinant from eq. (99) is a nonzero power series.

Suppose now that G does not contain r vertex-disjoint paths from S to T . The contra-
positive of Lemma 7.28 implies that G does not contain r edge-disjoint walks from S to T .
Then Corollary 7.27 implies that eq. (99) is the zero polynomial. This proves the claim. ■

Random Evaluation

Having constructed polynomials to help enumerate collections of vertex-disjoint walks, we
next want to evaluate these polynomials at random points, in order to efficiently detect
large collections of vertex-disjoint walks (using the strategy discussed Chapter 6) and thus
compute vertex connectivities.

We assign each edge (u, v) ∈ E an independent, uniform random value auv in F.
Let A be the matrix obtained from X by assing each variable xuv the value auv. In other

words, A is the random n× n edge-adjacency matrix of G defined by taking

A =

{
auv if (u, v) ∈ E

0 otherwise.

Let M = (I−A)−1 be the evaluation of Γ under this same random assignment.

Lemma 7.30. Let S, T ⊆ V be subsets of size |S| = |T | = r. If G contains r vertex-disjoint
paths from S to T , then detM[S, T ] is nonzero with probability at least 1− 1/n3. If instead
G does not have r vertex-disjoint paths from S to T , then detM[S, T ] is zero.

Proof. By Corollary 7.29, the determinant

detΓ[S, T ] (100)

is a nonzero power series if and only if G contains r vertex-disjoint paths from S to T .
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So if G does not contain r vertex-disjoint paths from S to T , then eq. (100) is the zero
polynomial, so its random evaluation detM[S, T ] must equal zero as claimed.

Otherwise, G contains r vertex-disjoint paths from S to T , and eq. (100) is a nonzero
power series. By the formula for the inverse of a matrix, we have

Γ[S, T ] =
(adj(I−X)) [S, T ]

det (I−X)
. (101)

The matrix (I−X) has ones across its main diagonal, and every other entry of this matrix
has constant term zero Then by the formula for the determinant of a matrix, det (I − X)
is a polynomial with constant term 1, so by Proposition 6.2 the multiplicative inverse of
det (I−X) is a well-defined power series. As a consequence, eq. (101) can be viewed as an
equality between matrices of formal power series.

For convenience, write Q = det (I−X).
Since S and T are sets of size r, by linearity of the determinant we have

detΓ[S, T ] =
det (adj(I−X))[S, T ]

Qr
. (102)

By assumption, the left-hand side of eq. (77) is nonzero. Consequently, the numerator

det (adj(I−X))[S, T ]

on the right-hand side of eq. (102) must be a nonzero polynomial. Since each entry of X
has degree at most 1, each entry of adj(I − X) has degree less than n, so the numerator
polynomial from the above equation has total degree less than rn. Similarly, in the previous
discussion we observed that Q is a polynomial with constant term 1, so the denominator

Qr = (det (I−X))r

of the right hand side of eq. (102) has constant term 1, and is thus a nonzero polynomial as
well. Since each entry of X has degree at most 1, this denominator has degree at most rn.

So the right hand side of eq. (102) is the ratio of two nonzero polynomials, each with de-
gree at most rn ≤ n2. Then by Corollary 7.7 and eq. (93), the random evaluation detM[S, T ]
is nonzero over F with probability at least

1− 2n2/(2q) ≥ 1− 1/n3

as desired. ■

We are now ready to establish a connection between vertex connectivity and ranks of
submatrices of M. We note that this connection is somewhat more complicated than the
corresponding situation for connectivity in Lemma 7.16. This is because when (s, t) is an
edge, a maximum collection of internally vertex-disjoint s ⇝ t paths may include the path
⟨s, t⟩ of length one, with no internal vertices. Such a situation does not occur when we work
instead with edge-disjoint collections of paths. In the statement of the following lemma, recall
that Vout[s] and Vin[t] denote the closed out-neighborhood of s and closed in-neighborhood
of t, as defined in the discussion around eq. (67).
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Lemma 7.31 (Vertex Connectivity as Rank). We have

rankM[Vout[s], Vin[t]] =

{
ν(s, t) + 1 if (s, t) ∈ E

ν(s, t) otherwise

for all vertices s, t ∈ V , with probability at least 1− 1/n.

Proof. Fix vertices s, t ∈ V . Abbreviate ν = ν(s, t). Let r ≥ 0 be the largest integer such
that there exist subsets S ⊆ Vout[s] and T ⊆ Vin[t] of size |S| = |T | = r with the property
that G contains r vertex-disjoint paths from S to T .

We will prove the lemma by bounding ν and r in terms of each other.

▷ Claim 7.32. We have r ≥ ν. If (s, t) ∈ E, we have the stronger bound r ≥ ν + 1.

Proof. By definition, G contains ν distinct internally vertex-disjoint s ⇝ t paths P1, . . . Pν .
The second vertex of each Pi must be a distinct node ui ∈ Vout(s). Similarly, the penultimate
vertex of each Pi must be a distinct node vi ∈ Vin(t). Let

S = {ui | i ∈ [ν]} and T = {vi | i ∈ [ν]} .

As i ranges over [ν], the ui ⇝ vi subpaths of Pi form a collection of vertex-disjoint paths
from S to T . Thus r ≥ ν as claimed.

Now, suppose (s, t) ∈ E. Then we claim there exists i ∈ [ν] such that Pi = ⟨s, t⟩.
Indeed, suppose to the contrary that no such i exists. Then P1, . . . , Pν , ⟨s, t⟩ are a collec-

tion of more than ν internally vertex-disjoint s ⇝ t paths, which contradicts the definition
of ν. So our initial assumption was false, and some Pi is equal to ⟨s, t⟩, as claimed.

Without loss of generality, suppose P1 = ⟨s, t⟩. Then u1 = t and v1 = s. In particular,
we know that ui ̸= t and vi ̸= s for all i ≥ 2.

Since S consists of the second nodes on s ⇝ t paths, we know that s ̸∈ S. Similarly,
since T consists of the penultimate nodes on s⇝ t paths, we know that t ̸∈ T .

Define sets
S ′ = S ∪ {s} and T ′ = T ∪ {t} .

By the previous discussion, |S ′| = |T ′| = ν + 1.
Moreover, the sequence ⟨s⟩ , ⟨t⟩ , P2, . . . , Pν consists of (ν + 1) vertex-disjoint paths from

the nodes in S ′ to the nodes in T ′. Thus we have r ≥ ν + 1 when (s, t) ∈ E, as desired.

▷ Claim 7.33. We have r ≤ ν + 1. If (s, t) ̸∈ E, we have the stronger bound r ≤ ν.

Proof. By definition, there exist subsets S ⊆ Vout[s] and T ⊆ Vin[t] of size r such that the
graph G contains r vertex-disjoint paths from S to T .

Let P1, . . . , Pr be r vertex-disjoint paths from S to T of minimum total length.
Let ui and vi be vertices such that Pi is a ui ⇝ vi path for each i ∈ [r].
For all i ∈ [r], we claim that s cannot appear in Pi except as its first node, and t cannot

appear in Pi except as its final node. Indeed, suppose to the contrary s is in Pi, yet s ̸= ui
is not the first vertex of Pi. If s is the final node of Pi, then s ∈ T . Since s ̸= t, we then
have s ∈ Vin(t). Then replacing Pi with its single-node subpath ⟨s⟩ in the list P1, . . . , Pr

yields a collection of r vertex-disjoint paths from S to T of strictly smaller total length,
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which contradicts the fact that the Pi were picked to minimize the total length among all
such collections of disjoint paths. If s ̸= vi is not the final node on Pi, let w be the vertex
appearing immediately after s on Pi. By definition, w ∈ Vout(s). Then replacing Pi with its
subpath Pi[w, vi] in the list P1, . . . , Pr yields a collection of r vertex-disjoint paths from S to
T of strictly smaller total length, which again contradicts the minimality of the Pi. In either
case we have a contradiction, so s cannot appear in Pi except as its first node, as claimed.
Symmetric reasoning proves that t cannot appear in Pi, except as its final node.

For each i ∈ [r], if ui ̸= s define Ai = ⟨s, ui⟩. If instead ui = s, set Ai = ⟨s⟩.
Similarly, if vi ̸= t define Bi = ⟨vi, t⟩, and if instead vi = t, set Bi = ⟨t⟩.
Now define the s⇝ t walks

Qi = Ai ⋄ Pi ⋄Bi.

Since s and t can only appear in a path Pi as its first node and final node respectively,
the Qi are simple s ⇝ t paths. Moreover, since the Pi are vertex-disjoint paths, the Qi are
internally vertex-disjoint s⇝ t paths.

We analyze what happens if the Qi paths are not all distinct.
Suppose that Qj = Ql for some distinct j, l ∈ [r].
We claim that in this case, Pj and Pl cannot both have length at least one. Suppose to

the contrary that both Pj and Pl and have length at least one. We perform casework on the
identities of the nodes uj and ul.

Suppose first that s ∈ {uj, ul}. Without of loss of generality, assume uj = s, so that we
have Aj = ⟨s⟩. Now, if vj = t, then Bj = ⟨t⟩, so Pj = Qj = Ql contains Pl as a subpath,
which violates the assumption that Pj and Pl are vertex-disjoint. Hence vj ̸= t. Since t can
only appear in Pj as its final node, this implies that Pj does not contain t. Let w be the
second node in Pj. Since uj = s and Pj does not contain t, we know that w ̸∈ {s, t}. Since
Pj and Pl are vertex-disjoint, Pl does not contain w. Then Ql does not contain w either,
because w ̸∈ {s, t}. Since Qj contains w, this contradicts the assumption that Qj = Ql.

So suppose instead that s ̸∈ {uj, ul}. Then the second nodes of Qj and Ql are uj and ul
respectively. Since Pj and Pl are vertex-disjoint, uj ̸= ul. This implies that Qj and Ql have
distinct second nodes, which again contradicts the assumption that Qj = Ql.

In either case we derive a contradiction, so Pj or Pl cannot both have length at least one,
as claimed. So if Qj = Ql, at least one of Pj and Pl consists of a single node.

Without loss of generality, let Pj consist of a single node. Then uj and vj are both equal
to the same vertex w, and this node satisfies w ∈ Vout[s] ∩ Vin[t].

If w ̸∈ {s, t}, then Qj = ⟨s, w, t⟩. This means that Ql = ⟨s, w, t⟩ as well. Since Pj = ⟨w⟩
and Pl are vertex-disjoint, it must be the case that Pl = ⟨s⟩ or Pl = ⟨t⟩. Either choice for Pl

forces Ql = ⟨s, t⟩, which contradicts the assumption that Qj = Ql.
Thus w ∈ {s, t} is forced. If w = s, then Pj = ⟨s⟩ and Qj = ⟨s, t⟩. Then Ql = ⟨s, t⟩ as

well. The only way Pl can be vertex-disjoint from Pj in this case is if Pl = ⟨t⟩. Symmetric
reasoning shows that if w = t, then we must have Pl = ⟨t⟩ and Pj = ⟨s⟩. Note that these
two cases can only occur if s, t ∈ Vout[s] ∩ Vin[t], which is equivalent to (s, t) ∈ E.

The above discussion shows that either all the Qi paths are distinct, or exactly two of
the Qi are equal. Moreover, the latter case can only occur if (s, t) ∈ E.

Since at most two of the Qi are equal, by removing at most one of the Qi paths, we
get a collection of (r − 1) internally vertex-disjoint s ⇝ t paths. The definition of vertex
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connectivity then implies that ν ≥ r − 1, so r ≤ ν + 1 as claimed.
If (s, t) ̸∈ E, then the previous discussion shows that the Qi are all distinct, and so form

a collection of r internally vertex-disjoint s ⇝ t paths, which forces r ≤ ν by the definition
of vertex connectivity.

By Claims 7.32 and 7.33, we get that r = ν + 1 if (s, t) ∈ E, and r = ν if (s, t) ̸∈ E.
By the definition of r, there exist S ⊆ Vout[s] and T ⊆ Vin[t] of size r so that G contains r
vertex-disjoint paths from S to T . By Lemma 7.30, we have

detM[S, T ] ̸= 0

with probability at least 1− 1/n3

Moreover, by Lemma 7.30 and the maximality of r, any (r + 1) × (r + 1) submatrix of
M[Vout[s], Vin[t]] has determinant zero. Thus,

r = rankM[Vout[s], Vin[t]]

with probability at least 1− 1/n3.
Combined with the previous discussion relating r and ν, we get that

rankM[Vout[s], Vin[t]] =

{
ν(s, t) + 1 if (s, t) ∈ E

ν(s, t) otherwise

with probability at least 1− 1/n3.
This result holds for any fixed choice of s, t ∈ V . By a union bound over all n2 choices

of pairs of vertices, we get that the above equation holds for all s, t ∈ V with probability at
least 1− 1/n, as desired. ■

All-Pairs

Our goal in this subsection is to prove Theorem 7.3, by presenting an Õ((kn)ω) time algorithm
for k-APVC. Given Lemma 7.31, a natural attempt at solving k-APVC is the following:

1. Compute M = (I−A)−1.

2. Compute rankM[Vout[s], Vin[t]] for every s, t ∈ V , and use this information together
with Lemma 7.31 to output the value of min(k, ν(s, t)) for all s, t ∈ V .

Step 1 above takes Õ(nω) time. Step 2 however takes at least degout(s) degin(t) time to
even read the M [Vout[s], Vin[t]] matrices it considers for each s, t ∈ V , and∑

s,t∈V

degout(s) degin(t) = m2

so this approach is too slow if we want to obtain a Õ(k2nω) time algorithm for k-APVC.
Step 2 above is inefficient because G can contain vertices of high degree. Since we only

need to compute vertex connectivity values less than or equal to k, one attempt to resolve
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this issue (as suggested by Idea 9) is by modifying G in a way that reduces the outdegrees
and indegrees of most vertices to be at most k, yet preserves k-bounded vertex connectivities.

This degree reduction approach was used by [AGI+18, Section 5]. They transform G by
adding completely connected layers of k new vertices between a vertex and its out-neighbors
and in-neighbors (a vertex-based analogue of the construction from the Reducing Degrees
subsection of Section 7.2). Formally, they construct a new graph Gnew with vertex set Vnew

by taking V , and introducing new vertices ui,out and vi,in for all u, v ∈ V and i ∈ [k]. The
edge set of Gnew consists of edges from u to ui,out for all i ∈ [k], edges from vi,in to v for all
i ∈ [k], and edges from ui,out to vj,in for all (u, v) ∈ E and (i, j) ∈ [k]. Note that all s, t ∈ V
have outdegree and indegree k in Gnew.

The argument in [AGI+18, Section 5] runs the proposed algorithm from steps 1 and 2
above on Gnew to try and solve k-APVC. The transformation is useful in the sense that now
in step 2 we only need to compute the ranks of k × k matrices, so that this step can be
implemented in Õ(kωn2) time overall.

For our purposes, there are two issue with this degree reduction approach.
First, if (s, t) ∈ E, then the vertex connectivity from s to t in Gnew is always k, indepen-

dent of the value of ν(s, t). So the above approach does not compute min(k, ν(s, t)) for pairs
of vertices (s, t) which are edges in G.

Second, Gnew has O(kn) vertices, which means that although step 2 is greatly sped up,
step 1 now runs in Õ((kn)ω) time, which is slower than the Õ(k2nω) runtime we are aiming
for in Theorem 7.3 if ω > 2.

How can we resolve these issues, to prove Theorem 7.3?
The above transformation reduced outdegrees and indegrees to k by explicitly adding in

layers of k new nodes, blocking the original vertices from their neighbors. Instead of adding
in these layers explicitly, our goal will be to simulate them using matrix multiplications.

Idea 12 If we only need to detect up to k vertex-disjoint paths, then we can simulate de-
gree reduction by taking k random linear combinations of the vectors corresponding
to the incoming and outgoing paths in our enumeration.

Idea 12 turns out be a standard trick in the literature surrounding linear algebraic com-
putations, and is useful in the design of fast algorithms for computing matrix rank. It can
also be viewed as another interpretation of Idea 11.

To implement the intuition of Idea 12, we define some new matrices.
For each pair (i, u) ∈ [k + 1]× V , we introduce an indeterminate yiu.
Similarly, for each pair (v, j) ∈ V × [k + 1], we introduce an indeterminate zvj.
Let Y be the (k + 1)× n matrix defined by setting

Y[i, u] = yiu

for every i ∈ [k + 1] and u ∈ V .
Similarly, let Z be the n× (k + 1) matrix defined by setting

Z[v, j] = zvj

for every v ∈ V and j ∈ [k + 1].
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Ultimately, we will solve k-APVC by multiplying M by random evaluations of Y and Z
to recover smaller matrices whose ranks help compute k-bounded vertex connectivities in
G. To show correctness of this approach, we prove some lemmas characterizing the effect of
multiplication by random matrices on rank.

Lemma 7.34 (Preconditioning). Let H be an a× b matrix. Let R be a (k + 1)× a matrix
with independent uniform random entries from F. Then

rankRH = min(k + 1, rankH)

with probability at least 1− (k + 1)/|F|.

Proof. Since RH has k+1 rows, we know that rankRH ≤ k+1. Since rank cannot increase
under matrix products, we have rankRH ≤ rankH. Thus

rankRH ≤ min(k + 1, rankH). (103)

To prove the claim, it remains to lower bound rankRH.
To that end, define h = min(k + 1, rankH).
By the definition of rank, there exist sets S, T of size h such that H[S, T ] is invertible.
Now, define the (k + 1)× a polynomial matrix R̃ by setting

R̃[i, j] = rij

where each rij is an indeterminate variable. Note that assigning each rij an independent,
uniform random value from F would turn the polynomial matrix R̃ into R.

Let I be an arbitrary subset of h rows of R̃.

▷ Claim 7.35. The determinant det R̃[I, S]H[S, T ] is a nonzero polynomial.

Proof. Consider the assignment of values from {0, 1} to the rij variables which turns the
matrix R̃[I, S] into the identity matrix I. Under this assignment, R̃[I, S]H[S, T ] simplifies
to H[S, T ]. This matrix is invertible, and thus has nonzero determinant. This shows that
there is some assignment to the rij variables under which det R̃[I, S]H[S, T ] has nonzero
evaluation, which implies that this determinant is a nonzero polynomial as claimed.

Since each entry of R̃ has degree at most 1, the polynomial

detR[I, S]H[S, T ]

has degree at most h. By combining Claim 7.35 with Proposition 6.1, and using the fact
that a random evaluation of the rij variables turns R̃ into R, we get that

detR[I, S]H[S, T ] ̸= 0

with probability at least 1−h/|F|. Since h ≤ k+1, this probability is at least 1−(k+1)/|F|.
By the definition of rank, this means that

rankR[·, S]H[S, ·] ≥ r. (104)
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To relate the above rank to the rank of RH, define the matrix L whose row set is the
same as that of H (and thus also equal to the column set of R) and whose columns are
indexed by S, with the property that L[i, s] = 1 if i = s, and L[i, s] = 0 otherwise. Then by
the definition of matrix multiplication, we have

R[·, S]H[S, ·] = RLL⊤H.

Since rank cannot increase under matrix multiplication, by the above equation we have

rankRH ≥ rankRLL⊤H = rankR[·, S]H[S, ·] ≥ r

where the last inequality follows from eq. (104).
Combining this inequality with eq. (103) proves the lemma. ■

Lemma 7.36 (Postconditioning). Let H be an a× b matrix. Let R be a b× (k+1) matrix
with independent uniform random entries from F. Then

rankHR = min(k + 1, rankH)

with probability at least 1− (k + 1)/|F|.

Proof. This follows from symmetric reasoning to the proof of Lemma 7.34. ■

Lemma 7.37 (Conditioning). Let S, T ⊆ V be subsets of vertices. Then

rankB[·, S]M[S, T ]C[T, ·] = min(k + 1, rankM[S, T ])

with probability at least 1− 1/n4.

Proof. By Lemma 7.34 applied to H = M[S, T ] and R = B[·, S], we get that

rankB[·, S]M[S, T ] = min(k + 1, rankM[S, T ]) (105)

with probability at least 1− (k + 1)/|F|. Assume eq. (105) holds.
Then by Lemma 7.36 applied to H = B[·, S]M[S, T ] and R = C[T, ·] we have

rankB[·, S]M[S, T ]C[T, ·] = min(k + 1, rankB[·, S]M[S, T ])

with probability at least 1− (k + 1)/|F|. By eq. (105), the above equation implies that

rankB[·, S]M[S, T ]C[T, ·] = min(k + 1, rankM[S, T ).

By union bound over the applications of Lemmas 7.34 and 7.36, the above equation holds
with probability at least 1−(2k+2)/|F|. Since k ≤ n−1, we have 2k+2 ≤ 2n. By our choice
of q in eq. (93), we see that |F| = 2q ≥ 2n5 so the above equation holds with probability at
least 1− 1/n4, as claimed. ■

For any pair of vertices (s, t), we define the (k + 1)× (k + 1) matrix

Mst = B[·, Vout[s]]M[Vout[s], Vin[t]]C[Vin[t], ·]. (106)

The following result is the basis for the k-APVC algorithm.
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Lemma 7.38. We have

rankMst =

{
min(k + 1, ν(s, t) + 1) if (s, t) ∈ E

min(k + 1, ν(s, t)) otherwise

for all vertices s, t ∈ V , with probability at least 1− 2/n.

Proof. Fix vertices s and t. By Lemma 7.37 applied to S = Vout[s] and T = Vin[t] we have

rankMst = min (k + 1, rankM[Vout[s], Vin[t]]) (107)

with probability at least 1− 1/n4.
So by union bound over all pairs of vertices (s, t), eq. (107) holds for all s, t ∈ V with

probability at least 1− 1/n2. Assuming eq. (107) holds, by Lemma 7.31, we have

rankMst =

{
min(k + 1, ν(s, t) + 1) if (s, t) ∈ E

min(k + 1, ν(s, t)) otherwise

for all vertices s and t, with probability at least 1− 1/n. By taking a union bound over this
probability and the probability that eq. (107) hold for all s, t ∈ V , we see that the above
equatio holds with probability at least 1− 2/n as claimed. ■

By Lemma 7.38, we can compute k-bounded vertex connectivities by computing ranks of
the Mst matrices. However, computing all the Mst matrices separately using the definition
given in eq. (106) is too slow if we are aiming for an Õ(k2nω) time algorithm. Instead, to
compute the Mst efficiently, we will use the structure of G and the fact that the Mst matrices
have common entries across different pairs of vertices (s, t).

To perform this computation, we define some auxiliary matrices.
For each i ∈ [k+1], let Pi be the diagonal matrix with rows and columns indexed by V ,

with Pi[u, u] = B[i, u] for each u ∈ V . Similarly, for each j ∈ [k + 1], let Qj be the diagonal
matrix with rows and columns indexed by V , with Qj[v, v] = C[v, j] for each v ∈ V .

Also, let Ã be the unweighted adjacency matrix of G. In other words, matrix Ã is
obtained by setting xuv = 1 in X for every (u, v) ∈ E.

We can compute Mst using the above matrices with the following lemma.

Lemma 7.39. For any pair of vertices (s, t) and indices (i, j) ∈ [k + 1]2, we have

Mst[i, j] =
(
ÃPiMQjÃ

⊤
)
[s, t].

Proof. Since Pi and Qj are diagonal matrices, the definition of matrix multiplication yields(
ÃPiMQjÃ

⊤
)
[s, t] =

∑
u,v∈V

Ã[s, u]Pi[u, u]M[u, v]Qj[v, v]Ã
⊤[v, t]. (108)

Substituting in the definitions of Ã, Pi, and Qj, the right-hand side of eq. (108) equals∑
u∈Vout(s)
v∈Vin(t)

B[i, u]M[u, v]C[v, j] = (B[·, Vout(s)]MC[Vin(t), ·]) [i, j] = Mst[i, j]

which proves the desired result. ■
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Algorithm 7. The k-Bounded All-Pairs Vertex Connectivity Algorithm

Inputs: A directed graph G, and a positive integer k.
Returns: The value of min(k, ν(s, t)) for each pair of vertices (s, t) in G.

1. Compute M = (I−A)−1.

2. For each pair (i, j) ∈ [k + 1]2, compute the matrix

Dij = ÃPiMQjÃ
⊤.

3. For each pair of vertices (s, t), compute the matrix Mst by setting

Mst[i, j] = Dij[s, t]

for all (i, j) ∈ [k + 1]2.

4. For each pair of vertices (s, t), return{
(rankMst)− 1 if (s, t) ∈ E

min(k, rankMst) otherwise

as the value for min(k, ν(s, t)).

We can now present our algorithm for solving k-APVC in Algorithm 7.

Lemma 7.40. Algorithm 7 solves k-APVC with high probability.

Proof. By Lemma 7.39, step 3 of Algorithm 7 correctly computes Mst for all s, t ∈ V .
By Lemma 7.38, with high probability we have

rankMst =

{
min(k + 1, ν(s, t) + 1) if (s, t) ∈ E

min(k + 1, ν(s, t)) otherwise

for all vertices s and t. Assume the above equation holds for all s, t ∈ V .
Then if (s, t) ∈ E, we have

(rankMst)− 1 = min(k + 1, ν(s, t) + 1)− 1 = min(k, ν(s, t)).

If instead (s, t) ̸∈ E, we have

min(k, rankMst) = min (k,min(k + 1, ν(s, t))) = min(k, ν(s, t))

So with high probability, Algorithm 7 returns the correct value of min(k, ν(s, t)) in step 4
for every pair of vertices (s, t), thus solving the k-APVC problem. ■
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Proof of Theorem 7.3. By Lemma 7.40, Algorithm 7 solves k-APVC with high probability.
To prove the theorem, it then suffices to show that Algorithm 7 can be implemented to run
in Õ(k2nω) time.

Step 1 of Algorithm 7 takes Õ(nω) time by Proposition 7.5, since we compute M by
inverting an n× n matrix.

Step 2 of Algorithm 7 computes, for each (i, j) ∈ [k+ 1]2, the matrix Dij by multiplying
five n × n matrices. For each (i, j), this multiplication takes O(nω) time. Performing this
computation for every pair (i, j) ∈ [k + 1]2 then takes O(k2nω) time overall.

Step 3 of Algorithm 7 involves going through the entries of all the Dij matrices. This
takes O(k2n2) time, since there are (k + 1)2 such matrices, each of which are n× n.

Step 4 of Algorithm 7 involves computing the rank of Mst for all pairs of vertices (s, t).
There are n2 choices for (s, t), and each Mst is a (k+1)× (k+1) matrix. By Proposition 7.6,
each individual rank computation takes Õ(kω) time. So, this step takes Õ(kωn2) time overall.
Since k ≤ n− 1, this runtime is at most Õ(k2nω).

So Algorithm 7 runs in at most Õ(k2nω) time overall, as desired. ■

Global

In this subsection, we present our Õ(nω + nkω) time algorithm for k-Vertex Connectivity,
thereby proving Theorem 7.4.

Recall that in k-Vertex Connectivity, our goal is to determine if ν(G) ≥ k.
If ν(G) ≥ k, we sayG is a k-vertex connected graph. In designing the k-Vertex Connectivity

algorithm, it will be helpful to have a dual characterization of k vertex-connected graphs, in
terms of “vertex-cuts” instead of vertex-disjoint paths. We introduce this definition next.

We say a graph is disconnected if it contains distinct nodes s, t such that no s⇝ t path
exists in the graph. We say a subset of nodes C is a vertex-cut in G, if deleting the nodes
in C from G produces a graph which is disconnected. If C is a vertex-cut of G, we also say
that removing C disconnects G.

The following proposition asserts that k-vertex connected graphs are precisely those that
cannot be disconnected by deleting fewer than k vertices.

Proposition 7.41 (Vertex-Cut Characterization). If G is not a complete graph, then for
any fixed integer k ≤ n− 1, we have ν(G) ≥ k if and only if every vertex-cut of G contains
at least k vertices.

See [Fra11, Theorem 2.5.26] for a proof of Proposition 7.41.
We can of course solve k-Vertex Connectivity by solving the all-pairs problem k-APVC.

However, this algorithm is too slow to establish Theorem 7.4. To solve k-Vertex Connectivity
faster, we will employ Proposition 7.41

Suppose ν(G) < k. Since throughout Section 7.3 we assume that k ≤ n− 1, this implies
that G is not a complete graph. Then by Proposition 7.41, there exists a vertex-cut C of size
less than than k. This means that for any vertex w ̸∈ C, there exists a vertex v outside of C
such that either every w ⇝ v path passes through C, or every v ⇝ w path passes through
C. In particular, min(ν(w, v), ν(v, w)) < k. This observation suggests the following strategy
for solving k-Vertex Connectivity.
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Idea 13 To check if ν(G) < k, instead of computing vertex connectivities for all pairs of
nodes in G, it suffices to find a node w outside of a minimum-size vertex-cut of G,
and then compute vertex connectivities to and from w to all other nodes. For small k,
random sampling should find w outside of a minimum vertex-cut with good probability.

We also recall Menger’s theorem, another dual characterization for maximums-size col-
lections of vertex-disjoint paths in graphs.

Proposition 7.42 (Menger’s Theorem: Vertex-Based). Let S, T ⊆ V be subsets of vertices.
The maximum size of a collection of vertex-disjoint paths beginning at S and ending at T
is equal to the minimum number of vertices which must be deleted from G produce a graph
which contains no S to T path.

See [Sch02, Theorem 9.1] for a proof of Proposition 7.42. We use Proposition 7.42 to
deduce the following nice property of k-vertex connected graphs.

Proposition 7.43. If ν(G) ≥ k, then for any subsets S, T ⊆ V of size |S| = |T | = k, the
graph G contains k vertex-disjoint paths from S to T .

Proof. We prove the contrapositive.
Suppose that S, T ⊆ V are subsets of k vertices, such that G does not contain k vertex-

disjoint paths from S to T . Then by Proposition 7.42, there exists a set C of fewer than k
vertices, such that deleting C from G results in a graph with no S to T path.

Since |C| < k = |S| = |T |, we can pick vertices s ∈ S \C and t ∈ T \C. By assumption,
deleting C from G produces a graph with no s⇝ t path. So every s⇝ t path in G contains
a vertex from C. This implies that

ν(s, t) ≤ |C| < k

so ν(G) < k, which proves the desired result. ■

To use Idea 13 to solve k-Vertex Connectivity, we need an efficient way of checking if all
the vertex connectivities to and from a given vertex w are at least k. We can do this using
the random matrix M from the previous subsection. However, computing exact or even
k-bounded connectivities to and from w using ranks of submatrices of M directly might
be too slow if the vertex w has large indegree or outdegree. To get an efficient algorithm,
we will make sure to only ever compute ranks of k × k submatrices of M. Intuitively, this
will be fine for solving k-Vertex Connectivity because of the property of k-vertex connected
graphs recorded in Proposition 7.43. The following subroutine forms the basis of the k-Vertex
Connectivity algorithm.

Lemma 7.44. There is an algorithm Rootk, which given a vertex w and M returns YES
or NO, and with probability at least 1− 1/n3, has the following behavior:

1. if Rootk(w,M) returns YES, then ν(s, w) ≥ k and ν(w, t) ≥ k for all nodes s, t ̸= w;

2. if Rootk(w,M) returns NO, then ν(G) < k.

Moreover Rootk runs in Õ(n · (min(k, n− k))ω) time.
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Proof. We first describe the steps of Rootk, and then prove it has the desired behavior.
We first scan through the graph and check that every vertex v in G has degin(v) ≥ k and

degout(v) ≥ k. If there is some vertex with indegree or outdegree less than k, we immediately
return NO.

For the rest of the algorithm, we may then assume that the minimum indegree and
outdegree in G is at least k.

We select a subset S ⊆ Vout(w) of out-neighbors of w with |S| = k.
Similarly, we select a subset T ⊆ Vin(w) of in-neighbors of w with |T | = k.
Now, for every vertex s ̸= w, we construct a set S(s) as follows:

• if s ̸∈ T , then we fix a subset S(s) ⊆ Vout(s) with |S(s)| = k;

• if instead s ∈ T , then we fix a subset S(s) ⊆ Vout[s] with |S(s)| = k with the additional
properties that that s ∈ S(s) and w ̸∈ S(s).

Similarly, for every vertex t ̸= w, we construct a set T (t) as follows:

• if t ̸∈ S, then we fix a subset T (t) ⊆ Vin(t) with |T (t)| = k;

• if instead t ∈ S, then we fix a subset T (t) ⊆ Vin[t] with |T (t)| = k with the additional
properties that that t ∈ T (t) and w ̸∈ T (t).

Having constructed these sets, we go through all vertices s, t ̸= w, and check if we have

rankM[S(s) \ T, T \ S(s)] ≥ k − |S(s) ∩ T | (109)

and
rankM[S \ T (t), T (t) \ S] ≥ k − |S ∩ T (t)|. (110)

If eq. (109) holds for all s ̸= w and eq. (110) holds for all t ̸= w, we return YES.
Otherwise, if the above inequalities fail for any choice of s, t ̸= w, we return NO.

This completes the description of the algorithm. Next, we prove a series of claims that
will help show correctness for the algorithm.

▷ Claim 7.45. Let I, J ⊆ V be equal-size subsets of vertices. Let ∆ = |I ∩ J |. Then there
are k vertex-disjoint paths from I to J in G if and only if there are (k −∆) vertex-disjoint
paths from I \ J to J \ I in G.

Proof. Suppose there is a collection of (k−∆) vertex-disjoint paths from I \J to J \I. Then
for each vertex v ∈ I ∩ V , we can add the single-node path ⟨v⟩ to this collection, to get a
collection of k vertex-disjoint paths from I to J .

Conversely, suppose there is a collection k vertex-disjoint paths from I to J . Delete any
path from this collection which uses a node in I ∩ V . Since the paths are vertex-disjoint
and |I ∩ V |, the resulting collection has at least (k −∆) paths. Moreover, each path in the
collection cannot start at J or end at I, so we have a collection of (k − ∆) vertex-disjoint
paths from I \ J to J \ I.

This proves the claim.

▷ Claim 7.46. The algorithm satisfies condition 1 from the statement of Lemma 7.44.
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Proof. Suppose Rootk(w,M) returns YES. This means that eqs. (109) and (110) hold for
all vertices s, t ̸= w. By applying Lemma 7.30 and Claim 7.45 to all pairs of sets of the form

(S(s) \ T, T \ S(s)) and (S \ T (t), T (t) \ S)

we deduce that there are k vertex-disjoint paths from S(s) to T and from S to T (t), for all
vertices s, t ̸= w.

Take a vertex s ̸= w. Let P1, . . . , Pk be k vertex-disjoint paths from S(s) to T , where for
each i ∈ [k], Pi is a ui ⇝ vi path. By definition of T , vi ∈ Vin(w). for all i.

If s ̸∈ T , then ui ∈ Vout(s) for all i. Thus as i ranges over [k], the paths

(s, ui) ⋄ Pi ⋄ (vi, w)

form a collection of k internally vertex-disjoint s⇝ w paths in G.
If instead s ∈ T , then ui ∈ Vout[s] \ {w} for all i, and ui = s for some index i. Without

loss of generality, let uk = s. Since the Pi are vertex disjoint, ui ̸= s for all i < k.
Then the length one path ⟨s, w⟩ together with

(s, ui) ⋄ Pi ⋄ (vi, w)

as i ranges over [k − 1] form a collection of (k − 1) internally vertex-disjoint s⇝ w paths.
Thus in either case, ν(s, w) ≥ k for all s ̸= w.
Symmetric reasoning shows that ν(w, t) ≥ k for all t ̸= w.
Thus condition 1 holds as claimed.

▷ Claim 7.47. The algorithm satisfies condition 2 from the statement of Lemma 7.44.

Proof. Suppose Rootk(w,M) returns NO. There are two ways this could happen.
The first possibility is that the algorithm returns no because some vertex v has indegree

or outdegree less than k. In this case ν(G) < k, since if degout(v) < k, v cannot have k vertex-
disjoint paths to any other vertex, and if degin(v) < k, then v cannot have k vertex-disjoint
paths coming in from any other vertex.

The second possibility is that eq. (109) does not hold for some s ̸= w, or eq. (110) does
not hold for some t ̸= w.

If eq. (109) does not hold for a vertex s ̸= w, then it means that

detM[S(s) \ T, T \ S(s)] = 0.

By Lemma 7.30, with probability at least 1− 1/n3, this means that G does not contain

k − |S(s) ∩ T |

vertex-disjoint paths from S(s) \ T to T \ S(s). By Claim 7.45, this means that G does not
contain k vertex-disjoint paths to from S(s) to T . Then by Proposition 7.43, ν(G) < k.

Symmetric reasoning shows that if eq. (110) does not hold for a vertex t ̸= w, that with
probability at least 1− 1/n3, we have ν(G) < k.

▷ Claim 7.48. Given access to M, the algorithm runs in Õ(n · (min(k, n− k))ω) time.
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Proof. Scanning through the graph to check that every vertex has indegree and outdegree
at least k takes linear time. Constructing the sets S and T , as well as S(s) and T (t) for all
s, t ̸= w, takes O(m+ kn) time, since we just need to scan through the neighborhoods of all
vertices and select 2k nodes per vertex.

The only remaining step in the algorithm is to check whether eqs. (109) and (110) hold
for all s, t ̸= w.

By construction, for all vertices s, t ̸= w we have |S(v)| = |T (v)| = |S| = |T | = k.
Hence the sets S(s) \ T and T (t) \ S each have size at most k.
Since each S(s) is a subset of vertices, we also know that

|S(s) \ T | = |S(s)| − |S(s) ∩ T | ≥ n− k

for all s ̸= w. Similar reasoning proves that |T (t) \ S| ≥ n− k for all t ̸= w.
The above discussion shows that for all s, t ̸= w the sets S(s) \ T and T (t) \ S have size

at most min(k, n− k). Then by Proposition 7.6, for any fixed s, computing

rankM[S(s) \ T, T \ S(s)]

takes Õ((min(k, n− k))ω) time. Similarly, for any fixed t, computing

rankM[T (t) \ S, S \ T (t)]

takes Õ((min(k, n− k))ω) time.
The algorithm computes fewer than 2n such ranks.
Thus, the algorithm runs in at most Õ(n · (min(k, n− k))ω) time, as claimed.

By Claims 7.46 and 7.47 we get that Rootk has the claimed behavior. By Claim 7.48,
Rootk runs in Õ(n · (min(k, n− k))ω) time when given access to the entries of M.

This proves the desired result. ■

Lemma 7.49. Algorithm 8 solves the k-Vertex Connectivity problem with high probability.

Proof. Suppose ν(G) ≥ k. Then by the contrapositive of item 2 from the statement of
Lemma 7.44, every call to Rootk in step 5 of Algorithm 8 returns YES with probability
1− 1/n. Hence the algorithm reaches step 6 and correctly returns YES in this case.

Otherwise, ν(G) < k. In this case, by Proposition 7.41, there is a subset C ⊂ V on fewer
than k vertices, such that deleting the nodes in C disconnects G.

Consider the nodes sampled in step 3 of Algorithm 8.
By our choice of h = ⌈(log n)/(log(n/k))⌉ in Algorithm 8, with probability at least

1− (|C|/n)h > 1− (k/n)h ≥ 1− 1/n

there is an index j ∈ [h] such that the sampled node wj is not in C.
Write w = wj for convenience. Let G′ be the graph obtained by deleting all nodes of C

in G. By definition, G′ is disconnected.

▷ Claim 7.50. There is a vertex u ̸∈ C such that G′ does not both have an u⇝ w path and
a w ⇝ u path.
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Algorithm 8. The k-Vertex Connectivity Algorithm

Inputs: A directed graph G, and a positive integer k.
Returns: YES if ν(G) ≥ k, NO if ν(G) < k.

1. Compute M = (I−A)−1.

2. Set h ⌈log n/(log(n/k))⌉.

3. Sample nodes w1, . . . , wh independently and uniformly at random from V .

4. For each i ∈ [h]:

5. If Rootk(wi,M) returns NO, return NO.

6. Return YES.

Proof. Suppose to the contrary that every vertex not in C contains paths to and from
w in G’. Then for any vertices s and t in G′, we can obtain an s ⇝ t path in G′ by
concatenating shortest s ⇝ w and w ⇝ t paths in G′. This contradicts the assumption
that G′ is disconnected, so our initial assumption was false and some node u satisfies the
properties from the claim.

Let u ̸∈ C be a vertex satisfying the property from the statement of Claim 7.50. Without
loss of generality, suppose that G′ does not contain a u⇝ w path. Then every u⇝ w path
in G uses a vertex in C. Consequently, ν(u,w) ≤ |C| < k. By the contrapositive of item 1
of Lemma 7.44, we get that Rootk(w,M) returns NO, with probability at least 1 − 1/n3.
So in step 5 of Algorithm 8, when i = j, Algorithm 8 correctly returns NO.

By a union bound over the h calls to Rootk, we see that Algorithm 8 solves k-Vertex
Connectivity with high probability, as claimed. ■

Proof of Theorem 7.4. By Lemma 7.49, Algorithm 8 solves k-Vertex Connectivity with high
probability. So to prove the theorem, it remains to show that Algorithm 8 can be imple-
mented to run in Õ(nω + nkω) time.

Step 1 of Algorithm 8 runs in Õ(nω) time by Proposition 7.5, since we compute M by
inverting an n× n matrix.

Step 2 of Algorithm 8 takes constant time.
Step 3 of Algorithm 8 takes h ≤ Õ(n) time.
In steps 4 and 5, we make h calls to Rootk using the matrix M we already computed.

By Lemma 7.44, each call Õ(n (min(k, n− k))ω) time. To bound the total runtime of these
steps, we consider two cases based off how large k is.

Case 1: k ≤ n/2
Suppose that k ≤ n/2. Then log(n/k) ≥ 1, so h = ⌈log n/(log(n/k))⌉ ≤ ⌈log n⌉. This

means that the h calls to the Rootk subroutine take at most Õ(nkω) time overall.
Case 2: k > n/2
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Suppose instead that k > n/2.
For any real x ≥ 0, the Taylor series for the exponential function implies that

ex ≥ 1 + x.

By setting x = (n− k)/k and taking logarithms of both sides above, we get that

log(n/k) ≥ Ω((n− k)/k).

This means that

h = ⌈(log n)/(log(n/k))⌉ ≤ O(k(log n)/(n− k)).

Each call to the Rootk subroutine takes at most Õ(n(n− k)ω) time. Then by the above
bound, the h calls to the Rootk procedure take at most Õ(nk(n− k)ω−1) time overall.

Since k > n/2, we have n− k < k, and this time bound is at most Õ(nkω).
Thus in both case 1 and case 2, steps 4 and 5 of Algorithm 8 take Õ(nkω) time overall.
So Algorithm 8 takes Õ(nω + nkω) time overall, as claimed. ■

7.4 Open Problems

Improved Algorithms

The algorithms we presented in this chapter use the algebraic framework of Chapter 6, and
thus are randomized. It would be interesting to remove the need for randomness from these
algorithms, while still preserving the runtime.

Open Problem 17. Can k-APC be solved in deterministic Õ((kn)ω) time? Similarly,
can k-APVC be solved in deterministic Õ(k2nω) time?

In Proposition 7.42 we recalled Menger’s theorem, which related the existence of vertex-
disjoint paths in a graph to the presence of vertex-cuts. A standard variant of this theorem
provides an analogous characterization for edge-disjoint paths in graphs.

Proposition 7.51 (Menger’s Theorem (Edge-Based)). Let s and t be vertices in G. Then
the maximum number of edge-disjoint s⇝ t paths in G is equal to the minimum number of
edges which must be deleted from G to produce a graph with no s⇝ t path.

See [Sch02, Corollary 9.1b] for a proof of Proposition 7.51.
Given nodes s and t, a set of edges C in G is called an (s, t)-cut if deleting all the edges

in C from G results in a graph with no s ⇝ t path. Proposition 7.51 gives a simple way of
convincing someone that λ(s, t) ≤ k: just present them with an (s, t)-cut of size at most k.

When solving k-APC, it would be nice if instead of just computing k-bounded connec-
tivities for all pairs of nodes, we were also able to return small (s, t)-cuts that certified our
algorithm returned the correct answer for λ(s, t) in cases where this connectivity is reported
to be less than k. Having access to such small (s, t)-cuts would allow for independent veri-
fication that the k-bounded connectivities reported by a k-APC algorithm are correct. This
motivates the following question.
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Open Problem 18 (Returning Small Edge-Cuts). Is there an Õ((kn)ω) time algorithm
that, given a graph, returns for each pair of vertices (s, t) with λ(s, t) < k a set of λ(s, t)
edges whose removal produces a graph with no s⇝ t path?

Open Problems 17 and 18 have been resolved for constant k in the special case of directed
acyclic graphs (DAGs) [AGI+19]. Specifically, over DAGs, there is a deterministic algorithm
that returns an (s, t)-cut of minimum size for each pair of nodes (s, t) in G with λ(s, t) ≤ k,
and runs in (k log n)4

k+o(k)nω time [AGI+18, Theorem 7.9]. The dependence on k in this
runtime is quite high. Although for constant k the algorithm runs in Õ(nω) time, already
for k ≥ Ω(log log n) the algorithm does not run in polynomial time. Rather than directly
resolving Open Problem 18, as a first step it may be easier to focus on the problem in DAGs,
and see if we can improve the runtime dependence on k in the aforementioned algorithm for
returning small (s, t)-cuts.

Open Problem 19. Given a directed acyclic graph and integer k = Θ(log log n), is there
an Õ(nω) time algorithm which returns, for each pair of vertices (s, t) with λ(s, t) < k,
an (s, t)-cut of size λ(s, t)? What about when k = Θ(log n)?

Theorem 7.2 shows that when k ≤ Õ(1), k-APC can be solved in Õ(nω) time. Can we
achieve this runtime for some k which is polynomially related to n?

Open Problem 20. Does there exist a constant δ > 0 such that k-APC can be solved
in Õ(nω) time for k = nδ?

It would be very interesting to get algorithms which solve k-APC and k-APVC faster.

Open Problem 21. Can we solve k-APC in faster than Õ((kn)ω) time, and k-APVC in
faster than Õ(k2nω) time?

It would also be nice to obtain faster algorithms for k-APC and its variants in the special
case of sparse graphs. Of course the Õ(mω) time algorithm for APC already implies a result
in this vein, but it still interesting to see if there are interesting ranges for the values of k
and m in terms of n for which k-APC can be solved faster.

Open Problem 22. Can we solve k-APC faster in sparse graphs?

The above question can also be posed for the k-Vertex Connectivity problem. As discussed
in Section 7.1, for any k ≥ 1 we can solve k-Vertex Connectivity in n2+o(1) time. This is almost-
optimal in dense graphs, but we can hope for faster algorithms in sparse graphs. Indeed, we
can solve k-Vertex Connectivity in Õ(min(mk2, nk3 + m1/2nk3/2)) time [FNY+20, Theorem
5.2], which is truly subquadratic in n for sufficiently small m and k.
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Open Problem 23. Can we solve k-Vertex Connectivity faster in sparse graphs?

One could also hope to show faster algorithms for the original APC problem.

Open Problem 24. Can we solve APC in faster than Õ(min(mω, n2m1+o(1))) time?

Many of the questions raised above can also be asked for the vertex-connectivity variant
of APC. We did not formally define this problem in Section 7.1 (although we did discuss its
relaxation, the k-APVC problem), so we introduce it now:

All-Pairs Vertex Connectivity (APVC)

Given a graph G, compute ν(s, t) for all pairs of vertices (s, t) in G.

Over general directed graphs, the current best algorithms for APVC have similar runtimes
to the current fastest algorithms for APC. We mentioned in Section 7.1 that APC can be
solved over undirected graphs in Õ(n2). In contrast, no near-quadratic algorithm is known
for solving APVC in undirected graphs (in part because undirected graphs do not in general
admit Gomory-Hu trees for vertex connectivity [Ben95]). We do know how to solve APVC
over undirected graphs in m2+o(1) time however [Tra23, Theorem 1.2], which beats the Õ(mω)
time algorithm for APC in directed graphs if ω > 2.

Open Problem 25. Is there a constant δ > 0 such that we can solve APVC on undirected
graphs in O(m2−δ) time?

If one believes that faster algorithms for APC should exist, then instead of trying to
resolve Open Problem 24 directly, it may be easier to tackle the above question and try to
design faster algorithms for APVC instead.

Better Lower Bounds

As mentioned in Section 7.1 (in the paragraphs after Theorem 7.1), there are popular hard-
ness hypotheses in complexity theory that imply lower bounds on the time complexity for
solving APC. These hypotheses posit the intractability of certain circuit analysis and graph
theoretic problems.

Recall the kSAT problem, defined in the Reducing Width for SAT and #SAT subsection
of Section 2.2. The current fastest algorithms for kSAT run in 2n−Θ(n/k) time (e.g., see the
discussion in [VW21, Section 1]). For superconstant k, these algorithms run in 2n−o(n) time.
It is conjectured that this runtime is essentially optimal.

Definition 7.52 (SETH). The Strong Exponential Time Hypothesis (SETH) posits that for
any ε > 0, there exists an integer k ≥ 1 such that kSAT cannot be solved in 2(1−ε)n time.
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SETH is a stronger assumption than P ̸= NP, and is applied extensively as a hardness
hypothesis throughout computer science. Assuming SETH, we can use reductions from SAT
to get lower bounds for the exact time complexity of computational problems of interest.
It is known that refuting SETH requires making major progress in major open problems in
circuit complexity [Wil13, JMV18], so that even if one believes SETH is false, reductions
from SETH still imply barriers for obtaining faster algorithms for various problems.

Assuming SETH, APC requires at least (mn)1−o(1) time to solve [KT18, Theorem 1.8], and
APVC requires at least n2 +m3/2−o(1) time to solve [Tra23, Theorem 1.4]. Additional lower
bounds for APC have been shown by assuming hardness of the following graph problem.

4-Clique

Given an undirected graph G, determine if G has four distinct, mutually adjacent nodes.

The best known algorithms for 4-Clique rely on fast matrix multiplication. Given reals
a, b, c ≥ 0, we let ω(a, b, c) denote the rectangular matrix multiplication exponent, defined
to be the smallest positive real such that we can compute the product of an na × nb matrix
and an nb × nc matrix in nω(a,b,c)+o(1) time. As with for the standard matrix multiplication
exponent, we write O(nω(a,b,c)) instead of nω(a,b,c)+o(1) for convenience.

The current fastest algorithms for 4-Clique run in O(nω(1,2,1)) time [EG04]. The 4-Clique
Hypothesis in fine-grained complexity posits that solving 4-Clique requires nω(1,2,1)−o(1) time to
solve, i.e., the current algorithms for 4-Clique are essentially optimal. Although the 4-Clique
Hypothesis is not as established as SETH, it has also been used as a source of conditional
hardness in the literature, and identifies a key computational challenge that current methods
in graph algorithms seem unable to overcome.

Assuming the 4-Clique Hypothesis, APVC requires at least nω(1,2,1)−o(1) time to solve
[AGI+18, Section 4]. It seems that this reduction can be modified to show that APC re-
quires at least nω(1,2,1)−o(1) time under the 4-Clique Hypothesis as well. More recently, it
was shown that APVC over undirected graphs also requires nω(1,2,1)−o(1) time to solve under
the 4-Clique Hypothesis [HLSW23]. If optimal matrix multiplication algorithms exist, then
ω(1, 2, 1) = 3. Using the current fastest rectangular matrix multiplication algorithms, we
have ω(1, 2, 1) < 3.521 [WXXZ24, Table 1].

So overall, the 4-Clique Hypothesis implies APC and APVC cannot be solved in truly
subcubic time (which is the lower bound SETH implied for APC in dense directed graphs),
and that solving these problems in O(n3.5) time, for example, would require designing faster
matrix multiplication algorithms.

Although these cubic lower bounds rule out the possibility of solving APC in directed
graphs and APVC even in undirected graphs in near-quadratic time (under SETH or the
4-Clique Hypothesis), they remain far from the current best quartic time complexity upper
bounds we have for these problems. Can we narrow this gap, and show better lower bounds
for APC and APVC?

Open Problem 26. Can we prove, under some plausible hardness hypothesis, that APC
requires subercubic time to solve, even if ω(1, 2, 1) = 3?
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As discussed above, the current best lower bounds for APC (under the 4-Clique Hypothesis)
hold even for the seemingly simpler problem of solving APVC on undirected graphs. This
is interesting, since we know how to solve the latter problem in m2+o(1) time, while no such
algorithm is known for APC. Can we show better hardness results for APC? Or do APC and
APVC actually have the same complexity?

Open Problem 27. Does some plausible hardness hypothesis imply a time lower bound
for APC in directed graphs that does not also hold for APVC in undirected graphs?

Open Problem 28. Are there efficient reductions between APC and APVC which show
the time complexities of these problems are essentially equivalent in directed graphs?

Conditional lower bounds have also been studied for the relaxations k-APC and k-APVC.
Under SETH, solving k-APC requires (kn2)1−o(1) time [KT18, Theorem 4.3]. Assuming the
4-Clique Hypothesis, solving k-APVC requires (k2nω(1,2,1)−2)1−o(1) time [AGI+18, Lemma 4.4],
and it seems that this reduction can be modified to show the same lower bound for k-APC.

Again, these lower bounds are very far from the current best time upper bounds we
have for k-APC and k-APVC. In fact, if ω(1, 2, 1) = 3, then the lower bounds under the 4-
Clique Hypothesis are only nontrivial if k ≥

√
n. Can we narrow this gap, by showing better

conditional lower bounds for these problems?

Open Problem 29. Can we prove better conditional lower bounds for the time com-
plexities of k-APC and k-APVC in terms of k and n? What about for the special case
where k ≤

√
n.

We can also ask the analogue of Open Problem 28 for k-APC and k-APVC.

Open Problem 30. Are there efficient reductions between k-APC and k-APVC which
show the time complexities of these problems are essentially equivalent in directed graphs,
at least for certain interesting ranges of the parameter k?

Faster Verification

In Section 2.1, we discussed verifiers in the context of the complexity class NP. Trying to
design efficient verifiers for APC and its variants is a fascinating research direction, which
seems closely tied to the problems discussed previously of designing faster algorithms and
better conditional lower bounds for these tasks.

In this section, a verifier is an algorithm which takes as input both the problem instance
and a certificate, and returns YES or NO. We view the certificate as a message which includes
a claim for what the answer to the problem is, together with a succinct proof explaining why
the answer is correct. We say the verifier is deterministic if its underlying algorithm is
deterministic. A deterministic verifier correctly solves a problem provided it returns YES if
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and only if the claimed answer in the certificate is the correct answer to the input problem
instance. A verifier solves a problem instance I in time bound T (I) if there exists a certificate
c whose claim for the answer to I is correct, such that the verifier returns YES in time T (I)
when given I and c as input. In other words, the runtime of a verifier for a given problem
instance is defined by taking the minimum runtime of the algorithm over all certificates
which make the verifier solve that instance correctly. The overall runtime of the verifier is,
as usual, is its worst-case runtime over all problem instances.

Finding efficient verifiers for problems is interesting for at least two reasons. First, the
design of an efficient verifier for a task may influence and inform the design of faster classical
algorithms for the problem. For example, researchers first designed Õ(n2) deterministic
verifiers for APC on undirected graphs [AKT20], before eventually showing that APC could
be solved outright in Õ(n2) time. Second, the runtimes of verifiers for a task can provide
insight into hardness reductions for that problem, and thereby help inform our beliefs about
the true time complexity of the tasks we study, and in some cases conditionally rule out the
existence of certain hardness reductions [CGI+16].

The APVC problem admits a deterministic verifier running in O(nω(1,2,1)) time [Tra23,
Lemma 2.3]. This runtime is interesting, because it matches the fastest known runtime for
solving 4-Clique, using a standard algorithm or deterministic verifier. Since the current best
conditional lower bound for APVC comes via reduction from 4-Clique, this coincidence in
runtimes naturally motivates the question of whether 4-Clique or APVC have faster deter-
ministic verifiers. If the fastest deterministic verifiers for these problems turn out to have
the same runtime, that would give circumstantial evidence that APVC and 4-Clique should
have the same complexity.

Open Problem 31. Is there a constant δ > 0, such that 4-Clique admits a deterministic
verifier running in O(nω(1,2,1)−δ) time?

Since existing 4-Clique algorithms rely on matrix multiplication, resolving Open Prob-
lem 31 may be connected to designing fast deterministic verifiers for multiplying matrices.
This is an interesting open question in its own right, where not much progress has been
made. See [Kün18] for some discussion of this problem.

Although APVC can be solved by a deterministic verifier running in O(nω(1,2,1)) time, the
current best deterministic verifier for APC takes O(nω(1,2,1) + n5/2

√
m) time [Tra23, Lemma

2.4], which is slower than the former runtime in dense graphs. Can we close the gap between
verifier runtimes for APVC and APC?

Open Problem 32. Does APC have a deterministic verifier running in O(nω(1,2,1)) time?

It would also be interesting to obtain nontrivial deterministic verifiers for the parameter-
ized relaxations of APC and APVC.

Open Problem 33. Are there deterministic verifiers which solve k-APC in faster than
Õ((kn)ω) time, or solve k-APVC in faster than Õ(k2nω) time?
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Note that the current best algorithms for k-APC and k-APVC are randomized, so a priori
it is not clear whether these problems even admit Õ((kn)ω) time verifiers.

We can also consider randomized verifiers, where the underlying algorithm of the verifier
can use randomness, and we only require that the verifier correctly checks a claimed answer to
a with high probability, for each fixed problem instance and certificate. It seems possible that
known algorithms for APC and its variants can be modified to obtain randomized verifiers
using standard techniques for verifying matrix products (e.g., see “Freivalds’ Technique” in
[MR95, Section 7.1]). The time complexity of randomized verifiers for these problems has
not been studied closely in the literature, and is worth investigating further.

Open Problem 34 (Randomized Verification). How quickly can we solve APC and its
variants using randomized verifiers?

Extending Techniques

Given a graph G with vertex set V , and distinguished subsets S, J ⊆ V , the gammoid on J
with respect to S is the collection I of subsets T ⊆ J with the property that G contains |T |
vertex-disjoint paths beginning at nodes in S and ending at the nodes in T .

Gammoids have many applications in algorithm design (e.g., see [FLSZ18, Chapter 10]).
These applications use the fact that there are randomized polynomial-time algorithms for
constructing linear representations of gammoids. A linear representation of the gammoid on
set J with respect to S is a matrix M, whose columns are indexed by vertices in J , with the
property that for any fixed T ⊆ J , with high probability we have T ∈ I if and only if M[·, T ]
has full rank. Note that Lemma 7.30 gives an explicit construction for a randomized linear
representation of a gammoid, and Lemma 7.15 does the same for an edge-disjoint analogue
of the gammoid.

For most algorithmic applications in the literature, the existence of linear representations
of gammoids can be used as a black-box. However, the enumerative perspective we used to
prove Lemma 7.15 was important for obtaining results like Lemma 7.18, which were in turn
crucial for designing and proving correctness of our k-APC algorithm. It is not immediately
clear if Theorem 7.2 could be proved, for example, by using representations of gammoids in
a black-box fashion. Could the enumerative perspective give speed-ups for other problems
related to gammoids?

Open Problem 35. Can the the low-rank enumeration used Algorithm 6 to solve k-
APC help solve other problems involving gammoids? Conversely, can existing algorithms
which leverage computation on gammoids provide insights into the k-APC problem and
its variants?

The Laplacian matrix L of a graph is an important object of study in fast algorithms for
maximum flow. One of the key properties of L is that it can be factored into the product
of two “edge-vertex incidence” matrices. The low-rank factorization X = YZ employed in
our k-APC algorithms feels similar to this factorization. Could there be some advantage to
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combining Laplacian-based techniques (such as those discussed in [Vis13]) and the arguments
used in our k-APC algorithm?

Open Problem 36. Can optimization techniques, such as approximate Laplacian solvers,
help design faster algorithms for k-APC?

The low-rank factorization in used in our k-APC intuitively reduces the complexity of an
edge-disjoint problem (computing connectivities) to something like a vertex-disjoint variant
of the problem (for example, this is suggested by Figure 3). Can we make this connection
formal, and use low-rank enumeration to solve other problems involving edge-disjoint paths?

Open Problem 37. Can the low-rank enumeration used in Algorithm 6 to solve k-APC
help design faster algorithms for other problems involving edge-disjoint paths? Can it
help design more efficient reductions from edge-disjoint to vertex-disjoint path problems?
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Chapter 8

Disjoint Shortest Paths

8.1 Overview

In Section 7.1, we introduced the idea of using disjoint paths to measure connectivity in
networks, and more generally discussed the significance of routing disjoint paths on graphs in
mathematics and computer science. Finding connectivities involves detecting disjoint paths
between a fixed pair of vertices s and t. A natural generalization of this task is to seek disjoint
paths which connect multiple terminal pairs in the graph. Beyond being mathematically
interesting, such tasks arise in when studying questions concerning transportation networks
and circuit layout.

This motivates the following disjoint paths problem: for a fixed positive integer k, in
the k-Disjoint Paths (k-DP) problem, we are given a graph G, with specified source nodes
s1, . . . , sk and target nodes t1, . . . , tk, and are tasked with determining if G contains internally
vertex-disjoint si ⇝ ti paths. Note that the paths in a solution to k-DP are required to pair
each source si to its corresponding target ti. This condition turns out to make k-DP a very
difficult problem in general: if we were tasked with looking for k disjoint paths connecting
each source node to any target node instead of its corresponding target, then it turns out
the problem would be easy to solve using a simple reduction to maximum flow.

Suppose the input graph G has n vertices and m edges. How quickly can we solve k-DP?
If k is allowed to be unbounded, the k-DP problem becomes NP-hard even on very simple

classes of graphs [MP93], and over general directed graphs, k-DP is NP-hard already for
k = 2 [FHW80, Lemma 3]. In light of these hardness results, for the purpose of designing
polynomial-time algorithms for disjoint path problems, we should focus on the case where
the input comes from a restricted class of graphs and k is constant. One such class, which
has received extensive attention in the literature surrounding disjoint path problems, is the
class of undirected graphs.

Undirected Graphs

Over undirected graphs, k-DP can be solved in Õ(m + n) time for k = 2 [Tho05], and
more generally for any constant k in O(n2) time [KKR12] and m1+o(1) time [KPS24]. The
algorithms for k ≥ 3 are obtained using deep connections between the k-DP problem and
the theory of forbidden minors in undirected graphs [RS95]. So over undirected graphs, the
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polynomial-time complexity of k-DP is essentially resolved: for unbounded k the problem is
NP-hard, and thus unlikely to be polynomial-time solvable, and for constant k the problem
can be solved in almost-linear time.

In this chapter, we study an optimization variant of k-DP, the k-Disjoint Shortest Paths
(k-DSP) problem. In k-DSP we are given the same input as in k-DP, but are now tasked
with determining if the input contains disjoint si ⇝ ti shortest paths.

k-Disjoint Shortest Paths (k-DSP)

Given a graph G with specified nodes s1, . . . , sk and t1, . . . , tk, determine if G contains
internally vertex-disjoint si ⇝ ti shortest paths.

The k-DSP problem is interesting both because it is a natural graph algorithms question
to investigate from the perspective of combinatorial optimization, and because understanding
the complexity of k-DSP could lead to a deeper understanding of the interaction between
shortest paths structures in graphs (analogous to how studying k-DP helped develop the rich
theory surrounding forbidden minors in graphs [RS95]).

Compared to k-DP, not much is known about the exact time complexity of k-DSP. In
directed graphs, 2-DSP can be solved in polynomial time [BK17], but no polynomial-time
algorithm (or NP-hardness proof) is known for k-DSP for any constant k ≥ 3. In undirected
graphs, it is known that for any constant k, k-DSP can be solved in polynomial time [Loc21].
However, the current best algorithms for k-DSP in undirected graphs run in nO(k·k!) time, so
in general this polynomial runtime is quite large for k ≥ 3. For example, the current fastest
algorithm for 3-DSP in undirected graphs takes O(n292) time [BNRZ21].

Significantly faster algorithms are known for detecting k = 2 disjoint shortest paths. In
this case, we allow G to be a weighted graph with positive edge weights (of course the k-DSP
problem makes sense on weighted graphs for any k, but currently there are no algorithms
published which explicitly handle the case of weighted graphs for any k ≥ 3). The paper
which first introduced the k-DSP problem in 1998 also presented an O(n8) time algorithm for
solving 2-DSP in weighted undirected graphs [ET98]. This algorithm was improved upon for
the first time over twenty years later in [Akh20], which presented an algorithm solving 2-DSP
in weighted undirected graphs in O(n7) time, and in unweighted undirected graphs in O(n6)
time. Soon after, [BNRZ21, Theorem 1] presented an even faster O(mn) time algorithm for
solving 2-DSP in the special case of unweighted undirected graphs.

Despite all the advances discussed above, there remains a gap between the fastest run-
times known for solving the 2-DSP and 2-DP problems in undirected graphs. We close this
gap, presenting an optimal algorithm for 2-DSP in weighted undirected graphs.

Theorem 8.1: 2-Disjoint Shortest Paths in Undirected Graphs

There is an algorithm solving 2-DSP on undirected graphs in linear time.

Directed Acyclic Graphs

Besides undirected graphs, another class of graphs for which research on disjoint path prob-
lems has been particularly fruitful is the class of directed acyclic graphs (DAGs). Designing
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algorithms for detecting disjoint paths on DAGs appears to be especially important because
such algorithms have been used as key subroutines for finding disjoint paths in other types
of graphs. For example, the only known polynomial-time algorithm for 2-DSP on general
directed graphs works by reducing to several instances of 2-DP on DAGs [BK17]. Similarly,
the fastest known algorithm for k-DSP on undirected graphs works by reducing to several
instances of disjoint paths on DAGs [BNRZ21].

Over DAGs, k-DP can be solved in linear time for k = 2 [Tho12], and in O(mnk−1) time
for k ≥ 3 [FHW80, Theorem 3]. As observed in [BK17, Proposition 10], the algorithm of
[FHW80] for k-DP on DAGs can be modified to solve k-DSP in weighted DAGs in the same
O(mnk−1) runtime. This is the fastest known runtime for k-DSP in DAGs for all k.

In particular, the fastest algorithm for 2-DSP from previous work runs in O(mn) time,
slower than the O(m + n) runtime known for 2-DP in DAGs. As in the case of undirected
graphs, we close this gap, presenting an optimal algorithm for 2-DSP in weighted DAGs.

Theorem 8.2: 2-Disjoint Shortest Paths in Directed Acyclic Graphs

There is an algorithm solving 2-DSP on directed acyclic graphs in linear time.

As we discuss in Section 8.6, Theorem 8.2 implies an alternate linear time algorithm for
2-DP in DAGs, which may be interesting due to its simplicity and the different techniques
it employs compared to [Tho12].

Our algorithms for solving 2-DSP in undirected graphs and DAGs are algebraic, following
the framework of Chapter 6. As a consequence, the algorithms establishing Theorems 8.1
and 8.2 determine whether the input graph contains disjoint si ⇝ ti shortest paths, but do
not explicitly return these solution paths when they exist. So while our algorithms solve
the decision problem 2-DSP, they do not solve the search problem of returning two disjoint
shortest paths if they exist. This is a common limitation for algebraic graph algorithms.
We show nonetheless that using a simple search to decision reduction for 2-DSP, we can
bootstrap Theorems 8.1 and 8.2 to obtain O(mn) time algorithms which find two disjoint
shortest paths in weighted undirected graphs and DAGs, or report that no such paths exist.

Theorem 8.3: Finding 2 Disjoint Shortest Paths

There is an algorithm which solves 2-DSP over weighted DAGs and undirected graphs,
and returns a pair of solution paths if they exist in O(mn) time.

Organization

In Section 8.2, we go over useful notation and results on graphs. In Section 8.3, we introduce
the basic ideas behind our 2-DSP algorithms, and prove lemmas which apply to 2-DSP on
both DAGs and undirected graphs. In Section 8.4, we present our algorithm for 2-DSP in
weighted DAGs, and prove Theorem 8.2. In Section 8.5, we present our algorithm for 2-DSP
in weighted undirected graphs, and prove Theorem 8.1.

In Section 8.6, we observe some simple corollaries of Theorems 8.1 and 8.2. Finally, in
Section 8.7, we conclude with relevant open problems.
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8.2 Preliminaries

We make use of the preliminaries from Section 6.1. We introduce some additional graph
theoretic notation, assumptions, and concepts below.

Basic Graph Notation and Assumptions

Throughout, we let G be the input graph on n vertices and m edges. We assume G is
a simple graph (i.e., has no parallel edges between nodes). We let s1, s2 and t1, t2 denote
the source nodes and target nodes in G respectively. We assume that s1, s2, t1, t2 are all
distinct. This is without loss of generality, since given an arbitrary instance of 2-DSP, we
can introduce new nodes s′1, s′2, t′1, t′2 such that each s′i has the same neighbors as si and
each t′i has the same neighbors as ti (if the input graphs are directed, then s′i and t′i have
both the same in-neighbors and the same out-neighbors as si and ti respectively), and then
delete the original copies of si and ti. With this addition, the graph contains vertex-disjoint
s′i ⇝ t′i shortest paths if and only if it contains internally vertex-disjoint si ⇝ ti shortest
paths. Moreover, if the graph was originally undirected it stays undirected, and if the graph
was originally a DAG it stays a DAG.

We view undirected graphs as graphs whose edges are still ordered pairs of vertices (u, v),
but with the property that (u, v) ∈ E is an edge if and only if (v, u) ∈ E is an edge.

If G is weighted, we let ℓ(u, v) denote the weight of an edge (u, v) ∈ E. We assume
that edge weights ℓ(u, v) > 0 are positive for all (u, v). Given vertices u and v in G, we let
dist(u, v) denote the shortest path distance from u to v in G, i.e., the minimum possible sum
of edge weights among all u⇝ v paths in G.

Given a path P which passes through vertices u and v in that order, we let P [u, v] denote
the u⇝ v subpath of P . If P is a path in an undirected graph, we let

 −
P denote the reverse

path of P , which traverses the vertices of P in reverse order. Given two paths P and Q
such that the final vertex of P is the same as the first vertex of Q, we let P ⋄Q denote the
concatenation of P and Q.

Field Size

We recall the preliminaries from the Finite Field Computation subsection of Section 6.1. In
particular we work over a field F = F2q . In this chapter, we set q to be the smallest positive
integer with

2q ≥ 2n2. (111)

Note that q = Θ(log n).

Topological Order

Any directed acyclic graph (DAG) admits a topological order: this is an ordering (≺) of
the vertices in the graph with the property that u ≺ v implies that (v, u) is not an edge in
the graph. In other words, edges only go forwards with respect to the topological order of
a graph. Using depth-first search, it is easy to construct a topological order for a DAG in
linear time. This fact will be useful for us.
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Proposition 8.4. We can compute a topological order of a DAG in linear time.

See [CLRS09, Section 22.4] for a proof of Proposition 8.4.

Shortest Paths Graphs

For any vertex s in G, we define the s-shortest paths DAG to be the directed acyclic graph
with the same vertex set as G, which includes an edge (u, v) if and only if (u, v) ∈ E is the
last edge in some s⇝ v shortest path in G.

From this definition, it is easy to see that a sequence of vertices P is an s ⇝ v shortest
path in G if and only if P is an s⇝ v path in the s-shortest paths DAG of G. Indeed, given
a sequence of vertices P = ⟨v0, . . . , vr⟩ with v0 = s and vr = v, if P is an s⇝ v shortest path
in G, then ⟨v0, . . . , vi⟩ is an s⇝ vi shortest path for all i ∈ [r]. This means that (vi−1, vi) is
an edge in the s-shortest paths DAG of G for all i ∈ [r], so P is an s⇝ v path in this DAG
as claimed. Conversely, if P = ⟨v0, . . . , vr⟩ is an s⇝ v path in the s-shortest paths DAG of
G, an easy induction argument shows that ⟨v0, . . . , vi⟩ is a shortest path in G for all i ∈ [r].
Applying this result for i = r shows that P is an s⇝ t shortest path in G as claimed.

The argument in the previous paragraph implies that the s-shortest paths DAG is indeed
acyclic, since a cycle cannot be a shortest path in a graph with positive edge weights.

Working with shortest paths DAGs is useful for us because it helps reduce the task of
enumerating shortest paths in G to enumerating arbitrary paths in a DAG.

Given a node s in G, we can construct the s-shortest paths DAG of G in linear time,
using standard algorithms for computing single-source shortest path distances.

Proposition 8.5 (Single-Source Distances in DAGs). Given a weighted DAG G with dis-
tinguished node s, we can compute dist(s, v) for all vertices v in G in linear time.

See [CLRS09, Section 24.2] for a proof of Proposition 8.5.

Proposition 8.6 (Single-Source Distances in Undirected Graphs). Given a weighted undi-
rected graph G and node s, we can compute dist(s, v) for all vertices v in G in linear time.

See [Tho97] for a proof of Proposition 8.6.

Proposition 8.7 (Shortest Path DAGs). Let G be a weighted DAG or undirected graph
with vertex s. Then we can construct the s-shortest paths DAG of G in linear time.

Proof. By Propositions 8.5 and 8.6, we can compute dist(s, v) for all vertices v in G in linear
time. We claim that an edge (u, v) is in the s-shortest paths DAG of G if and only if

dist(s, v) = dist(s, u) + ℓ(u, v). (112)

Indeed, if (u, v) is in the s-shortest paths DAG, it is the last edge on some s ⇝ v shortest
path P in G. Since P is a shortest path, it has length dist(s, v). Since it has last edge (u, v),
its s⇝ u prefix must also be a shortest path, so its length also equals dist(s, u) + ℓ(u, v), so
eq. (112) holds. Conversely, if eq. (112) holds, then concatenating an s ⇝ u shortest path
in G with the edge (u, v) produces a path of minimum length dist(s, v). Hence (u, v) is the
last edge of an s⇝ v shortest path, so (u, v) is in the s-shortest paths DAG as claimed.
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So we can construct the s-shortest paths DAG G by going through every edge (u, v) in
G, and checking if it satisfies eq. (112). Since we already computed the distances from s to
every vertex in G, checking eq. (112) takes O(1) time for each edge. Thus we can construct
the s-shortest paths DAG in linear time as claimed. ■

Additional Notation

For each i ∈ [2], we define Gi to be the si-shortest paths DAG of G.
For each i ∈ [2] and vertex v ∈ V , we define V i

in(v) to be the set of in-neighbors of v in
Gi, and V i

out(v) to be the set of out-neighbors of v in Gi. We further let

Vin(v) = V 1
in(v) ∩ V 2

in(v) and Vout(v) = V 1
out(v) ∩ V 2

out(v)

be the sets of in-neighbors and out-neighbors respectively of v common to both G1 and G2.
We also define

Vmix(v) = V 1
in(v) ∩ V 2

out(v) (113)

to be the mixed neighborhood of v, defined to be the set of nodes u such that (u, v) is an
edge in G1 and (v, u) is an edge in G2.

A pair of paths ⟨P1, P2⟩ is a standard pair if Pi is an si ⇝ ti path in Gi for each i ∈ [2].
Equivalently, a standard pair consists of si ⇝ ti shortest paths Pi in G.

8.3 General Ideas

Throughout this section, G is allowed to be a weighted DAG or undirected graph. All of the
arguments in this section apply to both cases.

We will solve 2-DSP using the algebraic framework introduced in Chapter 6.
For every edge (u, v) ∈ E, we introduce an indeterminate variable xuv. We use these

variables to enumerate families of pairs of paths in G, following the discussion from the
Node-Based subsection of Section 6.2. In particular, each path W is assigned a monomial
ξ(W ) recording the consecutive pairs of nodes it traverses as in eq. (56), and each pair of
paths P = ⟨P1, P2⟩ is assigned a monomial ξ(P) = ξ(P1, P2) according to eq. (58).

Recall the definition of an enumerating polynomial from eq. (59).

Definition 8.8 (Disjoint Paths Polynomial). Let Fdisj be the enumerating polynomial for
the collection of vertex-disjoint standard pairs of paths.

We will solve 2-DSP by testing if the polynomial Fdisj is nonzero. The following result
shows that this is possible, even though we work over a field of characteristic two.

Proposition 8.9 (Testing for Disjoint Paths). The polynomial Fdisj is nonzero if and only
if G contains disjoint si ⇝ ti shortest paths for i ∈ [2].

Proof. If G does not have disjoint si ⇝ ti shortest paths, then Fdisj is the zero polynomial
by definition. If instead G does contain disjoint si ⇝ ti shortest paths Pi, then Fdisj contains
the monomial ξ(P1, P2). By looking at the set of variables xe which appear in this monomial,
we can recover the set E of all edges used by the paths P1 and P2. Because the Pi are disjoint
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si ⇝ ti paths, Pi is the unique si ⇝ ti contained in the subgraph of G on E for each i ∈ [2].
Consequently, the monomial ξ(P1, P2) uniquely encodes ⟨P1, P2⟩, and no other monomial
appearing in Fdisj cancels it out. So Fdisj is a nonzero polynomial.

This proves the desired result. ■

To compute Fdisj, we need to find a way of enumerating disjoint standard pairs of paths.
Doing this directly seems difficult, because it is unclear how to enforce the condition that two
paths never intersect. Instead, it might be easier to compute Fdisj indirectly, by enumerating
all standard pairs of paths, and then substracting out those pairs which intersect.

Idea 14 Instead of enumerating pairs of disjoint paths directly, we can count the com-
plement and enumerate pairs of intersecting paths instead.

Intersecting paths should intuitively be easier to work with, because we can split them
along their intersection points into smaller paths.

Before we can enumerate pairs of paths, we should figure how to enumerate collections
of individual paths. In Sections 7.2 and 7.3 we saw ways of enumerating paths using matrix
inverses and determinants. These methods would take Ω(nω) time however, which is too
slow to prove Theorems 8.1 and 8.2. Since we are aiming for linear-time algorithms, we
cannot afford to enumerate paths between all pairs of vertices in G. We can however afford
to enumerate paths leaving and entering terminals in G.

For each i ∈ [2] and vertex v, let Li(v) be the enumerating polynomial for the collection
of si ⇝ v paths in Gi. Similarly, let Ri(v) be the enumerating polynomial for the collection
of v ⇝ ti paths in Gi. The same simple procedure for computing single-source shortest
distances in a DAG enables us to efficiently compute the Li(v) and Ri(v) polynomials.

Lemma 8.10 (Source Paths). For each i ∈ [2] and vertex v, we have

Li(v) =
∑

u∈V i
in(v)

Li(u)xuv.

Proof. Since Li(u) enumerates si ⇝ u paths in Gi, the polynomial

Li(u)xuv

enumerates si ⇝ v paths in Gi whose penultimate vertex is u. Every si ⇝ v path in Gi has
some unique penultimate vertex u ∈ V i

in(v). Consequently∑
u∈V i

in(v)

Li(u)xuv

enumerates all si ⇝ v paths in Gi, which proves the claim. ■

Lemma 8.11 (Target Paths). For each i ∈ [2] and vertex v, we have

Ri(v) =
∑

w∈V i
out(v)

xvwRi(v).
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Proof. Follows from symmetric reasoning to the proof of Lemma 8.10. ■

Corollary 8.12 (Evaluating Paths). Given an assignment to the xuv variables over F, we
can evaluate Li(v) and Ri(v) at that assignment for all vertices v and i ∈ [2] in linear time.

Proof. By Proposition 8.4, we can find a topological order (≺) of Gi in linear time. Let

v1 ≺ · · · ≺ vr

be all the nodes of G occurring after s in the topological order. Let v0 = s.
We can return Li(v) = 0 for all v ̸∈ v0, . . . , vr, since any such node v is not reachable

from s. We can return Li(s) = 1, since the one-node path ⟨s⟩ is assigned weight 1.
For each j ∈ [r], by Lemma 8.10 we have

Li(vj) =
∑

u∈V i
in(vj)

Li(u)xuvj .

We can evaluate Li(vj) at the given assignment for j = 1, . . . , r in order, using the above
equation. At iteration j, we compute Li(vj) using the values of Li(u) for u ≺ vj (which will
have already been computed since we are proceeding according to the topological order) and
the values assigned to the variables xuvj . It takes O(degin(vj)) time to compute Li(vj) in
this way for each j ∈ [r], so the process takes O(m) time overall.

Doing this for each i ∈ [2] allows us to evaluate all the Li(v) in linear time. Symmetric
reasoning (using Lemma 8.11 and dynamic programming backwards with respect to the
topological order) shows that we can also evaluate all the Ri(v) in linear time. ■

So in linear time, we can compute all the Li(v) and Ri(v) polynomials, enumerating all
shortest paths leaving the sources and entering the targets.

As suggested by Idea 14, we can use these polynomials to reduce the enumeration of
disjoint paths to the enumeration of intersecting paths.

Definition 8.13 (Intersecting Paths Polynomial). Let F∩ be the enumerating polynomial
for the collection of intersecting, standard pairs of paths.

Lemma 8.14 (Disjoint Paths ≤ Intersecting Paths). We have

Fdisj = L1(t1)L2(t2)− F∩.

Proof. By expanding out the product, we see that L1(t1)L2(t2) enumerates all standard pairs
of paths ⟨P1, P2⟩. Each such pair is either vertex-disjoint or consists of paths intersecting at
a common node, so we have

L1(t1)L2(t2) = Fdisj + F∩

which implies the desired result. ■

The relationship from Lemma 8.14 between Fdisj and F∩ is pictured in Figure 4.
So to compute Fdisj, it suffices to compute F∩.
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= −

Figure 4: To enumerate the family of disjoint pairs of paths on the left (the dashed borders
around the paths indicate that the paths do not intersect), it suffices to enumerate all pairs of paths
and subtract out those pairs in the family which intersect at some point.

To compute F∩, we need to enumerate intersecting, standard pairs of paths. Any standard
pair ⟨P1, P2⟩ of intersecting paths has a unique first intersection point v. Formally, vertex v
is defined to be the first node of P1 which lies in P1 ∩ P2. The paths uniquely decompose as

Pi = Ai ⋄Bi,

where Ai is an si ⇝ v path and Bi is a v ⇝ ti path in Gi for i ∈ [2], such that A1 and A2

intersect only at v.
We say the pair of paths ⟨A1, A2⟩ forms a linkage, because they link the terminal nodes

to a common endpoint v, but are disjoint otherwise.

Definition 8.15 (Source Linkages). Given a vertex v, let S(v) be the collection of pairs of
paths ⟨P1, P2⟩ such that each Pi is an si ⇝ v path in Gi, and P1 ∩ P2 = {v}. Let S(v) be
the enumerating polynomial for S(v).

Since linkages naturally arise when we decompose intersecting pairs of paths, it seems like
enumerating linkages should help compute F∩. As with Fdisj however, it is not immediately
clear how to enumerate linkages, because the condition that they are internally vertex-disjoint
is a general “global” condition that seems difficult to enforce.

We can try repeating the strategy of Idea 14, and compute S(v) by first enumerating all
pairs of paths ⟨P1, P2⟩ where Pi is an si ⇝ v path in Gi, and then subtracting out those where
the Pi intersect at some node before v. The Pi paths could intersect in fairly complicated
ways however—how can we enumerate all such intersecting pairs?

The key idea we can use at this point is that because we are working over a field F of
characteristic two, many pairs of intersecting paths actually cancel out in our enumeration.
Indeed, as above consider a pair of paths ⟨P1, P2⟩ such that Pi is an si ⇝ v path in Gi, such
that P1 and P2 intersect at some node u before v. If the subpaths P1[u, v] and P2[u, v] are
distinct, then we can form a new pair of paths ⟨Q1, Q2⟩ by

Q1 = P1[s1, u] ⋄ P2[u, v] and Q2 = P2[s2, u] ⋄ P1[u, v]

swapping the u ⇝ v subpaths of P1 and P2. Since the edges traversed by the Q1 are
identical to the edges traversed by the Pi, both pairs of paths will have the same weight
ξ(P1, P2) = ξ(Q1, Q2). Then modulo two, the weights ξ(P1, P2) and ξ(Q1, Q2) will cancel out
when we enumerate these pairs of paths. This means that when we are subtracting out pairs
of paths that intersect somewhere before v (in order to compute S(v)), we do not need to
explicitly handle those pairs that intersect at a node u and have different u ⇝ v subpaths,
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because the contributions from such pairs will cancel over F anyway. We only need to worry
about subtracting out those paths which intersect along a full segment leading up to v, which
should intuitively be easier to handle, since such pairs of paths are quite structured.

Idea 15 When we enumerate modulo two, the only intersecting pairs of paths which
survive are those that overlap on a single segment. In particular, the contributions from
the more complicated intersecting pairs of paths vanish for free.

We note that the general phenomenon of disjoint path structures simplifying modulo two
has been used in algorithms many times before (e.g., see [BHT12, BH19, BHK22]). This
simplification appears to be connected to the idea of permanents reducing to determinants
modulo two, discussed at the beginning of Chapter 6.

Based off the intuition above, we next introduce some lemmas which help identify com-
mon situations where enumerating polynomials simplify modulo two. The main idea is that
enumerating polynomials for a family F can be simplified whenever we can identify a sub-
family V ⊆ F of pairs of paths which admits a nice subpath swapping involution.

Subpath Swapping

Lemma 8.16 (Shortest Path Swapping). Let P1 and P2 be shortest paths passing through
vertices a and b in that order. Then the walks obtained by swapping the a⇝ b subpaths in
P1 and P2 are also shortest paths.

Proof. Since P1 and P2 are shortest paths, each of their a⇝ b subpaths have length dist(a, b).
Since these subpaths have the same length, swapping these subpaths of P1 and P2 produce
walks with the same endpoints and lengths as P1 and P2 respectively. Since P1 and P2 are
shortest paths, this implies that the new walks are shortest paths as well. Here, we are using
the fact that we work over graphs with positive edge weights, so that any walk whose length
equals to the shortest path distance between its endpoints cannot have repeat vertices. ■

Lemma 8.16 says that swapping subpaths between shortest paths is a “safe operation,” in
the sense after the subpaths swap we are still working with shortest paths. We will use this
observation to argue correctness for the subpath swapping argument we informally discussed
in the paragraph before Idea 15.

The following lemma describes a general setting in which we can simplify enumerating
polynomials for pairs of paths modulo two, by matching up different pairs via subpaths
swaps. We will make use of it frequently when proving correctness of our 2-DSP algorithms.

Lemma 8.17 (Vanishing Modulo 2). Let F be a family of pairs of paths in G, and let V ⊆ F .
Suppose there exist maps α, β : V ! V and Φ : V ! V such that for all P = ⟨P1, P2⟩ ∈ V ,

1. the vertices a = α(P) and b = β(P) lie in P1 ∩ P2, a appears before b in P1 and P2,
and the subpaths P1[a, b] and P2[a, b] are distinct;

2. Φ(P) = ⟨Q1, Q2⟩, where Q1 is obtained by replacing the a ⇝ b subpath in P1 with
P2[a, b], and Q2 is obtained by replacing the a⇝ b subpath in P2 with P1[a, b]; and

3. we have Φ(Φ(P)) = P .
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Figure 5: Given paths P1 and P2 which intersect at nodes a = α(P1, P2) and b = β(P1, P2),
such that a appears before b on both paths, if we swap the a to b subpaths of of P1 and P2 to
produce new paths Q1 and Q2 respectively, then these pairs ξ(P1, P2) = ξ(Q1, Q2) have the same
monomials. Moreover, swapping the a to b subpaths of Q1 and Q2 recovers P1 and P2.

Then the enumerating polynomial for F is the same as the enumerating polynomial for F\V .

Proof. Let F be the enumerating polynomial for F . By definition, we have

F =
∑
P∈F

ξ(P) =
∑

P∈F\V

ξ(P) +
∑
P∈V

ξ(P). (114)

Take any P = ⟨P1, P2⟩ ∈ V . By property 1 from the lemma statement, the subpaths from
α(P) to β(P) in P1 and P2 are distinct. Then by property 2, Φ(P) ̸= P . Consequently,
by property 3, we can partition V = V1 ∪ V2 into two equally sized pieces such that Φ is a
bijection from V1 to V2. So we can write∑

P∈V

ξ(P) =
∑
P∈V1

ξ(P) +
∑
P∈V2

ξ(P) =
∑
P∈V1

(ξ(P) + ξ(Φ(P))) . (115)

By property 2, the multiset of edges traversed by the pair P is the same as the multiset of
edges traversed by Φ(P), for all P ∈ V . Consequently, ξ(P) = ξ(Φ(P)) for all P ∈ V .

The subpath swapping procedure determined by Φ is depicted in Figure 5.
Since we work over a field of characteristic two, this implies that∑

P∈V1

(ξ(P) + ξ(Φ(P))) = 0.

Substituting the above equation into eq. (115) implies that∑
P∈V

ξ(P) = 0.

Then substituting the above equation into eq. (114) yields

F =
∑

P∈F\V

ξ(P).

This proves that F is the enumerating polynomial for F \ V as desired. ■
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In general, Lemma 8.17 is useful in situations where we have a “complicated” family of
pairs of paths F we need to enumerate. If we can identify a subfamily V ⊆ F for which there
exists maps α, β,Φ satisfying the conditions from the statement of Lemma 8.17 (intuitively,
these maps describe a way of matching up pairs of paths in V with equal weight), then
Lemma 8.17 says to enumerate F it suffices to enumerate the “simpler” family F \ V .

Having established these subpath swapping lemmas, we return to the task of enumer-
ating the collection of source linkages S(v) from Definition 8.15. Using Idea 15, we argue
that instead of enumerating S(v), it suffices to enumerate a simpler collection where the
disjointness condition of linkages is relaxed.

Definition 8.18 (Relaxed Source Linkage). Given a vertex v, let S̃(v) be the collection of
pairs of paths ⟨P1, P2⟩, where each Pi is an si ⇝ v-path in Gi, and the penultimate vertices
of P1 and P2 are distinct.

So while a pair of paths in S(v) cannot overlap at any vertex before v, a pair of paths
in the collection S̃(v) may overlap before v, as long as the paths in this pair do not overlap
immediately before v. The next lemma shows that modulo two, the enumerating polynomials
for S(v) and S̃(v) are the same. Recall from Definition 8.15 that we let S(v) denote the
enumerating polynomial for S(v).

Lemma 8.19. For any vertex v, the polynomial S(v) enumerates S̃(v).

Proof. For convenience, let F = S̃(v). Let

V = F \ S(v)

be the family of pairs of paths ⟨P1, P2⟩ where each Pi is an si ⇝ v path in Gi, such that

1. the paths P1 and P2 intersect at some vertex other than v, and

2. the vertices immediately before v on P1 and P2 are distinct.

Take arbitrary ⟨P1, P2⟩ ∈ V . Let u be the vertex in P1∩P2 maximizing the value of dist(u, v).
By condition 1 above, u ̸= v. By condition 2 above, P1[u, v] and P2[u, v] are distinct.

Now define walks

Q1 = P1[s1, u] ⋄ P2[u, v] and Q2 = P2[s2, u] ⋄ P1[u, v].

By Lemma 8.16 each Qi is a shortest path, and thus an si ⇝ v path in Gi.
The pair ⟨Q1, Q2⟩ satisfies condition 1 above, since u ∈ Q1 ∩Q2. This pair also satisfies

condition 2 above, since the penultimate vertices of Q1 and Q2 are the same as the penulti-
mate vertices of P2 and P1 respectively. Also, u is the node in Q1∩Q2 maximizing dist(u, v),
so applying the same subpath swapping operation from above to ⟨Q1, Q2⟩ produces ⟨P1, P2⟩.

By the discussion in the previous paragraph, the map α sending ⟨P1, P2⟩ to node u,
the map β sending ⟨P1, P2⟩ to node v, and the map Φ sending ⟨P1, P2⟩ to ⟨Q1, Q2⟩ meet
the conditions of Lemma 8.17, so the enumerating polynomial for F is the same as the
enumerating polynomial for F \V = S(v). The enumerating polynomial for S(v) is S(v), so
this proves the desired result. ■
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By Lemma 8.19, instead of trying to enumerate S(v) directly, which seems difficult,
we can instead focus on enumerating S̃(v), whose conditions seems easier to handle. The
high-level strategy being employed is summarized in the idea below.

Idea 16 When enumerating pairs of paths modulo two, we can replace global con-
ditions about paths not intersecting anywhere outside a node v with simpler local
conditions about paths not intersecting immediately before or after v.

Lemma 8.20 (Enumerating Source Linkages). For each vertex v, we have

S(v) = L1(v)L2(v)−
∑

u∈Vin(v)

L1(u)L2(u)x
2
uv.

Proof. To prove the lemma, we first establish the following claim.

▷ Claim 8.21. For any vertices u and v with u ∈ Vin(v), the polynomial

L1(u)L2(u)x
2
uv (116)

enumerates the collection of pairs of paths ⟨P1, P2⟩ such that each Pi is an si ⇝ v path with
final edge (u, v).

Proof. Let ⟨P1, P2⟩ be a pair of paths where each Pi is an si ⇝ v path with final edge (u, v).
Then we can split the Pi along their final edges as

P1 = P1[s1, u] ⋄ (u, v) and P2 = P2[s2, u] ⋄ (u, v).

The paths Pi[si, u] are enumerated by the Li(u) factors in eq. (116), and the two copies of
(u, v) are encoded by the x2uv factor in eq. (116). Conversely, any monomial in the expansion
of eq. (116) is the product of monomials for some si ⇝ u paths Qi in Gi and two occurrences
of the edge (u, v), so that if we define

P1 = Q1 ⋄ (u, v) and P2 = Q2 ⋄ (u, v)

then the monomial we are considering is precisely ξ(P1, P2). This proves the claim. Note
that we used the fact that u ∈ Vin(v) to ensure that (u, v) is an edge in both G1 and G2.

By expanding out the definitions of L1(v) and L2(v) in the product product, we see that

L1(v)L2(v)

enumerates all pairs of paths ⟨P1, P2⟩ where Pi is an si ⇝ v path in Gi. By summing the
enumerating polynomials from Claim 8.21 for each u ∈ Vin(v), we see that∑

u∈Vin(v)

L1(u)L2(u)x
2
uv

enumerates all pairs of paths ⟨P1, P2⟩ where Pi is an si ⇝ v path in Gi, and the penultimate
vertices of the Pi are the same.
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=
∑
v∈V

v

Figure 6: To enumerate the family of intersecting pairs of paths on the left, we can perform
casework on the earliest intersection point v for the paths (the dashed border on the subpaths on
the right indicates that the paths do not intersect before v).

By subtracting the polynomials from the two previous equations, we get that

L1(v)L2(v)−
∑

u∈Vin(v)

L1(u)L2(u)x
2
uv

enumerates all pairs of paths ⟨P1, P2⟩ where each Pi is an si ⇝ v path in Gi, and the
penultimate vertices of the Pi are distinct.

Consequently, the above equation is the enumerating polynomial for S̃(v). By Lemma 8.19,
this implies that

S(v) = L1(v)L2(v)−
∑

u∈Vin(v)

L1(u)L2(u)x
2
uv.

as desired. ■

In the next section, we use our construction from Lemma 8.20 of the enumerating poly-
nomial for S(v) to construct Fdisj when G is a weighted DAG.

8.4 Directed Acyclic Graphs

In this section, we assume that G is a weighted DAG, and fix a topological order (≺) of G.
As noted in Lemma 8.14, to compute Fdisj it suffices to compute F∩, the enumerating

polynomial for intersecting, standard pairs of paths. We perform this enumeration by case-
work on the first intersection v of the pair of paths. Here “first intersection” means that
v is the earliest node in both paths with respect to the topological order of G. We then
(implicitly) use Lemma 8.19 to relax the global condition that the pair of paths have first
intersection at v to the simpler local condition that the pair intersects at v, and does not
intersect at the node immediately before v.

This overall strategy is depicted in Figures 6 and 7.

Lemma 8.22 (Enumerating Intersecting Paths). We have

F∩ =
∑
v∈V

S(v)R1(v)R2(v).

Proof. The lemma follows from the following claim.
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v
≡

v
(mod 2)

Figure 7: If we work modulo two, then we can enumerate pairs of paths which have common
first intersection at node v by enumerating pairs of paths which intersect at v and have the property
that the vertices appearing immediately before v on each path are distinct.

▷ Claim 8.23. For any vertex v, the polynomial

S(v)R1(v)R2(v) (117)

enumerates the standard pairs ⟨P1, P2⟩ such that P1 and P2 have first intersection at v.

Proof. Let ⟨P1, P2⟩ be a standard pair with first intersection at v. Then we can decompose

Pi = Pi[si, v] ⋄ Pi[v, ti]

for each i ∈ [2], and observe that the pair ⟨P1[s1, v], P2[s2, v]⟩ is enumerated by the S(v)
factor in eq. (117), while the Pi[v, ti] paths are enumerated by the respective Ri(v) factors
from eq. (117).

Conversely, any monomial in the expansion of eq. (117) is the product of a monomial
from S(v) with monomials from Ri(v) for i ∈ [2]. Any monomial from S(v) is of the form
ξ(A1, A2), where each Ai is an si ⇝ v path in Gi such that A1 and A2 only intersect at v.
For each i ∈ [2], any monomial from Ri is of the form ξ(Bi), where Bi is a v ⇝ ti path in
Gi. Then if we define

Pi = Ai ⋄Bi

we see that the Pi are si ⇝ ti paths in Gi with the property that P1 and P2 have first
intersection at v. Here, we are using the fact that G is a DAG—this ensures that every node
in A1 or A2 appears at or before v in the topological order, and that every node in B1 or B2

appears at or after v in the topological order, so that A1 ∩B2 = A2 ∩B1 = {v}.

Since G is a DAG, every intersecting pair of paths intersects at some unique earlier vertex.
Then by Claim 8.23, the polynomial∑

v∈V

S(v)R1(v)R2(v)

enumerates all intersecting, standard pairs of paths ⟨P1, P2⟩. This proves the lemma. ■

Having established a formula for F∩ in Lemma 8.22, we present our algorithm for solving
2-DSP in weighted DAGs in Algorithm 9. Note that in the algorithm, we never compute poly-
nomials explicitly, and instead compute polynomial evaluations with respect to the random
assignment in step 2 of Algorithm 9.

Lemma 8.24. Algorithm 9 solves 2-DSP in weighted DAGs with high probability.
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Algorithm 9. The 2-DSP Algorithm in Directed Acyclic Graphs

Inputs: A directed acyclic graph G, with specified sources s1, s2 and targets t1, t2.
Returns: YES if G contains disjoint si ⇝ ti shortest paths for i ∈ [2], NO otherwise.

1. For each i ∈ [2], compute the si-shortest paths DAG Gi.

2. Assign independent, uniform random values xuv from F for each (u, v) ∈ E.

3. For every vertex v and each i ∈ [2], compute Li(v) and Ri(v).

4. For every vertex v, compute

S(v) = L1(v)L2(v)−
∑

u∈Vin(v)

L1(u)L2(u)x
2
uv.

5. Compute
F∩ =

∑
v∈V

S(v)R1(v)R2(v).

6. Compute
Fdisj = L1(t1)L2(t2)− F∩.

Return YES if Fdisj is nonzero, NO if Fdisj is zero.

Proof. By Lemma 8.20, step 4 of Algorithm 9 correctly computes S(v) for each vertex v.
By Lemma 8.22, step 5 of Algorithm 9 correctly computes F∩.
By Lemma 8.14, step 6 of Algorithm 9 correctly computes Fdisj.
By Proposition 8.9, Fdisj is a nonzero polynomial if and only if G contains vertex-disjoint

si ⇝ ti shortest paths for i ∈ [2]. By definition, Fdisj is a polynomial of degree at most 2n.
Then by Proposition 6.1 and our choice of q in eq. (111), with high probability the evaluation
of Fdisj on the random assignment from step 2 of Algorithm 9 is nonzero if and only if G
contains a solution to the 2-DSP problem. Thus with high probability, Algorithm 9 returns
the correct answer to the 2-DSP problem in step 6. ■

Proof of Theorem 8.2. By Lemma 8.24, Algorithm 9 solves the 2-DSP problem in weighted
DAGs. It remains to prove that we can implement Algorithm 9 to run in linear time.

Step 1 of Algorithm 9 takes linear time by Proposition 8.7.
Step 2 of Algorithm 9 takes linear time because we spend O(1) time at each edge of G.
Step 3 of Algorithm 9 takes linear time by Corollary 8.12.
For each fixed vertex v, computing S(v) using the formula in step 4 of Algorithm 9 takes

O(degin(v)) time. Summing this runtime bound over all vertices v, we see that step 4 of
Algorithm 9 takes O(m) time.

Step 5 of Algorithm 9 takes O(n) time since we add and multiply O(n) terms.
Step 6 of Algorithm 9 takes O(1) time given our previous computations.
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So overall Algorithm 9 runs in linear time as claimed. ■

8.5 Undirected Graphs

In this section, we assume that G is a weighted undirected graph.
Our goal is to solve 2-DSP in weighted undirected graphs. We continue the approach be-

gun in Section 8.3, and aim to compute F∩ efficiently, by enumerating intersecting, standard
pairs of paths. As pictured in Figure 6, we will perform this enumeration by casework on
the first intersection v of the pairs of paths ⟨P1, P2⟩. By “first intersection” we mean that v
is the first vertex of P1 lying in P1 ∩ P2.

In the case of DAGs, we were able to use the simple formula from Claim 8.23 to enumerate
standard pairs of paths with first intersection v, because the topological order ensured that
v was also the first vertex of P2 lying in P1 ∩ P2. This no longer holds in undirected graphs,
as shown in Figure 8 for example.

Even though this property no longer holds, the Pi are shortest paths, and so intuitively
cannot intersect in an arbitrary manner—there should still be useful structure we can impose
on the ways P1 and P2 can overlap.

Shortest Paths Structure

The following observation will help us constrain how shortest paths can overlap in G.

Proposition 8.25 (Shortest Path Orderings). Let G be a weighted undirected graph. Sup-
pose vertices a, b, c appear in that order on some shortest path of G. Then on any shortest
path in G passing through these three vertices, b appears between a and c.

Proof. Since some shortest path in G passes through vertices a, b, c in that order, we know
that dist(a, b) and dist(b, c) are both less than dist(a, c).

Now, consider any shortest path in G which passes through these three vertices.
If a appears between b and c in this shortest path, then

dist(a, c) < dist(b, c)

which contradicts the observation from the first sentence.
Similarly, if c appears between a and b in this shortest path, then

dist(a, c) < dist(a, b)

which again contradicts the observation from the first sentence of this proof.
Note that in the arguments above, we used the facts that dist(u, v) = dist(v, u) for any

vertices u and v in an undirected graph, and that G has positive edge weights.
Thus b must appear between a and c on the shortest path as claimed. ■

Using Proposition 8.25, we can classify the ways two shortest paths can overlap.

Definition 8.26 (Intersection Types). Let P1 and P2 be intersecting shortest paths in a
weighted undirected graph. Let v be the first vertex in P1 lying in P1 ∩ P2.
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Figure 8: The unweighted undirected graph G depicted on the left has unique si ⇝ ti shortest
paths Pi, for i ∈ [2]. As shown on the right, the first vertex on P1 lying in P1 ∩ P2 is node v, which
is distinct from w, the first vertex on P2 lying in P1 ∩ P2. Here P1 and P2 are reversing paths, as
defined in Definition 8.26. Reversing paths can appear in undirected graphs, but not in DAGs.

• If P1 ∩ P2 = {v}, we say P1 and P2 have single intersection.

• If |P1 ∩ P2| ≥ 2 and v is also the first vertex of P2 in P1 ∩ P2, we say P1 and P2 agree.

• If |P1∩P2| ≥ 2 and v is the last vertex of P2 in P1∩P2, we say P1 and P2 are reversing.

If paths P1 and P2 do not agree, we say they disagree, i.e., have single intersection or are
reversing. Equivalently, P1 and P2 disagree if the first vertex v in P1 lying in P1 ∩ P2 is also
the last vertex in P2 lying in P1 ∩ P2.

Lemma 8.27 (Intersection Types are Exhaustive). Let P1 and P2 be intersecting shortest
paths in a weighted undirected graph. Then P1 and P2 either agree, are reversing, or have
single intersection.

Proof. If |P1 ∩ P2| = 1, then the paths have single intersection.
Otherwise, |P1 ∩ P2| ≥ 2. Let v be the first vertex in P1 lying in P1 ∩ P2. To prove the

lemma, it suffices to show that v is either the first or last vertex in P2 lying in P1 ∩ P2.
Suppose to the contrary that v is not the first or last vertex of P2 in P1 ∩ P2.
Let u and w be the first and last vertices respectively in path P2 appearing in P1 ∩ P2.

By assumption, u, v, w are all distinct. By definition, P2 passes through u, v, w in that order.
Since P2 is a shortest path, by Proposition 8.25, v must appear between u and w on P1. This
contradicts the definition of v as the first vertex on P1 lying in the intersection P1 ∩ P2.

Thus our initial assumption was false, and the paths P1 and P2 must agree or be reversing
whenever |P1 ∩ P2| ≥ 2, which proves the desired result. ■

By Lemma 8.27, we can enumerate intersecting, standard pairs of paths ⟨P1, P2⟩ by
casework on the type of intersection they have, from the options listed in Definition 8.26.
One issue we run into if we attempt to use this strategy, is that it is not clear how to
enumerate standard pairs with single intersection in linear time.

Indeed, fix a vertex v. Suppose we want to enumerate standard pairs ⟨P1, P2⟩ with single
intersection at v. Let ai and bi denote the vertices appearing on Pi immediately before and
after v respectively. Using subpath swapping arguments and the strategy of Idea 16, we can
show that this enumeration is equivalent, modulo two, to the task of enumerating standard
pairs ⟨P1, P2⟩ such that a1 ̸∈ {b1, b2} and b1 ̸∈ {a1, a2}. The natural way to enumerate
such pairs for fixed v is to use the principle of inclusion-exclusion on the conditions for the
vertices a1 and b1, which can take Ω(degin(v) degout(v)) time in general (intuitively because

180



in one term of the inclusion-exclusion expansion, we would need to enumerate the case where
a1 = b1 and a2 = b2, and in this situation a1 could be any vertex in Vin(v) and a2 could be
any vertex in Vout(v)). Doing this for all vertices v would then take Ω(mn) time, which is
too slow for our purposes.

The takeaway from the previous paragraph is that naively enumerating intersecting,
standard pairs of paths for the intersection types from Definition 8.26 separately does not
seem to yield a linear-time algorithm for computing F∩.

However, it turns out that a minor change to this approach does work. Specifically, if
we bundle the pairs which are reversing or have single intersection into a single group of the
disagreeing, standard pairs of paths, this collection can be enumerated in linear time using
the idea of Idea 16. Similarly, the remaining group of agreeing, standard pairs of paths can
be enumerated efficiently.

We introduce polynomials enumerating these collections of paths.

Definition 8.28 (Agreeing Paths Polynomial). Let Fagree be the enumerating polynomial
for the collection of standard pairs of paths which agree.

Definition 8.29 (Disagreeing Paths Polynomial). Let Fdis be the enumerating polynomial
for the collection of standard pairs of paths which disagree.

Lemma 8.30. We have
F∩ = Fagree + Fdis.

Proof. This follows immediately from the fact that any intersecting shortest paths either
agree or disagree, by Lemma 8.27. ■

Motivated by Lemma 8.30, we next focus on computing Fagree and Fdis efficiently.

Agreeing Paths

In this subsection, we show how to compute Fagree efficiently.
Any shortest paths P1 and P2 which agree have a common first intersection by defini-

tion. The next lemma shows that they these paths also have a common final intersection.
Intuitively, this is because agreeing paths have a consistent shortest path ordering.

Lemma 8.31 (Common Final Intersection). If paths P1 and P2 agree, then they have a
common last intersection point, distinct from their common first intersection point.

Proof. Since P1 and P2 agree, they have a common first intersection at some vertex v. Then
the vertex w ∈ P1 ∩P2 which maximizes dist(v, w) must be the last node on both P1 and P2

in P1 ∩ P2. Since the paths agree, we have |P1 ∩ P2| ≥ 2, so w ̸= v. ■

From the intuition of Idea 15, the only agreeing, standard pairs of paths with first inter-
section v, that have nonzero contribution when we are enumerating modulo two should be
those pairs which overlap at a segment beginning at vertex v. In particular, we should only
have to enumerate those pairs which overlap at some edge (v, w) exiting v.

Next, we introduce the collection of pairs of paths satisfying the properties discussed in
the previous paragraph, and then prove that Fagree enumerates this collection.
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Definition 8.32 (Edge-Agreeing). We say a pair of paths ⟨P1, P2⟩ is edge-agreeing if each
Pi is an si ⇝ ti path in Gi, and P1 and P2 traverse a common edge in the same direction.

Since Gi is the si-shortest paths DAG of G, the paths in an edge-agreeing pair are always
shortest paths. In fact, an edge-agreeing pair is always a standard pair.

Lemma 8.33 (Edge-Agreeing ⊆ Agreeing). Any edge-agreeing pair of paths is agreeing.

Proof. Suppose a pair of paths ⟨P1, P2⟩ is edge-agreeing. Let e = (a, b) be an edge traversed
by both P1 and P2 (by definition, such an edge exists).

Since {a, b} ⊆ P1 ∩ P2, we have |P1 ∩ P2| ≥ 2.
Then by Lemma 8.27, P1 and P2 are either agreeing or reversing.
Suppose to the contrary that P1 and P2 are reversing paths. Let v be the first vertex in

path P1 lying in P1 ∩ P2. Then v ̸= b, since a appears before b on P1.
Since the paths are reversing, v is the final vertex in P2 lying in P1 ∩ P2. Then v ̸= a,

since b appears after a on P2. Path P1 passes through vertices v, a, b in that order. Since
the Pi are si ⇝ ti paths in Gi, the Pi are shortest paths. Then by Proposition 8.25, a must
appear between v and b on any shortest path containing these three vertices. However, this
contradicts the fact that b is between a and v on P2.

Thus P1 and P2 are not reversing, and so must agree as claimed. ■

Next, we invoke Lemma 8.17 to show that the enumerating polynomials for agreeing,
standard pairs of paths and edge-agreeing pairs are the same.

Lemma 8.34. The polynomial Fagree enumerates the family of edge-agreeing pairs of paths.

Proof. Let F be the collection of agreeing, standard pairs of paths ⟨P1, P2⟩.
Let Fedge be the family of edge-agreeing pairs of paths.
By Lemma 8.33, we have Fedge ⊆ F .
Let V = F\Fedge be the collection of pairs of paths which agree but are not edge-agreeing.
Take arbitrary ⟨P1, P2⟩ ∈ V . Since ⟨P1, P2⟩ is agreeing, P1 and P2 have a unique first

intersection v. By Lemma 8.31, these paths also have a unique last intersection w ̸= v.
Hence, we can decompose the paths into

P1 = P1[s1, v] ⋄ P1[v, w] ⋄ P1[w, t1] and P2 = P2[s2, v] ⋄ P2[v, w] ⋄ P2[w, t2].

Now define walks

Q1 = P1[s1, v] ⋄ P2[v, w] ⋄ P1[w, t1] and Q2 = P2[s2, v] ⋄ P1[v, w] ⋄ P2[w, t2]

by swapping the v ⇝ w subpaths of P1 and P2.
By Lemma 8.16 each Qi is a shortest path, and thus an si ⇝ ti path in Gi.
Since P1 and P2 are not edge-agreeing, the subpaths P1[v, w] and P2[v, w] are distinct.
The si ⇝ v subpaths of each Qi and Pi are the same, so Q1 and Q2 have common first

intersection at v. Hence paths Q1 and Q2 agree, so ⟨Q1, Q2⟩ ∈ F .
Since ⟨P1, P2⟩ is not edge-agreeing, neither is ⟨Q1, Q2⟩. So ⟨Q1, Q2⟩ ̸∈ Fedge.
Since ⟨Q1, Q2⟩ is in F but not in Fedge, we have ⟨Q1, Q2⟩ ∈ V .
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Since the w ⇝ ti subpaths of each Qi and Pi are the same, Q1 and Q2 have common last
intersection at w. So the common first intersection v and common last intersection w are
the same for the pairs ⟨P1, P2⟩ and ⟨Q1, Q2⟩. Moreover, swapping the v ⇝ w subpaths of
paths Q1 and Q2 recovers paths P1 and P2 respectively.

The above discussion implies that the map α sending ⟨P1, P2⟩ to node v, the map β
sending ⟨P1, P2⟩ to node w, and the map Φ sending ⟨P1, P2⟩ to ⟨Q1, Q2⟩ meet the conditions of
Lemma 8.17, so the enumerating polynomial for F is the same as the enumerating polynomial
for F \ V = Fedge. The enumerating polynomial for F is Fagree.

Thus the enumerating polynomial for Fedge is Fagree as well, proving the claim. ■

We now use the polynomials introduced in Section 8.3 to construct a formula for Fagree.
The formula is similar to the expression for F∩ over weighted DAGs presented in Lemma 8.22.
Intuitively this makes sense, because agreeing pairs of shortest paths have a common first
intersection, and so behave like shortest paths in DAGs.

Lemma 8.35 (Enumerating Agreeing Pairs). We have

Fagree =
∑
v∈V

∑
w∈Vout(v)

(
S(v)x2vw

)
R1(w)R2(w).

Proof. Let F be the family of edge-agreeing pairs. By Lemma 8.34, it suffices to show that∑
v∈V

∑
w∈Vout(v)

(
S(v)x2vw

)
R1(w)R2(w)

is the enumerating polynomial for F . To that end, the following claim about the individual
terms of the above sum will be useful.

▷ Claim 8.36. For any choice of vertices v and w with w ∈ Vout(v), the polynomial(
S(v)x2vw

)
R1(w)R2(w) (118)

enumerates all standard pairs of paths ⟨P1, P2⟩ such that P1 and P2 overlap at edge e = (v, w),
and have common first intersection at v.

Proof. Take any pair ⟨P1, P2⟩ satisfying the conditions from the statement of the claim. Then
we can decompose the Pi paths into

Pi = Pi[si, v] ⋄ (v, w) ⋄ Pi[w, ti]

such that the Pi[si, v] subpaths intersect only at v.
This means that the pair ⟨P1[s1, v], P2[s2, v]⟩ is enumerated by S(v), the two edges (v, w)

are enumerated by x2vw, and each path Pi[w, ti] is enumerated by Ri(w), so that the expansion
of the polynomial in eq. (118) includes the monomial ξ(P1, P2).

Conversely, any monomial in the expansion of eq. (118) is equal to the product of

• a monomial ξ(A1, A2) recording the edges traversed by some pair of paths ⟨A1, A2⟩
only intersecting at node v, where Ai is an si ⇝ v path in Gi;
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• a monomial x2vw recording two copies of the edge (v, w); and

• the two monomials ξ(B1) and ξ(B2), where each Bi is a w ⇝ ti path in Gi.

The product of the above monomials is equal to the monomial

ξ(A1 ⋄ (v, w) ⋄B1, A2 ⋄ (v, w) ⋄B2).

Define the paths Pi = Ai ⋄ (v, w) ⋄Bi for each i ∈ [2].
Since Ai and Bi are paths in Gi, and (v, w) is an edge in both G1 and G2, we know that

each Pi is an si ⇝ ti shortest path.
We claim that A1 does not intersect B2.
Indeed, suppose to the contrary that A1 and B2 intersect at some vertex u. Then P1 is

a shortest path which passes through nodes u, v, w in that order, yet P2 is a shortest path
which passes through v, w, u in that order, which contradicts Proposition 8.25.

Thus A1 does not intersect B2 as claimed.
Symmetric reasoning shows that A2 does not intersect B1.
Thus the paths P1 and P2 have common first intersection at v. Then the pair ⟨P1, P2⟩

satisfies the conditions from the claim statement.
Since each pair ⟨P1, P2⟩ satisfying the conditions from the claim statement appears as a

monomial in eq. (118), and each monomial in eq. (118) is the weight assigned to some such
pair, eq. (118) is the enumerating polynomial for the collection of pairs of paths described
in the claim statement. This proves the desired result.

By Claim 8.36, the sum ∑
v∈V

∑
w∈Vout(v)

(
S(v)x2vw

)
R1(w)R2(w) (119)

enumerates all edge-agreeing pairs whose first intersection v is the beginning of an edge
traversed by both paths in the pair. Let Fstart be the set of such pairs, so that the polynomial
from eq. (119) enumerates Fstart.

We claim that the polynomial from eq. (119) also enumerates F .
To prove this, define V = F \ Fstart.
Take arbitrary ⟨P1, P2⟩ ∈ V . Since ⟨P1, P2⟩ is edge-agreeing, by Lemma 8.33 this pair

is agreeing. Hence P1 and P2 have a common first intersection at some vertex v. By
Lemma 8.31, these paths also have a common last intersection point at some node w ̸= v.
Since the pair is not in Fstart, the subpaths P1[v, w] and P2[v, w] are distinct.

Now define walks

Q1 = P1[s1, v] ⋄ P2[v, w] ⋄ P1[w, t1] and Q2 = P2[s2, v] ⋄ P1[v, w] ⋄ P2[w, t2]

by swapping the v ⇝ w subpaths of P1 and P2.
By Lemma 8.16 each Qi is a shortest path, and thus an si ⇝ ti path in Gi.
Since the Pi are edge-agreeing, and their edge overlap must occur in their v ⇝ w subpaths,

the Qi are also edge-agreeing. Since ⟨P1, P2⟩ is not in Fstart, vertex v is not the beginning
of a common edge traversed by the Pi. Thus, v is also not the beginning of a common edge
traversed by the Qi. This implies that ⟨Q1, Q2⟩ ∈ V .
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Since the w ⇝ ti subpaths of each Qi and Pi are the same, Q1 and Q2 have common last
intersection at w. So the common first intersect v and common last intersection W are the
same for the pairs ⟨P1, P2⟩ and ⟨Q1, Q2⟩. Moreover, swapping the v ⇝ w subpaths of paths
Q1 and Q2 recovers paths P1 and P2 respectively.

Consequently, the map α sending ⟨P1, P2⟩ to node v, the map β sending ⟨P1, P2⟩ to node
w, and the map Φ sending ⟨P1, P2⟩ to ⟨Q1, Q2⟩ meet the conditions of Lemma 8.17, so the
enumerating polynomial for F is the same as the enumerating polynomial for F \V = Fstart.

Since eq. (119) is the enumerating polynomial for Fstart, by the previous paragraph it
enumerates F as well. By the discussion from the first paragraph of this proof, this implies
the desired result. ■

Disagreeing Paths

Let Fdis be the family of disagreeing, standard pairs of paths. In this subsection, we show
how to compute Fdis, the enumerating polynomial for Fdis, efficiently.

As with previous enumerations, we compute Fdis by following the strategy from Idea 16 to
argue that Fdis is the enumerating polynomial for a larger class B of pairs of paths containing
the family Fdis, defined by local constraints around a specified intersection point.

Definition 8.37 (Local Relaxation). For each vertex v, let B̃(v) be the set of standard pairs
of paths ⟨P1, P2⟩ intersecting at v, such that if we let ai and bi denote the nodes appearing
immediately before and after v on Pi respectively, then

1. a1 ̸= a2,

2. b1 ̸= b2, and

3. a1 ̸= b2.

Let B(v) ⊆ B̃(v) be the collection of pairs in B̃(v) such that v is the first vertex in P1 lying
in P1 ∩ P2. Then define the family

B =
⋃
v∈V

B(v)

by taking the disjoint union of the B(v) collections over all vertices v.

Our high-level approach for computing Fdis is as follows:

1. We use the strategy depicted in Figure 6, and for each vertex v, try to compute the
polynomial Fv which enumerates all disagreeing, standard pairs of paths ⟨P1, P2⟩ such
that v is the first vertex in P1 lying in P1 ∩ P2. Summing the Fv recovers Fdis.

2. We argue that each Fv is the enumerating polynomial for B(v), using Lemma 8.17.

3. We argue that the enumerating polynomials for B(v) and B̃(v) are the same for each v,
using Lemma 8.17 and additional subpath swapping arguments for undirected graphs.

4. We then enumerate each B̃(v) directly, using the conditions from Definition 8.37. By
steps 1 through 3 above, this then lets us compute Fdis.
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This approach can be viewed as another manifestation of Idea 16.
Intuitively, using the subpath swapping idea shown in Figure 7, conditions 1 and 2 from

Definition 8.37 (that a1 ̸= a2 and a1 ̸= b2) ensure that v is the first vertex of P1 lying in
P1 ∩ P2, which helps us argue that B(v) and B̃(v) have the same enumerating polynomials.
Condition 3 from Definition 8.37 (that b1 ̸= b2) ensures that the paths disagree, which helps
us argue that Fdis and B have the same enumerating polynomials.

We begin with steps 1 and 2 above, and show that Fdis enumerates B.

Lemma 8.38. The enumerating polynomial for B is Fdis.

Proof. We start by observing that Fdis ⊆ B.

▷ Claim 8.39. We have Fdis ⊆ B.

Proof. Take arbitrary ⟨P1, P2⟩ ∈ Fdis.
By definition, ⟨P1, P2⟩ is a disagreeing, standard pair of paths. Let v be the first vertex

of P1 lying in P1 ∩ P2. Let ai and bi be the vertices immediately before and after v in Pi

for each i ∈ [2]. From the definition of v, we have a1 ̸= a2 and a1 ̸= b2. We also know that
b1 ̸= b2, because if b1 = b2 then P1 and P2 would be edge-agreeing, which by Lemmas 8.27
and 8.33 would contradict the fact that P1 and P2 disagree.

Thus ⟨P1, P2⟩ satisfies all the conditions from Definition 8.37, so this pair is in B. Since
our choice of ⟨P1, P2⟩ in Fdis was arbitrary, we have Fdis ⊆ B as claimed.

Our goal is to show that B and Fdis have the same enumerating polynomial.
To that end, let V = B \ Fdis be the collection of agreeing pairs in B.
Take arbitrary ⟨P1, P2⟩ ∈ V . Let v be the first common intersection of P1 and P2 (this

vertex exists because P1 and P2 agree). Let w ̸= v be the last common intersection of the
paths P1 and P2 (this vertex exists and is distinct from v by Lemma 8.31).

Now define walks

Q1 = P1[s1, v] ⋄ P2[v, w] ⋄ P1[w, t1] and Q2 = P2[s2, v] ⋄ P1[v, w] ⋄ P2[w, t2]

by swapping the v ⇝ w subpaths in P1 and P2.
By Lemma 8.16 each Qi is a shortest path, and thus an si ⇝ ti path in Gi.
Let ai and bi be the nodes appearing immediately before and after v respectively on Pi,

for i ∈ [2]. Similarly, let a′i and b′i be the nodes appearing immediately before and after v
respectively on Qi for i ∈ [2].

By the definitions of the Qi paths, we have a′1 = a1 and a′2 = a2, but b′1 = b2 and b′2 = b1.
Since ⟨P1, P2⟩ ∈ B, condition 1 of Definition 8.37 implies that a1 ̸= a2. This is equivalent

to a′1 ̸= a′2. Similarly, condition 2 of Definition 8.37 implies that b1 ̸= b2, which is equivalent
to b′1 ̸= b′2. Also, since a1 and b1 are distinct vertices on the path P1, we have a1 ̸= b1, which
is equivalent to a′1 ̸= b′2. Thus ⟨Q1, Q2⟩ ∈ B.

The si ⇝ v subpaths of Pi and Qi are the same for each i ∈ [2], so Q1 and Q2 have
common first intersection at v. Thus Q1 and Q2 agree, so ⟨Q1, Q2⟩ ̸∈ Fdis.

Since ⟨Q1, Q2⟩ is in B but not Fdis, we have ⟨Q1, Q2⟩ ∈ V .
Since b1 ̸= b2, the subpaths P1[v, w] and P2[v, w] are distinct.
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Since the w ⇝ ti subpaths of Pi and Qi are the same for each i ∈ [2], Q1 and Q2 have
common last intersection at w, just like P1 and P2. Moreover, swapping the v ⇝ w subpaths
of paths Q1 and Q2 recovers paths P1 and P2 respectively.

The above discussion implies that the map α sending ⟨P1, P2⟩ to node v, the map β
sending ⟨P1, P2⟩ to node w, and the map Φ sending ⟨P1, P2⟩ to ⟨Q1, Q2⟩ meet the conditions of
Lemma 8.17, so the enumerating polynomial for B is the same as the enumerating polynomial
for B \ V = Fdis. The enumerating polynomial for Fdis is Fdis, which proves the lemma. ■

Having established that Fdis enumerates B, we move onto step 3 of our approach, and
argue that B(v) and B̃(v) have the same enumerating polynomial for each vertex v. To show
this, we will need a variant of the subpath swapping argument from Lemma 8.17, specialized
to undirected graphs, which will allow us to swap subpaths and reverse their direction.

Lemma 8.40 (Shortest Path Swapping and Reversing). Let P1 and P2 be shortest paths in
the weighted, undirected graph G. Let a and b be vertices in P1 ∩ P2, such that a appears
before b on P1, and b appears before a on P2. Then the walks obtained by replacing the
a ⇝ b subpath of P1 with the a ⇝ b subpath of

 −
P2, and replacing the b ⇝ a subpath of P2

with the b⇝ a subpath of
 −
P1 are shortest paths in G.

Proof. Since P1 is a shortest path, its a ⇝ b subpath has length dist(a, b). Since P2 is a
shortest path, its b⇝ a subpath has length dist(b, a). We have dist(a, b) = dist(b, a), because
G is undirected, so these subpaths and their reversals have the same length in G. Thus, the
walks constructed in the lemma statement by replacing subpaths have the same endpoints
and lengths as P1 and P2 respectively.

Since G has positive edge weights, any walk in G whose length equals the shortest path
distance between its endpoints cannot have repeat vertices. Since P1 and P2 are shortest
paths, this implies that the new walks are shortest paths as well. ■

Lemma 8.41 (Vanishing Modulo 2 in Undirected Graphs). Let F be a family of pairs of
paths in the undirected graph G, and let V ⊆ F . Suppose there exist maps α, β : V ! V
and Φ : V ! V such that for all P = ⟨P1, P2⟩ ∈ V ,

1. the vertices a = α(P) and b = β(P) lie in P1 ∩ P2, a appears before b in P1, b appears
before a in P2, and the subpaths P1[a, b] and

 −
P2[a, b] are distinct;

2. Φ(P) = ⟨Q1, Q2⟩, where Q1 is obtained by replacing the a ⇝ b subpath in P1 with
 −
P2[a, b], and Q2 is obtained by replacing the b⇝ a subpath in P2 with

 −
P1[a, b]; and

3. we have Φ(Φ(P)) = P .

Then the enumerating polynomial for F is the same as the enumerating polynomial for F\V .

Proof. The proof is nearly identical to the proof of Lemma 8.17.
Let F be the enumerating polynomial for F . By definition, we have

F =
∑
P∈F

ξ(P) =
∑

P∈F\V

ξ(P) +
∑
P∈V

ξ(P). (120)
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Figure 9: Given paths P1 and P2 in an undirected graph which intersect at nodes a = α(P1, P2)
and b = β(P1, P2), such that a appears before b on P1 and b appears before a on P2, then if we
replace the a ⇝ b subpath of P1 with the a ⇝ b subpath of

 −
P2 and similarly replace the b ⇝ a

subpath of P2 with the b⇝ a subpath of
 −
P1 to produce new paths Q1 and Q2 respectively, then these

pairs ξ(P1, P2) = ξ(Q1, Q2) have the same weight. Moreover, repeating this subpath replacement
transformation on Q1 and Q2 recovers the pair ⟨P1, P2⟩. This operation is similar to the process
from Figure 5. The main difference here is that we use the fact that the graph is undirected, so
that edges may be traversed backwards.

Take any P = ⟨P1, P2⟩ ∈ V . By property 1 from the lemma statement, the α(P) to β(P)

subpath of P1 is not equal to the α(P) to β(P) subpath of
 −
P2. So by property 2 from the

lemma statement, Φ(P) ̸= P . Consequently, by property 3, we can partition V = V1 ∪ V2

into two equally sized pieces such that Φ is a bijection from V1 to V2. So we can write∑
P∈V

ξ(P) =
∑
P∈V1

ξ(P) +
∑
P∈V2

ξ(P) =
∑
P∈V1

(ξ(P) + ξ(Φ(P))) . (121)

By property 2, the multiset of edges traversed by the pair P is the same as the multiset of
edges traversed by Φ(P) for all P ∈ V , except some edges may have reversed orientation.
Since xuv = xvu for every edge (u, v) in the undirected graph G, we have ξ(P) = ξ(Φ(P))
for all P ∈ V .

The subpath swapping is depicted in Figure 9.
Since we work over a field of characteristic two, this implies that∑

P∈V1

(ξ(P) + ξ(Φ(P))) = 0.

Substituting the above equation into eq. (121) implies that∑
P∈V

ξ(P) = 0.

Then substituting the above equation into eq. (120) yields

F =
∑

P∈F\V

ξ(P).

This proves that F is the enumerating polynomial for F \ V as desired. ■

Lemma 8.42. For each vertex v, the enumerating polynomial for B̃(v) enumerates B(v).
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Proof. Fix a vertex v. By definition, B(v) ⊆ B̃(v).
Our goal is to show that B̃(v) and B(v) have the same enumerating polynomial.
To prove this, define V = B̃(v) \ B(v).
For any pair P = ⟨P1, P2⟩ ∈ V , let u(P) denote the first vertex of P1 lying in P1 ∩ P2.

Since P is not in B(v), we have u(P) ̸= v.
Let Vbefore be the collection of pairs P in V such that u(P) appears before v in P2.

Similarly, let Vafter be the collection of pairs P in V such that u(P) appears after v in P2.
Since u(P) must appear before or after v on P2, we have V = Vbefore ⊔ Vafter. Next, we use
subpath swapping arguments to argue that the contributions from V vanish modulo two in
the enumerating polynomial for B̃(v). We do this in cases, considering the pairs from Vbefore

and Vafter separately.
Case 1: u before v
Take arbitrary P = ⟨P1, P2⟩ ∈ Vbefore. Write u = u(P) for convenience.
By definition, u appears before v in P2.
Define the walks

Q1 = P1[s1, u] ⋄ P2[u, v] ⋄ P1[v, t1] and Q2 = P2[s2, u] ⋄ P1[u, v] ⋄ P2[v, t2]

obtained by swapping the u⇝ v subpaths of P1 and P2.
By Lemma 8.16 each Qi is a shortest path, and thus an si ⇝ ti path in Gi.
Let ai and bi be the nodes appearing immediately before and after v respectively on Pi,

for i ∈ [2]. Similarly, let a′i and b′i be the nodes appearing immediately before and after v
respectively on Qi for i ∈ [2].

By the definitions of the Qi paths, we have b′1 = b1 and b′2 = b2, but a′1 = a2 and a′2 = a1.
Since P ∈ B̃(v), condition 1 of Definition 8.37 implies that a1 ̸= a2, so a′1 ̸= a′2. Similarly,

condition 2 of Definition 8.37 implies that b1 ̸= b2, so b′1 ̸= b′2. Also, since a2 and b2 are
distinct vertices on the path P2, we have a2 ̸= b2, so a′1 ̸= b′2. Thus ⟨Q1, Q2⟩ ∈ B̃(v).

Also, since u ∈ Q1 ∩Q2 appears before v in Q1, we have ⟨Q1, Q2⟩ ̸∈ B(v).
Since ⟨Q1, Q2⟩ is in B̃(v) but not B(v), we have ⟨Q1, Q2⟩ ∈ V . Since vertex u appears

before vertex v in Q2, we in fact have ⟨Q1, Q2⟩ ∈ Vbefore.
Since a1 ̸= a2, the subpaths P1[u, v] and P2[u, v] are distinct.
Since the si ⇝ u subpaths of Pi and Qi are the same for each i ∈ [2], u is also the first

vertex of Q1 lying in Q1∩Q2. Moreover, swapping the u⇝ v subpaths of Q1 and Q2 recovers
paths P1 and P2 respectively.

The above discussion implies that the map α sending P to node u(P), the map β send-
ing P to node v, and the map Φ sending P to ⟨Q1, Q2⟩ all have domain Vbefore and meet
the conditions of Lemma 8.17, so the enumerating polynomial for B̃(v) is the same as the
enumerating polynomial for B̃(v) \ Vbefore = B(v) ⊔ Vafter.

So from our arguments in case 1, we have removed the contributions from Vbefore in the
enumeration of B̃(v). We now continue in case 2, to enumerate the contributions from Vafter.

Case 2: u after v
Take arbitrary P = ⟨P1, P2⟩ ∈ Vafter. Write u = u(P) for convenience.
By definition, u appears after v in P2.
Define the walks

Q1 = P1[s1, u] ⋄
 −
P2[u, v] ⋄ P1[v, t1] and Q2 = P2[s2, v] ⋄

 −
P1[v, u] ⋄ P2[u, t2]
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obtained by replacing the u⇝ v subpath of P1 with the u⇝ v subpath of
 −
P2, and vice-versa.

By Lemma 8.40 each Qi is a shortest path, and thus an si ⇝ ti path in Gi.
Let ai and bi be the nodes appearing immediately before and after v respectively on Pi,

for i ∈ [2]. Similarly, let a′i and b′i be the nodes appearing immediately before and after v
respectively on Qi for i ∈ [2].

By the definitions of the Qi paths, we have b′1 = b1 and a′2 = a2, but a′1 = b2 and b′2 = a1.
Since a2 and b2 are distinct vertices of P2, we have a2 ̸= b2, so a′1 ̸= a′2. Similarly, since

a1 and b1 are distinct vertices of P1, we have a1 ̸= b1, so b′1 ̸= b′2. Finally, since P ∈ B̃(v),
condition 3 of Definition 8.37 implies that a1 ̸= b2, so a′1 ̸= b′2. Thus ⟨Q1, Q2⟩ ∈ B̃(v).

Also, since u ∈ Q1 ∩Q2 appears before v in Q1, we have ⟨Q1, Q2⟩ ̸∈ B(v).
Since ⟨Q1, Q2⟩ is in B̃(v) but not B(v), we have ⟨Q1, Q2⟩ ∈ V . Since vertex u appears

after vertex v in Q2, we in fact have ⟨Q1, Q2⟩ ∈ Vafter.
Since a1 ̸= b2, P1[u, v] and

 −
P2[u, v] are distinct paths.

Since the s1 ⇝ u subpath P1 and Q1 are the same, u is also the first vertex of Q1 lying in
Q1 ∩ Q2. Moreover, replacing the u ⇝ v subpath of Q1 with the u ⇝ v subpath of

 −
Q2 and

replacing the v ⇝ u subpath of Q2 with the v ⇝ u subpath of
 −
Q1, recovers paths P1 and P2

respectively.
The above discussion implies that the map α sending P to node u(P), the map β sending

P to node v, and the map Φ sending P to ⟨Q1, Q2⟩ all have domain Vafter and meet the
conditions of Lemma 8.41, so the enumerating polynomial for F = B(v) ⊔ Vafter is the
same as the enumerating polynomial for F \ Vafter = B(v). Combining this result with the
conclusion of case 1, we get that the enumerating polynomial for B̃(v) is the same as the
enumerating polynomial for B(v), which proves the lemma. ■

By Lemmas 8.38 and 8.42, we can enumerate Fdis simply by enumerating B̃(v) for each
vertex v. Our next goal is to perform this enumeration efficiently.

To enumerate B̃(v), it will be helpful to introduce a polynomial enumerating a target-
based analogue of the relaxed source linkages from Definition 8.18.

Definition 8.43 (Relaxed Target Linkages). Given a vertex v, let T̃ (v) be the collection of
pairs of paths ⟨P1, P2⟩, where each Pi is a v ⇝ ti path in Gi, and the second vertices of P1

and P2 are distinct. Let T (v) be the enumerating polynomial for T̃ (v).

Lemma 8.44. For each vertex v, we have

T (v) = R1(v)R2(v)−
∑

w∈Vout(v)

x2vwR1(w)R2(w).

Proof. This follows from symmetric reasoning to the proof of Lemma 8.20. ■

For any fixed vertex v, by Lemma 8.19 the product S(v)T (v) should enumerate pairs of
paths satisfying conditions 1 and 2 from Definition 8.37. To enumerate B̃(v), we want to ad-
ditionally enforce condition 3 from Definition 8.37. Said another way, we want to subtract off
the pairs of paths which violate condition 3. We will do this using the following polynomial,
that enumerates pairs of paths which do not satisfy condition 3 from Definition 8.37.
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Definition 8.45. Given a vertex v, let M(v) be the collection of standard pairs of paths
⟨P1, P2⟩ intersecting at v, such that the vertex immediately before v on P1 is the same as
the vertex immediately after v on P2. Let M(v) be the enumerating polynomial for M(v).

Recall the definition of the mixed-neighborhood Vmix(v) of a vertex v from eq. (113).
From Definition 8.45, we see that for any pair of paths in M(v), the vertex immediately
before v in P1 must belong to Vmix(v). This motivates the following formula for M(v).

Lemma 8.46. For each vertex v, we have

M(v) =
∑

u∈Vmix(v)

L1(u)xuvR1(v)L2(v)xvuR2(u).

Proof. For any vertices u and v, define F(u, v) to be the collection of standard pairs of paths
⟨P1, P2⟩ such that P1 traverses edge (u, v) and P2 traverses edge (v, u).

To prove the lemma, we first establish the following claim.

▷ Claim 8.47. For any vertices u and v with u ∈ Vmix(v), the polynomial

L1(u)xuvR1(v)L2(v)xvuR2(u) (122)

enumerates F(u, v).

Proof. Take arbitrary ⟨P1, P2⟩ ∈ F(u, v). Then we can decompose the paths as

P1 = P1[s1, u] ⋄ (u, v) ⋄ P1[v, t1] and P2 = P2[s2, v] ⋄ (v, u) ⋄ P2[u, t2].

Since path P1[s1, u] is enumerated in L1(u), edge (u, v) is enumerated by xuv, path P1[v, t1]
is enumerated by R1(v), path P2[s2, v] is enumerated by L2(v), edge (v, u) is enumerated by
xvu, and path P2[u, t2] is enumerated byR2(u), the expansion of the polynomial from eq. (122)
contains ξ(P1, P2) as a monomial.

Conversely, any monomial in the expansion of eq. (122) is equal to the product of

• a monomial ξ(A1) from L1(u), where A1 is an s1 ⇝ u path in G1;

• a monomial xuv recording the edge (u, v);

• a monomial ξ(B1) from R1(v), where B1 is a v ⇝ t1 path in G1;

• a monomial ξ(A2) from L2(u), where A2 is an s2 ⇝ v path in G2;

• a monomial xvu recording the edge (v, u); and

• a monomial ξ(B2) from R2(v), where B2 is a u⇝ t2 path in G2.

The product of the above monomials is equal to the monomial

ξ (A1 ⋄ (u, v) ⋄B1, A2 ⋄ (v, u) ⋄B2) .

Define the paths

P1 = A1 ⋄ (u, v) ⋄B1 and P2 = A2 ⋄ (v, u) ⋄B2.
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Since u ∈ Vmix(v), (u, v) is an edge in G1, and (v, u) is an edge in G2.
Consequently, Pi is an si ⇝ ti path in Gi for each i ∈ [2].
Since P1 traverses (u, v) and P2 traverses (v, u), we have ⟨P1, P2⟩ ∈ F(u, v).
Since every pair in F(u, v) contributes a monomial to eq. (122), and every monomial of

the polynomial eq. (122) is the weight of a pair in F(u, v), the desired result holds.

For any pair of paths ⟨P1, P2⟩ ∈ M(v), there exists a unique vertex u such that u appears
immediately before v on P1 and immediately after v on P2. Since Pi is a path in Gi for i ∈ [2],
any such vertex u must lie in V 1

in(v) ∩ V 2
out(v) = Vmix(v) by definition.

Then by applying Claim 8.47 to each u ∈ Vmix(v), we get that∑
u∈Vmix(v)

L1(u)xuvR1(v)L2(v)xvuR2(u)

is the enumerating polynomial for M(v), which proves the desired result. ■

We now present our formula for Fdis, in terms of the polynomials S(v) and T (v) defined in
Definitions 8.15 and 8.43 respectively. This formula comes from implementing the strategy
discussed in the paragraph preceding Definition 8.45.

Lemma 8.48 (Enumerating Disagreeing Pairs). We have

Fdis =
∑
v∈V

(S(v)T (v)−M(v)) .

Proof. We prove the lemma by using the following claim.

▷ Claim 8.49. For any vertex v, the polynomial

S(v)T (v)

enumerates all standard pairs of paths ⟨P1, P2⟩ intersecting at v, such that the nodes imme-
diately before v on paths P1 and P2 are distinct, and the nodes immediately after v on P1

and P2 are distinct.

Proof. Fix a vertex v. Let ⟨P1, P2⟩ be any standard pair of paths intersecting at v, such that
the nodes immediately before v on paths P1 and P2 are distinct, and the nodes immediately
after v on P1 and P2 are also distinct. Then we can write

Pi = Ai ⋄Bi

where Ai is an si ⇝ v path in Gi, and Bi is a v ⇝ ti path in Gi, for each i ∈ [2], such that
the penultimate vertices of A1 and A2 are distinct, and the second vertices of B1 and B2

are distinct. Then by definition S(v) includes the monomial ξ(A1, A2) and T (v) includes the
monomial ξ(B1, B2), so their product S(v)T (v) includes the monomial

ξ(A1, A2) · ξ(B1, B2) = ξ(P1, P2).
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Conversely, any monomial in the expansion of S(v)T (v) is of the form

ξ(A1, A2) · ξ(B1, B2)

where the Ai are si ⇝ v paths in Gi with distinct penultimate nodes, and the Bi are v ⇝ ti
paths in Gi with distinct second nodes. Then if we set Pi = Ai ⋄Bi for each i ∈ [2], ⟨P1, P2⟩
is a standard pair of paths intersecting at v, such that P1 and P2 have with distinct nodes
immediately before v, and distinct nodes immediately after v.

This proves the claim.

We can now prove the following.

▷ Claim 8.50. For each vertex v,

S(v)T (v)−M(v)

is the enumerating polynomial for B̃(v).

Proof. Fix a vertex v. By Claim 8.49, S(v)T (v) enumerates all standard pairs of paths
⟨P1, P2⟩ intersecting at v, such that if we let ai and bi denote the nodes appearing immediately
before and after v on Pi respectively, we have a1 ̸= a2 and b1 ̸= b2.

By Definition 8.45, M(v) enumerates all standard pairs of paths ⟨P1, P2⟩ intersecting at
vertex v, such that (using the ai and bi notation from above) a1 = b2. Since P1 and P2 are
paths, they do not have repeat vertices. In particular, a1 ̸= b1 and a2 ̸= b2. Since a1 = b2,
this implies that a1 ̸= a2 and b1 ̸= b2.

So we can equivalently state that M(v) is the enumerating polynomial for all standard
pairs of paths ⟨P1, P2⟩ intersecting at v, such that a1 ̸= a2, b1 ̸= b2, and a1 = b2.

Since every pair of paths ⟨P1, P2⟩ must have either a1 = b2 or a1 ̸= b2, we get that

S(v)T (v)−M(v)

is the enumerating polynomial for all standard pairs of paths ⟨P1, P2⟩ intersecting at v, such
that a1 ̸= a2, b1 ̸= b2, and a1 ̸= b2. By Definition 8.37, this proves the desired result.

By Claim 8.50 and Lemma 8.42, for each vertex v, the polynomial

S(v)T (v)−M(v)

enumerates B(v).
Since B is the disjoint union of the B(v) sets over all vertices v, we get that∑

v∈V

(S(v)T (v)−M(v))

is the enumerating polynomial for B.
By Lemma 8.38, this means that the above polynomial enumerates Fdis.
Since Fdis is the enumerating polynomial for Fdis, this proves the desired result. ■
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Having presented formulas for Fagree and Fdis, we present our algorithm for 2-DSP in
weighted undirected graphs in Algorithm 10.

Note that steps 1 to 3 of Algorithm 10 are the same as steps 1 to 3 of Algorithm 9, and
step 9 of Algorithm 10 is the same as step 6 of Algorithm 9, because our algorithms for 2-DSP
in DAGs and undirected graphs have the same overall structure. Just like in Algorithm 9, we
never compute polynomials explicitly in Algorithm 10, and instead just compute polynomial
evaluations with respect to the random assignment in step 2 of Algorithm 10.

Lemma 8.51 (Undirected Algorithm Correctness). Algorithm 10 solves 2-DSP in weighted
undirected graphs with high probability.

Proof. By Lemmas 8.20 and 8.44, step 4 of Algorithm 10 correctly computes S(v) and T (v)
for each vertex v.

By Lemma 8.46, step 5 of Algorithm 10 correctly computes M(v) for each vertex v.
By Lemma 8.35, step 6 of Algorithm 10 correctly computes Fagree.
By Lemma 8.48, step 7 of Algorithm 10 correctly computes Fdis.
By Lemma 8.30, step 8 of Algorithm 10 correctly computes F∩.
By Proposition 8.9, Fdisj is a nonzero polynomial if and only if G contains vertex-disjoint

si ⇝ ti shortest paths for i ∈ [2]. By definition, Fdisj is a polynomial of degree at most 2n.
Then by Proposition 6.1 and our choice of q in eq. (111), with high probability the evaluation
of Fdisj on the random assignment from step 2 of Algorithm 10 is nonzero if and only if G
contains a solution to the 2-DSP problem. Thus with high probability, Algorithm 10 returns
the correct answer to the 2-DSP problem in step 9. ■

Proof of Theorem 8.1. By Lemma 8.24, Algorithm 10 solves the 2-DSP problem in weighted
undirected graphs. It remains to show that Algorithm 10 runs in linear time.

Step 1 of Algorithm 10 takes linear time by Proposition 8.7.
Step 2 of Algorithm 10 takes linear time because we spend O(1) time at each edge of G.
Step 3 of Algorithm 10 takes linear time by Corollary 8.12.
For each fixed vertex v, computing S(v) and T (v) using the formulas in step 4 of Algo-

rithm 10 takes O(degin(v)) and O(degout(v)) time respectively. Summing this runtime bound
over all vertices v, we see that step 4 of Algorithm 10 takes O(m) time.

For each fixed vertex v, computing M(v) using the formula in step 5 of Algorithm 10
takes O(degin(v)) time, since Vmix(v) contains at most degin(v) nodes. Summing this runtime
bound over all vertices v, we see that step 5 of Algorithm 10 takes O(m) time.

The sum from the formula in step 6 of Algorithm 10 has a summand for each pair of
vertices (v, w) with w ∈ Vout(v). Each such pair (v, w) must be an edge in the graph, so the
sum has at most m terms. Step 6 of Algorithm 10 then takes O(m) time, since we add and
multiply O(m) field elements.

Step 7 of Algorithm 10 takes O(n) time because we add and multiply O(n) field elements.
Step 8 of Algorithm 10 takes O(1) time given our previous computations.
Step 9 of Algorithm 10 also takes O(1) time given our previous computations.
So overall Algorithm 10 runs in linear time as claimed. ■
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Algorithm 10. The 2-DSP Algorithm in Undirected Graphs

Inputs: An undirected graph G, with specified sources s1, s2 and targets t1, t2.
Returns: YES if G contains disjoint si ⇝ ti shortest paths for i ∈ [2], NO otherwise.

1. For each i ∈ [2], compute the si-shortest paths DAG Gi.

2. Sample independent, uniform random values xuv from F for each (u, v) ∈ E.

3. For every vertex v and each i ∈ [2], compute Li(v) and Ri(v).

4. For every vertex v, compute

S(v) = L1(v)L2(v)−
∑

u∈Vin(v)

L1(u)L2(u)x
2
uv

and
T (v) = R1(v)R2(v)−

∑
w∈Vout(v)

x2vwR1(w)R2(w).

5. For each vertex v, compute

M(v) =
∑

u∈Vmix(v)

L1(u)xuvR1(v)L2(v)xvuR2(u).

6. Compute
Fagree =

∑
v∈V

∑
w∈Vout(v)

(
S(v)x2vw

)
R1(w)R2(w).

7. Compute
Fdis =

∑
v∈V

(S(v)T (v)−M(v)) .

8. Compute
F∩ = Fagree + Fdis.

9. Compute
Fdisj = L1(t1)L2(t2)− F∩.

Return YES if Fdisj is nonzero, NO if Fdisj is zero.
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8.6 Additional Consequences

Finding Disjoint Shortest Paths

Our algorithms for 2-DSP in weighted DAGs and undirected graphs detect if G contains
vertex-disjoint si ⇝ ti shortest paths, but do not explicitly return these paths if they exist.
How can we solve the search problem of finding disjoint shortest paths, when they exist?

A natural approach is to run our detection algorithms for 2-DSP multiple times on sub-
graphs of G, to identify the edges which belong in a solution.

For example, we could start by solving 2-DSP on G. If the answer is YES, then, for each
edge e ∈ V 1

out(s1), we can solve 2-DSP in the graph obtained by taking G and contracting
the edge e. The answer to 2-DSP is YES on such a graph precisely when G contains vertex-
disjoint si ⇝ ti such that e is the first edge on the s1 ⇝ t1 path. So one of these calls will
return YES, and help us identify the first edge e on a solution path. We can then repeat this
strategy, continuing to contract edges until we find all edges on an s1 ⇝ t1 shortest path
belong to a solution. We then delete all nodes on this path, and look for an s2 ⇝ t2 path in
the resulting graph to find the desired solution paths.

The downside of this approach is that in the worst case, we might end up solving up to m
instances of 2-DSP, as we try deleting each edge in G. This then would lead to an algorithm
taking Ω(m2) time, which is far slower than we would hope for.

We can get a slightly better algorithm, by exploiting the fact that our 2-DSP algorithms
involve evaluating a disjoint paths polynomial.

An arithmetic circuit C is a list of steps for building up a polynomial P (intuitively a
polynomial version of a Boolean circuit, which is defined in Definition 4.20). Formally, the
circuit can be viewed as a sequence of gates. Each variable of P corresponds to one of initial
gates of C. Each later gate is either the product of two earlier gates, an F-linear combination
of two earlier gates, the product of a field element with a previous gate, or the sum of a
field element with a previous gate. In this way, each gate computes a polynomial, defined
inductively in terms of the polynomials computed by earlier gates. The circuit C computes
a polynomial P if its final gate computes P . The size |C| of circuit C is the number of gates
it contains. Given an arithmetic circuit C computing a polynomial P , we can evaluate P at
a point over F in |C| time, just scanning through C and computing the evaluation of each
gate at the given point.

Since Algorithms 9 and 10 build up Fdisj using only polynomial addition and multipli-
cation, Lemmas 8.24 and 8.51 and the proofs of Theorems 8.1 and 8.2 show that these
algorithms actually describe linear-size arithmetic circuits for Fdisj over weighted DAGs and
undirected graphs (i.e., if we ignore the random evaluation from step 2 of Algorithms 9
and 10, these algorithms yield descriptions of arithmetic circuits for Fdisj).

Proposition 8.52. Over weighted DAGs and undirected graphs, Fdisj admits an arithmetic
circuit of size O(m).

We recall that given a variable x and a polynomial P , the polynomial (∂/∂x)P denotes
the partial derivative of P with respect to x. The following result on partial derivatives will
help us use Proposition 8.52 to find disjoint shortest paths.
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Proposition 8.53 (Baur-Strassen Theorem). Given an arithmetic circuit C of size s com-
puting a polynomial P , we can compute a multi-output arithmetic circuit C̃ of size O(s),
which computes the polynomial (∂/∂x)P for every variable x of P .

Proposition 8.53 was originally proved in [BS83]. For a modern exposition of the proof
of Proposition 8.53, we refer the reader to [SY09, Theorem 2.5].

Proof of Theorem 8.3. Set q to be the smallest positive integer with

2q ≥ 2m2n2.

We work over F = F2q . Note that q = Θ(log n), so addition and multiplication over F takes
O(1) time over the Word RAM model. For this proof we use the value of q defined above,
instead of the value of q from Equation (111).

Given an edge (u, v), the polynomial (∂/∂xuv)Fdisj is nonzero if and only if edge (u, v)
appears in some solution to the 2-DSP problem. Also, (∂/∂xuv)Fdisj has degree less than
2n. So by Proposition 6.1 and our choice of field size in eq. (111), (∂/∂xuv)Fdisj has nonzero
evaluation at a uniform random assignment over F if and only if (u, v) is an edge occurring
in some pair of disjoint shortest paths, for fixed (u, v) with probability at least 1− 1/(m2n).
By taking a union bound over all edges xuv in the graph, this holds for all edges (u, v) with
probability at least 1− 1/(mn).

By Propositions 8.52 and 8.53, we can compute all first-order partial derivatives of Fdisj

at a given random evaluation point in O(m) time. We pick an edge (s1, v) such that
(∂/∂xs1v)Fdisj has nonzero evaluation. Then we delete vertex s1 from G, and consider a
smaller instance of 2-DSP on the graph, where source s1 is replaced with v. We can repeat
this process on the new instance, to find the first edge on a v ⇝ t1 shortest path which is
disjoint from some s2 ⇝ t2 shortest path. Repeating this process at most n times, we can
recover an s1 ⇝ t1 shortest path P1, which is disjoint from some s2 ⇝ t2 shortest path.

At this point, we just delete all vertices of P1 from the original graph G, find an s2 ⇝ t2
shortest path P2 in the resulting graph in linear time, and then return ⟨P1, P2⟩ as our answer.

Overall, we compute at most n evaluations of arithmetic circuits of size O(m), so the
algorithm runs in O(mn) time. Moreover, by a union bound, all the random evaluations
correctly detect disjoint shortest paths when they exist with probability at least 1− 1/m, so
the algorithm is correct with high probability. ■

Edge-Disjoint Paths

We defined k-DSP in terms vertex-disjoint paths. We can of course also ask questions about
edge-disjoint paths. In some contexts, this might even be more natural to study (for example,
in Chapter 7 we viewed connectivity in terms of edge-disjoint paths as the primary definition,
and its vertex-disjoint analogue of vertex connectivity as a secondary concept).

k-Edge Disjoint Shortest Paths (k-EDSP)

Given a graph G with specified nodes s1, . . . , sk and t1, . . . , tk, determine if G contains
edge-disjoint si ⇝ ti shortest paths.
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For any constant k, there is a simple reduction from k-EDSP on n nodes and m edges
to k-DSP on O(m + n) nodes and O(m) edges. We can use this reduction together with
Theorems 8.1 and 8.2 to derive linear-time algorithms for 2-EDSP in weighted DAGs and
undirected graphs.

Proposition 8.54 (Edge-Disjoint ≤ Vertex-Disjoint). There is an O(k(m+n)) time reduc-
tion from k-EDSP on n vertices and m edges to k-DSP on m+k(n+2) nodes and 2k(m+1)
edges.

Proof. Let G = (V,E) be an arbitrary instance of k-EDSP on n vertices and m edges, with
sources s1, . . . , sk and targets t1, . . . , tk.

We construct a graph G′, an instance of k-DSP, as follows. For every vertex v ∈ V , G′

has k nodes v1, . . . , vk. We call the vi the copies of v in G′. For every edge e ∈ E, G′ has a
node e. For every edge e = (v, w) ∈ E, we include edges in G′ from vi to e and from e to wi

for all i ∈ [k]. If e = (v, w) had weight ℓ(v, w) in G, then the (vi, e) and (e, wi) edges in G
each have weight ℓ(v, w). We also introduce new sources s′1, . . . , s′k and targets t′1, . . . , t′k in
G′. For all i, j ∈ [k], we add edges from s′i to (si)j and from (ti)j to t′i of weight 1.

By definition, G′ has m+ k(n+ 2) nodes and 2k(m+ 1) edges.
Moreover, we can construct G′ in O(k(m+ n)) time, given G.
We now prove that solving k-DSP on G′ corresponds to solving k-EDSP on G.
Suppose we have vertex-disjoint s′i ⇝ t′i shortest paths P ′

i in G′. Since each P ′
i is a

shortest path, we know it never traverses two copies of the same vertex v ∈ V (if it did, we
could remove the subpath between two consecutive copies of v that P ′

i enters to obtain a
shorter s′i ⇝ t′i path). We map each P ′

i to an si ⇝ ti shortest path Pi in G, by having Pi

pass through the vertices v ∈ V for which P ′
i contains a copy of v, in the order the copies

appear in P ′
i .

By construction, Pi has length r if and only if P ′
i has length 2r + 2. Since the P ′

i are
shortest paths, this implies that the Pi are also shortest paths. The Pi are also edge-disjoint,
since if some Pi and Pj overlap at an edge e, the paths P ′

i and P ′
j would overlap at node e

in G′, which would contradict the assumption that the P ′
i are vertex-disjoint.

Thus, any solution to k-DSP on G′ pulls back to a solution to k-EDSP on G.
Conversely, given edge-disjoint si ⇝ ti shortest paths Pi in G of the form

Pi = ⟨vi,1, . . . , vi,ri⟩

we can produce s′i ⇝ t′i paths P ′
i in G′ of the form

P ′
i = ⟨s′i, (vi,1)i, ((vi,1)i, (vi,2)i), (vi,2)i, . . . , (vi,ri)i, t′i⟩.

By construction, P ′
i has length 2r + 2 if and only if P ′

i has length r. So since the Pi are
shortest paths, the P ′

i are shortest paths as well. These paths are vertex-disjoint because
each P ′

i only uses the ith copies of v ∈ V , and the Pi were edge-disjoint, so the P ′
i cannot

overlap at any nodes of the form e ∈ E.
This proves the desired result. ■

Corollary 8.55. There are algorithms solving 2-EDSP on weighted DAGs and undirected
graphs in linear time.
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Proof. By setting k = 2 in Proposition 8.54, we can reduce 2-EDSP on graphs with n vertices
and m edges to 2-DSP on graphs with O(m+n) vertices and O(m) edges. Running the linear-
time algorithms of Theorems 8.1 and 8.2 on the resulting 2-DSP instance solves the original
2-EDSP instance in linear time as well. ■

8.7 Open Problems

Our linear-time algorithms for 2-DSP are randomized, and only detect the existence of dis-
joint shortest paths, instead of returning those paths when they exist. These are common
limitations for algorithms which employ the algebraic framework discussed in Chapter 6.
It is an interesting research direction to design algorithms for 2-DSP which overcome these
limitations, yet still run in linear time.

Open Problem 38. Can 2-DSP be solved in deterministic linear time over weighted
DAGs? What about over undirected graphs?

Open Problem 39. Is there a linear-time algorithm which solves 2-DSP over weighted
DAGs and returns a pair of solution paths when such a pair exists? Is this possible over
undirected graphs?

It is also natural to ask whether we can solve 2-DSP over general directed graphs in linear
time. The only known polynomial-time algorithm for 2-DSP over general directed graphs is
presented in [BK17, Theorem 2]. Their exposition actually solves the more general 2-EDSP
problem, and their approach necessarily takes Ω(m2) time, because they construct a larger
graph, whose nodes are pairs of edges in the original graph. To solve 2-DSP instead of 2-
EDSP, it seems likely that one could modify the approach of [BK17] to only work with a
graph whose nodes are pairs of vertices (rather than edges) in the original graph. Such an
approach would still take Ω(n2) time however.

It is unclear if the algebraic approach employed in our 2-DSP algorithms on DAGs
and undirected graphs can help design linear-time algorithms for 2-DSP in general directed
graphs. The main issues are that in directed graphs, shortest paths can intersect in more
complicated ways (e.g., Proposition 8.25 and Lemma 8.27 do not necessarily hold), and we
cannot perform subpath swaps which reverse the orientations of edges (so that we cannot
apply Lemma 8.41 directly). On the other hand, [BK17] solves 2-DSP on directed graphs
by reducing the problem to several instances of 2-DP in DAGs. So perhaps combining the
ideas from this chapter with the method of [BK17] could be fruitful.

Open Problem 40. Can 2-DSP be solved over directed graphs in linear time? Or does
a plausible hardness hypothesis rule out such an algorithm?

It would also be interesting to design faster algorithms for k-DSP when k ≥ 3. The
simplest interesting case to consider is 3-DSP over DAGs, where the current fastest algorithm
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runs in O(mn2) time. This is also the fastest known algorithm for 3-DP over DAGs. In dense
graphs with m = Θ(n2) this runtime becomes O(n4), so obtaining a truly subquartic time
algorithm for this problem on general DAGs would be very interesting.

Open Problem 41. Can 3-DP or 3-DSP be solved over DAGs in O(n4−ε) time for some
constant ε > 0? Or is such a runtime ruled out by some plausible hardness hypothesis?

It is not clear if the algebraic techniques we use to solve 2-DSP can help solve 3-DSP
in DAGs as well. In our proofs, we used subpaths swapping arguments to show that enu-
merating polynomials for pairs of shortest paths in DAGs simplify greatly modulo two. In
particular, as mentioned in Idea 15, when enumerating pairs of shortest paths in a DAG mod-
ulo two, it generally suffices to restrict our attention to pairs of paths whose intersections
form single common subpath. This is intuitively because we can use Lemma 8.17 to argue
that contributions from pairs of paths whose intersections do not lie on a common subpath
vanish modulo two. To solve 3-DSP in DAGs efficiently using these algebraic techniques, we
would ideally want to argue that triples of shortest paths in DAGs simplify in an analogous
fashion modulo two.

Unfortunately, when enumerating triples of shortest paths in DAGs modulo two, restrict-
ing our attention to the subcollection of triples where the intersections for each pair of paths
in the triple form a common subpath does not suffice. This is because there exist DAGs with
an odd number of triples of shortest paths between specified terminal pairs, with the prop-
erty that each triple contains a pair of paths which do not just overlap at a single common
segment. For example, such a DAG is pictured in Figure 10. This means that polynomials
which enumerate triples of shortest paths in DAGs do not simplify as much modulo two as
polynomials which just enumerate pairs of shortest paths, so applying algebraic methods to
solve 3-DSP faster may prove difficult.

Designing faster algorithms for k-DSP for k ≥ 3 over undirected graphs would also be very
interesting. As discussed in Section 8.1, the current best algorithms for k-DSP in undirected
graphs run in nO(k·k!) time, and the current fastest algorithm for 3-DSP in undirected graphs
takes O(n292) time [BNRZ21]. Obtaining more practical runtimes for this problem for small
values of k would mark significant progress in our understanding of the structure of shortest
paths in graphs.

Open Problem 42. Is there an algorithm solving 3-DSP over undirected graphs, with
a practical polynomial runtime?

Open Problem 43. Can k-DSP be solved over undirected graphs in no(k·k!) time?

Even though existing algorithms for k-DSP over undirected graphs are significantly slower
than the fastest algorithms we have for k-DSP over DAGs, the best conditional lower bounds
we have for the time complexities of these problems are essentially the same. These lower
bounds come via reductions from the k-Clique problem, defined below.
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Figure 10: An example of an unweighted DAG and its three triples of si ⇝ ti shortest paths for
i ∈ [3]. We can move between the triples on the left and the center by swapping subpaths between
the s1 ⇝ t1 and s2 ⇝ t2 paths. We can move between the triples on the center and the right by
swapping subpaths between the s2 ⇝ t2 and s3 ⇝ t3 subpaths. The pictured triples account for
all collections of paths which can be generated by starting from these triples and applying subpath
swapping operations. Since each triple has the same monomial weight and there are three of them,
the contributions from these triples do not vanish when enumerating modulo two. Yet, each triple
contains a pair of paths whose intersections do not form a common subpath.

k-Clique

Given an undirected graph G with vertex set V1⊔· · ·⊔Vk, where |Vi| = n for each i ∈ [k],
determine if there exist vertices v1, . . . , vk with vi ∈ Vi for all i ∈ [k], such that (vi, vj) is
an edge of G for all distinct indices i, j ∈ [k].

Under the Exponential Time Hypothesis (ETH) (a popular hardness hypothesis in com-
plexity, whose definition can be found, for example, in [CFK+16, Section 14.1]) the k-Clique
problem requires nΩ(k) time to solve [CFK+16, Theorem 14.21]. There are O((kn)2) time
reductions from k-Clique to k-DSP on unweighted DAGs [AWW24, Theorem 7] and undi-
rected graphs [BFG24, Proof of Theorem 1] over O((kn)2) vertices, so under ETH these
k-DSP requires nΩ(k) time to solve as well, over DAGs and undirected graphs. Since k-DSP
over DAGs can be solved in O(mnk−1) time, this shows that under ETH, nΘ(k) is the correct
runtime for k-DSP over DAGs. However, it remains unclear what the best runtime for k-DSP
over undirected graphs should be —is the truth near the current upper bound of nO(k·k!), or
is it closer to the current ETH-based lower bound of nΩ(k)?

The difference between the Ω(k) and O(k ·k!) factors in the exponent for the current lower
and upper bounds for the runtime of k-DSP in undirected graphs is quite large, and we view
it as an important open problem to close this gap. In particular, it would be interesting to
establish a conditional lower bound which separates the complexities of k-DSP in undirected
graphs and DAGs. On the other hand, if designing such a lower bound proves difficult, that
might suggest that far faster algorithms for k-DSP in undirected graphs may exist.

Open Problem 44. Does k-DSP over weighted, undirected graphs require nω(k) time
to solve under some plausible hardness hypothesis?

The best algorithms we have for k-DSP over weighted DAGs run as quickly as the best
algorithms we have for k-DP over DAGs, even though the former is a generalization of the
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latter [AWW24, Proposition 54]. Yet, the current best conditional lower bounds for k-DP on
DAGs remain worse than the best lower bounds we have for k-DSP on DAGs (see [Chi23], and
the discussion between Corollary 8 and Theorem 9 of [AWW24]). In this context, resolving
the gap between these lower bounds, or getting faster algorithms for k-DP when k ≥ 3 would
be very interesting.

Open Problem 45. Can k-DP on DAGs be solved faster than k-DSP on weighted DAGs
for some constant k? Or, is k-DP on DAGs at least hard as k-DSP on weighted DAGs
for every k, under some plausible hardness hypothesis?

We introduced k-DSP as an optimization variant of k-DP. Another natural attempt at
turning k-DP into an optimization problem produces the following task:

MinSum k-Disjoint Paths (MinSum k-DP)

Given a graph G with specified nodes s1, . . . , sk and t1, . . . , tk, determine the smallest
length ℓ for which G contains internally vertex-disjoint si ⇝ ti paths Pi, such that the
sum of the lengths of the Pi is at most ℓ, or report that no such positive integer ℓ exists.

Unlike in k-DSP, in MinSum k-DP we do not require the individual solution paths to be
shortest paths, but instead just want to detect the existence of disjoint paths connecting
specified terminal pairs with minimum total length.

For all k ≥ 2, this problem is NP-hard on general directed graphs since solving the easier
problem of 2-DP on directed graphs is NP-hard [FHW80]. So from the view of polynomial-
time algorithms, MinSum k-DP is only interesting on restricted classes of graphs.

It is known that MinSum 2-DP can be solved in Õ(n3+ω) time over unweighted, undirected
graphs [BHK22, Section 6]. No polynomial-time algorithms or hardness results appear to
currently be known for MinSum 2-DP over weighted undirected graphs, or MinSum k-DP over
undirected graphs for any constant k ≥ 3.

Open Problem 46. Can MinSum 2-DP be solved over unweighted undirected graphs
in faster than Õ(n3+ω) time? Does some plausible hardness hypothesis rule out the
possibility of solving this problem in linear time?

Open Problem 47. Is MinSum 2-DP polynomial-time solvable over weighted undirected
graphs? Or is this problem NP-hard?

Open Problem 48. Is MinSum 3-DP polynomial-time solvable over undirected graphs?
Or is this problem NP-hard?

Since the known polynomial-time algorithms for MinSum 2-DP use algebraic techniques,
they are randomized (just like our 2-DSP algorithms). It would be interesting to remove the
use of randomness in this approach.
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Open Problem 49. Can MinSum 2-DP be solved over unweighted undirected graphs
in deterministic polynomial time?

Given the utility of algorithms for k-DP and k-DSP over DAGs in helping solve k-DSP
over undirected graphs, to make progress on Open Problems 46 to 48 it may be useful to
design efficient algorithms for MinSum k-DP over DAGs. We are not aware of previous work
studying this problem.

Open Problem 50. What is the complexity of MinSum k-DP over DAGs? Can this
problem be solved as quickly as k-DSP over DAGs?
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Chapter 9

Conclusion

. . . these waters . . . heap themselves on me; they sweep me between their
great shoulders; I am turned; I am tumbled; I am stretched, among these
long lights, these long waves . . .

Virginia Woolf, Waves

. . . an ocean of knowledge is apt to drown you long before it
educates you. The art of learning [is] in selection . . .

Mark Lawrence, The Book That Wouldn’t Burn

I want to recognize something I never saw before. I want
the vision to leap out at me, terrible and blazing—the
fire of the transfiguring imagination.

Urusula K. Le Guin, The Wave in the Mind

In this thesis, we discussed algorithms for parameterized relaxations of the circuit analysis
problem, Majority-SAT, and the disjoint paths problems, All-Pairs Connectivity and 2-Disjoint
Shortest Paths, as well as interesting variants of these tasks. For each of these starting
problems, we observed that the tasks were intractable in a formal complexity-theoretic sense,
and then argued that suitable relaxations of these problems could be solved faster, thereby
helping us evade intractability.

Although Majority-SAT is unlikely to admit a polynomial-time algorithm (under the hy-
pothesis that P ̸= PP, a weaker hypothesis than P ̸= NP) we showed that for any fixed
integer k ≥ 1, Majority-SAT can be solved in linear time over k-CNF formulas. Similarly,
although All-Pairs Connectivity is unlikely to admit a truly subcubic time algorithm (under
the Strong Exponential Time Hypothesis and 4-Clique Hypothesis), we showed that for any
integer k ≥ 1, the relaxation k-APC can be solved in Õ((kn)ω) time, which is optimal for all
constant k (assuming a hardness hypothesis concerning the complexity of the Boolean Matrix
Multiplication problem). Finally, we showed that 2-Disjoint Shortest Paths can be solved in
linear time, despite the k-Disjoint Shortest Paths paths problem being NP-hard for general k.
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The journey to these results has unveiled interesting properties of circuits and graphs.
In our discussion of relaxations of Majority-SAT, we proved a regularity lemma for k-CNF
formulas in Theorem 3.28. In our study of relaxations of APC, we showed how low-rank
enumeration suffices to encode small collections of edge-disjoint paths. In our exploration of
2-Disjoint Shortest Paths, we saw how the enumerative properties of pairs of shortest paths
in directed acyclic graphs and undirected graphs simplify modulo two.

Many beautiful mysteries remain—we refer the reader to the open problems raised in
Chapter 5 as well as Sections 7.4 and 8.7 for potential avenues to investigate the material
discussed in this thesis further. Beyond the specific open questions identified in those sec-
tions, the paradigm of parameterized relaxations is quite broad, and there are many other
tasks for which this framework could prove useful.

To conclude, rather than discussing additional specific problems, we highlight one general
research agenda, motivated by the questions in this work, which is: to what extent can we
combine combinatorial and algebraic techniques for solving computational problems?

In Part I, we proved structural properties of k-CNFs and their satisfaction probabilities for
constant k, to derive fast algorithms for kSAT-Prob≥p. Although our proof techniques seem
quite combinatorial, the arguments we employ brush up against areas where algebraic meth-
ods have proven useful. For example, our kSAT-Prob≥p algorithm in Section 3.3 utilizes an
algorithm of [JZC04] as a subroutine, recorded in Proposition 3.15, for the (k, s)-Set Packing
problem (a parameterized problem related to finding disjoint sets from a collection). There
have been many subsequent algebraic algorithms for faster parameterized set packing, closely
tied to computation on linear matroids [Kou05, EKW24]. Can these algebraic techniques
help design faster exact parameterized algorithms for kSAT-Prob≥p and its variants?

In Part II we designed fast algorithms for relaxations of All-Pairs Connectivity and Disjoint
Shortest Paths. Although our methods were algebraic, the fastest algorithms for many closely
related problems, such as Maximum Flow and k-Disjoint Shortest Paths on directed acyclic
graphs for k ≥ 3, use combinatorial and optimization-based techniques. In some cases, as
with the k-Vertex Connectivity problem, the fastest algorithms for these problems used to be
algebraic, and were only recently superseded by combinatorial approaches.

In general, it seems like the key to obtaining faster algorithms for various problems related
to circuits and graphs may require us to develop a better understanding of how to combine
more traditional combinatorial techniques with algebraic frameworks.
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