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Abstract

Integrated photonics is considered a promising technology to tackle many current techno-
logical bottlenecks including data communication, computation, sensing and healthcare.
Consequently, significant efforts have been dedicated to the study of integrated optical
devices and systems for these applications.

However, despite its disrupting potential, the use of integrated photonics for imaging
applications has only recently started to be considered, and its scope has mostly been
limited to Light Detection and Ranging (LIDAR) for autonomous driving.

This thesis deals with the development and experimental demonstration of integrated
optical systems for imaging applications. In particular, in the first part of this thesis we
address the realization of arrays of silicon LEDs (both free space coupled and waveguide
coupled) in CMOS photonics processes. We show that such sources can be used to
realize compact lensless holographic microscopes, and we leverage CMOS integration
to demonstrate a novel reflection holography architecture. We also show how silicon
waveguide coupled light sources can be used to realize truly monolithic, highly multiplexed
refractive index sensors at low cost and small form factor. In the second part of this
thesis we explore the scaling limits of traditional Optical Phased Arrays (OPAs) for beam
steering applications and study the use of non-uniformly spaced OPAs to circumvent such
limitations.

This thesis lays out novel light sources, architectures and applications that leverage
silicon photonics platforms to realize compact, low cost and high performance imaging
systems. This serves as a stepping stone toward the transformation of currently expensive
and specialized imaging systems into the consumer market.

Thesis Supervisor: Rajeev J. Ram
Title: Professor of Electrical Engineering and Computer Science
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Chapter 1

Introduction and background

1.1 Integrated Optics

Ever since the first laser source was developed around 1960, the use of optical beams

to perform a wide variety of operations has increased to the point where it is hard to

imagine modern life without it: medicine, biology, communications, imaging, defense,

basic science, space exploration, navigation, consumer products, etc. All these and many

others are fields where optical beams are routinely used. Most of these applications

require not only the generation of an optical beam, but also its manipulation to adapt it

to some specific requirements. Traditionally, the components necessary to perform these

manipulations (prisms, mirrors, collimators, electro-optic modulators, photodetectors,

beam combiners, optical isolators, etc.) are bulky, to the point where a dedicated table

several meters long is necessary to implement many useful optical systems.

As a response, Stewart Miller proposed the integration of all these components in a

single, planar chip in his seminal paper of 1969 [1] which started the field of integrated op-

tics. By exploiting the large index of refraction contrast between a ’core’ and a ’cladding’
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material, nano- and micro-meter size structures that could guide and manipulate light

were proposed, allowing for the miniaturization of complex optical systems, which came

accompanied by a decrease in its cost and, ultimately, allowed access to the consumer

market. Since then, an impressive range of integrated optical devices and systems have

been proposed, realized and commercialized.

Different material platforms have been used over the years to realize integrated optical

systems. Early demonstrations focused on platforms based on III-V semiconductors such

as gallium arsenide (GaAs) [2] or indium phosphide (InP) [3], mainly because of their the

efficient electro-optic mechanisms and its direct bandgap, which allows for the realization

of on-chip lasers. III-V materials have, nevertheless, several drawbacks [4]: (1) Their

maximum available wafer size to date is limited to about 200 mm (8") - with the typical

size being 4" -, which raises concerns about its scalability and increases manufacturing

costs; (2) Its relatively low index contrast makes the devices large compared to other

material platforms; and (3) the realization of complex electrical circuits in the same chip

is not easy due to a limited transistor yield. This prevents the monolithic integration of

electronic and optical devices, which is highly desirable since nearly all modern photonic

systems require control electronics.

Consequently, several material platforms have been explored as an alternative, with

silicon (Si) [5] and silicon nitride (SiN) [6] being the most widely used both in academia

and industry due to their favorable optical properties and compatibility with Complemen-

tary Metal Oxide Semiconductor (CMOS) fabrication processes. Over the last decades,

additional materials have been used either in standalone platforms or in conjunction with

silicon or silicon nitride to enhance device and system performance. Notable examples

include Lithium Niobate [7], electro-optic polymers [8], 2D materials [9] and transparent

conductive oxides [10]. While highly promising, the use of these materials poses an im-

portant challenge in terms of cost, ease of fabrication and scalability given that these are
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not readily CMOS compatible.

In this chapter we will start by introducing the field of integrated optics, focusing on

silicon photonics in particular (Section 1.1.1). We will then discuss how integrated optics

can be applied to imaging applications and review the current state of the art (Section

1.2). Afterwards, we will delve into two specific imaging applications where integrated

optics hold a great potential for impact: lensless microscopy (Section 1.3) and optical

phased array beamforming (Section 1.4). We will introduce the theory behind these and

derive requirements and figures of merit for integrated optical systems targeted at these

applications. Finally, we will summarize our findings in Section 1.5 and provide a brief

overview of this thesis in Section 1.6.

1.1.1 Silicon Photonics

The potential to use Si as a material for integrated optics has been recognized since the

1980s [11, 12]. The fact that nearly every electronic system manufactured nowadays is

made of silicon makes a strong case towards its use in integrated optics: all the knowl-

edge, research, fabrication and manufacturing processes, infrastructure and technologies

developed over the last century by the microelectronics industry can be readily exploited

to realize silicon photonic systems. Not only this, but using silicon allows for the fabrica-

tion of complex, high performance electronic circuits in the same chip (’monolithically’),

alongside the photonic components. Therefore, complex control circuitry, as well as func-

tionality requiring both electrical and optical operations can be implemented without the

need of co-packaging multiple chips.

Furthermore, silicon is an inexpensive, extremely well understood material with a high

quality native oxide. The high index contrast between this oxide and the silicon allows

for the realization of high optical confinement structures in standard Silicon on Insulator
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(SOI) platforms [13], offering a way to fabricate low loss optical waveguides and very

compact photonic devices.

Once these advantages were recognized both by industry and academia, rapid devel-

opment of a great variety of high performance optical and electro-optical devices and

systems in silicon platforms followed [5, 14]. While most of the early development was

directed towards the telecom and datacom spaces, a range of optical systems for a va-

riety of applications have been demonstrated in silicon photonics platforms. Examples

include sensing [15], nonlinear optics [16], quantum optics [17] and computation [18]. It

is projected that the market value of silicon photonics will be around $1 billion by 2027,

with an impressive compound annual growth rate of 36% [19] (Fig. 1-1).

SiN is another popular material platform. Compared to Si, SiN has significantly lower

optical propagation losses and is transparent at visible wavelengths, which makes it an

attractive platform for applications highly sensitive to loss (such as quantum or nonlinear

operations) or that require operation at visible wavelengths. On the other hand, SiN is an

insulating dielectric material so the realization of active components (such as modulators

or photodetectors) is challenging.

As the silicon photonic industry grows and fabrication processes mature, new pro-

cesses incorporating more than one photonic material are arising. Photonic fabrication

platforms offering monolithic integration of silicon and silicon nitride waveguides along-

side high performance transistors are now standard and commercially available [20, 21],

offering great design flexibility and allowing to take advantage of "the best of all worlds".

Furthermore, these platforms also include germanium (Ge) for the realization of high

responsivity photodetection at near-infrared wavelengths.

The most significant limitation of photonic platforms based on Si or SiN is the lack

of monolithic light sources, which makes it necessary to have an external chip where the

light is generated, and requires a means of coupling the generated light into the Si/SiN
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Figure 1-1: Silicon photonic market value forecast by application (2022) [19].

chip. This is usually achieved either through fiber coupling or by hybrid integration of

the source into the photonic chip [22].

1.2 Integrated optics for imaging: state of the art

Integrated optics in general, and silicon photonics in particular, is seen as a promising

technology with the potential to impact a range of fields including communications,

computing and consumer healthcare. These are, in fact, the three biggest growth drivers

of the silicon photonics industry [19] (Fig. 1-1).

In comparison, little attention has been directed toward the investigation of integrated

photonics for imaging applications. In fact, a single imaging application (automotive

LIDAR) appears in the market forecast shown in Fig. 1-1, with only 0.15% of the market
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share in 2027 1.

Nevertheless, integrated optics has the potential to allow for the realization of com-

pact, high performance imaging systems with advanced capabilities at a lower cost.

Miller’s original vision of exploiting integrated optics as a means to substitute free space

optical components traditionally used in optical systems can easily be applied to imag-

ing systems, which require expensive and bulky components such as lenses, collimators,

spatial light modulators, etc.

Figure 1-2: Schematic of a generic imaging system. Integrated optics can be leveraged
all along the imaging path.

In fact, integrated optics can be leveraged in virtually all the components of a generic

imaging system (Fig. 1-2), from generation and manipulation of the illumination to the

collection of the beam that has interacted with the sample. Several advantages arise

when using integrated optics for imaging (which we illustrate with a beam splitter in Fig.

1-3):

• It allows for the miniaturization of components and therefore allows for the real-

ization of small form factor, compact imaging systems. This results in lower cost

devices and can open up the use of these systems in novel spaces such as consumer

electronics.
1The report in [19] is made by Yole Group, which has been publishing market reports on the silicon

photonics industry for over 20 years. Most market reports on silicon photonics made by other companies
include imaging in the "other applications" category, so its specific market share cannot be obtained.
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• Related to the above point, the fact that components can be miniaturized and

cheaply fabricated allows us to replicate devices and systems in the same substrate

almost for free, a feature which is inaccessible in traditional bulk optics imaging

systems.

As an example of the above two points, take a beam splitter. A bulk optics beam

splitter costs on the order of $100 and is several centimeters in size. An integrated

optical beam splitter (usually referred to as a "3 dB coupler") occupies less than

100 𝜇m and costs less than a penny (at scale, CMOS fabrication processes cost

around $1/mm2).

• Since integrated optical systems rely on light propagating along waveguides, align-

ment of the different components is ensured as long as they are connected by a

waveguide. This is of course not true in bulk optics systems, where careful align-

ment is required. Additionally, routing of the optical beams is significantly easier as

compact waveguide bends with arbitrary angles can easily be realized in integrated

optics, compared to the use of mirrors in bulk optics.

• Integrated optics offers an avenue towards realizing reconfigurable imaging systems,

which is challenging in traditional imagers based on bulk optics. Phase, amplitude,

wavelength and even spatial control of light in a photonic integrated circuit can be

achieved by exploiting active photonic and electro-optic devices.

• Integrated optics also allows for the realization of small emitting apertures and,

moreover, enables us to place multiple apertures close to each other, something

which is extremely hard to realize in bulk optics systems. As we will review be-

low, this is of paramount importance for the realization of beamforming systems

such as those used for light detection and ranging (LIDAR) or free space optical
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Figure 1-3: The benefits of integrated photonics for imaging using a beam splitter as an
example. The micrograph of the integrated beam splitter is from [23].

communications.

While not the main focus of research on the integrated photonics field, these advan-

tages have been recognized and a variety of integrated devices and systems for imaging

have been demonstrated and reported in the literature. These can be divided in 6 main

categories with distinct functionalities and applications 2:

• Routing and wavelength multiplexing and demultiplexing: As already mentioned,

the high confinement of the optical mode in optical waveguides offers the possibility

of routing different optical signals in a small area (depending on material platform

and operating wavelength, the bend radius of integrated waveguides are typically

in the range of 10 - 200 𝜇m), which is highly beneficial in applications requiring a

remapping of multiple generated/collected beams, such as in stellar interferometric

imaging [24] or spatially multiplexed imaging [25].

2In the interest of brevity, we provide only a brief overview of these functionalities. The reader is
pointed to the cited references for more detail.
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Similarly, optical waveguides can also be leveraged for wavelength multiplexing and

demultiplexing, which has applications in multi-wavelength imaging systems [26]

and spectroscopic/diffractive imaging [27,28].

• Flat optics: Integrated optics allow for the fabrication of structures with dimensions

on the order of the operating wavelength, which opens up the avenue for the real-

ization of optical antennas and metasurfaces that allow for wavefront manipulation

in flat photonic chips, circumventing the need for bulky and expensive objectives

and lenses [29].

While these are not technically integrated optics because the light propagates

through the chip and not along the chip, flat optics has been successfully inte-

grated with photonic integrated circuits for imaging [30,31].

• Sources and devices for arrayed illumination: Imaging schemes where multiple im-

ages are acquired with either the illumination source, the sample or the detector at

different positions (usually called sub-pixel sampling) are common to enhance res-

olution [32, 33]. Traditionally, this is achieved by having an accurate mechanically

moving stage, which results in increased complexity and cost. The use of arrays of

illuminating sources such as a micro-LED array [34] or a photonic integrated circuit

with multiple, individually addressable emitting apertures [35] offers an alternative

that does not require mechanical parts.

• Structured and non-standard illumination generation: Structured illumination is

another approach to achieve superresolution imaging in which multiple images are

acquired with different spatially structured illumination beams and subsequently

combined [36]. Multiple integrated optics approaches to generate the spatially

structured illumination beams have been reported in the literature [37–39], allowing
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for a significant reduction in system complexity and cost compared to traditional

approaches.

Additionally, integrated optics has also been leveraged to generate non standard

illumination. Examples include evanescent field illumination with single- and multi-

mode waveguides [40, 41] and generation of orbital angular momentum (OAM)

beams [42].

• Sources and devices for lensless imaging: As the name implies, lensless imaging

consists of the acquisition of images without the use of focusing lenses [43, 44],

and usually requires computational post-processing or the acquisition of multiple

images to recover the desired scene (lensless imaging will be covered in detail in

Section 1.3). Several integrated optics approaches for lensless imaging have been

reported in the literature, either exploiting small emitting apertures to achieve

large magnification [45] or using angular or spatially selective emitting/collecting

apertures [46, 47].

• Optical Phased Arrays (OPAs): In analogy with radio-frequency (RF) phased arrays,

optical phased arrays allow for the accurate control of the phase difference between

closely spaced emitting/receiving optical antennas, which allows for the control of

the emission properties of the array in which is traditionally known as beamforming

[48] (OPAs and beamforming will be covered in detail in Section 1.4). Integrated

OPAs offer significant advantages in terms of compactness, cost, scalability and

complexity compared to non-integrated solutions, which usually use slow, bulky

deformable mirrors or liquid crystals. Consequently, extensive efforts have been

made toward the realization of integrated OPAs, and it arguably constitutes the

most heavily researched integrated optical device that can be applied to imaging

(see [48] for a review of existing demonstrations). This is due to the high impact of
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the applications enabled by OPAs, which include LIDAR [49] and free space optical

communications [50].

It is clear from our discussion up to this point that integrated optics has a lot to offer

for improving and simplifying imaging systems. Why, then, is integrated optics still not

widely used in imaging systems? This can be explained by two main reasons:

1. The need for in- and out-coupling from the photonic integrated circuit to free space.

Imaging requires the light to interact with the sample/scene we want to observe,

which means that the light generated and/or processed in the emitter chip needs

to be out-coupled to free space and in-coupled to the receiver chip after interacting

with the scene.

Simple, efficient and controllable light coupling is one of the outstanding challenges

in integrated photonics, even for non-imaging applications such as communication

and computing. Nevertheless, the challenge is even bigger for imaging systems,

as they ideally require individual control (in amplitude and phase) of small, tightly

packed efficient radiating apertures (see Sections 1.3 and 1.4 for a detailed discus-

sion).

2. The lack of a scalable photonic fabrication platform capable of implementing all

required functionalities. As discussed previously, silicon and silicon nitride are ar-

guably the only platforms available at the moment that can operate at large fabrica-

tion volumes. Nevertheless, they both lack monolithic sources, silicon waveguides

cannot operate at visible wavelengths (which are relevant for biological imaging)

and silicon nitride lacks active components. If multiple chips and/or material plat-

forms are required for the realization of useful imaging systems, then the appeal of

integrated optics is lost.
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It is worth noting that this is changing thanks to the emergence of platforms

that monolithically integrate silicon and silicon nitride, as well as advancements on

heterogeneous integration of light sources in photonic fabrication platforms.

This thesis proposes solutions to both of these challenges for specific applications:

1. For lensless imaging systems, we discuss the development and use of near point

source surface emitting LED arrays made in silicon for holographic imaging, allowing

for compact, high magnification imaging with simple, low cost setups. This is

discussed in Chapter 2.

2. We propose and demonstrate the realization of waveguide coupled Light Emitting

Diodes (LEDs) in commercial silicon photonics platforms without any process mod-

ification. The availability of native light sources in silicon can eliminate the need for

heterogeneous integration in certain applications, significantly reducing the barrier

to the realization of truly integrated imaging systems. This is discussed in Chapter

3.

3. To demonstrate the potential of our silicon waveguide coupled LEDs, we analyze

in detail the feasibility of realizing fully monolithic refractive index sensors in silicon

photonics platforms. We show that performance comparable to state of the art

systems can be achieved at a fraction of the cost and in a much more compact

form factor. This is presented in Chapter 4.

4. In Chapter 5 we investigate the use of non-uniform OPA architectures to provide a

scalable path toward the realization of systems for advanced optical beamforming

applications. These architectures can ease the requirements in terms of area and

power consumption, which is critical since, as we will see in Section 1.4.2, no
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currently demonstrated phase shifter (one of the most critical components in an

OPA) can deliver the required performance for traditional OPA architectures.

Since we focus on lensless microscopy and beamforming, in the next two sections

we analyze these in detail and derive figures of merit and performance requirements for

integrated optical devices and systems tailored to these applications.

1.3 Lensless microscopy

While tremendously successful and useful, traditional high performance optical micro-

scopes are complex, bulky and expensive due to the need of high numerical aperture and

high magnification objectives.

Lensless imaging offers an alternative to traditional microscopy (and imaging in gen-

eral) by acquiring images without being processed by a lens [43, 44] 3. Over the last

decade, lensless imaging approaches with sub-micrometer resolution have been reported

(e.g, [51, 52]), demonstrating that these techniques can compete with traditional mi-

croscopy without compromising resolution.

Compared to lens-based microscopy, lensless imaging systems are significantly simpler

(Fig. 1-4) and therefore cheaper, more compact and portable, have a larger field of view

for the same magnification when compared to a traditional microscope and can easily

achieve depth resolved (3D) imaging. However, lensless microscopy requires computa-

tional processing of the acquired image and has a light collection capability limited by

the imaging array itself (in traditional microscopy increased light collection can easily be

achieved using lenses in front of the imager).

3These are two excellent references for the reader interested in a more detailed analysis of lensless
imaging than the one presented here.
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Figure 1-4: Comparison between lens-based microscopy (top) and lens-free microscopy
(bottom). The middle shows the schematic of a generic imaging setup. Lens-free mi-
croscopy results in a much simpler system. The top schematic is adapted from [53], and
the bottom from [44].

There are two main techniques for lensless imaging, namely shadow imaging and holo-

graphic imaging. While similar, they differ in the requirements for the illumination source

and have different resolution and performance limitations. We discuss them separately

in the following sections.

1.3.1 Shadow imaging

In shadow imaging, a light source is used to illuminate the sample of interest and the

resulting shadow is recorded with an imaging array. A generic setup for shadow imaging is

shown in Fig. 1-5 along with a sample image (bottom left of Fig. 1-5). Shadow imaging

has been applied to the monitoring of cell division and motility, as well as cytometry of a

wide range of cells including red blood cells, leukocytes, sperm cells and cardiomiocytes

amongst others [44].
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Figure 1-5: Schematic of a generic lensless imaging system. Representative images
in shadow imaging (left) and holographic imaging (right) approaches are shown. The
shadow and holographic images are reproduced from [54].

Source requirements for shadow imaging

Standard shadow imaging poses almost no constraints on the illumination source.

The most important requirement is power, so that a sufficiently high signal to noise ratio

(SNR) can be achieved.

Since it does not rely on coherent interactions (only on the formation of a shadow),

there are no requirements for either temporal or spatial coherence. In fact, shadow

imaging has been demonstrated using sunlight as the illumination source [55]. While not

required, using a source with high spatial coherence results in shadows with decreased

edge blurriness, which can be important for improving imaging quality. Similarly, using

temporally and spatially coherent beams for shadow imaging so that an interference

pattern instead of a shadow is obtained can result in improved performance in some

cases [54].

Geometric considerations for shadow imaging

In any generic lensless imaging setup (either shadow or holographic) there are two

geometric distances that have an important impact in the image quality: the distance
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between the source and the sample 𝑧1 and the distance between the sample and the

imaging sensor 𝑧2 (these are depicted in Fig. 1-5).

In shadow imaging it is of interest to minimize the sample - sensor distance 𝑧2 so as

to minimize diffraction of the light scattered from the sample, as increasing diffraction

results in increasingly distorted shadow that has less resemblance to the original object.

In practical setups, the minimum achievable 𝑧2 is usually limited by the thickness of the

sample holder (usually a quartz coverslip) and by the thin protective glass layer present

in imaging sensors for protection purposes.

Resolution limits for shadow imaging and super-resolution approaches

There are two main resolution limits for shadow imaging:

• The diffraction of the generated shadow in the propagation path from the sample

to the sensor.

• The pixel size of the image sensor. Modern CMOS imaging sensors have pixel sizes

ranging from 1-10 𝜇m, so practical resolution limits of shadow imaging are on that

order.

The resolution limitation imposed by the pixel size can be overcome by exploiting

sub-pixel sampling, where multiple images of the same sample spatially shifted a distance

smaller than the pixel spacing are acquired. By computationally merging the multiple

acquired low resolution images, a composite high resolution image is obtained.

For shadow imaging, sub-pixel sampling has been demonstrated with the use of illu-

mination at different angles [55] or by physically displacing the sample by small amounts

using microfluidics [56]. Another possible approach is the use of an array of sub-micron

apertures where the light transmitted through each aperture is associated to a single

region of the imager array. By scanning the sample along the aperture array, different
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portions of the sample can be imaged at a time [57]. In these cases, the resolution is

limited by the size of the aperture and the achievable resolution of the sub-pixel sampling

movement.

1.3.2 Lensless holography

Holographic imaging employs the same setup as shadow imaging (Fig. 1-5) with the

difference that now the illumination source is partially coherent. As a result, a coherent

diffraction pattern instead of a shadow is obtained at the imaging sensor (bottom right in

Fig. 1-5). Such a coherent diffraction pattern contains complex field information (both

amplitude and phase), which results in (1) generally better reconstruction quality than

shadow imaging and (2) the possibility to reconstruct the image at different propagation

distances (i.e, it allows for reconstructing a 3D image).

The recorded diffraction pattern is an in-line hologram resulting from the interference

between the light scattered by the sample and reference light going through the sample

undisturbed:

𝐼𝑠𝑒𝑛𝑠𝑜𝑟(𝑥, 𝑦) = |𝐸𝑟𝑒𝑓 (𝑥, 𝑦) + 𝐸𝑠𝑐𝑎𝑡(𝑥, 𝑦)|2 =

𝐼𝑟𝑒𝑓 (𝑥, 𝑦) + 𝐼𝑠𝑐𝑎𝑡(𝑥, 𝑦) + 𝐸*
𝑟𝑒𝑓 (𝑥, 𝑦)𝐸𝑠𝑐𝑎𝑡(𝑥, 𝑦) + 𝐸𝑟𝑒𝑓 (𝑥, 𝑦)𝐸

*
𝑠𝑐𝑎𝑡(𝑥, 𝑦) (1.1)

In the equation above, 𝐼𝑠𝑒𝑛𝑠𝑜𝑟 is the image acquired at the sensor plane, 𝐸𝑟𝑒𝑓 (𝐼𝑟𝑒𝑓 )

the electric field (intensity) of the unscattered reference wave, 𝐸𝑠𝑐𝑎𝑡 (𝐼𝑠𝑐𝑎𝑡) the electric

field (intensity) of the light scattered by the sample.

With knowledge of the reference electric field 𝐸𝑟𝑒𝑓 (usually a plane or spherical wave)

we can retrieve 𝐸𝑠𝑐𝑎𝑡 and therefore reconstruct the sample, a computational process usu-
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ally referred to as backpropagation. A great range of backpropagation algorithms, each

with a different set of advantages and limitations and with different levels of complexity

and assumptions have been employed and reported in the literature. Since this is not

the focus of this thesis, the interested reader is pointed to references [44,58,59] as good

starting points for discussion of backpropagation algorithms.

A variety of lensless holographic imaging systems have been demonstrated, with ap-

plications ranging from tissue and cell imaging to air quality control and particle track-

ing [44,58].

Source requirements for lensless holography

Since holographic imaging requires coherent interaction, suitable illumination sources

that are at least partially spatially and temporally coherent are required. The coherence

properties of the light determine the maximum angle 𝜃𝑚𝑎𝑥 at which there will be a

coherent interference, which essentially sets the equivalent numerical aperture (NA) of

the lensless holographic system and thus its achievable resolution [58]:

∆𝑥 =
𝜆

2𝑁𝐴
=

𝜆

2𝑛𝑠𝑖𝑛(𝜃𝑚𝑎𝑥)
(1.2)

Temporal coherence describes the correlation of a light wave with itself at a different

instance in time [60], and is related to the spectral bandwidth of the source ∆𝜆 (Fig.

1-6, left). The temporal coherence length of a source is defined as:

𝐿𝑐𝑜ℎ,𝑡𝑒𝑚𝑝 =
2𝑙𝑛(2)

𝜋

𝜆2

∆𝜆
(1.3)

Coherent interaction of the rays generated by the same source will occur as long as

the difference in propagation length between them is below 𝐿𝑐𝑜ℎ,𝑡𝑒𝑚𝑝, which results in:
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𝜃𝑚𝑎𝑥 ≤ 𝑎𝑟𝑐𝑐𝑜𝑠

(︂
𝑧2

𝑧2 + 𝐿𝑐𝑜ℎ,𝑡𝑒𝑚𝑝

)︂
(1.4)

Where 𝑧2 is the sample - camera distance as depicted in Fig. 1-5. Temporal coherence

length and resolution limits for different wavelengths and 𝑧2 are shown in the left column

of Fig. 1-6. We can see how a good temporal coherence resolution limit is achieved as

long as we ensure 𝐿𝑐𝑜ℎ,𝑡𝑒𝑚𝑝 > 5𝑧2.

Complementarily, spatial coherence describes the correlation of spatially separated

portion of the same wavefront [60] and is related to the spatial extent of the light source

𝐷 (Fig. 1-6, right). Similar to the case of temporal coherence, coherent interaction

of the light will take place for rays whose difference in propagation length is below the

spatial coherence length of the light at the sample plane, which according to the Van

Cittert - Zernike theorem is proportional to 𝜆𝑧1/𝐷 [61]. This translates to a maximum

coherent interaction angle of [58]:

𝜃𝑚𝑎𝑥 ≤ 𝑎𝑟𝑐𝑡𝑎𝑛

(︂
0.61𝜆𝑧1/𝐷

𝑧2

)︂
(1.5)

Notice how spatial coherence length is not only a property of the light source dimen-

sion 𝐷 but also depends on the distance to the sample 𝑧1. This is why stellar objects

(with large 𝐷) can be used as a spatially coherent source (𝑧1 is also large). Spatial co-

herence length and resolution limits for different source sizes (𝐷) and imaging distances

(𝑧1, 𝑧2) are shown in the right column of Fig. 1-6 for a wavelength of 1 𝜇m. In general,

good spatial coherence resolution limit is achieved when 𝜆𝑧1/𝐷𝑧2 > 10.

On top of spatial coherence considerations, the spatial extent of the source also

affects the smearing of the generated hologram at the imaging plane. Essentially, each

infinitesimal point at the illumination source generates a slightly displaced hologram at

the imaging plane. Mathematically [58]:
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Figure 1-6: Lensless holography resolution limits due to coherence of the illumination
source. The limits associated to temporal coherence are shown in the left, while the
limits associated to spatial coherence are shown in the right. The schematic of temporal
coherence is adapted from [62], and that of spatial coherence from [63].

𝐼𝑚𝑒𝑎𝑠 = 𝐼𝑝𝑜𝑖𝑛𝑡 𝑠𝑜𝑢𝑟𝑐𝑒 ⊛ 𝑆(−𝑧1
𝑧2
𝑥,−𝑧1

𝑧2
𝑦) (1.6)

Above, 𝐼𝑝𝑜𝑖𝑛𝑡 𝑠𝑜𝑢𝑟𝑐𝑒 is the hologram that would be generated if the source was an

ideal point source, ⊛ denotes convolution and 𝑆(𝑥, 𝑦) describes the illumination source.
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Notice how the aperture gets demagnified by a factor 𝑧1/𝑧2 4. To eliminate this effect,

we need to ensure that the extent of the smearing is below the pixel size of the imager:

𝐷𝑧2/𝑧1 < 𝑇 , where 𝑇 is the pixel size.

Besides coherence properties, the light source employed in lensless holographic imag-

ing needs to have a high enough power to achieve a good SNR.

Geometric considerations for lensless holography

From our discussion on source requirements above, it is clear that the geometry of the

lensless holographic setup plays an important role in achievable resolution. Limitations

stemming from partial coherence of the illumination source can be overcome by adjusting

𝑧1 and 𝑧2 accordingly. In particular, we have seen how temporal coherence can be ensured

as long as 𝐿𝑐𝑜ℎ,𝑡𝑒𝑚𝑝 > 5𝑧2, which means that if we use a low coherence source we need

to decrease 𝑧2. We have also seen how spatial coherence is achievable if 𝜆𝑧1/𝐷𝑧2 > 10,

so for spatially extended sources we need to increase 𝑧1.

Besides these considerations, it is relevant to notice that when using a high NA

illumination source it is possible to achieve a magnification of the hologram by a factor

𝑀 = (𝑧1 + 𝑧2)/𝑧1. Magnification can result in a resolution improvement at the expense

of a smaller field of view.

Resolution limits for lensless holography and super-resolution approaches

In addition to the resolution limits mentioned above, and similarly to the case of

shadow imaging, the pixel size of the imaging array imposes limitations on the achievable

resolution. In particular, the pixel pitch of the imager needs to be fine enough to cap-

ture the interference fringes generated by the coherent interaction of the scattered and

4This is easy to see from geometrical optics considerations by drawing rays from two points separated
a given distance D at the source plane passing through the same spatial point in the sample plane and
propagating to the image plane. If 𝑧1 is the source to sample distance and 𝑧2 the sample to imager
distance, then the distance between the two rays at the sample plane is inverted with respect to the
source plane and its magnitude given by 𝐷𝑧1/𝑧2 .
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reference beams. In commercial imagers, this limits the achievable resolution to about 1

𝜇m.

Nevertheless, the pixel pitch limitation can be overcome by using sub-pixel sampling in

the same fashion as we discussed for shadow imaging. A wide range of sub-pixel sampling

approaches have been reported in the literature, including moving the sample [64], mov-

ing the illumination source [65] or using an array of emitters [51]. Alternative approaches

that do not rely on in-plane movement of the sample/illumination have also been re-

ported, including acquiring holograms at slightly different wavelengths [66] or varying the

propagation distance 𝑧2 [67]. Resolution as low as 225 nm has been demonstrated using

these techniques coupled with advanced image reconstruction algorithms [68].

1.3.3 Lensless imaging: The opportunity for integrated optics

It is fair to say that the lensless imaging community has focused on the development of

new computational frameworks and algorithms to improve resolution and imaging quality.

While this is of course of paramount importance, it has put the development of new

hardware in general, and the exploitation of integrated optics in particular, on a second

priority. There exists therefore a mostly unexplored opportunity space for integrated

optics in lensless imaging.

It is important to realize that, in contrast to conventional microscopy, the main

resolution limitations in lensless imaging come from the properties of the illumination

source (mainly its coherence) and the imaging sensor characteristics (mainly pixel pitch,

which in modern CMOS imagers is limited to around 1 𝜇m).

Good temporal coherence sources are commercially available, either through lasers or

narrowband light emitting diodes. Good spatial coherence can be achieved by ensuring a

small emitting aperture 𝐷 combined with large enough source to sample distance 𝑧1 (Eq.
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1.5). In typical lensless imaging setups, spatial coherence is achieved by using either a

pinhole or an optical fiber as the imaging aperture (with typical diameters ranging from

1 𝜇m to 10 𝜇m) and a distance 𝑧1 on the order of 5-10 cm. While effective, this results

in relatively bulky imaging systems with dimensions on the order of tens of cm, and in

the case of pinholes requires careful alignment to the source.

We can thus identify a first promising avenue for integrated optics, which is the

realization of small aperture illumination sources (ideally with sub-micrometer

size). As discussed, non-integrated approaches limit the aperture size to above 1 𝜇m

and are typically closer to 10 - 20 𝜇m, which makes it necessary to have 𝑧1 on the order

of 5 cm (Fig. 1-7(a)). Due to the very low minimum feature size in integrated optical

platforms (around 100 nm), integrated optics has the potential to realize source apertures

below 1 𝜇m, which would allow for a decrease in 𝑧1 and therefore for the realization of

more compact lensless imaging setups. Furthermore, realizing such small apertures in

an integrated chip would bypass the need for either a pinhole or an optical fiber, further

simplifying the system and thus reducing its cost and increasing robustness.

As we have already discussed, once we have realized an individual source aperture with

the desired spatial and temporal coherence properties in an integrated optical platform,

realizing arbitrarily large arrays of such sources comes at almost no additional cost. This

constitutes a second highly promising avenue for integrated optics in lensless imaging

systems: the realization of arrays of sub-micrometer light sources with sub-

pixel spacing. This would allow the use of sub-pixel sampling techniques to overcome

the resolution limitation set by the imaging sensor pixel pitch.

Previous sub-pixel sampling techniques exploit either precise mechanical movement

of the sample or the imaging source [32, 52] or source arrays with large spacing where

movement demagnification results in sub-pixel shifts [65] (which require a large 𝑧1/𝑧2

ratio and therefore result in bulky systems). Commercially available lensless holographic
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Company Brief
description 𝜆 FoV Lateral

resolution
Size &
weight

Frame
rate

Lyncee tec
[69]

Lensless
holography NR 6 x 6 mm 10 𝜇m NR NR

Lyncee tec
[70,71]

Lens
holography 666 nm

1.32 x 1.32 mm
330 x 330 𝜇m
165 x 165 𝜇m

2.85𝜇m
0.67𝜇m
0.44𝜇m

600x350x500 mm
30 kg 25 fps

Ovizio
[72]

Lens
holography 630 nm 320 x 320 𝜇m 1.5𝜇m

322x212x400 mm
12 kg 15 fps

MetroLaser
[73]

Lens
holography 650 nm NR 0.8𝜇m

550x100x150 mm
5 kg 12 fps

Phi
[74]

Lens
holography 635 nm 500 x 500 𝜇m 1𝜇m

290x170x185 mm
3.75 kg 1 fps

Holmarc
[75]

Lens
holography 650 nm 180 x 120 𝜇m 1𝜇m NR NR

Dantec
dynamics

[76]

Lens shadow
imaging for

sizing particles
532 nm

2.1 x 1.3 mm
11.6 x 7.3 mm
13.5 x 8.4 mm

2.7 𝜇m
11.5 𝜇m
13.3 𝜇m

NR
16 fps
800 fps

Table 1.1: Survey of commercial lens-less and lens-based holographic and shadow mi-
croscope systems.

microscopes, while offering a large FoV, have a limited resolution of 10 𝜇m [69] (Table

1.1). Higher resolution can be achieved using lens-based holographic microscopes, but

these are bulky, expensive and have a small FoV.

In contrast, the availability of an array of individually addressable, sub-micrometer

illuminating apertures spaced by sub-pixel distances would allow for large FoV

superresolution lensless imaging in a highly compact form factor, limited only by physical

limitations in how close can the source, sample and imaging sensor be placed.

With this in mind we can derive a set of desirable characteristics for such an array:

1. Individual aperture size: From Fig. 1-7(a) we can see how to achieve 𝑧1 below

5 cm we need imaging apertures below 1 𝜇m and ideally closer to 250 nm.
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2. Aperture spacing: Subpixel sampling techniques are capable of overcoming the

limitation set by the pixel size, but can’t overcome the diffraction limit without the

use of additional techniques such as structured illumination or relying on a nonlinear

response of the sample being imaged [77]. There is therefore no gain in achieving

an aperture spacing below the diffraction limit, which makes our desirable aperture

spacing be at most 𝜆/2.

3. Optical spectrum: We have discussed how a finite optical spectrum limits the tem-

poral coherence of the source and how this affects achievable resolution (Eq. 1.4)

in lensless holography. Figure 1-7(b) shows the maximum 𝑧2 distance acceptable

to reach diffraction limited resolution for a given source optical bandwidth at 1 𝜇m

wavelength. Even for highly temporally coherent beams with sub-nm optical band-

width (achievable only with a laser source) required 𝑧2 are below 1 mm. Since the

minimum sample - camera distance is limited to about 100 𝜇m due to the camera

protecting layer, an optical bandwidth below 5 nm is desirable. As we will see, this

is challenging to achieve in an integrated source.

Nevertheless, there exist computational techniques to overcome the limits set by the

source temporal coherence [78], which arguably make the requirements on optical

spectrum the lowest priority.

While not directly related to the imaging array characteristics, it is worth noting how

the realization of a spatially coherent source that allows for small 𝑧1 can enable lensless

setups with high magnification in a small form factor. For instance, if we can achieve

a 𝑧1 of 1 mm (requiring ≈100 nm diameter source) a 10x magnification system can be

achieved with a 𝑧2 of only 10 mm.

One possible concern with the realization of very small imaging apertures placed

close to the sample is the resulting small field of view, which is basically related to the
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Figure 1-7: (a) Minimum source to sample distance necessary to achieve sufficient spatial
coherence to have diffraction limited resolution as a function of emitter size. (b) Maxi-
mum sample to camera distance necessary to achieve a high enough temporal coherence
to have diffraction limited resolution as a function of emitter optical bandwidth.

size of the illuminating spot at the sample plane. While this is a fair consideration for

setups employing a single source aperture, the use of an array of individually addressable

illuminating apertures overcomes such a limitation. In this case, the achievable field of

view is set by the array size or the imaging sensor size (whichever is smaller).

We also notice that such an array would effectively allow for the realization of re-

configurable grayscale amplitude modulation masks by individually controlling the power

emitted by each aperture, offering an easy route towards the realization of coded aper-

tures. This has been shown to allow for high resolution imaging with a larger SNR

compared to pinhole-based imaging [43,79].

A desirable extension of the illuminating array described above would additionally

allow for the control of the relative phase between different illumination apertures, which

would allow for the realization of phase masks. Phase masks are desirable over amplitude

masks because they do not discard any of the available power, resulting in larger SNR

and therefore better imaging quality.

Summarizing our discussion above, we have shown how an integrated array of
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Figure 1-8: Different approaches for the use of integrated optics for lensless imaging. (a)
Using a grating array. (b) Using an emitter array. Figures adapted from [80] and [81].

individually addressable sub-micrometer sized emitting apertures spaced by

half the emission wavelength and with a narrow emission spectrum (ideally

below 5 nm) could enable the realization of lensless imaging setups with diffraction

limited resolution and a large field of view in a compact and low cost manner. This is

in contrast with current solutions that have either large FoV and low resolution or high

resolution but small FoV (Table 1.1).

The realization of such an array is nevertheless quite challenging. We envision the

realization of such an array is possible with two distinct approaches (Fig. 1-8):

1. By employing an array of apertures where the light is externally delivered (either

actively or passively) to the desired aperture (Fig. 1-8(a)). We will term this

approach "grating array" because the illuminating apertures are made of gratings.

2. By employing an array of individually addressable light emitters where the aperture

is the emitter itself, i.e., a nano- or micro- LED or laser array (Fig. 1-8(b)).

Below we analyze the advantages and challenges for each approach.

Grating arrays
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index materials for a silicon platform (blue) and a silicon nitride (orange) platform.

The use of grating arrays is attractive because it allows for "processing" of the light

before being launched. This includes, for example, spectral filtering (which could enable

lower spectral bandwidths and thus higher temporal coherence sources) or phase control

(which would allow for the realization of phase masks). This is not possible when using

an emitter array unless additional components are added to the optical path.

On the flip side, grating arrays require external generation and routing of the light to

be emitted. In integrated optical platforms, the emitting apertures are typically realized

through grating couplers (GC) which are structures employing slabs of alternating mate-

rials to change the in-plane wavevector direction of the mode propagating in a waveguide

to an out-of plane direction [88].

The greatest challenge faced by grating arrays to realize small emitting apertures is

the existing tradeoff between grating length and scattering strength: to achieve maximum

outcoupling of the light propagating in-plane to free space, relatively long structures are

required. This results in large emitter elements which limit the minimum achievable

aperture spacing and therefore resolution. We can get a feel for this tradeoff by looking
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Ref (year) Array Size
Grating

pitch (𝜇m)
Single grating

size (𝜇m) Grating efficiency

[82] (2009) 1 x 16 (1D) 2 1.5 x 31.5 35%
[83] (2018) 1 x 512 (1D) 1.3 0.45 x 1,000 NR

[84] (2019) 1 x 16 (1D) 0.8
0.22 x 0.5

(end facet of waveguide) ≈ 100%

[85] (2019) 1 x 24 (1D) 1.3 0.5 x 1,000
95% (w DBR)
46% without

[86] (2013) 8 x 8 (2D) 9 3 x 2.8 51 %

[87] (2018) 8 x 8 (2D) 11.2 5 x 2 NR

Table 1.2: Grating arrays with the smallest grating spacing demonstrated in the literature.
NR = Not Reported.

at the reflectivity of a first order Distributed Bragg Reflector (DBR) [89] 5:

𝑅 =

(︂
𝑛2𝑁
2 − 𝑛2𝑁

1

𝑛2𝑁
2 + 𝑛2𝑁

1

)︂2

(1.7)

Above, 𝑛1 and 𝑛2 are the refractive indices of the two alternating materials and 𝑁

is the number of repeated pairs of alternating materials. Figure 1-9 shows the DBR

reflectivity as a function of the number of repeated pairs for a silicon (blue) and silicon

nitride (orange) based DBR. We can see how higher refractive index contrast (|𝑛2 −

𝑛1|) results in a smaller number of periods required. Assuming that a period length is

about 𝜆/2, we can see how to achieve high efficiency out of plane emission at 1.55 𝜇m

wavelength we need at least 3.5 𝜇m (=4𝜆/2) for a silicon platform and 6 𝜇m (=10𝜆/2)

for a silicon nitride platform.

Additionally, the greatest limitation for achieving closely packed emitting apertures is

5DBRs are not exactly the same as grating couplers, but they are based on the same principle and
we can therefore use them to get an order of magnitude approximation of the length scales necessary to
achieve a given out-coupling efficiency.
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the need for routing the light to the apertures themselves. Such routing requires the use

of optical waveguides, which need to be spaced by several wavelengths in order to limit

crosstalk effects. As a consequence, even for 1D emitting arrays with a small number

of components the minimum spacing demonstrated in the literature has been limited to

800 nm, with typical values on the order of 2 - 5 𝜇m (Table 1.2). The use of waveguide

superlattices engineered for low crosstalk can offer a solution to this problem, but long

propagation lengths are required to achieve low enough crosstalk [90–92].

Emitting arrays

Emitting arrays are another approach to the realization of closely spaced emitting

apertures. Their main advantage is that the array element both generates and emits the

light, so there are no requirements for external light coupling and routing, making the

system packaging much simpler compared to grating arrays.

To achieve an array of closely packed emitters it is of course necessary to realize

light sources (be it LEDs or lasers) with dimensions smaller than the desired spacing.

Therefore, for our needs this means realizing an array of individually addressed sub-

micrometer sized emitters with sub-micrometer spacing.

Two main challenges arise for the realization of such an array:

1. Efficiency scaling with size: As the size of a light emitter decreases the ratio of

surface area to volume increases, which makes non-radiative surface recombination

effects become increasingly important and result in reduced quantum efficiency

[93–95]. For instance, reducing the diameter of a blue InGaN LED from 30 𝜇m

to 1 𝜇m results in a 50% reduction in quantum efficiency [96]. It is therefore

challenging to realize efficient sub-micrometer emitters with high output powers.

2. Electrical contact and routing: Obtaining reliable electrical contact to sub-micrometer

sized emitters is technically challenging. Such difficulty is increased when trying
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Ref (year) Material Array Size
Emitter

size (nm)
Emitter
pitch

Single emitter
power

Emission
wavelength 𝜆/Pitch

[97] (2020) GaN 6 x 6 400 x 400 0.8 𝜇m ≈ 1 𝜇W † 500 nm 1.6
[97] (2020) GaN 2 x 32 200 x 200 0.4 𝜇m ≈ 100 nW † 500 nm 0.8

Table 1.3: NanoLED arrays reported in the literature. † Estimated from internal quantum
efficiencies mentioned in [97] assuming 100% extraction efficiency.

to fabricate individual electrical lines each addressing a sub-micrometer spaced,

sub-micrometer size emitter without occluding nearby emitters, without causing

crosstalk (where addressing one emitter causes another emitter to also partially

turn on) and without shortcircuiting other contact lines [97]. This is particularly

challenging in III-V material platforms, which have a limited number of interconnect

layers and require integration with CMOS driving electronics. This limits practical

emitter pitches to 5 𝜇m and above for large scale systems [98, 99]. Alternatively,

realizing these emitter arrays monolithically in a CMOS process would allow to

take advantage of the large number of interconnect layers (> 7) available as well

as realize the driving electronics on-chip, offering a viable way of achieving large

scale, addressable sub-𝜇m apertures.

As a result of these technical challenges, to the best of the author’s knowledge there

is only one demonstration of a nanoemitter array with individually, electrically address-

able emitters reported in the literature, made of gallium-nitride (GaN) (Table 1.3) [97].

Significant efforts have been devoted to the development of nanoLEDs and nanolasers,

but most demonstrations have been limited either to single emitters or rely on optical

pumping which makes individual addressing very challenging [100,101].

The use of nanoLED arrays for high resolution imaging has been discussed previously,

mostly based on simulation due to the technological limitations described above [102,103].
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Experimental demonstrations of lensless imaging using an array of microLEDs have been

reported in the literature, but their resolution is limited due to the large size of the

emitters, which is about 5 𝜇m x 5 𝜇m [34,104,105].

Recap

In this section we have introduced lensless imaging, a technique to achieve high

resolution and large field of view imaging without the use of lenses. In these schemes,

sub-pixel movement of the light source can overcome the resolution limitations set by the

finite pixel size of the imaging sensor and enable diffraction limited resolution. Realizing

arrays of individually addressable sub-𝜇m size emitters with sub-𝜇m spacing arises as a

promising approach to achieve sub-pixel sampling without moving parts and in a compact

form factor. Integrated optics arises as a natural technology to realize such arrays due

to the sub-100 nm resolution, low cost and scalability.

In the next section we switch gears and discuss the use of integrated optical systems

for a different application: optical beamforming, i.e, the generation of optical beams with

tunable orientation and shape. As we will see, some similarities arise in the requirements

for lensless imaging and optical beamforming - mainly the need for large arrays of closely

spaced emitting apertures. The main difference is that while imaging arrays do not

require coherence between individual emitters (although spatial and temporal coherence

is required for each emitter), beamforming requires high spatial and temporal coherence

to be established between all emitters.

1.4 Optical beamforming with OPAs

The ability to control the phase (an optionally amplitude) of an array of closely spaced

radiators enables the control of its emission properties, mainly emission direction and

beam shape. This is commonly termed phased array beamforming, and it has been
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widely explored in the radiofrequency (RF) domain for applications spanning wireless

communications, radar, weather research and human - machine interfaces.

Since the realization of high performance phased arrays requires radiator spacing

on the order of the wavelength, the realization of optical phased array beamformers

(dealing with wavelengths on the micrometer level) has been challenging due to the high

fabrication resolution required.

Nevertheless, the advent of integrated photonics and its associated high fabrication

resolution (well in the sub-micrometer regime) has made the realization of OPAs a pos-

sibility. Extending phased arrays to the optical domain has a plethora of applications

including free space optical communications, LIDAR (an extension of radar to optical

frequencies that enable much higher resolution), imaging and sensing [48]. All these ap-

plications take advantage of the fast and accurate control of the shape and direction of

the beam generated by an OPA. This is in contrast with currently available beamforming

systems which rely on bulky, slow, expensive and failure-prone mechanical beam steering.

1.4.1 OPA theory and operating principle

The operating principle of OPAs is exactly the same as for RF phased arrays, in which

controlling the relative phase between radiating elements controls the emission properties

of the array. We can denote the electric field emitted by each element in the array

(indexed arbitrarily by (𝑝, 𝑞)) in phasor notation as: 𝐸𝑝,𝑞 = |𝐸𝑝,𝑞|𝑒𝑗𝜓𝑝,𝑞 . With this, the

angular power radiation pattern of the array in the far field |𝑈(𝜃, 𝜑)|2 can be expressed

as [48, 106]:

|𝑈(𝜃, 𝜑)|2 = |𝐴(𝜃, 𝜑)|2|𝐹 (𝜃, 𝜑)|2 (1.8)

Where 𝐹 (𝜃, 𝜑) is the radiation pattern of a single antenna (we are assuming all the
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a) b)

Figure 1-10: A nominal 2D OPA. (a) Coordinate system used for the array factor A
(Eq. 1.10). (b) Coordinate system used to describe beam steering. Figure reproduced
from [106].

antennas are identical) and 𝐴(𝜃, 𝜑) is the so called array factor, which is given by:

𝐴(𝜃, 𝜑) =
∑︁
𝑝,𝑞

𝐸(𝑝, 𝑞)𝑒−𝑗𝑘𝑥𝑝,𝑞𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜑𝑒−𝑗𝑘𝑧𝑝,𝑞𝑐𝑜𝑠𝜃 (1.9)

Above, 𝑥𝑝,𝑞 (𝑧𝑝,𝑞) is the x position (z position) of the antenna in the array plane and

𝜑 and 𝜃 are the polar coordinates of the array (Fig. 1-10(a)).

For a uniformly spaced 2D OPA with spacings 𝑎𝑥 and 𝑎𝑧 in the x and z directions

respectively we can write:

𝐴(𝜃, 𝜑) =
∑︁
𝑝,𝑞

𝐸(𝑝, 𝑞)𝑒−𝑗𝑘𝑝𝑎𝑥𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜑𝑒−𝑗𝑘𝑞𝑎𝑧𝑐𝑜𝑠𝜃 (1.10)

A nominal 2D OPA with uniformly spaced elements is depicted in Fig. 1-10 along

with the coordinate system we are using. To describe the beam steering we use another

coordinate system denoted by (𝜃𝑠, 𝜑𝑠) as shown in Fig. 1-10(b).

To achieve beam steering towards a particular direction, a phase gradient along that
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direction needs to be generated. For example, to achieve beam steering in the 900 plane

in Fig. 1-10(b) we need to synthesize a linear phase gradient in the z direction.

For simplicity we will study beam steering along one direction, corresponding to the

00 plane in Fig. 1-10(b). This is equivalent to studying a 1D OPA, and extension to a

2D OPA is straightforward by adding an additional dimension.

The steering angle 𝜃𝑠 can be found from the generalized law of reflection as [106]:

𝑠𝑖𝑛𝜃𝑠 =
Ψ′(𝑥)

𝑘
=

∆Ψ

𝑎𝑘
(1.11)

Above, Ψ′(𝑥) is the phase gradient along the x direction and 𝑘 = 2𝜋/𝜆 is the

wavevector of the emitted beam. Since the array is made of discrete elements, we

can approximate Ψ′(𝑥) = ∆Ψ/𝑎, where ∆Ψ is the phase difference between adjacent

radiating elements.

Achieving perfect beam steering with perfect directionality (i.e, an infinitely high

angular directivity) would require an infinite array (𝑛 → ∞) of infinitely close elements

(𝑎 → 0) with perfect phase and amplitude control. This is of course not practically

achievable, which results in non-idealities and performance limitations.

The first one of such limitations is the existence of side lobes: the finite emitter array

size results in relatively strong emission in other angular directions besides the desired

one due to diffraction from the square aperture. This is analogous to windowing effects,

where applying a square window to a signal results in a 𝑠𝑖𝑛𝑐 pattern that generates side

lobes. It is important to notice that the strength of such side lobes is not affected by

the number of elements or size of the array (Fig. 1-11(a)). Circular and/or Gaussian

apodization of the array (where different elements emit a different power) can be used to

reduce the side lobe strength by 2 orders of magnitude [106], but require either amplitude

control or the addition of transmission masks.
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The finite pitch between adjacent emitters also generates radiation lobes due to

aliasing and are usually termed "grating lobes". Such lobes are of a similar strength as

the main lobe, and as such limit the field of view of the OPA. We can use the grating

diffraction equation to describe the FoV of the OPA:

𝑠𝑖𝑛𝜃(𝑚)
𝑠 = 𝑠𝑖𝑛𝜃𝑠 +𝑚

𝜆

𝑎
(1.12)

Above, 𝑚 is the order of the grating lobe. The FoV of the OPA is usually defined as

twice the angle 𝜃𝑠,𝑚𝑎𝑥 at which there are no grating lobes in the desired FoV. We thus

need to ensure that the first positive and negative lobes (𝑚 = ±1) are outside the FoV:

|𝑠𝑖𝑛𝜃𝑠,𝑚𝑎𝑥±𝜆/𝑎| > |𝑠𝑖𝑛𝜃𝑠,𝑚𝑎𝑥|. This basically reduces to a requirement in the maximum

element spacing 𝑎𝑚𝑎𝑥 to achieve a given FoV 𝜃𝑠,𝑚𝑎𝑥:

𝑎𝑚𝑎𝑥 =
𝜆

2|𝑠𝑖𝑛𝜃𝑠,𝑚𝑎𝑥|
(1.13)

𝐹𝑜𝑉 = 2𝜃𝑠,𝑚𝑎𝑥 (1.14)

To achieve 𝜃𝑠,𝑚𝑎𝑥 = 90𝑜 we need 𝑎 = 0.5𝜆 (Fig. 1-11(b)). It is important to mention

here that the FoV of the OPA is also affected by the radiation pattern of a single emitter.

Even if the FoV associated to the array factor 𝐴 allows for large 𝜃𝑚𝑎𝑥, if the emitter

cannot radiate in that direction (i.e, 𝐹 (𝜃𝑚𝑎𝑥) is small) then there won’t be efficient

emission from the array (Eq. 1.8).

Another important practical limitation is on the achievable angular resolution. A

limited aperture size results in the generated beam having a finite angular beam width,

which is given by [82]:
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Figure 1-11: OPA beam steering performance. (a) Array factor magnitude as a function
of observation angle for a 1D OPA with different number of elements spaced by 𝜆/2.
(b) The OPA field of view as a function of 𝑎/𝜆. (c) The OPA angular resolution as a
function of 𝑎𝑁/𝜆.

∆𝜃𝑠 ≈
0.866𝜆

𝑎𝑁𝑐𝑜𝑠𝜃𝑠
[𝑟𝑎𝑑] (1.15)

We can see how to achieve high angular resolution (small ∆𝜃𝑠) we need a large

aperture extent 𝑎 · 𝑁 (N is the total number of emitters in one direction). From Fig.

1-11(c) we can see how for an angular resolution below 0.1 degree we need 𝑎𝑁/𝜆 > 500,

which for 𝑎 = 𝜆/2 (for 90 degree FoV) requires 𝑁 > 250. The fact that larger arrays

result in smaller beamwidth is also observed in Fig. 1-11(a) .

The non idealities described above are summarized in Table 1.4. These are the main

performance limitations for practical OPAs. Limitations in the phase and amplitude

control of individual emitters can also result in radiation lobes that can compromise

operation [106].

It is important to note that our theoretical discussion has been limited to beam

steering along 1 axis (1D). As already mentioned, 2D beam steering can easily be achieved

by using a 2D phased array (such as the one depicted in Fig. 1-10) and imparting a

different phase change ∆Ψ in each direction (Fig. 1-12(a)). Nonetheless, it is worth

noting that there are alternative approaches to the realization of 2D beam steering with
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Performance metric Formula

Field of View 𝑎𝑚𝑎𝑥 =
𝜆

2|𝑠𝑖𝑛𝜃𝑠,𝑚𝑎𝑥|
Angular resolution ∆𝜃𝑠 ≈ 0.866𝜆

𝑎𝑁𝑐𝑜𝑠𝜃𝑠

Side lobe

-10 dB square array
-20 dB circular array

-30 dB Gaussian window
[106]

Table 1.4: Summary of OPA performance metrics and formulas.

1D phased arrays.

The most popular approach relies on the use of emitters that have a wavelength-

angle dispersion characteristic in the direction perpendicular to the 1D array, such that

steering in that other dimension is achieved by tuning the wavelength of the light source

[107] (Fig. 1-12(b)). This approach significantly reduces the number of phase shifters

required for beam steering and also relaxes the requirements on the size of the individual

emitters, but requires high power, stable tunable light sources and broadband components

(e.g., wavelength insensitive beam splitters), which can be hard to realize in integrated

platforms.

An alternative approach is the use of optical switches to steer the light to emitters

with a different emission angle in the direction perpendicular to the array [108]. While

successful, the scalability of this approach is of concern since it requires an OPA unit cell

with as many emitters as emission angles in the perpendicular direction. Dynamic con-

figuration of the emitter emission angle in the perpendicular direction through the use of

heaters has also been demonstrated, but thermal crosstalk between neighboring emitters

is of concern [109]. Finally, 2D beam steering can also be achieved by solely tuning the

wavelength (without an active phase controller) although fabrication imperfections result

in large side lobes that compromise operation [110].
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a)

b)

Figure 1-12: OPA 2D beam steering configurations. (a) 2D steering is achieved by using
a 2D array of emitters and controlling the phase difference in the two directions. (b) 2D
steering is achieved with phase difference in one direction and by wavelength tuning in
the other.

1.4.2 OPA beamformers for LIDAR and Free Space Optical

Communications

As mentioned above, optical beamforming systems have potential applications in a wide

range of fields, with the two most promising arguably being LIDAR and free space optical

communications (FSOC). It is therefore useful to describe how OPAs can be used in these

two applications and to derive some performance requirements for each scenario.

Beamforming for LIDAR

LIDAR is the natural extension of RADAR from RF frequencies to optical frequencies.

As such, the goal of LIDAR is to accurately identify and locate targets or obstacles.

Due to the smaller wavelength, LIDAR offers a much higher resolution compared to
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RADAR, and is considered a necessary technology for the realization of autonomous

driving [111, 112]. Other applications include robotics, topography measurements and

environmental monitoring.

Here, we will focus on automotive LIDAR because it is the most promising application

and arguably the one with the most demanding performance requirements. The basic

idea of automotive LIDAR is depicted in Fig. 1-13(a), where a light pulse is sent in a

specific direction, bounces back from the scene/obstacle and is detected. By measuring

the time it takes the light to travel to the object and back we can measure the distance.

Repeating this measurement in different directions allows to reconstruct a full scene in

the form of a point cloud (bottom of Fig. 1-13(a)).

From this, it is clear that beamforming is required to be able to steer the light

beam in different directions. Current commercial LIDAR products use mechanical beam

steering which is costly, bulky, slow and failure-prone. As such, the use of integrated OPA

beamformers is highly attractive due to their compactness, (potentially) low cost and the

fact that they don’t rely on mechanical steering. This has been long recognized and

there are several companies pursuing the realization of OPA beamformers for automotive

LIDAR [113–115] with commercial products already in the market.

Several groups have attempted to derive a set of requirements for LIDAR beamformers

in terms of FoV and resolution, with differing conclusions as summarized in [111]. We

will use the requirements in [116] (Table 1.5), which try to ensure correct detection of

cars, motorcycles, bicycles and pedestrians at about 200 m range (which is considered

the required range for LIDAR systems).

Besides FoV and resolution, another important performance metric is the speed at

which the beamforming system can operate. For LIDAR applications this is mainly set

by the desired frame rate of the systems. It is generally assumed that a frame rate

of at least 10 fps is necessary, with 25 fps being a safe target [111, 116]. The most
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LIDAR system requirements [116]
Field of View 14𝑜 x 3.5𝑜

Angular resolution 0.1𝑜 x 0.1𝑜

Frame rate 25 fps
Sampling rate 122.5 kHz

Table 1.5: Requirements for OPA-based LIDAR systems for automotive applications.

demanding LIDAR scheme in terms of sampling frequency is a point scanning LIDAR

(where a beam is synthesized at every pixel of the scene), which has a speed requirement

given by 𝑓 * (𝐹𝑜𝑉𝑥/𝑟𝑒𝑠𝑥) * (𝐹𝑜𝑉𝑦/𝑟𝑒𝑠𝑦) (where 𝑓 is the frame rate, 𝐹𝑜𝑉 is the angular

field of view and 𝑟𝑒𝑠 is the angular resolution). The necessary sampling frequency for

the OPA LIDAR system we are considering is shown in Table 1.5.

Besides these considerations, power consumption, cost and robustness are all impor-

tant performance metrics.

Unfortunately, none of the companies developing OPA-based LIDAR systems have

performance characteristics publicly available. A summary of the performance of com-

mercially available LIDAR systems can be found in [117]. Commercial solid state LIDAR

solutions (which do not rely on OPAs, but on a variety of other techniques including

MEMS-based scanning and focal plane arrays) with FoV as large as 90𝑜x20𝑜 are avail-

able, but have resolution limited to 0.2𝑜 or above (Table 3 in [117]).

Beamforming for FSOC

Free space optical communications, where an optical beam transmitted through the

atmosphere is used to establish communication between a receiver (RX) and a transmitter

(TX) terminal (Fig. 1-13(b)), is an established solution used mostly in deep space

communication and inter-satellite links [119] due to the significantly higher bandwidth

compared to RF wireless solutions. In the last few years, FSOC has also been explored for
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a) b)

Transmitter ReceiverAtmosphere

Figure 1-13: OPA beamforming applications. (a) Automotive LIDAR. Top image is
from [118], and bottom is from [111]. (b) Free space optical communications.

use in terrestrial links, which poses additional challenges due to the strong atmospheric

effects [120].

While highly advantageous, FSOC links require line of sight (LoS) between the trans-

mitter and receiver to be maintained at all times. Due to the small sizes of optical beams,

such LoS needs to be actively maintained through what is generically known as point-

ing and tracking (PaT) [121]. Conventional PaT systems employ mechanically moving

elements such as gimbals or mirrors, which are bulky, slow, expensive and significantly

increase the size, weight and power (SWaP) of the system, an important metric especially

for space systems.

OPA-based beam steering arises as a natural, highly attractive alternative to mechan-

ical PaT with significantly reduced SWaP and power consumption [50, 122, 123]. Not

only this, but OPAs can also be used to compensate for distortions of the optical beam

due to atmospheric effects, something which is usually addressed with the use of adaptive

optics via deformable mirrors, which are slow and have limited resolution [124,125].

To the best of my knowledge, there is no work discussing specific performance require-
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ments for OPA-based FSOC systems in terms of FoV and angular resolution. We will try

to derive them here, and we will limit our discussion to terrestrial FSOC systems due to

their novelty and their potential for high impact by delivering last-mile connectivity [126].

Assuming that the RX and TX are initially aligned when installed, the necessary FoV

should be limited to the maximum relative movement that can occur between RX and

TX. There are two main sources of such relative movement:

1. The twist and sway of the pole or structure that holds the terminal, which is caused

mostly by wind and thermal fluctuations. Unfortunately, accurate reports of twist

and sway movements in structures likely to hold terrestrial FSOC systems, which

include light poles, traffic lights and poles on top of buildings are challenging to

find. A study of 20 m tall lighting poles found that displacements up to 0.43𝑜 from

vertical are possible [127], and in buildings it is up to 0.28𝑜 [128].

2. Beam wander due to atmospheric effects. Propagation of an optical beam results in

a variety of effects, including optical attenuation, beam scintillation (fluctuations in

the optical power at the receiver aperture) and beam wander (random displacement

of the centroid of the propagated beam) [129,130]. The FoV of the OPA should be

large enough to compensate for beam wander. The variance of the beam centroid

position due to beam wander in the case of a collimated beam is given by [130,131]:

< 𝑟2𝑐 >= 0.97𝐶2
𝑛𝐷

−1/3
𝑇𝑋 𝐿3 (1.16)

Above, 𝐷𝑇𝑋 is the transmitter aperture diameter, 𝐿 is the link distance and 𝐶2
𝑛

is the refractive index structure parameter, which is a measure of the turbulence

strength of the atmosphere and is between 10−13 𝑚−2/3 (strong turbulence) and

10−17 𝑚−2/3 (weak turbulence).
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Figure 1-14: (a) Angular variance of the beam centroid due to beam wander as a function
of link distance for different turbulence strengths and receiver aperture diameters. (b)
Beam diameter at the receiver plane as a function of link distance for different receiver
aperture diameters. (c) Worst case power loss with respect to perfect alignment of a
Gaussian beam as a function of the angular resolution of the OPA.

Using 𝜃𝐹𝑂𝑉 = 2𝑎𝑡𝑎𝑛(
√︀

2 < 𝑟2𝑐 >/𝐿) we can extract the necessary angular FoV 6.

This is plotted in Fig. 1-14(a) for different turbulence strengths and transmitter

aperture sizes. We can see how the required FoV increases with increasing link

distance and turbulence strength, and decreases as the aperture size increases. An

upper bound for the required FoV is around 0.1𝑜.

From this, it is clear that the sway of the structures that hold the TX and RX terminals

is the dominant effect that sets the required FoV. FoV below 3𝑜 should be enough

to compensate for such movements.

The requirements on angular resolution are mostly set by the required positioning

accuracy of the beam with respect to the receiver. Maximum received power will be

achieved when the generated beam is exactly aligned to the receiver aperture. We can

get an estimate of the required angular resolution by setting a limitation on the maximum

power loss we are willing to tolerate compared to perfect alignment.

Assuming that the OPA-based FSOC system uses a lens that effectively collimates

6Notice we are using the 2𝜎 variance in the centroid radius, which allows for misalignment compen-
sation over 95% of the time.
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the beam generated by the OPA (which is in general true when the OPA is placed at

the focal point of the lens), the beam radius as a function of distance can be obtained

from [132]:

𝑅2(𝐿) = 𝑅2
𝑇𝑋 +

𝐿2

𝑘2
(1.17)

Above, 𝑅 is the beam radius at a distance 𝐿 from the transmitter, 𝑘 = 2𝜋/𝜆 is the

wavevector and 𝑅𝑇𝑋 is the radius of the transmitter aperture lens.

As shown in Fig. 1-14(b), for typical apertures in the order of 1 - 10 cm and link

distances above 100 m the beam diameter at the receiver is significantly larger than

the receiver aperture. If we assume that the beam is Gaussian with a beam waist at a

distance 𝐿 given by Eq. 1.17, we can calculate the loss in the power integrated by the

RX aperture as a function of misalignment using:

𝜂𝑚𝑖𝑠𝑎𝑙𝑖𝑔𝑛𝑚𝑒𝑛𝑡 =

𝑒
−2𝑟20
𝑤2

𝑅𝑅𝑋∫︀
0

2𝜋∫︀
0

𝑟 𝑒𝑥𝑝(−2𝑟2/𝑤2)𝑒𝑥𝑝(4 𝑟0 𝑟 𝑐𝑜𝑠(𝜃)/𝑤2) 𝑑𝜃 𝑑𝑟

(𝜋/2)𝑤2(1− 𝑒
−2𝑟2

𝑤2 )
(1.18)

𝑟0 is the distance between the center of the Gaussian beam and the center of the

RX aperture, 𝑤 is the beam waist radius at the RX plane and 𝑅𝑅𝑋 is the radius of the

receiver aperture. We can easily relate the worst case misalignment distance 𝑟0 to angular

resolution through 𝑟0 = 𝑡𝑎𝑛(∆𝜃/2)𝐿 where ∆𝜃 is the angular resolution.

Joining the above equations we can calculate the fraction of power lost due to the

finite angular resolution. This is shown in Fig. 1-14(c). We can see how to limit the

losses to 20% (10%) we need to ensure an angular resolution of 0.02𝑜 (0.01𝑜). It is

worth mentioning that several approaches have been reported to reduce the sensitivity

of FSOC systems to angular and positional misalignment. Of particular interest is the
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FSOC system requirements
Field of View 3𝑜 x 3𝑜

Max misalignment loss 1 dB (20%)
Angular resolution 0.02𝑜 x 0.02𝑜

Sampling rate 100 kHz

Table 1.6: Requirements for OPA-based FSOC systems.

use of multimode fibers for capturing the light at the receiver, where it has been shown

that the mode diversity can increase robustness to fluctuations caused by atmospheric

effects [133–135]. Such multimode fiber can be combined with a photonic lantern (a

device that coverts a multimode input to an array of single mode outputs) [136, 137] to

realize coherent FSOC systems with increased sensitivity and robustness [138–140].

Finally, the necessary speed at which the beamforming system needs to operate is set

by (1) the vibration frequency of the twist / sway of the structure that holds the terminal

(which is slow and requires speeds on the order of 1 - 20 Hz [141]), and (2) the coherence

time of the atmosphere. The coherence time of the atmosphere is defined as the time

period 𝜏 at which we can consider that the atmosphere is still, i.e, we can consider

that the properties of an optical beam propagating through the atmosphere (phase and

amplitude) are constant for a time 𝜏 . Atmospheric coherence times are between 1 ms

and 10 ms [119, 142], therefore requiring beamforming systems with low speeds on the

order of 10 - 100 kHz.

The discussion above allows us to derive a full set of performance requirements for

an OPA system for FSOC applications, which are summarized in Table 1.6.
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Figure 1-15: The generic architecture of an OPA. Adapted from [112].

1.4.3 Realization of integrated OPAs

As we have reviewed above, the main goal of an OPA is to impart a relative phase change

to the (optical) signal being fed to the different emitters. Figure 1-15 depicts a generic

OPA architecture with its main components:

1. Light source: provides the coherent signal that will subsequently be manipulated

to achieve the desired phase difference between the elements.

2. Power distribution network: evenly splits the power coming from the light source

to the different individual emitters.

3. Phase shifters: impart the desired phase to the different signals to be fed to the

individual emitters.

4. Emitters/Antennas: Radiate the power coming from the phase shifters to achieve

the desired radiation pattern.

Below we discuss each component separately and derive necessary performance met-

rics for the realization of practical OPAs for a variety of applications, with a focus on

LIDAR and FSOC.
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Light Source

A laser source is necessary to generate the coherent optical signal that will be fed into

each of the emitters. The main requirements for such sources are high output power,

small linewidth and high stability. In schemes relying on wavelength tuning for steering

in one direction, then an added requirement is for the source to be tunable over a broad

wavelength range with accurate and stable control of the emission wavelength.

To achieve small form factor and low cost OPA systems it is necessary for the source

to be integrated. In OPA systems based on Si or SiN it is not possible to have a

monolithically integrated light source, so the light generated in a separate chip (usually

fabricated in a III-V material platform) is coupled to the OPA chip through grating

or edge couplers [88, 143] or hybrid integration [144]. Another option that has been

explored is the use of erbium doping of silicon waveguides to realize on chip lasers [145].

Truly monolithic OPA systems with an integrated light source have been demonstrated

in InP [146].

Power distribution network

The light generated by the laser source needs to be distributed to the N different

emitter elements. This is usually achieved by one of three different approaches: (1)

directional couplers, where evanescent coupling between two waveguides achieves the

power splitting [86]; (2) multimode interference (MMI) splitters, which consist of a mul-

timode waveguide section and rely on the self-imaging principle to achieve even power

splitting [147] and (3) star couplers, which are similar to MMIs but rely on curved waveg-

uides [148].

Each approach has its associated advantages and drawbacks. Directional couplers can

only achieve 1x2 power splitting, which makes it necessary to serially cascade multiple

couplers to achieve a large splitting ratio and therefore increase the required area. MMI

splitters can in principle achieve any desired power splitting ratio, but have relatively
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large footprints. Star couplers are the most compact devices when a large splitting ratio

is required (i.e, for an OPA with a large number of emitters) but have in general a higher

insertion loss than MMI or directional couplers.

The main requirements for the power distribution network are low insertion loss,

compactness and accurate splitting ratio. In schemes relying on wavelength tuning it is

necessary to ensure that the power distribution network can work over the entire operating

wavelength range.

Emitters/Antennas

Along with phase shifters, the properties of the individual emitters as well as the

array characteristics are the most important considerations affecting the performance of

an OPA.

As we reviewed in Section 1.4.1, the spacing and aperture size of the emitter array

determine the FoV and angular resolution of the system. In Section 1.4.2 we derived

requirements for OPA-based systems with applications in LIDAR and FSOC systems. We

can use Eq. 1.13 to derive the necessary antenna spacing (we assume a wavelength

of 1550 nm, which is the typical wavelength used in these systems) and Eq. 1.15 to

obtain the necessary array size. These are shown in Table 1.7 for the different system

requirements we derived in Section 1.4.2.

We can see how large arrays with thousands of elements are required. Realizing

such large arrays is challenging in a range of aspects, including system size and power

consumption (which we will analyze in detail in the next section).

In terms of spacing, similarly to what we discussed in the context of grating arrays

for imaging (Section 1.3.3), two main concerns arise:

1. Crosstalk between neighboring elements: Optical waveguides do not fully confine

the optical mode, which results in the presence of an evanescent field outside of
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LIDAR [116] FSOC
Field of View 14𝑜 x 3.5𝑜 3𝑜 x 3𝑜

Angular resolution 0.1𝑜 x 0.1𝑜 0.02𝑜 x 0.02𝑜

Sampling rate 122.5 KHz 100 kHz
Emitter spacing 6.3 𝜇m x 25 𝜇m 29 𝜇m x 29 𝜇m

Array size 120 x 31
N = 3,720

132 x 132
N = 17,424

Table 1.7: Requirements in emitter spacing and array size for OPA-based FSOC and
LIDAR systems.

the waveguide core. This can can cause unwanted coupling between optical struc-

tures spaced by distances on the order of a few wavelengths. This means that the

emission properties of each emitter are not independent, causing a degradation in

the radiation pattern of the OPA [149]. This problem is even stronger in grating

structures due to grating-assisted evanescent coupling [150]. It is therefore neces-

sary to design emitters with reduced crosstalk characteristics, as well as ensuring

no crosstalk in the optical routing network that delivers the light to the emitters.

2. Achieving efficient radiation efficiency: Achieving efficient emission is necessary for

maximizing the sensitivity of the system. As we saw in Section 1.3.3, a tradeoff

exists between antenna size and radiation efficiency (Fig. 1-9), requiring antenna

sizes on the order of a few wavelengths for close to unity emission efficiency. Ad-

ditionally, we need to ensure that most of this radiation is directed upwards, which

requires gratings with broken vertical symmetry [50]. Otherwise, unwanted reflec-

tions and crosstalk result in distorted radiation patterns and lower sensitivity.

Besides these considerations, it is important to note that the radiation pattern of a

single antenna affects the radiation pattern of the OPA (Eq. 1.8). This is most important

when looking at large FoV OPA systems: even if the array parameters allow for a large
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FoV, no efficient emission at a particular angle will be obtained if the individual emitter

cannot radiate in that direction (in other words, 𝐹 (𝜃) ≈ 0 results in 𝑈(𝜃) ≈ 0 regardless

of the array factor value 𝐴(𝜃), Eq. 1.8). It is therefore necessary to design emitters with

efficient radiation over a broad angular range.

Finally, one additional consideration when using an OPA as a receiver (which can

be done both in LIDAR and FSOC applications) is the achievable fill factor, which is

defined as the ratio of area occupied by an emitter/receiver antenna to the full area of

the OPA. Clearly, a less than unity fill factor results in a loss in the received signal by

an amount equal to the fill factor (since we cannot collect light impinging in areas of

the OPA where there is no receive antenna). Thus, maximizing OPA fill factor results in

increased collection efficiency and higher sensitivity. Nevertheless, this has to be balanced

so that a limited crosstalk between antennas is achieved.

Phase shifters

Phase shifters are arguably the most important element in OPAs, since they impart

the relative phase difference between elements necessary to synthesize the desired beam.

Since in typical OPA architectures a phase shifter is needed for each individual emitter,

limitations in the performance of current state of the art phase shifters are the main bot-

tleneck for the realization of large scale OPA systems, as they are usually the component

that occupies the most area and consumes the most power.

The most important performance metrics for phase shifters used in OPA systems are:

• Phase change range: To achieve arbitrary beam steering, we need to ensure that

the phase shifter can impart a phase shift in the full range between 0 and 2𝜋 in a

continuous and highly linear fashion.

• Power consumption or 𝑉𝜋: Minimizing power consumption is paramount to realize

scalable OPA systems that can be deployed in typical scenarios. Some phase shifters
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(thermo-optic and carrier injection based, for example) have an associated DC

power consumption, in which case the power required to achieve a 𝜋 phase sift 𝑃𝜋

is usually used as performance metric. For phase shifters without an associated DC

power consumption (such as carrier depletion or capacitor based), the important

figure of metric becomes 𝑉𝜋, which is the voltage required to achieve a 𝜋 phase shift.

Phase shifters without DC power dissipation still have dynamic power dissipation,

which can be approximated as 𝑃𝑑𝑦𝑛 = 𝑓𝐶𝑉 2
𝜋 , where 𝑓 is the operation frequency.

As we saw, operation frequencies for typical OPA systems are on the order of

100 kHz, which results in very low dynamic power consumption for typical devices.

In these cases, 𝑉𝜋 is more informative as a performance metric.

For LIDAR applications we can derive a limitation for 𝑃𝜋 based on current commer-

cially available systems, which have power consumption on the order of 10 W [151].

Assuming about 30% of the power is consumed by the phase shifters in the OPA

system (the rest is consumed in the laser source, the control electronics and pro-

cessing), this results in a total power consumption limit of about 3 W for the phase

shifter ensemble. For FSOC applications we will use a total power consumption

limit of 71 W, which corresponds to the maximum power that can be delivered

by Power over Ethernet (PoE). This basically ensures that our FSOC terminal can

operate without a dedicated power supply, something which is highly desirable for

ease of deployment. As in the case of LIDAR, we will assume that 30% of the total

power is consumed by the phase shifters, resulting in a total power consumption of

21.3 W. Table 1.8 summarizes the phase shifter 𝑃𝜋 requirements for the different

systems we have analyzed.

The limitations in 𝑉𝜋 come mostly from the maximum voltage that can be easily

generated in modern, deeply scaled CMOS processes (which have transistors with

70



low supply voltages 𝑉𝐷𝐷 < 2.5 𝑉 ). This is typically considered to be between 5 -

10 V [152].

• Area: Minimizing the area occupied by the phase shifter is essential to realize

practical OPA systems. Lower area devices result in smaller chips and therefore

lower cost, and also minimize device capacitance which has an advantage in terms

of power dissipation.

Typical reticle sizes in CMOS processes are limited to below 3 cm x 3 cm, set by

the maximum field of view of lithography tools used for fabrication. If we allocate

30% of the chip to the phase shifter network, this translates into a maximum area

of 2.7 cm2. Table 1.8 shows the maximum area occupied by a single phase shifter

for the different systems we have analyzed. This includes both the physical area

of the device as well as any spacing between phase shifters (which is necessary, for

example, to limit crosstalk).

• Insertion loss: Minimizing the optical power loss of the signal going through the

phase shifter ensures efficient systems with high sensitivity.

• Residual amplitude modulation: Besides a phase change, phase shifters can affect

the amplitude of the input optical signal. This is an undesired behavior that results

in the generation of side lobes (as different elements will be radiating signals with

a different amplitude), so it should be minimized.

• Speed: As we have reviewed in Section 1.4.2, we require phase shifters that can

operate at a minimum speed of 100 kHz both for LIDAR and FSOC applications.

• Crosstalk: The limitations in chip size usually result in phase shifters located very

close to each other. This can cause unwanted crosstalk, where applying a phase
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LIDAR [116] FSOC
Field of View 14𝑜 x 3.5𝑜 3𝑜 x 3𝑜

Angular resolution 0.1𝑜 x 0.1𝑜 0.02𝑜 x 0.02𝑜

Sampling rate 122.5 KHz 100 kHz
Emitter spacing 6.3 𝜇m x 25 𝜇m 29 𝜇m x 29 𝜇m

Array size 120 x 31
N = 3,720

132 x 132
N = 17,424

Phase shifter power 800 𝜇W (3 W total) 1.22 mW (21.3 W total)

Phase shifter area 0.07 mm2

(≈ 250 𝜇m x 250 𝜇m )
0.015 mm2

(≈ 125 𝜇m x 125 𝜇m )

Table 1.8: Requirements in phase shifter power and area for OPA-based FSOC and
LIDAR systems.

shift to a given device results in phase shifts in neighboring devices as well (this is

particularly true for thermo-optic phase shifters). Of course, crosstalk needs to be

minimized for high performance OPA systems.

As discussed in detail in Appendix A, no experimentally demonstrated phase shifter

is currently able to deliver the performance requirements in Table 1.8, pinpointing an

important area of research focus for the practical realization of OPA-based beam steering

systems.

Packaging and control

While not the main focus of the community working on integrated OPAs, packaging

considerations are of the utmost importance for the realization of practical beamforming

systems. Integrating the light source, the OPA chip, the control electronics and any

additional components (such as lenses or thermo-electric coolers (TECs) for temperature

control) in a small form factor with low cost and high robustness is challenging and

requires careful consideration of multiple aspects that are usually overlooked in academic

works, such as operating temperature range and thermal fluctuations or operation under
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vibrations.

Related to the point above, and as already discussed, the need for accurate control

and calibration of the phase shifters poses a multifaceted challenge, both in terms of

scalability and integration. In general, an OPA with N elements requires N phase shifters

and, in principle, N dedicated controllers (although there are architectures that only

require 2
√
𝑁 phase shifters [153]). In hybrid approaches, where the control electronics

are fabricated in a different chip as the OPA system, the need to establish a separate

electrical connection between each individual controller and phase shifter poses stringent

requirements on the density of I/O connections between the two chips. This favors the

use of platforms where control electronics can be monolithically integrated with the OPA

system.

It is also important to acknowledge that calibration of OPA systems is unavoidable

due to fabrication imperfections and drifts that result in non-ideal phase and power

differences between the emitter elements. This poses an additional challenge to the real-

ization of practical OPA beamformers and requires careful consideration as well. Multiple

approaches for OPA calibration have been reported in the literature including direct

measurement of phase and amplitude variations and gradient-descent optimization ap-

proaches [48].

Another important consideration when designing OPA systems is the optical power

handling limitations of the different components and materials. High output powers are

required to achieve high performance systems based on OPA beamformers, but there are

practical limitations in the power levels that integrated optical devices can handle before

nonlinear effects result in significant degradation of performance. For silicon this limit is

on the order of 100 mW, while it is significantly higher for SiN due to its lower optical

absorption.
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1.4.4 OPA demonstrations: state of the art

Many demonstrations of integrated optical OPAs have been reported in the literature

with some variation of the basic architecture we just discussed. As shown in Tables 1.9,

1.10 and 1.11 and Fig. 1-16, OPAs have been demonstrated in a variety of material

platforms (with Si and SiN being the most popular) relying on a variety of phase shifting

mechanisms (with thermo-optic phase shifters being the most popular due to its simplicity

and its compatibility with any material platform / fabrication process).

As is apparent from Tables 1.9,1.10 and 1.11, no demonstrated solution is capable

of simultaneously achieving the required FoV and resolution for both LIDAR or FSOC

applications (Table 1.8). It is worth making a few observations:

• As discussed above, thermo-optic phase shifters are the default choice, resulting in

power hungry systems with poor scalability.

• Most of the demonstrations are still limited to laboratory settings, which do not

require full packaging (an important challenge for real world OPA beam steering

systems).

• Only two of the OPA demonstrations reported in the literature to date ( [154,155])

have more than 3,000 elements (which is the minimum required for our real world

applications). Most of the demonstrations have array sizes consisting of 50 emitters

or less, highlighting the scalability challenges of current OPA designs (in terms of

power consumption, area and control complexity).

• Most demonstrations in the literature rely on phase shifters to achieve steering in

one direction, and wavelength tuning to achieve steering on the other direction.

This is because such an architecture only requires 𝑁 phase shifters for an 𝑁 ×𝑁
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LIDAR

FSO

LIDAR

FSO

1D edge emi�er array
2D GC array
1D GC array
Other

Best axis performance Worst axis performancea) b)
2D GC array
1D GC array
Other

Figure 1-16: (a) Best axis and (b) worst axis performance of OPAs reported in the
literature. The red shaded area shows acceptable metrics for FSOC applications (FoV >
3𝑜, resolution < 0.02𝑜), and the magenta shaded area for LIDAR applications (FoV >
14𝑜, resolution < 0.1𝑜). The best steering axis is defined as the axis with a larger ratio
of 𝐹𝑜𝑉/𝑟𝑒𝑠.

phase shifter array, which translates into significant savings both in chip area, con-

trol electronics and power consumption. On the flip side, such a scheme requires

very stable and accurate high power tunable lasers. Furthermore, fabrication varia-

tions result in uneven behavior of the emitting apertures as the wavelength is tuned,

which results in unwanted side lobes that compromise operation. Schemes relying

on phase shifters for steering in both directions, while more complex, can com-

pensate for such variations and have greater flexibility in the generated radiation

pattern.
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1.5 Summary

In this chapter we have discussed the potential of using integrated optics for applications

in imaging systems, offering advantages in terms of compactness, cost, system simplicity

and reconfigurability.

Nevertheless, the exploitation of integrated optics for imaging has been limited to

specific functionalities, typically within bulk optics systems. This is mostly due to (1)

lack of cross-domain expertise, where the community working on imaging and bulk optics

is not comfortable with integrated optics and vice versa, (2) challenges in the in- and

out-coupling of the light from the chip to free space and (3) the lack of scalable, "full

functionality" photonic platform that allows for generation, processing and launching of

visible and IR light within the same substrate.

We have identified two fields where integrated photonic systems can have an impor-

tant impact. The first is lensless microscopy, which allows for the realization of large

FoV imaging systems with sub-micrometer resolution without the use of lenses, resulting

in very compact, low cost systems. Here, we have seen how the realization of a large

array of individually addressable, sub-micrometer sized emitting apertures spaced by half

the emission wavelength and with a narrow emission spectrum could enable diffraction

limited resolution imaging. Integrated photonics arises as a promising technology for the

fabrication of these arrays due to the fine fabrication resolution (sub-100 nm), low cost

and scalability. The main challenge we face are the realization of efficient, sub-wavelength

sized emitting apertures and the individual addressing of a large number of apertures with

sub-micrometer spacing.

The second field is the realization of OPA-based beamforming systems, with specific

applications in FSOC and LIDAR. Integrated optics offers a natural avenue towards the

realization of all the necessary components to realize an OPA (power distribution network,
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phase control and emitter array) in the same chip in a very compact form factor without

any moving parts. The main challenges here are (1) the realization of small area, low

power phase shifters (with power consumption below 1 mW and about 100 x 100 𝜇m

in size), (2) fabricating very large arrays of optical antennas with 𝜇m spacing and (3)

accurate control of all these phase shifters.

It is interesting to notice how both fields have in common the requirement of realizing

large arrays of small, efficient and closely spaced emitting apertures. In the first part of

this thesis we will deal with these arrays for imaging purposes, which require closer emitter

spacing (sub-wavelength) but do not require coherence between the different emitting

apertures. In the second part of this thesis we will address the realization of these arrays

for beamforming, where the spacing requirements are relaxed (4 - 10 𝜆) but coherence

between all the emitting apertures needs to be ensured and carefully controlled.

The goal of this thesis is to demonstrate that integrated photonics is a useful technol-

ogy for imaging applications that can enable improved and new functionality in a compact

and low cost manner.

1.6 Thesis outline

The rest of this thesis is organized in 5 chapters, each describing a self-contained project

with a specific set of goals.

• Chapter 2 discusses the realization and application of silicon integrated surface

emitting LED arrays for the realization of compact lensless microscopes.

• Chapter 3 deals with the modeling and experimental demonstration of waveguide

coupled, native silicon light emitting diodes fabricated in commercial silicon pho-

tonic processes.
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• Chapter 4 demonstrates the applicability of the waveguide coupled sources pre-

sented in Chapter 3 to realize fully monolithic refractive index sensors.

• Chapter 5 presents the modeling and system-level study of OPA architectures us-

ing non-uniform emitter spacing to ease the requirements in the size of traditional,

uniformly spaced OPAs, which become intractable for advanced beamforming ap-

plications.

• Lastly, Chapter 6 summarizes the conclusions of this thesis and lays out future work

that builds on the findings of this work.
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Chapter 2

Lensless Holography with

Near-Point CMOS Light Sources

In the first chapter of this thesis we have identified lensless imaging and microscopy as

one of the fields where the advantages of integrated photonics can enable the realization

of compact and low cost systems with similar or improved performance when compared

to traditional bulk optics approaches. In this chapter, we use integrated silicon surface

emitting light sources made in CMOS processes to demonstrate such a potential.

First, in Section 2.1 we demonstrate the use of a single subwavelength silicon LED to

realize a lensless holographic microscope that circumvents the need of a pinhole to ensure

spatial coherence (which is required in traditional lensless microscopes) and therefore

results in a very compact system that could be miniaturized to a size of about 1 cm3.

In Section 2.2 we then demonstrate an array of subwavelength silicon LEDs with

subwavelength spacing, which could enable subpixel sampling imaging and further improve

the resolution of our lensless microscope. Such a small emitter size and spacing are

enabled by the high fabrication quality of CMOS photonics processes, proving once again
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the potential of integrated photonics for applications in imaging.

Lastly, in Section 2.3 we demonstrate the use of the array to realize subpixel sampling

holographic imaging. To fully exploit the benefits of our integrated sources, we do so in

a novel reflection configuration where both emitter and detector array are integrated in

the same chip. Such an approach could enable the realization of lensless microscopes in

any system that uses CMOS imaging arrays, such as smartphones.

2.1 Compact lensless holography with a single near-

point CMOS light source

As we have discussed in Section 1.3, lensless holography is a promising technique to

realize low cost, high resolution, and large FoV microscopes without requiring bulky and

expensive optical components such as objectives and lenses.

As we reviewed, one of the main factors limiting the compactness and flexibility

of lensless holographic microscopes is the requirement for spatial coherence. Since holo-

graphic microscopes usually employ a large area LED as the illumination source, a pinhole

is usually required to reduce the effective illumination source dimensions and ensure a

large enough degree of spatial coherence [170]. To reduce alignment tolerances and op-

tical losses, big pinholes with diameters in the range of 20 -50 𝜇m are used, resulting in

a low NA illumination (NA≈0.62𝜆/r), which requires a source-to-sample separation on

the order of 10 cm to ensure that the full FoV of the camera is illuminated. A further

reduction in the form factor of lensless holographic microscopes could result in increased

adoption of the this technique by enabling integration in portable devices and possibly

even personal devices such as watches or phones.
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2.1.1 Near-point CMOS surface emitting LEDs

Achieving a further reduction in size of lensless microscopes requires rethinking the illu-

mination source and moving away from the ubiquitous LED + pinhole configuration. To

this end, we propose the use of near-point surface emitting silicon LEDs realized in com-

mercial CMOS processes as the illumination source for lensless holography. The design,

modeling and characterization of these sources was the subject of Dr. Jin Xue’s PhD

thesis [171] and continued by Dr. Zheng Li [172]. Here, we summarize their character-

ization results as they are relevant for the subsequent work that was carried out in this

thesis.

Fig. 2-1(a) shows the silicon LED structure, which is fabricated in GlobalFoundries

55BCD CMOS microfabrication process. It consists of a vertical n+ poly-Si / crystalline

Si n-well / crystalline Si p-substrate junction. The application of high electric field to

the overlap area between the gate poly-Si (≈ 100 nm thick) and the crystalline Si n-well

results in the formation of a very thin Si filament (a process usually referred to as hard

breakdown [173, 174]). The cross-section of the breakdown site is usually sub-100 nm,

and the Si filament becomes a resistor in series with the gate poly-Si and the crystalline

Si n-well [174].

Light generation is realized through phonon-assisted radiative recombination of electron-

hole pairs. As shown in Fig. 2-1(b), a hole accumulation layer forms near the gate oxide

due to the negative bias applied to the n+/n/p junction. Electrons injected into the

accumulation region through the Si filament quickly recombine [175], leading to a highly

localized emission spot as shown in the micrograph in Fig. 2-1(c).

From the previous work of Dr. Zheng Li and Dr. Jin Xue [172], these LEDs have

a subwavelength-sized emission area below 0.14 𝜇m2 (≈ 400 nm emission radius) and

a high spatial intensity (>50 mW/cm2) with the emission spectrum centered around
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1130 nm (Fig. 2-1(d)).

a) b)

c) d)

20 μm

p silicon
substrate

Figure 2-1: Near point CMOS surface emitting LEDs. (a) Layout of the LED, consisting
of a vertical junction formed by an n poly-silicon taper, an n doped crystalline silicon
region and the lightly p doped silicon substrate. (b) Cross section of the LED in the
light generation area. Electrons injected into the crystalline silicon n-well through the
poly-silicon taper + filament radiatively recombine with accumulated holes due to the
negative bias applied to the junction. (c) Micrograph of the LED emission when biased
at 6 mA current. (d) LED emission spectrum measured with an InGaAs spectrometer,
with a center wavelength around 1130 nm. The inset shows the FWHM of the spectrum.
All the data in this figure is work by Dr. Zheng Li and Dr. Jin Xue [172].
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Considerations for lensless holography

We can use such a source for the simplification and further miniaturization of lensless

holographic microscopes by taking advantage of its subwavelength emission size, which

ensures very high spatial coherence without the need of a pinhole.

Building on the discussion in Section 1.3.2, we can estimate the improvement on

compactness from the spatial coherence requirements 𝜆𝑧1/𝐷𝑧2 > 10, where 𝐷 is the

emission size of the LED. For the CMOS LED source, 𝜆 = 1130 nm and 𝐷 = 400 nm,

resulting in a requirement 𝑧1/𝑧2 𝐶𝑀𝑂𝑆_𝐿𝐸𝐷 > 3.54. Traditional lensless holography

microscopes use 𝜆 ≈ 600 nm and 𝐷 = 20 𝜇m, resulting in 𝑧1/𝑧2 𝑡𝑦𝑝 > 330. Clearly, we

can achieve a significant reduction in total size for the same 𝑧2.

Not only this, but the large NA of the LED (due to its small emission area) also

allows for a significant reduction in the required source-sample distance to achieve a

given FoV. From simple geometrical considerations it is easy to see that for a source with

a given 𝑁𝐴 = 𝑠𝑖𝑛(𝜃), a source to sample distance 𝑧1 = 𝐹𝑜𝑉/(2𝑡𝑎𝑛(𝜃)) is required to

illuminate a given FoV. Typical lensless microscopes have an 𝑁𝐴 = 0.62𝜆/𝑟 ≈ 0.037,

requiring a source to sample distance 𝑧1𝑡𝑦𝑝 = 1.3 cm for a 1 mm FoV. In contrast, the

CMOS LED has a NA≈0.66 1, which reduces the required source to sample distance to

𝑧1𝐶𝑀𝑂𝑆_𝐿𝐸𝐷 = 500 𝜇m.

While the spatial coherence of the CMOS source is very high, temporal coherence is

a concern due to the large spectral bandwidth of about 180 nm. From our discussion in

Section 1.3.2, we need to ensure 𝑧2 < 2𝑙𝑛(2)𝜆2/(5𝜋∆𝜆) to achieve diffraction limited

resolution. A ∆𝜆 = 180 nm translates into a requirement 𝑧2 < 620 nm, which is very

hard to achieve in practical setups due to the finite size of the glass slide holding the

sample and the presence of a protecting layer in the CMOS imager.

1We measured this by comparing the magnification of a hologram acquired with the CMOS LED to
that of a hologram acquired with a conventional LED + pinhole while keeping 𝑧1 and 𝑧2 constant.
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An approach to achieve relaxed requirements on 𝑧2 is to filter the emitted light so that

the temporal coherence of the source is improved. This of course comes at the expense of

a lower emitted power and therefore decreased SNR. Additionally, it requires the addition

of the filter element in the holographic microscope, increasing overall complexity and

size.

An alternative to light filtering is the use of computational hologram reconstruction

techniques that account for the broad emission spectrum of the source, an approach

that has been successfully demonstrated in X-ray imaging [176, 177] and deep neural

network-based hologram reconstruction [178].

In this sense, in lensless holography having a source with low temporal coherence is

preferable to having a source with low spatial coherence: while low temporal coherence

can be compensated through computational methods, low spatial coherence increases the

necessary 𝑧1 and 𝑧2 and therefore results in large systems (≥ 10 cm). Of course, there is

no computational approach to compensate for the larger 𝑧1 required to achieve a given

FoV.

2.1.2 Lensless holography setup

In the previous section we have discussed how the near point-source LED with very high

spatial coherence developed by Dr. Zheng Li and Dr. Jin Xue is an attractive illumination

source for the realization of compact lensless microscopes.

To validate this claim, I built a lensless holography setup using the CMOS LED as

an illumination source. A schematic of the setup is shown in Fig. 2-2(a), along with

a picture of the actual setup which is shown in Fig. 2-2(b). As discussed, the small

emission area of the CMOS LED ensures reasonable spatial coherence without a pinhole,

as well as a large NA that allows the source-to-sample distance to be decreased below

88



5 mm while maintaining a large FoV. This results in a very compact system with a total

source-to-camera distance below 1 cm. We use a ZWO ASI 1600MM CMOS camera

with a pixel pitch of 3.8 𝜇m and a total imaging area of 17.7×13.4 mm.

A sample hologram acquired with the setup, corresponding to a dandelion fuzz, is

shown in Fig. 2-2(c). The illuminated FoV in the camera for the ≈ 5 mm source to

sample distance is about 11.5 × 11.5 mm. For a typical lensless holography setup with

a 20 𝜇m diameter pinhole the required source to sample distance would be 25× larger,

which would increase 𝑧1 to 12.5 cm.

PCB with LED
CMOS chip

CMOS camera

CMOS chip
PCB

nanoLED

Glass slide

5 mm

3.5 mm

CMOS camera

Incident 
spherical wave

Incident +
scattered light

Stage holding
the sample

a) b) c)

Figure 2-2: Lensless holography setup with CMOS LED as illumination source. (a)
Schematic of the setup, where the source to sample distance is about 5 mm. (b) A picture
of the constructed setup. (c) An example of an acquired hologram corresponding to a
dandelion fuzz sample. The inset shows a closeup where the characteristic interference
pattern of holograms is visible.

2.1.3 Computational reconstruction: increasing quality with

Deep Image Prior

The acquired holograms need to be computationally reconstructed to recover the image

sample. As we discussed earlier, the broadband nature of the CMOS LEDs makes tradi-

tional computational reconstruction methods imperfect because they assume monochro-

matic illumination [59,179].

Some reconstruction models that account for broadband illumination have been re-

ported in the literature: in [176, 177], a modification of monochromatic iterative phase
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retrieval using a priori known source spectrum was introduced for applications in X-ray

imaging. Additionally, broadband diffraction models to generate object-diffraction pairs

have been used in end-to-end deep neural networks for object retrieval [178]. One im-

portant limitation of these implementations is that they require prior knowledge of the

exact emission spectrum of the source, which requires an extra spectroscopic calibration

step.

To overcome these limitations, we used a novel broadband computational recon-

struction model based on a Deep Image Prior (DIP) neural network implementation

developed by Dr. Iksung Kang with some assistance of my own [180]. Since it was

not the focus of my work, here I will only briefly summarize its main characteristics.

Detailed information can be found in [181], and the code can be found in https:

//github.com/iksungk/simultaneous_recovery.

The basic framework of a DIP architecture is illustrated in Fig. 2-3(a), where we want

to recover a complex object 𝑓 from an experimental measurement 𝑔, where measurement

and object are related through a known matrix 𝐻 and we account for the presence of

noise so that 𝑔 = 𝐻𝑓 + 𝑛. Through the DIP architecture, an estimation of the object

𝑓 is obtained by feeding a neural network with random noise. In the forward path,

the estimated object 𝑓 is used to generate an estimation of the measurement through

𝑔 = 𝐻𝑓 , and then compared to the experimental measurement 𝑔 through a loss metric

(for example, the mean square error). By backpropagating the loss through the neural

network weights, an increasingly better estimate of the object we want to recover is

obtained.

In the case of using DIP for holographic reconstruction, the experimental measurement

𝑔 is the acquired hologram, and the matrix 𝐻 describes the diffraction of light from

the sample plane to the image plane. Figure 2-3(b) shows a schematic of the DIP-

based computational reconstruction algorithm, which was adapted to the use a broadband
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illumination source.

Two different DIP neural networks (NNs) with random noise 𝑧 as the input are used,

one representing the amplitude 𝛼 (absorption) and another one the phase 𝜙 response

of the imaged sample, so that the complex transmission function of the sample is 𝑓 =

𝛼𝑒𝑥𝑝(𝑖𝜙). A sigmoid activation function is applied at the end of the NNs to limit 𝛼

between [0, 1] and 𝜙 between [-𝜋, 𝜋].

To account for the spectral shape of the illumination, the wavelength axis is uniformly

sampled at points 𝜆1, 𝜆2, · · · , 𝜆𝑁 , and the electric field propagated after interacting with

the sample through free space for each of these wavelengths. A non-paraxial free-space

propagation kernel 𝐻 is used to model the diffraction of the field at wavelength 𝜆𝑛 as it

propagates (for a total length corresponding to the sample-camera distance 𝑧2) [182]:

𝐻𝜆𝑛 (𝑓) = ℱ−1
[︁
ℱ [𝑓 ] ∘ exp

(︁
−𝑖𝑧2

(︁
𝑘𝑛 − Re

[︁√︁
𝑘2
𝑛 − 𝑘2

𝑥 − 𝑘2
𝑦

]︁)︁)︁]︁
,

𝑘𝑛 =
2𝜋

𝜆𝑛
.

(2.1)

To account for the non-uniform emission spectrum of the source, weighing parameters

𝛾𝑛 (𝑛 = 1, 2, · · · , 𝑁) are used so that the estimation of the recorded hologram at the

camera plane is defined as:

𝐼det =
𝑁∑︁
𝑛=1

𝛾𝑛 |𝐻𝜆𝑛,Δ𝑧 (𝑓)|
2 . (2.2)

In contrast to the methods presented in the literature, this algorithm does not require

detailed prior knowledge of the emission spectrum of the source, ie., does not require prior

knowledge of the weighing parameters 𝛾𝑛. Instead, it tries to estimate the contribution

of each wavelength by including the spectral weights 𝛾𝑛 as optimizable parameters in the
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Es�mated observable

𝑔 = 𝐻𝑓

Complex object

𝑓

measurement
𝑔

Compare

Backpropagate

Random noise

a)
Generic DIP architecture

𝑓 = 𝛼 exp (𝑖𝜑)

a)
DIP architecture for holography with broadband source

Figure 2-3: (a) Generic DIP architecture, which tries to minimize the difference between
an experimental measurement 𝑔 and the estimation of that measurement generated with
a neural network 𝑔 = 𝐻𝑓 . (b) DIP architecture for holographic reconstruction with
a broadband source. Two untrained neural networks are used to represent the object
phase and amplitude response, and the contribution of each wavelength in the source
spectrum is accounted through the weights 𝛾𝑛 (𝑛 = 1, 2, · · · , 𝑁). This DIP architecture
was developed by Dr. Iksung Kang.

DIP framework.

With this setup, finding the complex transmission of the sample 𝑓 and the source

spectrum reduces to finding the ensemble of parameters 𝜃𝛼, 𝜃𝜙 of the DIP NNs and

𝛾1, 𝛾2, · · · , 𝛾𝑁 so that the 𝐼det is as close as possible to 𝐼det (the experimentally recorded

hologram).

To solve the inverse problem, an Adam optimizer [183] is used to minimize the loss

function:
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ℒ
(︀
𝐼det, 𝐼det; 𝜃𝛼, 𝜃𝜙,∆𝑧, 𝛾1, 𝛾2, · · · , 𝛾𝑁

)︀
= MSE

(︁
𝐼det, 𝐼det

)︁
+ 𝜅1NPCC

(︁
𝐼det, 𝐼det

)︁
+ 𝜅2

(︃
1−

𝑁∑︁
𝑛=1

𝛾𝑛

)︃
+ 𝜅3

𝑁∑︁
𝑛=1

ReLU (−𝛾𝑛) + 𝜅4

(︁
TV (𝛼) + TV (𝜙)

)︁
,

(2.3)

where MSE stands for mean-squared error, NPCC for negative Pearson correlation

coefficient, and TV for total variation. NPCC is used as a first regularizer because it has

been shown to achieve higher reconstruction fidelity in phase retrieval applications with

convolutional neural networks [184,185]. The second regularizer is essentially a Lagrange

multiplier imposing the constraint on 𝛾𝑛’s to be normalized with their sum being 1 and

non-negative. Lastly, TV is applied to both absorption and phase delay profiles of the

object 𝑓 to smooth out fringe pattern artifacts.

Figure 2-4 shows acquired holograms and the reconstructed samples for three different

samples: an ensemble of 20 𝜇m diameter beads (Fig. 2-4(a)), a dandelion fuzz (Fig.

2-4(b)) and a housefly mouth (Fig. 2-4(c)). For each sample, five different elements are

shown:

1. The acquired hologram, 𝐼det.

2. The approximation to the hologram obtained with the DIP architecture after opti-

mization, 𝐼det.

3. A micrograph obtained with a regular microscope using a 5× magnification objec-

tive.

4. The sample reconstruction using a baseline method employing the steepest gradient

descent algorithm and the a priori known information of the source spectrum (𝜉𝑛):
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𝑓baseline = argmin𝑓

⎡⎣1
2

⃒⃒⃒⃒
⃒
𝑁∑︁
𝑛=1

𝜉𝑛 |𝐻𝜆𝑛,Δ𝑧 (𝑓)|
2 − 𝐼det

⃒⃒⃒⃒
⃒
2
⎤⎦ , (2.4)

5. The sample reconstruction using the DIP architecture.

We can clearly see how the DIP algorithm results in significantly better contrast and a

background with fewer artifacts, demonstrating the superiority of this approach. For the

20 𝜇m diameter bead sample, we quantified the reconstruction quality by looking at the

Pearson Correlation Coefficient (PCC) between the micrograph shown in Fig. 2-4(a3)

and the sample reconstructions in Fig. 2-4(a4, a5) 2. The PCC for the baseline method

is 𝑃𝐶𝐶𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 = 0.5281, while our method achieves a 40% improvement to 𝑃𝐶𝐶𝐷𝐼𝑃 =

0.7483. Also importantly, our DIP algorithm is capable of accurately recovering the

emission spectrum of our source, as shown in Fig. 2-4(d).

2.2 Exploiting CMOS: realizing sub-wavelength spac-

ing emitter arrays

In the previous section we have demonstrated how the use of near-point CMOS LEDs as

illumination sources for lensless holography is attractive because it achieves a large FoV

in a very compact form factor below 1 cm.

While interesting, one could argue that the use of a III-V nano-LED (such as the ones

presented in Table 1.3), while more expensive, would result in better performance due to

2Preparing a paired dataset to perform a quantitative comparison between our method and the
baseline method is fundamentally challenging because the ground truth (the micrograph) is taken in
a different imaging setup with a different magnification. Therefore, for quantitative evaluation careful
registration, rotation and scaling of the ground truth needs to be performed. Notice how the elimination
of such a time consuming step is one of our main motivations to use an untrained NN model as opposed
to a training-based NN.
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Figure 2-4: DIP-based holographic reconstruction. (a-c) Recorded hologram (column 1),
generated hologram with the DIP architecture (column 2), sample micrograph (column
3), image reconstruction with baseline gradient-based algorithm (column 4) and image
reconstruction with DIP-based algorithm; for a sample consisting of 20 𝜇m diameter beads
(a), a dandelion fuzz (b) and a housefly mouth (c). (d) Comparison of the experimentally
measured emission spectrum of the CMOS LED (blue) and the recovered spectrum with
our DIP algorithm (orange).
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their larger efficiency and generated power.

While this is true for single emitter sources, the picture changes when we try to realize

large emitter arrays for use in subpixel shift imaging. As discussed in detail in Sec. 1.3.3,

subpixel shift imaging is an attractive approach to overcome the resolution limitation set

by the finite pixel size and spacing in the imager that acquires the hologram.

Building imaging sources for subpixel shift imaging that do not require very precise

mechanically moving stages is technically challenging because of the need to realize

large arrays of submicron spaced, submicron sized emitters. Along with the concerns on

the decrease in efficiency and output power as emitter size decreases, one of the main

challenges is obtaining reliable electrical contact and individual addressing of submicron

spaced, submicron sized emitters - (1) without occluding nearby emitters, (2) without

causing crosstalk (where addressing one emitter causes another emitter to also partially

turn on) and (3) without shortcircuiting other contact lines [97].

This is particularly challenging in III-V material platforms, which have a limited num-

ber of interconnect layers and require 3D integration with CMOS driving electronics. This

limits practical emitter pitches to 5 𝜇m and above for large scale systems [98,99].

On the contrary, realizing these emitter arrays monolithically in a CMOS process

allows to take advantage of the very high precision and large number of metal interconnect

layers available (> 7, with the first 3 - 5 layers having a resolution below 100 nm) as

well as realize the driving electronics on-chip, offering a viable way of achieving large

scale, addressable sub-𝜇m apertures. Furthermore, our CMOS LED configuration uses a

transparent top contact (the thin poly-Si contacting the Si filament does not absorb the

emitted light), thus relaxing the restrictions to avoid occlusion of the generated light.

Therefore, our near-point CMOS LED sources are attractive candidates for the real-

ization of such a large, tightly spaced emitter array. As a proof of concept I built a four

element emitter array, depicted in Fig. 2-5(a, b). The same CMOS LED configuration

96



presented in the last section (Fig. 2-1) is used, but now instead of a single poly-Si taper

we have 4 distinct bars overlapping slightly different regions of a single crystalline silicon

(c-Si) island (where the holes are accumulated due to the application of a negative bias).

As in the case of the single LED, we rely on the formation of a silicon filament through the

gate oxide for the injection of electrons into the c-Si. Since the 4 poly-Si regions overlap

different regions of the c-Si, four spatially distinct filaments are formed, and therefore 4

distinct emission spots are generated. Importantly, each of these emission spots can be

individually addressed since each poly-Si bar is independently contacted (while the p Si

substrate is shared as there is a single c-Si island).

By leveraging the high fabrication accuracy of our CMOS fabrication process, we

can make the distinct poly-Si regions as close as 180 nm (Fig. 2-5(b)), limited by

the minimum spacing allowed by the process design rules. As detailed in Fig. 2-5(b),

the spacing between elements in the 𝑥 and 𝑦 directions is slightly different due to the

particularities of the process design rules. It is also important to notice that, while

the minimum spacing between poly-Si bars is 180 nm, we expect the spacing between

emission spots to be in the range between 180 nm - 1,000 nm as the thin silicon filament

can be formed anywhere in the c-Si + poly-Si overlap region (red dashed outlined regions

in Fig. 2-5(b)).

We performed a detailed characterization of the LED array characteristics, which is

summarized in Fig. 2-5. Fig. 2-5(c) shows the IV curve of each individual LED in the

array. As can be seen, a relatively large bias voltage of around 18 V is required to achieve

a noticeable current. This is because the substrate contact is located about 1 mm away

from the LED array, which increases the series resistance significantly. The variability

in the measured IV curves of the distinct LEDs comes from the differences in the series

resistance of the wirebonds providing electrical access to the chip.

Figure 2-5(d) shows the LI curve of the 4 LEDs, where we measure the power coupled
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Figure 2-5: A 4 element array of CMOS near-point source LEDs. (a) 3D rendering,
showing the 4 distinct poly-Si access region and the single c-Si island. The inset shows a
micrograph of the fabricated device. (b) Closeup of the light generation area, where the
poly-Si and c-Si overlap. The minimum spacing between LEDs is 180 nm. (c) IV curves
of the 4 LEDs. (d) LI curves of the 4 LEDs.

into single mode fiber (SMF) through a high NA objective. At 200 𝜇A bias current we

measure an optical power of about 22 pW. Accounting for the transmission loss of the

microscope objective, which is about 50%, and the coupling efficiency into SMF, which

we measure to be around 40% [172], the power generated per LED is about 100 pW at

200 𝜇A bias current.

We also imaged the generated illumination spots when the different LEDs are turned

on using a 100x magnification microscope and extracted the spot size and emission
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spot location from them. The results are summarized in Fig. 2-6. As depicted in

Fig. 2-6(a), we obtained the generated spot sizes by fitting a gaussian profile to the

imaged illumination spot when turning on each individual LED at a time. As shown, the

generated emission spots have an average (𝐹𝑊𝐻𝑀𝑥, 𝐹𝑊𝐻𝑀𝑦) = (790 nm, 735 nm)

and a standard deviation of (𝜎𝐹𝑊𝐻𝑀𝑥 , 𝜎𝐹𝑊𝐻𝑀𝑦) = (41 nm, 32 nm) at 200 𝜇A bias.

The spot size does not change significantly in the 50 𝜇A - 200 𝜇A bias current range 3.

Since these devices have an emission spectrum centered at 𝜆0=1130 nm, the spot size

corresponds to ≈ 0.67𝜆0.

To obtain the position and spacing of the different spots we took pictures of the

generated emission with two LEDs turned on at the same time. As shown in Fig. 2-

6(b), this generates an illumination pattern with two distinct peaks from which we can

extract the emission spot spacing by fitting a double gaussian shape. The extracted spot

localizations are shown in Fig. 2-6(c). The closest spacing (achieved between LED 3

and 4) is 410 nm (0.36𝜆), while the largest spacing is 678 nm (0.6𝜆) between LEDs

1 and 3. This is, to the best our knowledge, the first time an array of subwavelength-

sized emitters with subwavelength spacing has been demonstrated in a CMOS platform,

and the smallest spacing ever demonstrated in an array of individually and electrically

addressable nanoLEDs when compared to its emission wavelength (Table 2.1).

It is also important to note that there is no measurable crosstalk in the LED addressing

(i.e, turning on a specific LED does not result in another one of them also turning on),

as the generated emission when a single LED is addressed shows a very distinct single

peak (Fig. 2-6(a)) while we would expect to see a double peak if crosstalk was an issue

(Fig. 2-6(b)).

3We calibrated the pixel to distance conversion factor by measuring the pixel size of a chip feature
of known dimensions.
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Ref
(year) Material

Array
Size

Emitter
size (nm)

Emitter
pitch
(𝜇m)

Optical
power
(nW)

Optical
intensity

(nW/𝜇m2)

Electrical
power
(𝜇W)

Emission
𝜆 (𝜇m) Pitch/𝜆

[97]
(2020) GaN 6 x 6 400 x 400 0.8 1,000 † 6,250 † 25 0.5 1.6

[97]
(2020) GaN 2 x 32 200 x 200 0.4 100 † 2,500 † 4 0.5 0.8

This work
(2023) Si 2 x 2 790 x 735

0.41 -
0.67 0.1 ‡ 0.17 ‡ 1,500 1.13

0.36 -
0.6

Table 2.1: Comparison of our CMOS nano-LED array with other nano-LED arrays re-
ported in the literature.
† Estimated from internal quantum efficiencies mentioned in [97] assuming 100% extrac-
tion efficiency.
‡ Accounts for limited extraction efficiency.

2.3 Subpixel shift lensless holography with sub-wavelength

CMOS emitter arrays

In the previous section we have experimentally demonstrated that we can realize an array

of subwavelength-sized emitters with subwavelength spacing exploiting the advantages of

CMOS fabrication processes. As presented above, such an array is a good candidate for

the realization of small form factor and low cost subpixel shift lensless holographic setups

that do not require precise mechanically moving parts.

The fact that our emitter array is fabricated in a CMOS process has an additional

advantage besides the ones we have already discussed (scalability, low cost, ease of

individual addressing of emitters, monolithic driving circuits...): we can realize both the

emitter array and the detector array in the same chip, as schematically shown in Fig.

2-7(a). This opens up an opportunity to realize single chip, compact lensless holographic

microscopes, in contrast with traditional lensless microscopes which rely on separate
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Figure 2-6: CMOS LED array spot size and spacing. (a) Process to obtain the FWHM
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and standard deviation are taken over the 4 LEDs of the array. (b) Process to obtain
the spot spacing from an image with two LEDs turned on at the same time. (c) The
obtained map of emission spot positions from the data shown in (b). The red shaded
areas correspond to the overlap regions between each poly-Si bar and the c-Si island.
Tables showing the (x, y) positions and spacing between elements are also included.

chips / components to realize the illumination source(s) and the detector. Of course, an

additional component is required to reflect the light that interacts with the sample back

to the detector - a mirror.
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A prototypical setup using such a concept, which we name reflection lensless holog-

raphy, is shown in Fig. 2-7(b). The main strength of this approach is that, in principle,

any already existing CMOS imaging array could easily be modified to include our CMOS

emitter array on the side (Fig. 2-7(a)), and then a lensless holographic microscope could

be very easily realized by using a mirror (or any other reflecting element) at the other

side of the sample. One could imagine a scenario where CMOS imaging arrays used in

smartphone cameras incorporate our CMOS emitter array, allowing to easily turn them

into lensless microscopes.

To the best of our knowledge, this is the first time lensless holography in a reflection

configuration without the need for additional optical elements has been proposed. The

use of lens and lensless holography in reflection configuration has been discussed before by

a few research groups [186–188], but always in the context of off-axis holography (where

a separate reference beam needs to be generated) and with the addition of a bulk optics

beam splitter or diffraction grating (inset of Fig. 2-7(b)) so that the light generated by

the illumination component can be routed to the detector. By taking advantage of the

emitter and detector array being in the same chip, our configuration eliminates the need

for this extra element, maintaining the simplicity and compactness of transmission-based

inline holography setups.

2.3.1 Reflection lensless holography - Geometrical considera-

tions

While reflection lensless holography is attractive to simplify holographic microscopes there

are some additional considerations stemming form the unique imaging configuration that

we need to take into account.

The most important is the fact that in our reflection configuration the generated
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Figure 2-7: Reflection holography. (a) We can leverage our CMOS LEDs to realize both
the source and detector arrays in the same chip. (b) To realize lensless microscopy with
such a chip we need a reflector to guide the generated light back into the chip.

illumination field interacts with the sample twice: one in the direct path from the source

to the sample and another one in the path form the reflector to the detector. This results

in the formation of two different holograms at the image plane, as shown in Fig. 2-8(a).

These two holograms have slightly different characteristics:

• Magnification: The fact that our CMOS point sources generate a high NA illumi-

nation results in the hologram at the imager plane being magnified with respect

to the hologram formed right after sample by a factor 𝑀 = (𝑑𝑠𝑜𝑢𝑟𝑐𝑒−𝑠𝑎𝑚𝑝𝑙𝑒 +

𝑑𝑠𝑎𝑚𝑝𝑙𝑒−𝑖𝑚𝑎𝑔𝑒𝑟)/𝑑𝑠𝑜𝑢𝑟𝑐𝑒−𝑠𝑎𝑚𝑝𝑙𝑒. As apparent from Fig. 2-8(a), these two values are

different for the two images: for Image 1 (where the hologram is formed after

reflecting off of the mirror) we have 𝑑𝑠𝑜𝑢𝑟𝑐𝑒−𝑠𝑎𝑚𝑝𝑙𝑒 = 𝑧1 +2𝑧2, 𝑑𝑠𝑎𝑚𝑝𝑙𝑒−𝑖𝑚𝑎𝑔𝑒𝑟 = 𝑧1;

for Image 2 (where the hologram is formed before reflecting off of the mirror) we

have 𝑑𝑠𝑜𝑢𝑟𝑐𝑒−𝑠𝑎𝑚𝑝𝑙𝑒 = 𝑧1, 𝑑𝑠𝑎𝑚𝑝𝑙𝑒−𝑖𝑚𝑎𝑔𝑒𝑟 = 𝑧1 + 2𝑧2.

Therefore, the two holograms have a magnification ratio given by:

𝑀1

𝑀2

=

2(𝑧1+𝑧2)
𝑧1+2𝑧2
2(𝑧1+𝑧2)

𝑧1

=
𝑧1

𝑧1 + 2𝑧2
=

1

1 + 2 𝑧2
𝑧1

(2.5)
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• Shift when using array illumination: When using an array of sources for illumination,

an image shift is obtained at the image plane (Fig. 2-8(b)). It is easy to see from

geometrical optics how the hologram shift not only depends on the distance between

the two sources but also on the geometrical configuration of the setup. In particular,

∆𝑖,𝑖𝑚.𝑝𝑙𝑎𝑛𝑒 = −𝑑
𝑑𝑠𝑎𝑚𝑝𝑙𝑒−𝑖𝑚𝑎𝑔𝑒𝑟

𝑑𝑠𝑜𝑢𝑟𝑐𝑒−𝑠𝑎𝑚𝑝𝑙𝑒
, where 𝑑 is the spacing between illumination spots at

the source.

With this, we can conclude that the ratio in the hologram shift in direction 𝑖 for the

two sub-images is given by (below, 𝑑𝑖 is the spacing between illumination sources

in direction 𝑖):

∆𝑖,1

∆𝑖,2

=
𝑑𝑖

𝑧1
𝑧1+2𝑧2

𝑑𝑖
𝑧1+2𝑧2
𝑧1

=
𝑧21

(𝑧1 + 2𝑧2)2
(2.6)

The formation of these double hologram sets up a limitation on the achievable FoV

since for correct sample reconstruction we want to ensure that the two generated holo-

grams do not overlap at the image plane. As shown in Fig. 2-8(a), the position of

the two holograms depends on the geometry of the imaging setup. From geometrical

considerations, to ensure non-overlapping holograms (𝑥1,1 < 𝑥2,0 in Fig. 2-8(a)) we need

to fulfill:

𝑧1 + 2𝑧2
𝑧1

>
𝑥𝑠,𝑚𝑎𝑥
𝑥𝑠,𝑚𝑖𝑛

(2.7)

Above, 𝑥𝑠,𝑚𝑎𝑥 (𝑥𝑠,𝑚𝑖𝑛) is the maximum (minimum) 𝑥 position of the sample (with

𝑥 = 0 defined as the position of the LED, see Fig. 2-8(a)). Besides the above, we also

need to ensure that 𝑥𝑠,𝑚𝑖𝑛 > 0 and that the source illuminates the entire sample (i.e,

𝛼2,1 < 𝑎𝑠𝑖𝑛(𝑁𝐴) in Fig. 2-8(a), where 𝑁𝐴 is the numerical aperture of the illumination

source).
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Figure 2-8: Geometric considerations for reflection holography. (a) The illumination
interacts with the sample twice, generating two distinct holograms of the same sample
at the imaging plane. (b) Illuminating with different LEDs causes a shift in the acquired
holograms. (c, d) Required source - sample distance 𝑧1 and sample - reflector distance 𝑧2
as a function of the sample extent when the lower edge of the sample (𝑋𝑠,𝑚𝑖𝑛) is 2 mm
away from the LED (b) and when 𝑋𝑠,𝑚𝑖𝑛=8 mm (c)
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Clearly, a given geometrical arrangement of the reflection holography setup (𝑧1, 𝑧2

fixed) sets a limitation on the maximum extent of the sample we can image. This can

also be applied in the reverse manner: a desired object extent determines the necessary

𝑧1 and 𝑧2 to avoid overlapping holograms.

Fig. 2-8(c,d) show the 𝑧1 and 𝑧2 required to fully image an object with a given extent

without having overlapping holograms (Fig. 2-8(c) corresponds to a minimum position of

the object 𝑋𝑠,𝑚𝑖𝑛=2 mm and Fig. 2-8(d) to 𝑋𝑠,𝑚𝑖𝑛=8 mm). As expected, increasing the

object extent requires increasing 𝑧1 and 𝑧2. By comparing Fig. 2-8(c) and Fig. 2-8(d)

we can see how increasing 𝑋𝑠,𝑚𝑖𝑛 reduces the required sample - mirror spacing 𝑧2 but

increases the required source - sample spacing 𝑧1. This is because, for a given object

extent, increasing 𝑋𝑠,𝑚𝑖𝑛 (and therefore 𝑋𝑠,𝑚𝑎𝑥) requires increasing the FoV of the LED

source, which can be achieved by increasing 𝑧1. As is apparent from both Fig. 2-8(c) and

Fig. 2-8(d), sample sizes above 5 mm can be imaged while still maintaining a compact

form factor below 20 mm.

Using reflection lensless holography for accurate depth estimation and prox-

imity sensing

From our analysis above it is important to realize that the ratio of magnifications between

the two holograms allows us to directly extract the ratio 𝑧2/𝑧1. This is equivalent to stereo

imaging [189], but instead of using two cameras separated by a known distance to obtain

image disparity, in our case such disparity comes from the path length difference between

the two imaging paths. As in stereo imaging, it is unfortunately not possible to de-embed

𝑧2 and 𝑧1 directly - a calibration step is required to do so.

The fact that our light sources are made in a CMOS process offers an easy solution to

add the required calibration step, which we depict in Fig. 2-9(a). We can take advantage
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of the availability of metals in the CMOS dielectric stack above the silicon and polysilicon

layers to fabricate a small calibration structure with a known distance to the LED (and

thus a known 𝑧1,𝑐𝑎𝑙) 4. It is important to note that the uncertainty in 𝑧1,𝑐𝑎𝑙 for this

structure is very small (<1 𝜇m) thanks to the high reproducibility and control of the

CMOS fabrication process.

With this, all reflection holograms will contain, besides the double hologram of the

sample, a small double hologram from the calibration structure (Fig. 2-9(b)). By mea-

suring the magnification ratio of the calibration holograms we can accurately measure

the calibration structure - mirror distance 𝑧2,𝑐𝑎𝑙, and with this we can accurately extract

the LED - mirror distance 𝑧1 + 𝑧2, which is fixed regardless of the position of the imaged

sample. Knowing 𝑧1 + 𝑧2 and the ratio of magnifications for the sample of interest we

can determine very accurately the values of 𝑧1,𝑠𝑎𝑚𝑝𝑙𝑒 and 𝑧2,𝑠𝑎𝑚𝑝𝑙𝑒. Thus, we can obtain

very accurate depth estimation using our reflection lensless holography configuration.

As it is apparent from Fig. 2-9(a), the small distance between the LED and the

calibration structure makes capturing the two calibration holograms challenging, requiring

a large imaging array. An approach to overcome such a limitation is depicted in Fig. 2-

9(c): use a configuration where only hologram 2 of the calibration structure is captured.

We do not need to capture hologram 1 of the calibration structure because we can easily

calculate its extents by realizing that (1) the dimensions of the calibration structure are

well known (again, thanks to the high fabrication quality of the CMOS process), and

(2) the propagation distance of hologram 1 is very small (𝑧1,𝑐𝑎𝑙 ≈5 𝜇m). This makes

it so that there is almost no diffraction of hologram 1, and therefore we can assume

that its dimensions are the dimensions of the calibration structure itself. With this, we

can extract the magnification ratio of the calibration structure and proceed as described

4It is of course necessary to make sure that the calibration structure is small enough to not occlude
a large part of the FoV of the imaging system.
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above.

The proposed structure can also be utilized to realize cheap proximity sensors capable

of measuring small distances. This is depicted in Fig. 2-9(d), where we only use the

calibration structure to measure the distance from the LED to a reflective surface. The

main advantage of such a configuration is its accuracy: since we have small uncertainty

in the value of 𝑧1 thanks to the high CMOS fabrication process control, the only source

of error is the uncertainty in extracting the magnification ratio. Figure 2-9(d) plots the

relative error in the extraction of 𝑧2 assuming a 𝑧1 of 10 𝜇m ± 0.5 𝜇m (a reasonable

distance and uncertainty if we were to use the top metal of the dielectric stack to realize

the calibration structure) and different uncertainties in the estimation of the magnification

ratio between the two holograms. Relative errors on the order of 10% are achievable for

reasonable magnification ratio uncertainties of ±5%. Thus, we can locate a sample

100𝜇m away from the LED with an accuracy of ±10 𝜇m.

The distance measurement range is only limited by the FoV of the imaging sensor,

since in order to calculate the magnification we need hologram 2 of the calibration struc-

ture to be fully contained within the camera FoV. If we assume a 2 cm x 2 cm FoV, we

get a maximum measurement range of 2 cm. Our reflection holography distance sensor

can thus achieve a ±5% measurement accuracy over a ∼0 cm - 2 cm range.

Compared to alternative distance sensors with comparable measurement range (interferometer-

based laser sensors or capacitive sensors), our approach offers several advantages:

1. Since our sensor is self-calibrated by virtue of our knowledge of 𝑧1, a separate

calibration step or structure is not necessary. In contrast, interferometric sensors

require a well-known calibration path and capacitive sensors generally require cali-

bration with a known target for accurate measurements.

2. It does not require complex readout instrumentation - readout is achieved with

108



Imaging arrayLED

Mirror

Glass slide with the sample

Z1,sample

Z2,sample

CMOS chip (not to scale)

Z2,cal

Z1,cal

Calibra�on structure in CMOS top metal

Imaging arrayLED

Reflec�ve object

CMOS chip
(not to scale)

Z2

Z1

Calibra�on structure
In CMOS top metal

a)

Calibra�on structure,
hologram 1

Calibra�on structure,
hologram 2

Sample,
hologram 2

Sample,
hologram 1

l2,cal

l2,samp

l1,samp

l1,cal

Captured imageb)

known � =

� 𝑍1,𝑐𝑎𝑙 + 𝑍2,𝑐𝑎𝑙 known

=

𝑍2,𝑠𝑎𝑚𝑝 + 𝑍1,𝑠𝑎𝑚𝑝 = 𝑍1,𝑐𝑎𝑙 + 𝑍2,𝑐𝑎𝑙

� 𝑍1,𝑠𝑎𝑚𝑝 , 𝑍𝑠,𝑠𝑎𝑚𝑝 known

Imaging arrayLED

Mirror

Glass slide
with the sample

Z1,sample

Z2,sample

CMOS chip
(not to scale)

Z2,cal

Z1,cal

Calibra�on structure in CMOS top metal

Calibra�on structure,
hologram 2

Sample,
hologram 2

Sample,
hologram 1

Captured image

l2,cal

l2,samp

l1,samp

𝑍1,𝑐𝑎𝑙 and 𝑙1,𝑐𝑎𝑙 known

c) d)

z1 = 10 μm 
± 0.5 μm 

M error
  

± 20%
± 10%
± 5%
± 1%

± 30%

M error
  

± 20%

± 10%
± 5%
± 1%

± 30%

Figure 2-9: Depth estimation with reflection holography. (a) Experimental configuration,
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a known 𝑧1,𝑐𝑎𝑙. (b) Besides the sample holograms, the captured reflection hologram
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right, the absolute and relative uncertainties in the estimation of 𝑧2 are shown as a for
different magnification ratio uncertainties. We assume 𝑧1 = 10 𝜇m with an uncertainty
of ±0.5 𝜇m.
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a simple CMOS camera. In contrast, both capacitive and interferometric sensors

require very low noise voltage sensors for accurate readout.

3. It is a single-component sensor: it only requires a CMOS chip, where LED, cali-

bration structure and camera are integrated. In contrast, capacitive sensors require

complex readout electronics, and interferometric sensors require free-space optical

components such as beam splitters. Thus, our sensor can achieve lower cost and

form factor.

4. These advantages come at the cost of measurement accuracy. High end interfer-

ometric and capacitive sensors can achieve measurement resolutions below 1 𝜇m,

something that is hard for our sensor to achieve.

We note that our proposed distance sensor works with a single LED source. The

use of an LED array with closely spaced emitters does not have an inherent advantage

with respect to the use of a single LED, beyond the fact that we can turn all of them

at the same time to increase the emitted power and thus the image SNR. Nevertheless,

having multiple LEDs at different edges of the CMOS imaging array could allow distance

measurements at different locations and therefore the extraction of relative angle between

the reflective surface and the distance sensor.

While we will not explore it in this thesis, it is likely that the presence of two slightly

different holograms of the same sample at the image plane can be combined with com-

putational techniques to increase resolution and/or extract additional information about

the sample and/or experimental setup beyond depth estimation.
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2.3.2 Demonstration of subpixel shift reflection holography

with CMOS LED arrays

As discussed, the CMOS LED array we designed and characterized in Section 2.2 allows

for the realization of subpixel shift reflection holography in a compact and low cost

manner. Figure 2-10 shows the necessary steps to realize subpixel shift holography:

1. Acquisition of holograms with each LED of the array turned on.

2. Extraction of the subpixel shift between the acquired images.

3. Generation of a high resolution hologram from the acquired holograms.

4. Reconstruction of the sample from the high resolution hologram.

We will describe each of these steps in detail over the next sections.

Subpixel shi� holography with illumina�on arrays

1. Acquisi�on of holograms with
different LEDs turned on

2. Extrac�on of subpixel shi�
(Enhanced Cross Correla�on algorithm)

3. High resolu�on hologram genera�on
(Structure-Adap�ve Normalized

Convolu�on algorithm)

4. Sample reconstruc�on
(Deep Image prior framework)

Figure 2-10: Process to realize subpixel shift holography with illumination arrays.

Experimental setup

Figure 2-11 shows the reflection holography setup that we built. While the LED and

imaging arrays can be fabricated in the same chip, for our proof of concept we use
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two distinct CMOS chips, one containing the LED array (presented in Section 2.2) and

another one containing the CMOS imaging array (in particular, the commercially available

Panasonic MN34230ALJ CMOS imager). A schematic of the chip arrangement is shown

in Fig. 2-11(a), along with pictures in Fig. 2-11(b, c): we mounted the LED array on

a transparent 1 mm thick glass carrier to place it on top of the imaging array without

occluding its FoV.

It is worth noting that our preliminary configuration is slightly different to the one we

presented in the previous section (Fig. 2-8), as there is an additional geometric parameter

𝑧3 corresponding to the vertical separation between the imaging and LED arrays (Fig. 2-

11(a)). This difference does not change the requirements to achieve a given FoV (Eq. 2.7

and Figs. 2-8(c, d)), but it does affect the magnification and shift of the two holograms

formed at the image plane. Now we have:

𝑀1

𝑀2

=

2(𝑧1+𝑧2)+𝑧3
𝑧1+2𝑧2

2(𝑧1+𝑧2)+𝑧3
𝑧1

=
𝑧1

𝑧1 + 2𝑧2
(2.8)

∆𝑖,1

∆𝑖,2

=
𝑑𝑖

𝑧1+𝑧3
𝑧1+2𝑧2

𝑑𝑖
𝑧1+2𝑧2+𝑧3

𝑧1

=
𝑧1(𝑧1 + 𝑧3)

(𝑧1 + 2𝑧2)(𝑧1 + 2𝑧2 + 𝑧3)
(2.9)

If we compare these equations to the ones we obtained for the fully integrated case

(Eqs. 2.5, 2.6) we can see how the individual magnifications and shifts 𝑀1, 𝑀2, ∆𝑖,1,

∆𝑖,2 and the shift ratio ∆𝑖,1/∆𝑖,2 are different, but the magnification ratio 𝑀1/𝑀2 is the

same.

Fig. 2-11(d) shows a sample hologram of a droplet of 20 𝜇m diameter beads acquired

with our reflection setup, as well as an optical micrograph taken with a regular microscope

at 5× magnification. As discussed, the two distinct holograms of the same sample are

clearly visible, spatially separated and have a different magnification.
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CMOS imager

Glass slide holding
the LED

LED chip

Mirror

Glass slide
with the sample

Image 1 Image 2

z1

z2

z3

a)

b) c)

Sample holder

Reflector

LED + imaging 
array assembly

LED array 
contact leads

LED chip

CMOS
imager

ESD 
protection

diodes

d) Aquired reflection hologram

5x magnification micrograph

Figure 2-11: CMOS LED array reflection holography setup. (a) A schematic of the setup,
where the LED and imaging chips are in different substrates. (b) Picture of the setup.
The LED + imager assembly, the sample holder and the reflector are visible. (c) Picture
of the LED + imager assembly. A transparent glass slide holds the CMOS chip with the
LED array on top of the CMOS imager. (d) A sample hologram acquired with the setup,
corresponding to 20 𝜇m diameter beads. A 5× magnification micrograph taken with a
regular microscope is also shown.
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Estimating subpixel shift

An important step to exploit the benefits of subpixel shift holography is to accurately

estimate the shift between the holograms acquired with the different LEDs in the array,

a concept usually referred to as image registration.

As we have discussed above, the magnitude of the shift does not only depend on the

spacing between elements in the source array, but also on the geometric arrangement

of the holographic microscopy setup. While it is in principle possible to calculate the

shift by accurately measuring all the geometrical parameters of the setup (𝑧1, 𝑧2 and 𝑧3),

such an approach requires calibration every time a sample is switched and is prone to

experimental measurement uncertainties.

It is therefore desirable to resort to computational techniques that can extract the

shift by directly comparing the acquired holograms. Since this is a problem that appears

in multiple research and commercial applications, a plethora of techniques have been

reported in the literature [190].

Focusing on algorithms for applications in subpixel shift holography, three main ap-

proaches have previously been used in the literature:

• Cross-correlation between shifted images: The shift is defined as the location of

the peak of the upsampled cross-correlation between the two images. Such up-

sampled cross-corelation is usually calculated by means of a Fourier transform for

computational efficiency [191,192].

• Maximum A Posteriori (MAP) registration: The subpixel shift is obtained by max-

imizing the likelihood of observing the recorded holograms according to a given

observation model [65, 193].

• Feature-based image registration: The shift is calculated by obtaining displacement
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vectors between key subregions in the recorded holograms [32].

Of course, each approach has its advantages and drawbacks, which usually involve a

tradeoff between accuracy, computation time and robustness to noise. While traditional

holographic microscopy approaches record high SNR images (at the expense of increased

complexity, size and cost), our recorded holograms have a limited SNR due to the rela-

tively low power of our CMOS LEDs. Thus, our choice of image registration algorithm

needs to be robust to the presence of noise.

We evaluated the accuracy of a variety of image registration algorithms under different

noise scenarios using synthetic data simulating our experimental conditions. To do so,

we took a subregion of a hologram acquired with our reflection holography setup using

a single CMOS LED in our array, and computationally generated a fixed, known subpixel

shift. We then synthetically added noise of increasing variance to the shifted image

(Fig. 2-12(a)) and evaluated the difference between the shift obtained by the various

algorithms and the known values. The results are shown in Fig. 2-12(b) 5. As we can

see, the enhanced cross correlation (ECC) method [194] is the one that performs the

best under our experimental noise conditions, which we estimated by evaluating the Peak

Signal to Noise Ratio (PSNR) between a raw image taken without a sample and the

same image with heavy denoising applied to it 6. We can see how the ECC algorithm

achieves a shift accuracy better than 0.02 pixels regardless of the noise strength. Mutual

information and optical flow algorithms perform well under high SNR conditions, but

start to fail for noisy images.

We therefore used the ECC algorithm [194] (as implemented in the opencv python

5We note that we do not evaluate the use of MAP registration due to the long computation time
required, especially for large images.

6Note that applying heavy denoising to such an image does not distort it since the illumination
pattern of the LED without a sample should be really smooth. Any high frequency content is due to
noise.
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Figure 2-12: Robustness to noise of different image registration algorithms. (a) We use
a region of an experimentally acquired hologram of a honeybee wing and synthetically
add noise. (b) The error in the extracted shift as a function of the Peak SNR (PSNR)
of the image. Each data point includes the average registration error over 10 repeats of
the algorithm with 10 distinct synthetic noise addition processes of the same variance.

package [195]) to perform image registration for our four different acquired holograms

(one per each CMOS LED in the array, as shown in Fig. 2-13(a) for a mantis wing

sample). Figure 2-13 shows the results for five different samples.

A few observations need to be made here:

• As shown in the second row of Fig. 2-13, the obtained subpixel shifts are different

for each sample. This is expected, since as we described in detail in Section 2.3.1,
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0.34 ± 0.050.78 ± 0.05LED 3

-0.2 ± 0.050.17 ± 0.05LED 4

Y shi�
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X shi�
(pixels)

0 ± 0.050 ± 0.05LED 1

0.11 ± 0.050.29 ± 0.05LED 2

-0.01 ± 0.050.41 ± 0.05LED 3

-0.15 ± 0.050.29 ± 0.05LED 4

Y shi�
(pixels)

X shi�
(pixels)

0 ± 0.050 ± 0.05LED 1

0.14 ± 0.050.16 ± 0.05LED 2

0.02 ± 0.050.29 ± 0.05LED 3

-0.04 ± 0.050.23 ± 0.05LED 4

Y shi�
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X shi�
(pixels)

0 ± 0.050 ± 0.05LED 1

0.48 ± 0.050.26 ± 0.05LED 2

0.1 ± 0.050.64 ± 0.05LED 3

-0.01 ± 0.050.11 ± 0.05LED 4
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347.78 ± 112.94332.04 ± 45.64LED 2

179.01 ± 165.56782.94 ± 205LED 3

-161.89 ± 77.12289.9 ± 89.38LED 4

Figure 2-13: Evaluation of subpixel shift in five different samples acquired with our
CMOS LED array reflection holography setup. (a) Sample dataset of a mantis wing,
which contains four different holograms, each acquired with a different CMOS LED
turned on. (b) Extracted subpixel shifts for subhologram 2 for the five different samples
studied. The first row shows the hologram acquired with LED 1 turned on, and lists the
magnification ratio between subholograms 1 and 2. The second row shows the extracted
subpixel shifts between the different holograms in the dataset. The third row shows
the LED positions calculated from the subpixel shift, superimposed into the regions of
LED filament formation set by the overlap between the poly-Si and the c-Si island in the
fabricated device. (c) The calculated LED positions using the extracted subpixel shifts
for all the studied samples. A schematic of the LED array layout is shown for reference.
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the shift does not only depend on the spacing between LEDs in the array but also on

the geometrical parameters of the setup, which change depending on the sample.

In our experiments we maintained both the source - sample distance 𝑧1 and the

imager - source distance 𝑧3 fixed, and increased the sample - mirror distance 𝑧2 for

larger samples (which require a larger FoV).

As expected, samples that have a larger 𝑧2 (which are the samples that have a

larger magnification ratio 𝑀2/𝑀1 - Eq. 2.8) show larger subpixel shifts.

• As described in Section 2.3.1 and shown in Fig. 2-13(a, b), our acquired images

contain two holograms of the same sample, each with a different magnification and

shift. Nevertheless, the geometrical configuration we used experimentally (with a

total imager to mirror distance 𝑧1 + 𝑧2 + 𝑧3 below 1 cm) results in subhologram 1

having shifts that are below 0.03 pixels and therefore not detectable. This is why

we only show subpixel shift values corresponding to subhologram 2.

• We can easily calculate the LED positions from the extracted hologram shifts by

rearranging Eqs. 2.8 and 2.9 and realizing that:

∆𝑖,2 =
𝑑𝑖
𝑇

(︂
𝑀2

𝑀1

+
𝑧3
𝑧1

)︂
(2.10)

Above, besides our previously defined variables, ∆𝑖,2 is the extracted shift in units

of pixels and 𝑇 is the pixel size (3.8 𝜇m in our setup). The magnification ratio

between subholograms 𝑀2/𝑀1 can easily be extracted from the acquired data, and

its value is shown in the first row of Fig. 2-13(b).

The third row of Fig. 2-13(b) shows the calculated LED positions for each sample

given the extracted shifts and magnification ratios. These are superimposed on the
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regions of overlap of the poly-Si access areas and the c-Si island, which as described

earlier are the possible areas of LED filament formation (Fig. 2-5(b)).

• Figure 2-13(c) shows the extracted LED positions using the hologram shift data

from all the samples we studied. Along with the data shown in the third row of Fig.

2-13, we can see how the extracted LED positions are reasonably consistent between

samples. Deviations are due to the inaccuracies of the cross-correlation algorithm

under the limited SNRs of our experimental samples, as well as possible small

movements of the stage / camera between hologram acquisitions with different

LEDs turned on.

It is also worth noticing how our simple reflection imaging configuration (consisting of

a camera, a mirror and an LED array, with no lenses or any bulk optical element) allows us

to determine the location of the emitters with an accuracy below 200 nm. Doing so with

a conventional imaging setup would require an expensive, bulky and high magnification

microscope (such as the one we used to directly characterize the LED array in Section

2.2).

High resolution image generation

Once we have extracted the subpixel shift between the acquired images we need to

construct the High Resolution (HR) image, which will hopefully capture more features

than the individual images and therefore lead to better object reconstruction.

There exist a great variety of methods for generating such an HR image, with their

own set of advantages and drawbacks (Ref. [196] contains a good review of the main

approaches). Similarly to what we did for the subpixel shift registration methods in the

previous section, we evaluated the performance of various algorithms for high resolution

image generation using a synthetically generated hologram of beads (Fig. 2-14(a)). From
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that image we generated a set of N=100 subpixel shifted images with 2x lower resolution

- one set without added noise (Fig. 2-14(b)) and one set with gaussian noise added (Fig.

2-14(c), closer to our experimental conditions).

We then used different methods to generate the high resolution image (and based

our code on that provided in [197,198]) 7:

• Interpolation: It performs simple bicubic interpolation assuming that the intensity

at the position based on the subpixel shift is the recorded pixel value.

• Projection Onto Convex Sets (POCS): The problem of finding the HR image is

formulated as that of finding the intersection of a set of convex constraints based

on the observed low resolution images [199].

• Iterated Backprojection: One of the most common methods used for superres-

olution image generation, it iteratively generates a better approximation of the

original HR image by modeling the imaging process and comparing the experimen-

tally acquired images to the corresponding low resolution images generated from

the current HR approximation [200].

• Regularized Superresolution: A similar approach to iterated backprojection, but it

uses an adaptive regularizer with better robustness to noise and edge preserving

properties [201].

• Structure-Adaptive Normalized (SAN) Convolution: Uses the normalized convolu-

tion framework (where a local approximation of the signal is made by projection

into a set of basis functions, similar to a Taylor expansion). The implementation

7Detailed description of the different methods is out of the scope of this thesis. The reader is
pointed to the references included for each method for a detailed description. We note that this is not
an exhaustive list of superresolution image generation approaches.
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we use employs a set of basis functions that are robust against noise and disconti-

nuities [202].

We used the described methods with a varying number of subpixel shifted images and

compared the resulting high resolution image to the ground truth image (Fig. 2-14(a))

through the use of the Pearson Correlation Coefficient. The results are shown in Fig.

2-14(d) for the no noise case, and in Fig. 2-14(e) for the case with noise.

A few conclusions can be drawn from Figs. 2-14(d,e):

• As expected, all algorithms perform better when there is no noise present in the

acquired low resolution images.

• The SAN convolution method performs the best regardless of the number of images

and the presence of noise.

• POCS, iterated backprojection and regularized superresolution methods have a

similar performance in the noiseless case, but iterated backprojection performs

significantly better in the presence of noise.

• All methods but interpolation benefit from having a larger number of low resolution,

subpixel shifted images, specially in the case where there is noise present in the

acquired images. As is apparent from Figs. 2-14(d,e), on the order of 10 - 20

images are required to improve resolution (or equivalently, improve the correlation

coefficient). This is consistent with previously published work on subpixel shift

holographic superresolution. For example, reference [192] uses 32 low resolution

images, ref. [32] uses 49 of them, [51] uses 23 and [203] uses 80.

Figure 2-15 shows the high resolution holograms reconstructed using the SAN con-
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Figure 2-14: Evaluation of superresolution image generation algorithms with a synthetic
hologram. (a) The high resolution synthetically generated hologram that is the ground
truth. From the ground truth we generated datasets of 100 subpixel shifted holograms
with 2x lower resolution, without noise (b) and with noise (c). We used different super-
resolution image generation methods with increasing number of subpixel shifted images
and compared the results to the ground truth image shown in (a). The Pearson correla-
tion coefficients between the ground truth and the generated superresolution images are
shown in (d) for the noiseless dataset and in (e) for the case with added noise.
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Low resolution hologram
(LED 1 on) 
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(Structure-Adaptive Normalized Convolution) 

Earthworm
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Low resolution hologram
(LED 1 on) 

High resolution hologram with 4 images
(Structure-Adaptive Normalized Convolution) 

Figure 2-15: High resolution holograms generated using the Structure-Adaptive Normal-
ized (SAN) Convolution algorithm for our experimental samples.

volution method for our experimentally acquired samples 8. From our last point above,

4 subpixel shifted images are not enough to recover higher resolution features (we would

need a larger array for that), but as can be observed in the second column of Fig. 2-15,

our super-resolution image generation method removes some of the noise present in the

acquired holograms. Such noise removal is better than if we use the SAN convolution

algorithm on a single image or if we just average the 4 acquired images. Thus, even

though with 4 images we cannot perform superresolution, we can achieve a higher SNR

(Fig. 2-16) 9.

Sample reconstruction

We are now ready to perform sample reconstruction of our acquired holograms, which

are shown in Figs. 2-17 and 2-18.

For each sample we have three different holograms:

8It is worth remembering that we can only perform high resolution hologram generation for subholo-
gram 2, since subhologram 1 has negligible subpixel shift

9We estimated the PSNR of each hologram by extracting the noise variance from a region of the
image that does not contain sample features.
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Single LED hologram

Hologram with 4 LEDs
combined (SAN convolu�on)
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Figure 2-16: Peak Signal to Noise Ratio (PSNR) of different approaches for noise sup-
pression. For each approach the full hologram, a closeup and the noise histogram are
shown. The noise histogram is obtained by focusing on a region of the image without
sample features. For the 4 LED SAN convolution approach (bottom right corner) a 2x
reduction of image size through linear interpolation is performed so it has the same size
as the other three approaches.
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1. Subhologram 1, with the corresponding reconstructions shown in Fig. 2-17.

2. Low resolution subhologram 2 (corresponding to a single hologram acquired with

one of the LEDs turned on), with the corresponding reconstructions shown in the

center column of Fig. 2-18.

3. High resolution subhologram 2, constructed using the SAN convolution algorithm

(as discussed in the previous section) using the 4 images acquired with different

LEDs turned on and the extracted subpixel shifts. The corresponding reconstruc-

tions are shown in the right column of Fig. 2-18.

For each hologram we perform two reconstructions:

• A baseline reconstruction using the angular spectrum method [59], where the

recorded hologram is transformed to the frequency domain through fast Fourier

transform (FFT), back-propagated to the image plane in the frequency domain

and then converted back to the space domain with inverse FFT.

As discussed earlier, while simple this approach has several limitations including the

assumption of a monochromatic source (which is not true in our case), and the

presence of a twin image.

• A reconstruction using a modification of the DIP algorithm developed by Dr. Ik-

sung Kang, which as discussed in Section 2.1.3 can overcome the limitations of

traditional reconstruction methods.

Since our sources have a large NA, as the source - sample distance increases the

power density at the CMOS imaging array decreases, resulting in a lower power

integrated over a single pixel and therefore a lower SNR.
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Subhologram 1

20 μm beads

housefly mouth

honeybee wing

Baseline reconstruction
method DIP reconstruction

Micrograph 
@ 5x magnificationAcquired hologram

SSIM = 0.07 SSIM = 0.37

SSIM = 0.09 SSIM = 0.63

SSIM = 0.81SSIM = 0.06

Figure 2-17: Hologram reconstructions of subhologram 1 for three different samples. The
acquired hologram (first column), a micrograph taken with a 5x magnification objective
(second column), the reconstruction using a baseline backpropagation algorithm (third
column) and the reconstruction using our DIP algorithm (fourth column) are shown. The
Structural Similarity (SSIM) index between the micrograph and each of the reconstruc-
tions is also shown.
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Since in our reflection configuration the total source - sample distance is signifi-

cantly larger than in a transmission lensless setup, the achieved hologram SNRs

are lower (compare Fig. 2-4 to Fig. 2-13) and therefore less interference fringes

are resolved. This results in the original DIP algorithm producing spurious sample

features to "smear out" these lost interference fringes (see reconstruction on the

top row of Fig. 2-19). Essentially, the original DIP algorithm takes the absence

of interference fringes as a real sample feature, and therefore produces a sample

reconstruction that results in a hologram without the unresolved fringes even in

the absence of noise in the hologram acquisition.

To prevent the generation of spurious features and improve the robustness of the

DIP algorithm to low SNRs I included the presence of noise in the generation of

the approximated hologram: after generating the estimated hologram 𝐼𝑑𝑒𝑡, additive,

white gaussian noise (AWGN) is generated and added to the hologram so that the

loss function is computed on 𝐼𝑑𝑒𝑡,𝑛𝑜𝑖𝑠𝑒 = 𝐼𝑑𝑒𝑡+𝑁(0, 𝜎) (bottom row of Fig. 2-19).

This step prevents the DIP algorithm from overfitting to the noise present in the

acquired holograms and improves significantly the reconstruction quality as seen in

the bottom row of Fig. 2-19.

Such noise addition step also makes the use of the total variation regularizers

used in the original DIP architecture unnecessary. As a result, the number of

regularizers (and associated hyperparameters) is reduced. Our new loss function is

the following:
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ℒ
(︀
𝐼det, 𝐼det; 𝜃𝛼, 𝜃𝜙,∆𝑧, 𝛾1, 𝛾2, · · · , 𝛾𝑁

)︀
= MSE

(︁
𝐼det, 𝐼det

)︁
+ 𝜅1NPCC

(︁
𝐼det, 𝐼det

)︁
+ 𝜅2

(︃
1−

𝑁∑︁
𝑛=1

𝛾𝑛

)︃
+ 𝜅3

𝑁∑︁
𝑛=1

ReLU (−𝛾𝑛)

(2.11)

And the hyperparameters are fixed for all the samples to 𝜅1 = 10, 𝜅2 = 10 and

𝜅3 = 25. Notice how we eliminated the TV regularizers, which allowed us to drop

the hyperparameter 𝜅4 which had to be tuned for each sample in the original DIP

framework presented in Section 2.1.3 [181]. Thus, our new DIP framework with

noise addition avoids the need to tune any the hyperparameters to the specific

sample being reconstructed.

We set the variance 𝜎 of the AWGN in the novel DIP framework to the estimated

noise variance of the experimental hologram. Such estimated variance can easily be

obtained by looking at the pixel variance in regions of the experimental hologram

that do not have sample features (i.e., the background of the hologram).

To quantitatively evaluate the quality of the resulting reconstructions we use the struc-

tural similarity (SSIM) index [204] between the obtained computational reconstruction

and a micrograph of the sample taken with a 5x magnification microscope.

Several important conclusions can be drawn from Figs. 2-17 and 2-18:

• As expected, subhologram 1 (Fig. 2-17) has a lower magnification than subholo-

gram 2 (Fig. 2-18). Therefore, for the same reconstruction area, a larger portion

of the sample is contained in subhologram 1 compared to subhologram 2.

• The use of the DIP algorithm results in significantly higher quality reconstructions
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Figure 2-18: Hologram reconstructions of subhologram 2 for three different samples.
Only a sub-region of the full hologram reconstruction is shown. Reconstructions for a
singe low resolution hologram (center) and for a high resolution hologram generated
through the Structure-Adaptive Normalized Convolution algorithm (right) are shown.
For each sample we show reconstructions using a baseline backpropagation method and
our DIP algorithm. For the 20 𝜇m beads sample, we also show reconstruction of a
high resolution hologram obtained through bicubic interpolation of a singe low resolution
hologram. The Structural Similarity (SSIM) index between the micrograph and each of
the reconstructions is also shown.
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Resulting reconstruction

Resulting reconstruction

Micrograph 
@ 5x magnification

Acquired hologram

Figure 2-19: Modified DIP architecture for noise robustness, where we include the pres-
ence of noise as an extra step to the hologram generation. This significantly improves
reconstruction quality.

(higher SSIM index) compared to the baseline backpropagation method, including

higher contrast, enhanced resolution and the removal of the twin image. This is

expected as discussed in detail in Section 2.1.3.

• The use of HR holograms results in increased resolution of the reconstruction (Fig.

2-18). For example, in the case of the 20 𝜇m diameter beads, the use of a HR

hologram allows differentiation of the transparent center of the bead from the dark

edges (which is what is observed in the optical micrograph). Similarly, in the case

of the honeybee wing, the HR reconstruction correctly shows the transparent center

of the veins and their dark edge.

• While the use of HR holograms results in higher resolution reconstructions, we

cannot observe an advantage when we use the HR image generated from the

subpixel shifted holograms compared to a HR image generated by simple bicubic

interpolation of a single LR hologram. This is shown for the 20 𝜇m diameter

beads sample in the bottom right of Fig. 2-18: no difference in resolution or

reconstruction quality is observed between the two reconstructed samples.

This is expected: as we discussed in Section 2.3.2, we need on the order of 20
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subpixel shifted images to observe a resolution increase, whereas we only have 4

due to the limited size of our CMOS LED array.

2.4 Conclusion

In this chapter we have demonstrated for the first time the use of a subwavelength size

silicon surface emitting LED to realize lensless holography in a highly compact form factor

and without the need of a pinhole.

To address the limitations posed by the limited temporal coherence of the LED we have

used a novel DIP algorithm developed by Dr. Iksung Kang capable of blindly recovering

the illumination spectrum and simultaneously improve the reconstruction quality and

resolution.

Since the silicon LED is made in a CMOS process, we can take advantage of the high

fabrication control and the availability of high resolution metals with feature sizes below

100 nm to realize arrays of such LED sources.

In this regard, we experimentally demonstrated, to the best our knowledge, the first

array of subwavelength-sized emitters with subwavelength spacing realized in a CMOS

platform, and the smallest spacing ever demonstrated in an array of individually and

electrically addressable nanoLEDs when compared to its emission wavelength (Table 2.1).

While our LED array size is limited, our architecture is highly scalable thanks to the high

scalability and fabrication quality of CMOS fabrication processes.

Another advantage of our sources being made in a CMOS process is that we can

realize the imaging array required to record the hologram in the same chip. To take

advantage of this, we proposed, analyzed and demonstrated a new lensless holography

configuration that relies on the reflection off of a mirror to allow for light generation and

hologram acquisition in the same chip, resulting in a simpler and cheaper system.
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With this, we first discussed how this configuration can be used to realize self-

calibrated proximity sensors capable of measuring distances below a 100 𝜇m with high

accuracy. We then coupled the reflection configuration with our illumination source ar-

ray to demonstrate the ability to obtain subpixel shifted holograms, which can enable

resolutions beyond the limit set by the finite camera pixel size.

We also proposed a modification to the DIP-based sample reconstruction that sig-

nificantly increases robustness to low SNR holograms by direct addition of noise to the

approximated measurement generated by the neural network. This is, to the best of our

knowledge, the first time that the direct addition of noise is used in a DIP architecture.

All in all, in this chapter we set up the foundations to exploit CMOS fabrication

processes to realize large scale arrays of sub-wavelength size, sub-wavelength spaced

illumination arrays. We also demonstrated how these arrays can enable new imaging

configurations and novel functionalities.
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Chapter 3

Native Single-mode

Waveguide-coupled LEDs in

Unmodified Silicon Photonics

Fabrication Platforms

As discussed in detail in the introduction, integrated photonics holds a great potential to

reduce complexity, cost and enable new functionality for imaging applications. In Chapter

2 we have exploited CMOS photonics to realize arrays of near-point surface emitting LEDs

and demonstrated how they can enable subpixel shift holography in a very compact and

simple configuration.

While very useful, the sources we studied in Chapter 2 are surface emitting, so we

cannot take advantage of the capability of photonic chips to guide and process the

generated light within the chip.

Generating waveguide coupled light in monolithic silicon photonics systems is very
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challenging due to the indirect bandgap of silicon. To overcome this limitation, hybrid

integration of III-V materials is possible [205], as well as coupling of the light generated

by an external light source into the silicon chip (usually through optical fiber attach) [22].

While effective, these approaches require either complex fabrication processes or costly

and time-consuming packaging techniques that reduce system yield and robustness and

increase manufacturing costs.

In contrast, the development of a monolithic waveguide-coupled light source in silicon

photonic fabrication platforms could enable the realization of integrated optical systems

that do not require an external light source. Such a light source will intrinsically have a

limited efficiency and output power due to the indirect bandgap of silicon, but it could

be useful for a subset of applications where high temporal coherence, high signal to noise

ratio or high speed are not critical.

This chapter deals with the modeling and experimental characterization of such native

waveguide-coupled light sources in silicon photonics processes. We fabricate waveguide

coupled LEDs in two different configurations (linear and resonant) and in three differ-

ent CMOS photonic platforms (GlobalFoundries 45RFSOI, AIM photonics and Global-

Foundries 45SPCLO) generating waveguide-coupled optical powers in the hundreds of

pW power levels. In the first part of this chapter we present the device designs (Section

3.1) and develop a detailed theoretical model accounting for both electrical and optical

behavior (Sections 3.2 and 3.3). Then, in Section 3.4 we experimentally characterize the

performance of these sources and demonstrate on-chip detection of the generated light

using an integrated photodetector.

This is, to the best of our knowledge, the first time that a waveguide-couple light

source has been realized in a CMOS photonic process without any modification to the

process flow.
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3.1 Device designs

Previous work on silicon waveguide-coupled LEDs relies on non-standard fabrication pro-

cesses to achieve light emission. Libertino et al. demonstrated a waveguide-coupled LED

with emission at 1550 nm based on Erbium doped silicon pn junctions [206]. More recent

work from NIST has demonstrated narrow emission from waveguide-coupled Si LEDs at a

wavelength of 1220 nm, both in straight waveguide (linear structures) [207] and resonant

structures [208]. These devices are based on defect implantation of W centers and require

operation at cryogenic temperatures, which greatly hinders the usability of these sources.

Furthermore, both approaches suffer from increased waveguide loss due to the required

defect/ion implantation, and show a degradation of performance at room temperature

due to fast detrapping of carriers into the conduction band as thermal energy increases
1.

Instead, we pursue an alternative approach: realize silicon waveguide-coupled LEDs

in commercial silicon photonics platforms without any modification to the fabrication

process. Since our sources rely on light generation through processes that are intrinsic

to crystalline silicon, the most important benefit of our approach is that our sources are

universal in the sense that they can be realized in any CMOS photonic process that uses

crystalline silicon optical waveguides.

To prove the universality of our approach, we demonstrate both linear and resonant

silicon LEDs fabricated in three different silicon photonics fabrication platforms (Glob-

alFoundries 45RFSOI [20], a preliminary version of the currently commercially available

AIM Photonics process [209], and GlobalFoundries 45SPCLO [210]). The three native

silicon LEDs we designed and fabricated are shown in Fig. 3-1:

1The waveguide-coupled optical power generated by these devices is not reported in any of the cited
works.
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1. Resonant strip waveguide LED: The first design (Fig. 3-1(a)) is a microring res-

onator LED based on interleaved pn junctions, similar to devices we have previously

characterized for use as optical modulators [211]. The device has a 10 𝜇m outer

diameter and is 1.2 𝜇m thick, and has a T-junction doping profile interleaved along

the azimuthal direction [212]. The purpose of such a junction profile is to maxi-

mize the overlap of the p-n junction with the fundamental whispering gallery mode

propagating along the ring (shown in the bottom left in Fig. 3-1(a)). Electrical

contacts to the different sections are achieved through access spokes at the inner

edge of the ring, so that metals are kept far away from the optical mode.

The device is fabricated in the commercially available GlobalFoundries 45RFSOI

microelectronics process [20], which has a crystalline silicon layer with a thickness

below 100 nm. Despite being a microelectronics process, we have previously demon-

strated high performance optical and electro-optical devices in this process [213]

and have shown monolithic integration with VLSI circuits [214].

2. Linear rib waveguide LED: The second design (Fig. 3-1(b)) is a linear LED based

on a lateral pn junction fabricated at the SUNY Poly Albany NanoTech Complex, in

a preliminary version of the current commercially-available AIM Photonics foundry

process [209].

Since this is a fabrication process tailored for photonics, it has a thicker silicon

(220 nm) and it includes a partial etch step which allows for the realization of rib

waveguides. We therefore fabricated a linear rib waveguide with a total length of

2 mm, and used full etch sections at the edges of the waveguide to provide electrical

contact while minimizing metal losses.

3. Resonant rib waveguide LED: The third design (Fig. 3-1(c)) is a resonant LED
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Figure 3-1: Native waveguide coupled silicon LED designs. (a) Ridge waveguide resonant
LED design fabricated in the GlobalFoundries 45RFSOI process. The ring outer diameter
is 10 𝜇m, the ring width is 1.2 𝜇m and the silicon thickness is below 100 nm. The pn
junctions are interleaved along the azimuthal direction. The lowest order optical mode
propagating along the ring at a wavelength of 1130 nm is shown in the bottom left corner.
(b) Rib waveguide linear LED design fabricated in a preliminary version of the current
AIM Photonics process based on a lateral pn junction. The total length of the device
is 2 mm. The propagating optical mode at a wavelength of 1130 nm is shown in the
bottom. (c) Rib waveguide resonant LED fabricated in GlobalFoundries 45CLO process,
which is based on a lateral pn junction. The ring diameter is 10 𝜇m measured from the
outer edge of the full etch silicon. The propagating optical mode at a wavelength of
1130 nm is shown in the bottom right corner.

based on a rib waveguide with a lateral pn junction (similar to the linear LED

described above). The width of the full etch section of the rib waveguide is 250 nm,

designed to be single mode at the emission wavelength of the LED (which as we

will see is centered around 1130 nm). As shown in Fig. 3-1(c), doping is applied

along the circumference of the ring except at the ring - bus coupling region. The

ring radius is 5 𝜇m measured from the outer edge of the full etch section.

This device is fabricated in GlobalFoundries 45SPCLO [210], a fabrication platform

tailored specifically for silicon photonics applications monolithically integrated with

high performance electronics.

137



3.2 Operation principle and main physics

The main physical mechanisms affecting the performance of our waveguide-coupled silicon

LEDs are depicted in Fig. 3-2.

We can break down the overall efficiency of our waveguide-coupled silicon LEDs into

two terms:

𝜂 = 𝜂𝑖𝜂𝑐 (3.1)

𝜂𝑖 is the efficiency of converting injected carriers into emitted photons (i.e., the

efficiency of generating light from the injected electrical power or the internal quantum

efficiency) and 𝜂𝑐 is the efficiency with which these generated photons couple into the

optical mode supported by the waveguide (i.e., the efficiency of extracting the generated

photons into the waveguide mode of interest).

𝜂𝑖 is set by the competition between radiative and non-radiative mechanisms in the

active region (the silicon waveguide). In our device, radiative recombination is achieved

through phonon-assisted band-to-band recombination, while Shockley-Read-Hall (SRH)

recombination both in the bulk of the silicon and at the silicon-oxide surfaces as well

as Auger recombination all contribute to non-radiative recombination. Such competition

can be easily understood using the 𝐴𝐵𝐶 model [215], which approximates:

𝜂𝑖 =
𝐵𝑁2

𝐴*𝑁 +𝐵𝑁2 + 𝐶𝑁3
(3.2)

Above, 𝑁 is the number of injected carriers, 𝐵 is the radiative recombination coeffi-

cient, which for silicon is about 4 · 10−15 𝑐𝑚3/𝑠 at room temperature [216,217], 𝐶 is the

Auger recombination coefficient (which is about 1 · 10−31 𝑐𝑚6/𝑠 for Si [218]) and 𝐴* is

the SRH recombination coefficient, which can be broken down as 𝐴* = 𝐴 + 𝑆 · 𝑎𝑟𝑒𝑎
𝑣𝑜𝑙𝑢𝑚𝑒
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and includes both bulk (first term) and surface (second term) recombination. 𝐴 is the

bulk SRH recombination coefficient and 𝑆 is the surface recombination velocity.

Equation 3.2 clearly shows that achieving high efficiency not only requires a high 𝐵

coefficient (i.e. having fast radiative recombination) but also requires suppressing non-

radiative recombination mechanisms (i.e. having small 𝐴* and 𝐶). Since silicon is an

indirect bandgap material, its B coefficient is significantly smaller than that of typical

III-V materials used for the realization of LEDs (4 · 10−15 𝑐𝑚3/𝑠 for Si compared to

1 ·10−11−10 ·10−11 𝑐𝑚3/𝑠 for III-V). Nevertheless, the high quality material and surface

passivation achievable in silicon results in significantly lower SRH recombination, an effect

that is even more noticeable when shrinking the device to sub-µm dimensions [219].

The mode coupling efficiency 𝜂𝑐 also has an important impact in the device efficiency.
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Radiative recombination
~𝐵𝐵𝑁𝑁2

Non-radiative recombination

Surface recombination

~𝑆𝑆𝑒𝑒𝑒𝑒𝑒𝑒
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑁𝑁
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~𝐴𝐴𝐴𝐴
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Figure 3-2: Main physical mechanisms affecting the generated optical power and effi-
ciency of our silicon light sources. The competition between radiative and non-radiative
recombination mechanisms sets the electrical to optical efficiency 𝜂𝑖. The total efficiency
is also affected by how much of the generated light couples into the relevant optical mode
of the waveguide 𝜂𝑐.
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Ideally, we want every generated photon to be emitted into the optical mode supported

by the waveguide. If we consider every radiative electron-hole pair as a dipole source, 𝜂𝑐

is related to the overlap integral between the optical mode supported by the waveguide

and the electric field generated by the emitting dipole. In the case of the resonant device,

we also need to maximize the fraction of power coupled from the ring (where light is

generated) to the bus waveguide, which can be adjusted by changing the gap between

the ring and the bus.

3.3 Device modeling

To better understand the tradeoffs and main factors limiting the efficiency of our devices,

we developed two different simulation models to capture the different physical mecha-

nisms affecting the LED behavior. As indicated in Fig. 3-2, we use Sentaurus TCAD to

obtain the electrical to optical efficiency 𝜂𝑖 by modeling the carrier transport mechanisms

in our silicon p-n junction (Section 3.3.1), and we use Lumerical FDTD to model the

optical behavior of our system and obtain the mode coupling efficiency 𝜂𝑐 (Section 3.3.2).

3.3.1 Electrical to optical efficiency: Sentaurus TCAD model

Firstly, we used Sentaurus TCAD [220] to model the electrical transport and recombina-

tion mechanisms in our devices and obtain the electrical to optical conversion efficiency

𝜂𝑖.

The simulation set up is depicted in Fig. 3-3. For both the resonant and linear LEDs

we used the default silicon and silicon dioxide materials provided by Sentaurus, except

that we modified silicon’s radiative recombination parameter 𝐵 from its standard value of

0 to 𝐵 = 4.7 · 10−15 𝑐𝑚−3/𝑠 as measured by Nguyen [216]. The surface recombination
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Figure 3-3: Sentaurus TCAD models of (a) the resonant strip waveguide Si LED, and
(b) the rib waveguide Si LEDs (both linear and resonant).

velocity at the silicon - oxide interface is set to 𝑆 = 1000 𝑐𝑚/𝑠 [221] 2.

As shown in Fig. 3-3(a), for the strip waveguide resonant silicon LED (based on

interleaved pn junctions) we developed a 3D model of a single p-n spoked junction and

applied periodic boundary conditions in the 𝑦 direction to correctly capture the ring

configuration, an approach that we have used and validated previously [222]. The whole

simulation region depicted in Fig. 3-3(a) is surrounded by silicon dioxide (except in

the 𝑦 direction due to the periodic boundary conditions) so that the effect of surface

recombination is correctly captured. We assume that the doping distribution is uniform

in the 𝑧 direction. For the rib waveguide LEDs (both linear and resonant) we developed

a 2D model of the waveguide cross section as depicted in Fig. 3-3(b) 3. Similarly to

the case of the resonant LED model, silicon dioxide surrounds the whole silicon region so

that surface recombination effects are properly captured.

2While there exists a range of surface recombination velocities for the Si - oxide interface reported in
the literature, as we will discuss in detail below its exact value does not affect significantly the achievable
efficiency of our LEDs at relevant operating currents.

3Figure 3-3(b) shows the model for the linear rib waveguide LED. The model for the resonant rib
waveguide LED is identical except that the dimensions are adapted.
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Figure 3-4: Sentaurus TCAD simulation of resonant strip waveguide (a, b) linear rib
waveguide (c, d) and resonant rib waveguide (e,f) silicon LEDs. (a, c, e) Recombination
rate as a function of bias current for the different recombination mechanisms present
in the devices obtained with Sentaurus TCAD. (b, d, f) Electrical to optical efficiency
𝜂𝑖 as a function of bias current with suppressed surface recombination (orange, SRV =
0) and with surface recombination (blue, SRV = 1000 cm/s) obtained from Sentaurus
TCAD simulations. (g) Radiative recombination rate for the three designs. (f) Electrical
to optical efficiency 𝜂𝑖 for the three designs, with (blue) and without (orange) surface
recombination.
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The simulation results for the three designs are shown in Fig. 3-4. Figs. 3-4(a,c,e)

show the rate of the different recombination mechanisms (integrated over the whole

silicon volume) as a function of bias current for the resonant strip waveguide (Fig. 3-

4(a)), linear rib waveguide (Fig. 3-4(c)) and resonant rib waveguide (Fig. 3-4(e)) LEDs.

We can see how for all devices surface recombination is the fastest mechanism at lower

bias currents and then Auger recombination takes over. Radiative recombination is the

slowest (3 to 4 orders of magnitude lower) of the processes due to the indirect bandgap

of silicon.

Figures 3-4(b,d,f) show 𝜂𝑖 for all designs. As expected, the slow radiative recombi-

nation results in low efficiencies on the order of 0.01%. It is interesting to notice that

suppressing surface recombination (orange curves in Figs. 3-4(b,d,f)) has a relatively

low impact on the maximum achievable efficiency. This is because at the maximum ef-

ficiency point Auger recombination is comparable or higher than surface recombination.

This points to two important facts: (1) maximum efficiency is achieved when the device

is in the high carrier injection regime and (2) to maximize device efficiency we would

need to ensure not only low surface recombination but also limited Auger recombination.

While suppressing surface recombination can be achieved by improving surface pas-

sivation and using techniques to keep carriers away from the surfaces, reducing Auger

recombination in the bulk of the silicon while keeping a high carrier injection so that the

radiative recombination rate is high is challenging. Recently, the use of strain engineering

has been proposed as a means to modify the configuration of the different conduction

bands in silicon and therefore reduce Auger recombination [223], which would allow for

increased efficiency.

Of course, another avenue to achieve a higher efficiency is increasing the radiative

recombination coefficient 𝐵 (typically through defect implantation) but this requires

device postprocessing and results in other performance tradeoffs as discussed earlier in
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this text.

Figure 3-4(g) shows the radiative recombination rate (which is proportional to the

generated optical power) as a function of bias current for our three different LED de-

signs, and Fig. 3-4(h) the electrical to optical efficiency. We can see how the radiative

recombination rate is almost the same for the three designs. At high current injection

(bias currents above 0.1 A/cm) the strip waveguide resonant LED has a slightly larger

radiative recombination rate. This can be explained because of the smaller cross-sectional

area of that design, that results in a higher carrier concentration 𝑁 (as in high injection,

where the carrier concentration is uniform in the silicon, 𝑁 ∝ 𝐼/𝐿𝐴 where 𝐼/𝐿 is the

bias current density and 𝐴 is the cross-sectional area) and therefore a higher radiative

recombination coefficient 𝐵𝑁2. This explains why, as shown in Fig. 3-4(h), the strip

waveguide resonant LED has a larger efficiency for current densities where Auger recom-

bination is not too high (from about 10−2 A/cm to about 1 A/cm), an effect that is

most noticeable when surface recombination is suppressed.

3.3.2 Mode coupling efficiency: Lumerical FDTD model

Secondly, we used Lumerical FDTD [224] to obtain the mode coupling efficiency 𝜂𝑐 and

the ring-bus coupling in the case of the resonant LEDs.

We model each radiative photon emission process as a dipole source and use a mode

expansion monitor to calculate the overlap between the electric field generated by the

dipole and that of the supported optical waveguide mode (Fig. 3-5).

It is important to notice that the coupling efficiency depends strongly on the location

of the dipole (i.e, where the electron-hole recombination event occurs) and its polariza-

tion: maximum coupling will occur for locations with the best overlap with the optical

mode and with the same polarization as the optical mode. It is for this reason that
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we designed the p-n junction profiles for maximum overlap with the propagating optical

mode. Nevertheless, in the regime where substantial radiative recombination is achieved

the silicon is intrinsic due to the high number of injected carriers, resulting in the radia-

tive recombination rate being almost uniform over the whole waveguide. This means that

the exact location of the p-n junction doesn’t affect the spatial profile of the radiative

recombination significantly, and therefore its effect in 𝜂𝑐 is minimal.

Due to the spatial dependence of the coupling efficiency, we repeat the simulation

with the dipole at different locations within the cross section of the waveguide (shown

in Fig. 3-5) and perform the average over all the simulated spatial locations. Notice

how the fact that radiative recombination is uniform over the whole waveguide allows

us to take the simple average of all the simulated spatial locations 4. As shown in Figs.

3-5(b,c), for the rib waveguide LEDs we sample 25 points per each section (full etch

waveguide, partial etch and contact regions). Since each section has a different cross

sectional area, we do the averaging of all the simulated positions weighted by the area of

each region:

𝜂𝑐 =
𝜂𝑐,𝑓𝑢𝑙𝑙 𝑒𝑡𝑐ℎ𝐴𝑓𝑢𝑙𝑙 𝑒𝑡𝑐ℎ + 𝜂𝑐,𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝑒𝑡𝑐ℎ𝐴𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝑒𝑡𝑐ℎ + 𝜂𝑐,𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝐴𝑐𝑜𝑛𝑡𝑎𝑐𝑡

𝐴𝑓𝑢𝑙𝑙 𝑒𝑡𝑐ℎ + 𝐴𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝑒𝑡𝑐ℎ + 𝐴𝑐𝑜𝑛𝑡𝑎𝑐𝑡

(3.3)

where 𝑋𝑟𝑒𝑔𝑖𝑜𝑛 denotes spatial and polarization average over 𝑟𝑒𝑔𝑖𝑜𝑛 and 𝐴𝑟𝑒𝑔𝑖𝑜𝑛 is its

area.

Since photon generation occurs through spontaneous emission in an isotropic mate-

rial the polarization of the generated photons is random and uniformly distributed. To

4If the radiative recombination were non-uniform over the silicon waveguide the averaging weight of
each simulated position should be related to the radiative recombination rate at that location (in other
words, if more photons are generated in a specific location, then it should have a larger weight in the
spatial averaging).
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account for this, at every spatial location we repeat the simulation for the three possible

dipole polarizations.

We note that, in the case of the resonant LEDs, Purcell enhancement should result in

increased emission into the resonant optical mode by a factor equal to the Purcell number

at the resonant wavelengths of the ring [225]. In our devices this does not have a strong

effect in the total power coupled into the bus waveguide for two reasons: (1) the large

free carrier losses at the high carrier injection required for strong light emission results in

low resonator quality factors and therefore a low Purcell factor (𝐹𝑝 < 4); (2) since we

care about the power integrated over the whole wavelength range, Purcell enhancement

has a limited effect because it only occurs at the resonance wavelengths. We can estimate

the increase in the total power due to the Purcell effect as 𝐹𝑝 · 𝐹𝑊𝐻𝑀/𝐹𝑆𝑅, where

𝐹𝑊𝐻𝑀 is the full-width at half-maximum of the resonance and 𝐹𝑆𝑅 is the free spectral

range. Using the values for our devices 𝐹𝑝 = 2, 𝐹𝑊𝐻𝑀 = 750 𝑝𝑚 (corresponding to

a quality factor 𝑄 = 1, 500) and 𝐹𝑆𝑅 = 16 𝑛𝑚, we get a limited enhancement of 10%.

Figure 3-6 shows 𝜂𝑐 for all designs obtained with Lumerical FDTD. The dashed lines

show the coupling efficiency averaged over the whole silicon waveguide area for the

three possible dipole polarizations, and the solid line shows the average over the three

polarizations. We can see how the coupling to the fundamental mode of the optical

waveguides is limited to about 2.5% for the resonant strip waveguide LED, and to about

1% for the both the linear and resonant rib waveguide LEDs. This is because, as expected,

only one dipole polarization couples strongly to the propagating optical mode (the one

corresponding to the TE polarization of the propagating optical mode). A larger coupling

efficiency could potentially be achieved if we were to use multimode waveguides and use

the light coupled to the multiple modes of such a waveguide. For rib waveguides, the

coupling efficiency could also be increased by minimizing the area of the contact regions,

since any light emission in those regions is not coupled into the propagating waveguide
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Linear rib waveguide Si LED
Lumerical FDTD model

Resonant strip waveguide Si LED
Lumerical FDTD model

a)

b)

Resonant rib waveguide Si LED
Lumerical FDTD model

c)

Figure 3-5: Lumerical FDTD simulation models for (a) the strip waveguide resonant Si
LED, (b) the linear rib waveguide Si LED and (c) the resonant rib waveguide Si LED.
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Figure 3-6: Optical mode coupling efficiency 𝜂𝑐 obtained with Lumerical FDTD as a
function of wavelength for the resonant strip waveguide LED (a), the linear rib waveguide
LED (b) and the resonant rib waveguide LED (c). In (a,c), the ring to bus coupling
coefficient for different coupling gaps is also shown as an inset.

mode. Decreasing the width of the contact regions from 500 nm (which is what we

used for our devices, both linear and resonant) to 250 nm would increase the coupling

efficiency to 1.2% (a 20% increase).

As already mentioned, in the case of the resonant LEDs we also need to account for

the coupling between the ring and bus waveguides. We want the bus waveguide to be

overcoupled to the ring, such that most (if not all) the light generated in the ring is

coupled into the bus waveguide within a single round trip. As shown in the insets of Fig.

3-6(a, c), this can be achieved by adjusting the gap between the ring and bus waveguides.

We also show in purple the gaps that we used in our fabricated devices.

3.4 Experimental demonstration

3.4.1 Characterization results

The experimental characterization results for the three devices are shown in Fig. 3-7. As

described earlier, when we apply a forward bias voltage to these devices light is generated

through phonon-assisted radiative recombination. This is easily seen by imaging the
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devices with an InGaAs camera (top of Fig. 3-1(a, c)). While part of the generated light

is emitted into free space ("back side emission" in Fig. 3-1(a), emission at the center

in Fig. 3-1(c)), the rest is coupled into the propagating modes of the optical waveguide

(with an efficiency 𝜂𝑐 as discussed above). In the case of the linear device, this light

propagates along the waveguide and reaches edge couplers at the chip end, where we can

collect the light with a single mode fiber.

The power coupled into the single mode fiber as a function of bias current for the

linear strip waveguide LED is shown in the top of Fig. 3-1(b), and the spectrum of such

coupled light measured with an InGaAs spectrometer (custom-built by Dr. Zheng Li) is

shown in the bottom 5. The center wavelength of the emitted light is 1.135 µm (close

to the silicon bandgap) and has a full-width at half-maximum (FWHM) of 80 nm. The

power coupled into the SMF at 20 mA bias current (corresponding to a bias voltage of

1.3 V) is 65 pW, which accounting for the edge coupler loss of 6 dB translates into a total

of 260 pW of optical power propagating in the waveguide in each direction. We note

that the generated light has a high degree of spatial coherence since it is propagating in

a single mode waveguide.

In the case of the resonant devices, only light at the resonance wavelengths of the

ring is coupled to the bus waveguide and emitted into free space through vertical grating

couplers ("front side emission" in Fig. 3-7(a), emission in the green boxes in Fig. 3-

7(c)). As such, we expect the light coupled into the waveguide to have a spectrum with

multiple resonances spaced by the free spectral range (FSR) of the ring.

This is the case of the resonant strip waveguide LED (Fig. 3-7(a)), which shows

resonances spaced by an FSR of 17 nm and with a FWHM of about 2 nm, limited by

the high free carrier loss due to the high current injection. At a bias current of 10 mA

5The operating range of the InGaAs spectrometer is from 850 nm to about 1.5 µm with approximately
1 nm resolution at 1.3 µm. The spectrometer was calibrated using a Kr-Ar wavelength calibration source.
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Figure 3-7: Experimental characterization of waveguide coupled LEDs. (a) Optical power
coupled into Single Mode Fiber (SMF) as a function of bias current and optical spectrum
of the resonant strip waveguide silicon LED. Images of the emission from the grating
couplers and from the ring itself acquired with an InGaAs camera are also shown, along
with an optical micrograph of the fabricated device. (b) Optical power coupled into
Single Mode Fiber (SMF) as a function of bias current and optical spectrum of the linear
rib waveguide silicon LED. (c) Optical power coupled into Single Mode Fiber (SMF) as a
function of bias current and optical spectrum of the resonant rib waveguide silicon LED.
Images of the emission from the grating couplers and from the ring itself acquired with
an InGaAs camera are also shown, along with an optical micrograph of the fabricated
device.
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(corresponding to a bias voltage of 1.4 V), the power coupled from the vertical grating

couplers into SMF is 2 pW. Accounting for the grating coupler loss and the limited

optical bandwidth of the vertical grating couplers, we can estimate that there is a total

of 200 pW of optical power propagating in the bus waveguide in each direction.

We do not observe resonances in the spectrum of the resonant rib waveguide LED

(Fig. 3-7(c)). This is because the ring is heavily overcoupled to the bus waveguide (inset

of Fig. 3-6(c)), which prevents the formation of sharp resonances. At a bias current of

8 mA (corresponding to a bias voltage of 4.2 V), the power coupled from the vertical

grating couplers into SMF is 5 pW, which results in an estimated total of 4 nW of optical

power propagating in the bus waveguide in each direction.

To estimate the power propagating in the bus waveguide for the two resonant LEDs

we need to account for the fact that we are using vertical grating couplers to couple the

light off chip. Vertical grating couplers have a limited optical bandwidth which is smaller

than the range of wavelengths generated by the LED, and the coupling efficiency and

spectral bandwidth depend on the angle between the optical fiber and the chip. It is

therefore necessary to account for such "filtering" for a correct estimation of the total

generated power. To do so, our approach was the following (Fig. 3-8):

1. We assume that the optical bandwidth of the light generated by the resonant LEDs

is the same as that of the linear LED. This is a reasonable assumption since the

physical mechanisms of light generation are the same in both devices.

2. Similarly, we assume that the optical bandwidth of the generated light is inde-

pendent of the fabrication platform, i.e, that we can consider that the optical

bandwidth is the same for an LED fabricated in the GlobalFoundries 45RFSOI or

the GlobalFoundries 45CLO platforms and an LED fabricated in the SUNY Poly

fabrication platform. Since the light generation mechanism is bimolecular recom-
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bination in the bulk of the crystalline silicon, there is no reason why the optical

spectrum should be different.

3. With this, we can take the envelope of the measured resonant LED spectrum and

normalize it so that the power at the peak wavelength is the same as that of the

linear LED. We can then compare the area under the curve for both spectra: if

the resonant LED spectrum has an area that is X% of the area of the linear LED

spectrum, then we can conclude that we are only capturing X% of the total power

propagating in the waveguide.

4. Finally, we need to measure the efficiency of the grating coupler at the peak wave-

length of the resonant LED spectrum, which we can easily measure through loop-

back test structures in the chip. In our case, the peak efficiency of the grating

couplers at the wavelength of interest is about 𝜂𝐺𝐶 = -11 dB for the 45RFSOI

platform and 𝜂𝐺𝐶 = -18 dB for the 45CLO platform .

With this, we can estimate the power propagating in the waveguide in each direction

as: 𝑃𝑤𝑔 = 𝑃𝑆𝑀𝐹/(𝑋𝜂𝐺𝐶), resulting in the stated 200 pW (4 nW) of optical power

propagating in the bus waveguide in each direction for the resonant strip (rib) waveguide

LED.

In the case of the resonant strip waveguide LED, while our experimental device has a

ring-bus gap of 275 nm (which results in 𝜂𝑟𝑖𝑛𝑔 𝑡𝑜 𝑏𝑢𝑠 = 0.2), reducing this gap to 175 nm

so that 𝜂𝑟𝑖𝑛𝑔 𝑡𝑜 𝑏𝑢𝑠 = 1 (inset of Fig. 3-6(a)) would allow for a ≈ 5× improvement in

the power coupled into the bus waveguide, increasing the generated power to 1 nW. It is

worth noting that the light generated by the resonant strip waveguide LED not only has a

high degree of spatial coherence due to it propagating through a single mode waveguide,

but it should also have some degree of temporal coherence thanks to the spectral filtering

imparted by the ring resonator.
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Figure 3-8: Illustration of the procedure to estimate the power in the waveguide for the
resonant LED.

A comparison between the experimental measurements and the predictions derived

from the Sentaurus TCAD + Lumerical FDTD simulation models is shown in Fig. 3-

9. If we use the nominal value for the radiative recombination coefficient 𝐵𝑛𝑜𝑚 = 4 ·

10−15 𝑐𝑚3/𝑠 measured by Nguyen [216], our simulation model predicts an approximately

10× higher efficiency and generated optical power than what we measured experimentally

for all the devices. The fact that the difference between simulation and experiment is the

same for both designs likely points to differences between the recombination coefficients

A, B and C used in the simulation and the processes in our fabricated devices. If we use

the 𝐵 coefficient as a fitting parameter to improve the agreement between simulation and

experimental results we obtain 𝐵𝑓𝑖𝑡 = 0.33 · 10−15 𝑐𝑚3/𝑠 = 0.07𝐵𝑛𝑜𝑚. Such a reduction

in 𝐵 has previously been attributed to bandgap narrowing at high carrier density: as the

device goes into the high injection regime its intrinsic carrier concentration increases and

its bandgap decreases, and therefore the radiative recombination coefficient decreases

(since 𝐵 ∝ 1/𝑛2
𝑖 [217, 226]). This has been previously discussed in silicon in the

context of optimal doping of silicon solar cells [227].
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Figure 3-9: Comparison of the simulated and measured optical power and efficiency for
both the resonant and linear Si LEDs.

3.4.2 On-chip detection of the generated light

While the waveguide-coupled optical power generated by our native silicon LEDs is low

(hundreds of pW), it can be detected by monolithically integrated photodetectors (PDs)

fabricated in the same chip.

As the quality and maturity of silicon photonics fabrication processes and devices

improves, high sensitivity photodetectors with very low noise have become widely available

[222, 228–231]. The advent of such sensitive detectors enables the detection of on-chip

optical powers that were previously not measurable, which opens up the avenue to the

use of our low power light sources that would otherwise not be considered suitable for

photonic systems.

To illustrate this, we demonstrate on-chip detection of the light generated by our

waveguide coupled LEDs using two different monolithically integrated photodetectors:
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1. A silicon-only resonant photodetector, which achieves photodetection through sur-

face state absorption (SSA): the termination of the crystal structure at the silicon-

oxide interface distorts the band structure and creates intra-gap states, which result

in sub-bandgap light absorption [232–234]. While the responsivity of these detec-

tors is limited (R=26 mA/W in our case), they can be realized in any silicon

photonics process without the need of additional materials like SiGe or Ge.

2. A Ge linear photodetector, which has a much higher responsivity (we experimentally

measured R=0.63 A/W at 0 V bias), but is not available in all CMOS photonic

platforms (as it requires the addition of Ge to the fabrication process).

Resonant Si LED - Resonant Si PD (GlobalFoundries 45RFSOI)

We optically connected two identical strip waveguide silicon ring resonators through a

common bus waveguide (Fig. 3-10(a)). The two rings have the same design, described in

Fig. 3-1(a) and were fabricated in the GlobalFoundries 45RFSOI processs. We operated

one of the rings as a resonant LED (i.e, in forward bias), and the other as a photodetector

(i.e, in reverse bias).

As mentioned above, since this is a silicon-only photodetector light detection occurs

mainly through surface state absorption (SSA), where the termination of the crystal

structure at the silicon-oxide interface distorts the band structure and creates intra-gap

states, which result in sub-bandgap light absorption [232–234]. In our devices, this

process results in a responsivity of about 26 mA/W. While this is a relatively limited

responsivity, these devices feature a high sensitivity due to their low dark currents below

100 fA. This is because the high quality of the CMOS fabrication process results in very

low defect density in the silicon.

We use a resonant PD instead of a linear PD for two main reasons: (1) resonant
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Figure 3-10: On-chip detection of the light generated by the resonant strip waveguide
Si LED through a Si resonant PD. (a) Link configuration. Two identical silicon ring res-
onators are optically connected through a bus waveguide. The first resonator is operated
as an LED (i.e, forward biased), while the second resonator is operated as a photodetector
(i.e, reverse biased). Photodetection at these wavelengths is achieved through surface
state absorption. The high fabrication quality results in dark currents below 100 fA. (b)
On the top, the driving voltage applied to the LED is shown as a function of time. On
the bottom we show the photocurrent detected by the detector as a function of time.
Clearly, the photodiode can detect the light generated by the LED.

enhancement results in a larger responsivity at the resonant wavelength compared to

a linear detector with the same length and (2) the inherent wavelength selectivity of

resonant detectors can be exploited for certain applications such as wavelength division

multiplexing (WDM) based communications [235] or sensing [236] as we will discuss in

the next Chapter.

To demonstrate light detection, we modulated the voltage applied to the LED and

monitored the photocurrent generated by the PD (Fig. 3-10(b)). Clearly, the detected

photocurrent follows the voltage applied to the LED, demonstrating successful detection

of the light generated by our native waveguide-coupled silicon LED. The speed of the

applied signal is limited by the long integration time required to lower the noise floor of

the external source meter we use to monitor the detector photocurrent.

As shown in Fig. 3-10(b), the generated photocurrent when the LED is turned on is
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about 500 fA, suggesting a total power of 20 pW coupled into the detector ring. This is

an order of magnitude lower than the power generated by the LED (as we characterized

in the previous section, a 10 mA, 1.5 V bias results in 200 pW of generated power in

each direction), which can be explained by (1) an unoptimized coupling gap between

the bus waveguide and the detector ring, which results in undercoupling of the light and

(2) the fact that the resonances of the LED are not aligned to the resonances of the

photodetector combined with the fact that the photodetector resonances are narrower

than those of the Si LED due to lower free carrier loss. Switching from a Si-only resonant

photodetector to a higher responsivity resonant photodetector based on SiGe (which we

have previously demonstrated in the same fabrication platform [222]) would result in a

photocurrent increase of about 15×. Optimizing the coupling gaps for both the LED

and the detector would result in a further increase in signal of about 25× (5× higher

power coupled from the LED to the bus waveguide, and 5× higher coupling from the

bus waveguide into the PD resonator). This would result in a total signal increase of

375×, which translates into a photocurrent of 180 pA. A further photocurrent increase

could be obtained by adding thermal tuning to the resonant detector so that the LED

and detector resonances are perfectly aligned.

One possible concern with these results is that the photocurrent increase observed in

the detector is due to device heating and not due to the detection of the light generated by

the LED: It is well know that the dark current in a pn junction photodetector increases

with increasing temperature, and there is a significant amount of electrical power (≈

15 mW) being dissipated in the LED when it is turned on, which translates into an

increase in temperature in the vicinity of the LED.

Since the LED ring resonator and the photodetector ring resonator are close to each

other (≈ 90 µm apart), there is a chance that the increase in the PD photocurrent

observed when the LED is turned on is not due to light absorption but due to an increase
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Figure 3-11: Ruling out heating as the source of photocurrent. (a) Micrograph of the
chip showing the two distinct measurements. In the blue box, we see the LED and the
PD optically connected through a bus waveguide. In the red box, the LED and the PD
are not optically connected but a similar distance away so that the heating due to the
LED bias is similar. (b) Photodetector current as a function of LED bias voltage for the
detector optically connected to the LED (blue) and the detector not optically connected
to the LED (red). The bias voltage for both photodetectors is -1.5 V.

in its temperature.

To rule out this possibility, we performed the same light detection experiment de-

scribed earlier (where we apply a forward bias voltage to the LED and monitor the

photocurrent in the PD), but this time monitoring the photocurrent in two different res-

onant PDs: one optically connected to the LED through a bus waveguide and another

one which is not optically connected to the LED (Fig. 3-11(a)). Notice that the dis-

tance between the LED and the two PDs (the one optically connected and the one not

optically connected) is similar so the temperature increase due to the power dissipated

at the LED should be similar. Figure 3-11(b) shows the measured photocurrent for both

photodetectors (at a bias voltage of -1.5 V) as a function of the LED bias voltage. We

can clearly see how light is detected in the optically connected detector (blue curve in Fig.

3-11(b)) for LED bias voltages above 1.5 V, while no significant increase in photocurrent

is observed in the optically disconnected photodetector (red curve in Fig. 3-11(b)). This
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shows that the increase in photocurrent in the connected PD is not due to heating but

indeed comes from absorption of the light generated by the LED.

Resonant Si LED - Ge linear PD (GlobalFoundries 45CLO)

While the use of a Si resonant PD is attractive because it can be realized in any modern

microelectronics process, it comes at the cost of a limited responsivity R = 26 mA/W.

We can alternatively use a PD made of Ge, which has a much higher absorption at

our operation wavelengths due to its lower bandgap, and therefore higher responsivity.

The main disadvantage of using Ge PDs is that they are only offered in photonics-

oriented CMOS fabrication platforms. For example, GlobalFoundries 45RFSOI (a purely

microelectronics process) does not have Ge available.

We instead used GlobalFoundries 45CLO process, which has linear Ge PDs with an

experimentally measured responsivity R = 0.63 A/W at our wavelengths of interest, a

24× larger responsivity than the resonant Si LED used above.

As shown in Fig. 3-12(a), we optically connected a resonant rib waveguide Si LED

(the device presented in Fig. 3-1(c)) to a linear Ge PD trough a 100 𝜇m long SiN

waveguide section. Such SiN waveguide section serves two purposes:

1. Electrically isolate the LED from the PD. The use of a Si waveguide would result

in an electrical connection between the LED and PD contacts through the Si

waveguide itself, as the undoped Si forming the waveguide has a finite resistivity.

As a result, a non-negligible electrical crosstalk between the PD and LED would

occur which could bury the real signal coming from the absorbed light.

We experimentally measured the LED-PD crosstalk in a test structure where the

two devices are connected by a 30 𝜇m long Si waveguide. If we apply a voltage

between the LED and PD anodes (i.e, p doping) or cathodes (i.e, n doping) we
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measure a resistance of 2 MΩ. Thus, a 2 V differential results in a current of about

1 𝜇A, which is larger than the signal due to the LED generated light. Similarly,

if we apply a voltage between the LED anode and the PD cathode or viceversa a

parasitic diode is formed with a series resistance of 2 MΩ.

2. Achieve low loss transport of the light generated by the LED by using a low loss

transition from a Si waveguide to a SiN waveguide. Since the propagation loss of

the light generated by the LED in a Si waveguide is large (about 14 dB/cm), transi-

tioning to a SiN waveguide (which has no absorption at the generated wavelengths,

and therefore significantly lower propagation loss) is attractive for applications that

require long routing within the chip. We experimentally measured the transition

loss from the Si to the SiN waveguide to be 0.3 dB, which makes the transition to

a SiN waveguide beneficial for routing lengths longer than 400 𝜇m.

Figure 3-12(b) shows the experimentally measured IV curve of the LED, along with

the photocurrent generated by the Ge PD as a function of the voltage applied to the LED.

We can see how at a 8 mA, 3.4 V bias the generated photocurrent is about 500 pA, a

1,000× increase over the demonstration with the Si resonant PD. It is important to note

that we bias the Ge PD at 0 V to eliminate dark current, which would bury the light signal

(at -1 V bias we measure a dark current of 50 nA). 500 pA of photocurrent translate

into 0.8 nW of optical power reaching the PD, which accounting for the 0.6 dB loss of

the two Si - SiN transitions translates into 0.91 nW of optical power generated by the

rib waveguide LED in each direction. This is in good agreement with the experimental

characterization of the device (Table 3-9).

Such an increase in photocurrent with respect to the resonant Si PD demonstration

can be broken down as follows:

• A 24× larger PD responsivity.

160



• A 5× increase in ring to bus coupling efficiency as the rib resonant LED is over-

coupled.

• A 5× larger power reaching the PD since here there is no bus to ring coupling as

we are using a linear PD.

• A 2× lower waveguide coupling efficiency (Fig. 3-6(c)).

• The fact that, since we are using a linear PD, there are no losses due to misalign-

ment between the resonances of the generated LED light and the resonances of the

PD, nor losses from the fact that the PD resonances are narrower than those of

the LED (an effect that was present in the demonstration of the previous section).

To match the measured 1,000× increase in photocurrent, this effect results in a

3.3× increase in the power absorbed by the PD.

We could achieve a 30% larger photocurrent by increasing the PD absorption length,

which would improve the responsivity from our experimental R = 0.63 A/W (quantum

efficiency 𝜂 = 0.68) to R = 0.8 A/W (𝜂 = 0.87) 6. While the increase in responsivity

would be accompanied by an increase in dark current, this is not of great concern because

we operate our PD at 0 V bias.

3.5 Conclusion

In this chapter we have, to the best of our knowledge, demonstrated for the first time the

availability of native silicon waveguide-coupled LEDs in wafer-scale, CMOS-compatible

silicon photonics processes.

6We used an off-the-shelf PD design optimized for high speed operation in the O band (𝜆=1310 nm).
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Figure 3-12: On-chip detection of the light generated by the resonant rib waveguide Si
LED through a Ge linear PD. (a) Link configuration, where the rib waveguide LED is
connected to a Ge PD through a SiN waveguide for electrical isolation. In the top center,
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Light emission is achieved through phonon-assisted radiative recombination, with

generated powers up to 4 nW and a central wavelength around 1130 nm. These are

enough to be detected by monolithically integrated photodetectors.

We have also modeled the electrical and optical behavior of these devices and shown

that both surface recombination and Auger recombination are the dominant factors lim-

iting the achievable efficiency. Thus, some improvement in the generated optical power

can be obtained by minimizing the interaction of injected carriers with the silicon - ox-

ide interface to minimize surface recombination. Strain engineering has recently been

proposed as a means to reduce Auger recombination in silicon [223], which could also

increase the achievable quantum efficiency of our devices.

Such low power, low cost, monolithic light sources in silicon photonics processes

can find applications in spaces where the use of external light sources (which require

complicated packaging and/or coupling) is not feasible or desirable. This includes on-

chip optoisolators [237, 238], random number generation [239], the realization of low

speed intra-chip communication links or generation of illumination for imaging. These

sources could also be used in photonic test structures for quality control of, for example,

foundry fabrication processes, enabling wafer-scale testing of optical properties by fully

electronic means without the need for external light coupling.

One could also consider the use of such waveguide coupled sources for imaging ap-

plications, where out-coupling of the light from the chip to free space can be achieved

through the use of a grating coupler array (Fig. 1-8(a)). Compared to the use of sur-

face emitting LEDs (the approach we took in Chapter 2), the use of a grating array

cannot achieve as small a spacing or emitter size, but it allows for processing of the

generated light before launching it into free space. This could enable functionality that

is not possible using surface emitting arrays, such as beam steering or phase control of

the illumination field.
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Chapter 4

Fully integrated, monolithic

refractive index sensors in CMOS

photonic fabrication processes

In Chapter 3 we have successfully demonstrated native generation of light in a silicon

single-mode waveguide, and also shown that the generated light is enough to be detected

by an on-chip photodetector. Such low power, low cost, monolithic light sources in silicon

photonics processes can find applications in spaces where the use of external light sources

is not feasible or desirable. This is particularly appealing for applications that can benefit

from the high scalability and easy replication of our sources into large arrays, overcoming

an important bottleneck present in typical silicon photonics systems that require external

light generation, which need to either use multiple light sources and coupling points in

the chip (which is expensive and raises robustness concerns) or split the light inside the

chip (which takes a considerable area).

Massive replication of compact monolithic light sources, waveguides and photode-
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tectors within a single chip enables the low cost realization of large arrays of individual

"processing units". In this Chapter, we explore the use of these "processing units" as

optical refractive index sensors, which would enable the realization of truly monolithic,

massively multiplexed optical refractive index sensors without external light coupling.

We first present a brief overview of refractive index sensing, including its applications,

promises and current limitations in Section 4.1. Then, in Section 4.2 we present a novel

integrated refractive index sensor that uses the broadband silicon waveguide coupled

LEDs we presented in Chapter 3 as the light source, build a detailed model of the whole

sensing system and derive realistic performance limitations. Finally, in Section 4.3 we

experimentally demonstrate refractive index sensing using ring resonators in our silicon

photonics platform, showcasing the availability of all the components required to realize

our proposed sensing system. We conclude that our sensor can achieve comparable per-

formance to state of the art instruments but at a fraction of the complexity, cost and

size.

4.1 Refractive index sensing: a brief overview

Optical refractometric sensing has proven to be one of the most successful approaches for

the realization of compact sensors, mostly targeted to the analysis of biological samples

with applications in diagnostics, drug and chemical development, environmental moni-

toring and biological research amongst others [240–242].

Refractometric optical sensors can be functionalized for the targeted detection of a

wide range of analytes (see for example [240–244] for a list of literature demonstrations)

including DNA sequences, cytokines, microRNA, cancer biomarkers and bacteria. Mul-

tiple companies are commercializing this technology [245–250], promising better perfor-

mance than the gold standards in their target fields (such as ELISA or gas chromatography
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with mass spectrometry in the case of protein detection and quantification [251,252]).

The basis of this sensing approach is simple: the sensor measures small changes in the

refractive index of its environment, which is correlated to some metric of interest such

as the concentration of a specific antibody or protein, or the presence of a hazardous

contaminant. In optical refractometric sensing, the change in refractive index is measured

through optical means, usually by inferring the change in effective index of an optical

mode supported by the sensor.

In contrast with most alternative technologies, refractive index sensing is a label-

free technique, which greatly simplifies sample preparation and the expertise required to

operate these sensors. Historically, such sensors were made out of bulk optics compo-

nents, resulting in large and expensive instrumentation and thus limiting its use to highly

specialized environments such as clinical laboratories.

Integrated optics in general, and silicon photonics in particular, have been proposed as

an alternative approach to solve the limitations of bulk optics-based refractometric optical

sensors [241,253] due to its potential for miniaturization. Multiple technical approaches

have been pursued in integrated refractometric sensing, including Surface Plasmon Reso-

nance (SPR) based sensors [254], sensors based on optical waveguide gratings [255] and

grating couplers [256] and sensors based on interferometry using different geometries

(Mach-Zehnder [257], ring resonator [258], bimodal waveguides [259]. . . ).

In this thesis we will consider the realization of integrated refractive index sensors

based on ring resonators [244] 1. The basic principle of ring resonator based optical

refractometric sensing is depicted in Fig. 4-1. As an analyte of interest comes close to

the vicinity of the ring resonator, the dielectric environment of the ring changes, which

1A discussion of every single sensing approach is out of the scope of this thesis. The interested reader
is pointed to references [240–242] as a good starting point, as well as the individual references next to
each technical approach.
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Figure 4-1: Refractive index sensor with optical ring resonators. The addition of analyte
causes a change in the effective refractive index of the optical mode propagating around
the ring, which changes the resonance wavelength of the ring.

causes a shift in the effective index of the optical mode propagating around the ring and

as a result shifts the resonance wavelength of the ring 𝜆0, according to [260]:

∆𝜆0 =
∆𝑛𝑒𝑓𝑓𝜆0

𝑛𝑔
(4.1)

Above, ∆𝑛𝑒𝑓𝑓 is the change in effective index of the optical mode due to the addition

of the analyte, and 𝑛𝑔 is the group index of the optical mode.

Thus, by measuring the change in resonance wavelength of the ring the concentration

of the target analyte can be inferred. Usually, to ensure that the response of the sensor

is due to the presence of a specific target analyte the ring resonator is functionalized -

the silicon surface is treated and an additional material is deposited that preferentially

responds to the presence of the target analyte that we want to detect. A variety of
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materials can be used to functionalize the surface depending on the nature of the target

analyte, including polymers and antibodies [261, 262]. Automated functionalization of

individual resonators in the same chip with different functionalization agents has been

demonstrated, opening up the avenue for the detection of multiple analytes with a single

sensor [263].

While such an approach should in principle allow for the integration and miniaturiza-

tion of the whole sensor, the reality is that most refractometric sensors (and all commercial

refractometric optical sensors) are not fully integrated: the sensing chip (the part of the

system that is exposed to the analyte) is separate from the light source and readout

components, thus requiring complicated and expensive packaging. In the particular case

of ring-based refractive index sensors, this is because the standard approach to infer the

change in resonance wavelength is by measuring the transmission spectrum of the ring,

which requires expensive, non-integrated tunable lasers or spectrometers.

The use of an external light source and/or detector poses an additional limitation

to the miniaturization and cost reduction of these sensors, as it requires a means to

efficiently couple the light into the sensing chip, which is usually done through the use

of cameras and mechanical components [258].

Some work trying to integrate the detector and/or source into the same substrate as

the sensing element has been reported in the literature (and is an approach being actively

pursued by the company Siphox [247]). In [264], a silicon ring resonator based sensor with

integrated germanium photodetectors was presented. While useful to eliminate the need

for out-coupling the light and the use of an external detector, this sensor still required

the use of an external tunable laser, resulting in a large, high cost system. A miniaturized

refractive index sensor with integrated source and photodetector was reported in [265],

based on a Mach-Zehnder interferometer as the sensing element followed by an integrated

spectrometer based on an arrayed waveguide grating (AWG) fabricated in silicon nitride.

169



Ref
(year) Brief description

Level of
integration

LoD
(∆𝜆0)

LoD
(RIU) Size Cost

[258]
(2010)

RR
external PD
external TLS

Low 0.22 pm 7.6·10−7 Desktop $120,000

[264]
(2018)

RR
integrated PD
external TLS

Medium 11.3 pm 5.2·10−5 Desktop NR

[265]
(2019)

MZI
integrated PD
integrated LED

High NA 2·10−6 37 mm2 NR

Table 4.1: Performance of optical refractive index sensors with different levels of integra-
tion. RIU = refractive index unit. RR = Ring resonator. TLS = Tunable Laser Source.
PD = photodetector. MZI = Mach-Zehnder Interferometer. NR = Not Reported. NA
= Not Applicable.

The integrated light source was made on a silicon chip, and the individual silicon and

silicon nitride substrates were heterogeneously integrated. While successful, this approach

requires a custom fabrication process not directly compatible with CMOS platforms,

which results in increased cost and concerns for the scalability, yield and repeatability of

these sensors. Table 4.1 lists the performance metrics of these two works (which to the

best of the author’s knowledge are the only works reporting optical refractometers with

integrated sources and/or detectors) as well as that of the most sensitive, non-integrated

ring resonator-based refractive index sensor reported in the literature [258]. Notice how

the sensitivity of a ring resonator refractometer can be measured in two ways: (1) by the

minimum detectable change in resonance wavelength ∆𝜆0; and (2) the minimum change

in the refractive index of the analyte being sensed (measured in Refractive Index Units -

RIU).

All in all, these limitations still result in sensors with a similar cost and/or size to
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Figure 4-2: Monolithically integrated refractive index sensor. A single sensing unit con-
sists of a light source, sensing ring, photodetector and current sensor, all integrated in the
same CMOS chip. Multiple sensing macros, each functionalized for a different analyte,
can be fabricated in the same chip.

sensors based on bulk optics, facing the same obstacles to the wide adoption and democ-

ratization of refractometric sensors. In the next section we propose the use of our native

waveguide coupled LEDs to realize a fully integrated, monolithic refractometric sensor

with the potential to overcome the limitations we just described.

4.2 Refractive index sensing with native waveguide

coupled LEDs

Our native silicon light sources offer an avenue towards the realization of fully integrated,

monolithic refractive index sensors including the light source, the sensing element (a ring

resonator in our case) and the photodetector all in the same substrate as schematically

depicted in Fig. 4-2.

Such fully integrated biosensor offers many advantages:

1. As discussed earlier, conventional refractive index sensors use an external light

source and a photodetector or camera, which are not monolithically integrated
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with the sensing chip. This requires a mechanism to couple the light from the light

source to the sensing chip and from the sensing chip to the photodetector/camera,

either through faulty and aging mechanical setups [258] or through costly and time

expensive optical fiber packaging [22].

In contrast, our proposed sensing platform in which both the light source and

photodetector are monolithically integrated circumvents this need, resulting in a

simpler, cheaper system.

2. Most ring-based refractive index sensors use a tunable source to obtain the trans-

mission spectrum and extract the change in the resonance wavelength. While this

scheme is simple and more robust to noise, tunable laser sources are expensive,

bulky, and require very careful control and monitoring of the generated wavelength

to achieve accurate measurements.

On the other hand, our approach takes advantage of on-chip, low-cost and broad-

band light sources. This not only results in more compact and cheaper systems,

but also allows for the realization of multi-channel sensors that can detect multiple

analytes at the same time (Fig. 4-2). This is in contrast with the approach followed

by sensors based on tunable sources, which require rerouting the generated light to

the different sensing sites sequentially.

3. Since we can integrate all the components in a single CMOS chip we can exploit all

of its associated advantages: high fabrication quality with very high resolution and

repeatability, low cost, easy packaging and high performance on-chip electronics.

Two main challenges arise for the use of our integrated light sources: (1) the low

generated power poses a limitation in the achievable SNR and therefore in the LoD; and
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(2) the broadband illumination requires an alternative sensing scheme that does not rely

on tunable sources.

Several approaches that use broadband illumination for the realization of refractive

index biosensors have been proposed in the literature, including the use of a spectrometer

to monitor multiple ring resonances [266] and the use of a second ring that allows one

to "track" the resonance of the sensing ring by maximizing the photocurrent at the

detector [267–269].

For our fully integrated biosensor we will use two different variations of the second

approach (the use of a tracking ring), since it does not require a spectrometer and

therefore results in a much simpler system.

Schematics of the two different sensing schemes we propose are shown in Fig. 4-3.

Both are based on a feedback system that keeps the transmission spectrum of the sensing

and tracking rings aligned so that the current at the photodetector is maximized. When

an analyte is added the resonance of the sensing ring shifts, misaligning the spectra and

therefore reducing the current at the photodetector. The feedback system then tries

to recover the maximum photocurrent by shifting the resonance of the tracking ring by

means of a heater. In this approach, the change in resonance wavelength of the sensing

ring (and therefore the concentration of the analyte of interest) is proportional to the

heater current required to maintain alignment between both rings.

The two schemes differ in what is used as the tracking ring. In Scheme 1 (Fig. 4-3(a))

we use a resonant LED both as the light source and the tracking ring. This results in

a very compact and simple system, but limits the minimum achievable width of a single

resonance to about 2 nm (as we obtained experimentally, due to the high free carrier

loss), which as we will discuss is not optimal for maximum sensitivity. Scheme 2 (Fig.

4-3(b)) uses a linear LED and an additional passive tracking ring. While this scheme

requires one more element, it has flexibility on the Q factor of the passive tracking ring,

173



Si photodetector

Func�onalized
resonator 𝜆

LE
D

 s
p

ec
tr

u
m

Se
n

si
n

g 
re

so
n

at
o

r
TX

 s
p

ec
tr

u
m

𝜆

Resonant LED

Before sample

A�er sample

tP
h

o
to

d
et

ec
to

r 
cu

rr
en

t

Resis�ve
heater

Heater off

Heater on
Iheater = I1

t

H
ea

te
r 

cu
rr

en
t

Sample addi�on

a) Scheme 1: Resonant LED

Imax

Iheater = I1∝ ∆𝑛

Func�onalized
resonator

Linear LED

Resis�ve
heater

b) Scheme 2: Linear LED + passive ring

Passive ring

Si photodetector

Figure 4-3: Sensing schemes for our fully integrated refractometric sensor, based on a
feedback system that maintains alignment between a sensing and a tracking ring. (a) In
this scheme we use a resonant LED both as the light source and tracking ring. (b) We
use a linear LED as the light source and a passive tracking ring.

which can then be optimized for maximum sensitivity.

4.2.1 Achievable performance

Individual component modeling

To fully describe the two sensing schemes we are considering we need to model the

behavior of 4 components, each with a set of parameters:

1. Integrated LED: The integrated LED generates the light that probes the align-

ment between the tracking and sensing rings. To model the linear LED we use

two parameters: (1) the total emitted power integrated over the whole emission

bandwidth; and (2) the FWHM of the emission spectrum. The resonant LED has

two additional parameters which are the FWHM of a single resonance and the

resonance FSR.
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2. Passive add-drop ring: As described earlier, a passive add-drop ring resonator [260]

is used as the sensing element whose properties change with the addition of analyte.

We will model the ring resonator according to the theory presented in reference

[260], and we will consider that we have flexibility to control the FSR (related to

the ring radius) and FWHM (related to the ring-bus coupling coefficients) of the

ring - within the limitations set by bend radius losses (which limit the maximum

FSR) and linear absorption losses (which set the minimum achievable FWHM).

Note that in sensing scheme number 2 (Fig. 4-3(b)) we use two distinct passive

add-drop rings: one for sensing and one for tracking.

3. Integrated photodetector: The photodetector converts the optical power filtered by

the sensing and tracking rings into a current signal. We will assume we are using

a Ge-based integrated photodetector, which is a standard component in modern

CMOS photonics processes. We will assume a responsivity of 1 A/W, which is

the typical performance of these devices [20,270]. Another important performance

metric of these detectors is their dark current, which sets a limitation in the achiev-

able SNR. Nevertheless, since we do not require fast operation of our photodetector

we will assume we are operating at 0 V bias, where there is no dark current and

therefore the sensitivity of our system is maximized.

4. Current sensing system: The minimum detectable change in effective index (and

thus analyte concentration) is ultimately set by the minimum change in photocur-

rent that we can detect through the integrated current sensing system. We will

consider three different performance corners for our CMOS current sensor:

• High performance, with a noise floor of 0.7 𝑓𝐴/
√
𝐻𝑧. This corresponds to

the noise floor of the gold standard, non-integrated current sensor currently
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Figure 4-4: Model parameters for each of the components in the fully integrated refac-
trometric sensor.

used in commercial systems, the Axon Axopatch 200B [271].

• Medium performance, with a noise floor of 10 𝑓𝐴/
√
𝐻𝑧.

• Low performance, with a noise floor of 100 𝑓𝐴/
√
𝐻𝑧.

Reference [272] reviews the performance of integrated CMOS current sensors re-

ported in the literature, showing achievable noise floors below 1 𝑓𝐴/
√
𝐻𝑧.

Figure 4-4 summarizes the different modeling parameters for each component and

shows which of them are fixed and which can be controlled through design choices.

The code used for modeling the system and extracting the performance can be found in

https://github.com/mdecea/CMOS_photonic_biosensor.
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Ideal case: matching FSRs

An important assumption of the sensing scheme we are using is that the FSR of the

tracking and sensing rings is the same, so that alignment of a single ring resonance

between the tracking and sensing rings ensures alignment of all the other resonances as

well. This is in general hard to achieve in real systems due to fabrication variations (see

the next section), but we will start by analyzing this situation so we can obtain the best

overall achievable performance.

Optimizing Scheme 1

In Scheme 1 (Fig. 4-3(a)) we have two design parameters:

• The FSR of the resonant LED. The spacing between the individual resonance lines

generated by the LED does not affect the achievable sensitivity of the system

(as long as such spacing is the same as in the sensing ring), so the system level

performance is independent of the FSR. Nevertheless, it is likely that a resonant

LED with a lower FSR generates more optical power for the same bias current due

to Purcell enhancement affecting a larger fraction of the generated wavelengths

(as discussed earlier, the overall increase in power due to Purcell enhancement is

proportional to FWHM/FSR).

• The FWHM of the sensing ring. Choosing the optimal FWHM is not immediate: a

narrower FWHM results in increased sensitivity because we are averaging a smaller

section of the LED resonance spectrum, but also results in a smaller amount of

optical power reaching the detector (and therefore a smaller generated photocurrent

and decreased sensitivity). Also, as shown in Fig. 4-5(a), a narrower FWHM (i.e,

a larger Q factor) results in a lower maximum transmission to the drop port due to

larger propagation losses as the light travels multiple round trips in the ring.
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Figure 4-5: Optimizing the FWHM of the add-drop sensing ring in Sensing Scheme 1. (a)
Maximum drop port transmission as a function of the ring loaded Q factor. (b) Change
in readout signal as a function of the loaded Q factor of the sensing ring.

Figure 4-5(b) shows the readout signal change as a function of the Q factor of the

add/drop ring for ∆𝜆 =80 pm (an almost identical curve is obtained for a different

value of ∆𝜆). There is clearly an optimum point at which the current change is

optimized, which in our case is 𝑄𝑜𝑝𝑡𝑖𝑚 = 1, 000.

Note that the FSR of the sensing ring is not a design parameter since we will design

it to match the FSR of the resonant LED.

Now that we have the optimum parameters, we can evaluate the minimum detectable

change in resonance wavelength and refractive index of the analyte as a function of the

total power generated by the LED, which are shown in Fig. 4-6. To obtain the sensitivity

to the change in refractive index of the analyte flowing on the sensor (commonly called

the bulk refractive index sensitivity) from the sensitivity to the resonance wavelength

change ∆𝜆, we first need to calculate the sensitivity in the effective refractive index

of the optical mode, which we can easily obtain using Eq. 4.1: ∆𝑛𝑒𝑓𝑓 = 𝑛𝑔∆𝜆/𝜆0.

From this, the bulk refractive index sensitivity can be obtained by calculating the change

in effective index of the mode as the refractive index of the medium surrounding the

silicon waveguide changes. We obtained this relation using Lumerical MODE simulations,
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Figure 4-6: Sensitivity of Sensing Scheme 1 as a function of the total power generated
by the LED in (a) resonance wavelength change, and (b) change in refractive index of
the analyte.

resulting in ∆𝑛𝑒𝑓𝑓 = 0.1137∆𝑛. For this simulations we considered the refractive index

of the medium surrounding the waveguide to be close to the refractive index of water

(n=1.33) except on the bottom side of the waveguide, where we assumed the presence

of silicon dioxide (for supporting the waveguide).

Looking at Fig. 4-6, as expected a lower current sensor noise results in an increased

sensitivity, and a higher total generated power also increases the sensitivity. For 200 pW

of total optical power (corresponding to our experimental demonstration for the resonant

strip waveguide LED in Section 3.4) the maximum achievable sensitivity in resonance

wavelength change is ∆𝜆0 = 16 pm, which corresponds to a bulk refractive index sensi-

tivity of 5.75·10−4 RIU. As discussed earlier, optimizing the ring-bus coupling gap of the

resonator would result in a 5× increase in generated power, which increases the sensi-

tivity to ∆𝜆0 = 7.3 pm and a bulk refractive index sensitivity of 2.6·10−4 RIU. Further

increasing the generated power by 10× (which could be achieved by minimizing Auger

and surface recombination and increasing the bias current to the LED) would result in

increased sensitivities of ∆𝜆0 = 2.5 pm (9·10−5 RIU bulk sensitivity).

Optimizing Scheme 2
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Figure 4-7: Change in readout signal as a function of the Q factor of the tracking ring
for different FSRs. The Q factor of the sensing ring is optimized for every point.

Scheme 2 offers more design flexibility than Scheme 1, as it gives freedom to choose

both the FSR and FWHM of the tracking ring as well as the FWHM of the sensing ring

(once again, the sensing ring FSR is fixed to match the FSR of the tracking ring).

This poses an interesting optimization problem: similar to the case of Scheme 1, a

smaller FWHM for the tracking ring results in a sharper resonance, which means that the

fractional change in transmitted power is larger and therefore increases sensitivity. But,

as we have seen in Fig. 4-5(a), decreasing FWHM also decreases the total transmitted

power, resulting in a lower photocurrent signal. In terms of FSR, it is easy to see that

we want to make it as small as possible so that as much of the power generated by the

linear LED arrives at the sensing ring, of course with the constraint that such FSR needs

to be at least ≈ 2× the FWHM so that the spectrum of the light after the tracking ring

shows resonances. It is also worth noting that, once the FWHM of the tracking ring is

set, there exists an optimum FWHM for the sensing ring (as this is the same optimization

problem we had in Scheme 1, which has a clear optimum as shown in Fig. 4-5(b)).

Figure 4-7 shows the change in signal as a function of the Q factor of the tracking ring
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for different FSRs 2. As discussed earlier, the smallest FSR results in the largest signal

change because more of the power generated by the LED is transmitted through the first

ring (the tracking ring in our case). We have limited the smallest FSR to 1 nm so that

our rings have a radius below 50 𝜇m, which is important to ensure the compactness of a

single sensing macro so that a large number of analytes can be detected in the same chip

(Fig. 4-2). For the optimum FSR of 1 nm, we get an optimal Q factor for the tracking

ring 𝑄𝑡𝑟𝑎𝑐𝑘 = 13, 700 (𝐹𝑊𝐻𝑀𝑡𝑟𝑎𝑐𝑘 = 82.5 pm). Interestingly, the optimal Q factor for

the sensing ring is the same as that of the tracking ring, 𝑄𝑠𝑒𝑛𝑠 = 13, 700 (𝐹𝑊𝐻𝑀𝑠𝑒𝑛𝑠

= = 82.5 pm) and we know that 𝐹𝑊𝐻𝑀𝑠𝑒𝑛𝑠 = 𝐹𝑊𝐻𝑀𝑡𝑟𝑎𝑐𝑘 = 1 nm.

The resonance wavelength and effective index sensitivities for the optimum parameters

are shown in Fig. 4-8. Similarly to Scheme 1, increasing receiver sensitivity and LED

power result in better refractive index sensitivity. For 300 pW of total optical power

(corresponding to our experimental demonstration of the linear rib waveguide LED in

section 3.4) the maximum achievable sensitivity in resonance wavelength change is ∆𝜆0 =

2.4 pm, which corresponds to bulk refractive index sensitivity of ∆𝑛 = 9.1·10−5 RIU. If we

use the 3.5 nW of output power we experimentally demonstrated with our overcoupled

resonant rib waveguide LED (Section 3.4), then the maximum achievable sensitivity

increases to ∆𝜆0 = 0.5 pm (∆𝑛 = 2.6 · 10−5 RIU).

Table 4.2 summarizes the obtained results for our proposed sensing schemes and

compares the performance to the integrated and non-integrated ring resonator based

refractometric sensors introduced earlier. It’s worth noting a few points:

• Sensing Scheme 2 achieves better sensitivity than Sensing Scheme 1. This is

because even though in Scheme 1 we are using all of the generated power to feed

the sensor, the large FWHM of the generated light greatly limits the change in

2As discussed above, once these are set, both the FSR and Q factor of the sensing ring are also fixed.
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Figure 4-8: Sensitivity of sensing Scheme 2 as a function of the total power generated
by the LED in (a) resonance wavelength change, and (b) change in refractive index of
the analyte.

signal for small changes in the resonance wavelength. On the other hand, Sensing

Scheme 2 can leverage the much sharper resonances of the tracking ring to generate

a larger signal despite throwing away part of the light generated by the linear LED.

• Sensing Scheme 2 offers a path towards achieving resonance wavelength sensitiv-

ities that are close to the conventional, desktop size and $100k+ non-integrated

solutions. Interestingly, while we achieve a similar wavelength sensitivity than the

literature demonstrations, our scheme shows an order of magnitude lower bulk re-

fractive index sensitivity. This means that the group index of the optical mode in

the literature demonstrations are much larger than in our resonators. For example,

in the case of the commercial solution [258] the required group index of the op-

tical for the wavelength sensitivity to be consistent with the bulk refractive index

sensitivity comes out to be 𝑛𝑔 = 5.35, and in the semi-integrated work [264] it is

𝑛𝑔 = 7.13, which are much larger than our 𝑛𝑔 = 4.62 3.

3It’s doubtful that these are the real group indices in the optical waveguides realized in works [258,
264].
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Ref
(year) Brief description

Level of
integration

LoD
(∆𝜆0)

LoD
(RIU) Size Cost

This
work

Sensing Scheme 1
resonant strip LED
experimental dem

Fully
monolithic 16 pm 5.75·10−4 0.25 mm2 ≈ 1$/mm2

This
work

Sensing Scheme 1
resonant strip LED
achievable power

Fully
monolithic 2.5 pm 9·10−5 0.25 mm2 ≈ 1$/mm2

This
work

Sensing Scheme 2
linear rib LED

experimental dem

Fully
monolithic 2.4 pm 9.1·10−5 0.25 mm2 ≈ 1$/mm2

This
work

Sensing Scheme 2
resonant rib LED
experimental dem

Fully
monolithic 0.5 pm 2.6·10−5 0.25 mm2 ≈ 1$/mm2

[258]
(2010)

RR
external PD
external TLS

Low 0.22 pm 7.6·10−7 Desktop $120,000

[264]
(2018)

RR
integrated PD
external TLS

Medium 11.3 pm 5.2·10−5 Desktop NR

[265]
(2019)

MZI
integrated PD (Si)

integrated LED (SiN)
High NA 2·10−6 37 mm2 NR

Table 4.2: Performance of optical refractive index sensors with different levels of integra-
tion. RIU = refractive index unit. RR = Ring resonator. TLS = Tunable Laser Source.
PD = photodetector. MZI = Mach-Zehnder Interferometer. NR = Not Reported. NA
= Not Applicable.
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Accounting for FSR variability

One of the basics assumptions in all our analysis above is that the FSR of the sensing

and tracking rings are exactly the same. This ensures that when sensing and tracking

rings are on resonance the maximum amount of power reaches the detector, therefore

maximizing the readout signal. Any deviation from perfectly matched FSRs will result in a

smaller readout signal when the rings are on resonance, which will decrease the achievable

sensitivity. We therefore need to account for the effects that such FSR variability can

have in the achievable performance of our sensors.

Achieving perfectly matched FSRs is challenging even for identical rings due to fabri-

cation variations. The FSR of a ring resonator is given by 𝐹𝑆𝑅 = 𝜆2/(𝑛𝑔𝐿), where L is

the round trip length of the ring and 𝑛𝑔 the group index of the optical mode propagating

in the ring [260]. From this, it’s clear that any variations in the group index of the

waveguide will cause a change in FSR. In particular, ∆𝐹𝑆𝑅 = −(∆𝑛𝑔/𝑛𝑔)𝐹𝑆𝑅.

The main source of variability in 𝑛𝑔 comes from fabrication variations that result

in slightly different waveguide dimensions (both in thickness and width) for different

positions in the fabricated chip [273] 4.

The variability in 𝑛𝑔 depends on the particular foundry process being used. In this

sense, the fact that our sensors are fabricated in commercial CMOS photonics processes is

highly advantageous, since these are arguably the most precise large scale semiconductor

fabrication processes in the world, leveraging decades of research and expertise.

We studied the effect of the 𝑛𝑔 variability (and consequent FSR mismatch) on the

achievable sensitivity of both our proposed schemes. Figure 4-9 shows the achievable

sensitivity for the experimentally demonstrated LED output powers as a function of the

4A detailed discussion on the sources and effects of fabrication variations in silicon photonics processes
is out of the scope of this thesis. The interest reader is pointed to reference [273] as a good starting
point.
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Maximum ng variability 
in typical CMOS photonic
processes

Sensing Scheme 1
Resonant strip LED power = 200 pW

Maximum ng variability 
in typical CMOS photonic
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Figure 4-9: Sensitivity of Sensing Scheme 1 (a) and Sensing Scheme 2 (b) as a function
of the group index mismatch between sensing and tracking ring. The vertical line shows
worst case variability for waveguides in the same chip for typical CMOS photonics pro-
cesses [273].

mismatch in group index between sensing and tracking rings. The vertical line indicates

the group index variability of ∆𝑛𝑔 ≈ 0.01 observed in [273], which we consider the typical

maximum variation in group index of waveguides fabricated in the same chip.

As expected, in both cases the sensitivity decreases as the variation in the group

index of both rings increases. For ∆𝑛𝑔 = 0.01 the sensitivity decreases about 25% for

Sensing Scheme 1 (from ∆𝜆0=16 pm to ∆𝜆0=20.6 pm) and about 80% for Sensing

Scheme 2 (from ∆𝜆0=2 pm to ∆𝜆0=3.6 pm). Sensing scheme 2 is more sensitive to

FSR mismatch because the resonances are much narrower. Fig. 4-9 also shows how

keeping the 𝑛𝑔 variability below ≈ 0.002 basically eliminates the FSR mismatch effects,

which could be achieved by using proper device design and layout techniques [273].
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4.3 Experimental demonstration of resonator based

refractive index sensing in a CMOS photonic

platform

Throughout this chapter we have introduced the concept of a fully monolithic integrated

refractive index sensor and done a thorough theoretical analysis of the achievable perfor-

mance from a system-level perspective. We have seen how our systems can theoretically

achieve LoDs similar to state of the art systems at a much lower cost and size.

As we showed in Fig. 4-2, the basic building blocks for our monolithic sensor are (1)

an integrated LED, (2) a sensing resonator and (3) an integrated PD capable of detecting

the light generated by the LED. It is important to notice that Chapter 3 experimentally

demonstrated the realization of both the integrated source and the integrated PD (Section

3.4.2) on the same chip.

Thus, the only component left to demonstrate experimentally is the sensing resonator.

A great number of publications have demonstrated refractive index sensing using ring

resonators, both in custom and foundry-based silicon photonics processes [244]. As a

result, the modeling, design, fabrication and post-processing of such sensing resonators

is well established.

We performed a preliminary experimental demonstration of refractive index sensing

using a silicon ring resonator, and the results are shown in Fig. 4-10.

Figure 4-10(a) shows a schematic of the tested device as well as the packaging ap-

proach to enable delivery of the analyte to the sensing area. A poly-silicon ring resonator

with input and output grating couplers was fabricated in the same platform as the lin-

ear rib waveguide LED presented in Section 3 (SUNY Poly silicon photonics process, a

preliminary version of the now commercially available AIM photonics base active silicon
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Figure 4-10: Demonstration of refractive index sensing with an integrated poly-silicon ring
resonator. (a) A schematic of the tested device, which consists of an add-drop poly-silicon
ring resonator fabricated in the SUNY Poly silicon photonics process. Grating couplers
provide optical input and outputs, and a PMMA microfluidic chip bonded on top allows
for targeted delivery of the analyte to the sensing ring. (b) The normalized transmission
spectrum of the ring before (red) and after (black) BOE etching of the oxide cladding to
expose the polysilicon waveguide to the analyte. (c) A picture of the experimental setup.
The PMMA microfluidic chip, the CMOS photonic chip and the input and output optical
fibers are visible. A schematic of the microfluidic package for analyte delivery is shown on
the bottom. (d) Measured resonance wavelength of the device for solutions with different
pH (left), and transmission spectrum for the same solutions (right). Two sets of data
are shown, one with the solutions as is (orange circles) and one where bromothymol blue
has been added to the solutions (blue crosses). The insets show the color of the different
pH solutions.
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photonics platform). It consists of a 650 nm wide, 18 𝜇m outer diameter add-drop ring

resonator designed for operation at a wavelength around 1550 nm. To expose the sil-

icon waveguide, we removed the oxide cladding from the entire chip using 7:1 Buried

Oxide Etch (BOE). As shown in Fig. 4-10(b), before the etch the ring resonator had

an extinction ratio of about 5 dB and a loaded Q factor of 10,300. After etching, the

resonance shifted about 0.32 nm, the ER increased slightly to 6.2 dB and the loaded Q

factor decreased to 7,750, showing that the ring was indeed exposed after etching.

As depicted in Figs. 4-10(a,c), after the oxide etching a PMMA microfluidic chip

with a 250 𝜇m wide microchannel was bonded on top of the CMOS photonic chip so

that the analyte could be delivered to the sensing ring resonator. The PMMA chip was

fabricated by Dr. Jaehwan Kim, and the approach and specifications can be found in

his PhD thesis [274]. The microfluidic chip was fabricated by laser-cutting and consisted

of two layers: (1) an enclosure acrylic layer that provided the tubing interface and holes

for input and output optical fibers access to the grating couplers, and (2) an acrylic

film with pressure-sensitive adhesive that hosted the microfluidic channel and provided

the adhesive for reliable bonding to the CMOS chip. The bonding of the microfluidic

chip to the CMOS chip was done under a semiconductor inspection microscope using a

microprobe arm that was modified to hold the microfluidic chip and align the channel

above the sensing region.

Figure 4-10(c) shows a picture of the experimental setup: The PMMA microfluidic

chip allowing delivery of the liquids is clearly visible, as well as the optical fibers for in-

and out-coupling of the light coming from a tunable laser. Notice how our monolithic

refractive index sensor would fully eliminate the need for input and output optical fibers,

greatly simplifying the packaging requirements and resulting in a much more compact

system.

To show the feasibility of using our platform for refractive index sensing we performed
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a pH sensing experiment, where we flowed solutions with different pH and measured the

resonance wavelength of the sensing resonator by performing wavelength sweeps with a

tunable laser. The results are shown in Fig. 4-10(d). Two different sets of experiments

are shown:

• One where the solutions as-is were flown into the resonator (orange circles in Fig.

4-10(d)). We can clearly see how an increase in the pH of the solution is accom-

panied by an increase in the resonance wavelength of the resonator, denoting an

increase in the effective index of the optical mode propagating along the ring. This

is somewhat surprising, as the refractive index of the solution is not expected to

change significantly with pH. Nevertheless, this effect has been previously recog-

nized in silica-based nanocomposite thin film sensors, and it is attributed to the

effect of pH dependent charging and ionic adsorption in the silica surface [275].

To the best of our knowledge, this is the first time that such an effect has been

reported in silicon. As apparent from Fig. 4-10(d), the resonance wavelength of the

ring shifts about 35 pm going from a solution with pH4 to a solution with pH10.

Using the performance specs we derived in our theoretical study (Table 4.2), our

fully monolithic refractive index sensors could achieve a resolution as low as 0.086

pH units.

• One where bromothymol blue was added to the solutions (blue crosses in Fig. 4-

10(d)). Bromothymol blue is a compound that changes its color according to the pH

of the solution it is diluted in (see inset of Fig. 4-10(d)). Bromothymol blue is part

of a broader family of compounds known as colorimetric dyes or indicators [276],

chemicals that change its color according to their chemical or physical environment.

A myriad of colorimetric sensors (sensing anything from pH to the presence of

volatile organic compounds or food quality) have been reported in the literature
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[276].

The readout of such sensors is done through measuring the color change after

exposure, which is usually done through the use of a digital camera. Instead, we

indirectly measure the change in color through the change in refractive index. To do

this, we exploit the fact that a change in the absorption of a material (i.e, a change

in its color) must be accompanied by a change in the real part of its refractive index

due to the Kramers-Konig relation [277]. This is clearly observed in Fig. 4-10(d),

where we can see how the resonance wavelength of the ring changes as the different

pH solutions are flowed. In contrast with the case with no colorimetric sensor, the

addition of bromothymol blue results in a decrease in resonance wavelength (i.e, a

decrease in refractive index) as the pH increases. The total resonance wavelength

shift from pH4 to pH10 is now -83 pm, about 2x larger than the case without a

colorimetric compound. We can see how, essentially, the addition of a colorimetric

sensor acts as an amplifier of the change in refractive index. This is, to the best of

our knowledge, the first time that amplification of a refractometric sensing signal

through the use of colorimetric compounds has been reported. This is a promising

avenue to improve the resolution of refractive index sensors with weak intrinsic

response. With the measured wavelength change, our fully monolithic refractive

index sensors could achieve a resolution as low as 0.04 pH units using colorimetric

amplification 5.

5Notice how, unfortunately, the intrinsic response due to a pH increase causes an increase in the
refractive index, while the colorimetric compound causes a decrease in refractive index. Thus, the
amplification provided by the colorimetric compound is partially eliminated by the intrinsic response due
to pH. If both responses were in the same direction, the resonance shift from pH4 to pH10 could be
as large as 113 pm, which would boost the resolution of our fully monolithic sensor down to 0.025 pH
units. This highlights the importance of choosing colorimetric amplifiers that cause a refractive index
shift in the same direction as the intrinsic response of the system to the property being measured (if
there is an intrinsic response).
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With this we have experimentally demonstrated successful operation of all the com-

ponents necessary to build fully monolithic refractive index sensors: (1) an integrated

LED, (2) a sensing resonator and (3) an integrated PD capable of detecting the light

generated by the LED.

4.4 Conclusion

In this chapter we have studied in detail the application of the silicon waveguide coupled

light sources we developed in Chapter 3 to the realization of fully integrated monolithic

refractive index sensors. We have argued how our monolithic sensor would overcome

the size and cost limitations of current non-integrated solutions, and offer an approach

toward highly multiplexed sensing in a single chip by replication of compact sensing

macros. This would allow for ubiquitous, real-time monitoring of a variety of analytes with

applications in a plethora of fields, including food and water quality monitoring, hazardous

gas sensing, realization of electronic noses, biosensing and pharmaceutical/nutraceutical

process monitoring.

After detailed modeling and optimization we have shown that a sensing scheme where

we use a linear LED and a passive tracking ring can offer sensitivities approaching the

best reported in the literature (Table 4.2) even with the low powers generated by our

LED and the FSR mismatch coming from fabrication variations.
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Chapter 5

OPA architectures for advanced

optical beamforming applications

As explained in Chapter 1, the realization of Light Detection and Ranging (LIDAR)

systems is by far the most explored application in integrated optics for imaging, both

commercially and in academia. In particular, the use of Optical Phased Arrays (OPAs)

to realize non-mechanical beamforming and beamsteering is a promising avenue that

necessitates integrated optics due to the small (∼ 𝜆) emitter size and spacing required

to achieve a large field of view (FoV) and angular resolution.

Tremendous progress has been reported over the last decade on the realization of

OPAs with increasing number of emitters, reduced emitter spacing and lower power

consumption (Tables 1.9, 1.10, 1.11).

As the technology matures, its application space expands and its performance require-

ments increase. In Section 5.1 of this Chapter we introduce two advanced applications for

OPA-based beamforming applications: reconfigurable FSOC networks and advanced LI-

DAR. We derive performance requirements for these systems and show how the standard
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OPA approach based on a uniformly spaced array of emitters is not practical.

With this in mind, in Section 5.2 we propose the use of non-uniformly spaced OPAs as

a solution to such a bottleneck. We perform a detailed study of the performance tradeoffs

between the two types of OPAs (uniformly and non-uniformly spaced) in Section 5.2.1,

and then in Section 5.2.2 wemshow how non-uniform OPAs can offer superior performance

for the realization of large scale, high performance OPAs with reduced number of elements

and power consumption in certain scenarios.

5.1 Advanced OPA-based beamforming applications

In Section 1.4.2 we introduced the use of OPAs for beamforming applications in auto-

motive LIDAR and for correcting pole sway and beam wander in FSOC systems. These

constitute the target applications for most OPA systems being developed at the moment.

Nevertheless, additional, advanced applications are being considered as the perfor-

mance and maturity of these systems improves. Here, we will analyze two of these

advanced applications:

1. Advanced automotive LIDAR: In Section 1.4.2 we used [116] to derive the spec-

ifications for an OPA-based LIDAR system for automotive applications. These

specifications constitute a viable LIDAR system capable of detecting cars at about

200 m range, which is meant to be used as driver assistance system (commonly

know as Advanced Driver Assistance System - ADAS).

Beyond driver assistance, one can also envision the use of LIDAR systems in fully

autonomous, self-driving cars. The performance requirements in this scenario are

significantly increased, both in terms of resolution and FoV, as now we need to

ensure higher quality data to be fed into the Machine Learning (ML) algorithms
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that make the driving decisions. We use the requirements derived in [111] for this

scenario, summarized in Table 5.1 (along with the performance requirements of

the viable performance LIDAR system). These are based on ensuring detection

of preceding vehicles in curves and the ability to detect a cyclist at a distance of

200 m with ML algorithms.

2. Reconfigurable FSOC networks: In Section 1.4.2 we introduced OPA systems as a

means to maintain line of sight between FSOC terminals in face of displacements

of the beam due to pole twist and sway and atmospheric beam wander.

A natural extension of such FSOC systems is in reconfigurable FSOC networks

where, besides correcting for beam misalignment, a terminal can switch its point-

ing direction to establish communication with a different terminal (Fig. 5-1). This

can be highly advantageous in a variety of FSOC-based systems, including recon-

figurable data center networks [278], 5G and beyond networks [279], and satellite

networks [50].

Of course, in this scenario we want an OPA with as large a FoV as possible so we

can maximize the link directions that can be covered by a single terminal (which

results in a lower required node count). We can derive a requirement for FoV based

on typical numerical aperture (NA) values for lenses, since even if the OPA can

generate a beam at an angle 𝜃 it won’t be efficiently collected by the lens if that

angle is outside its numerical aperture. The maximum NA of commercially avail-

able lenses with apertures diameters in the 5-10 cm range (typical for commercial

FSOC systems) is about 0.4 [280], which translates into a maximum covered FoV

of 47𝑜. In the vertical direction we can derive a FoV requirement based on the

maximum height difference that can exist between two terminals to be connected.

Assuming a maximum of 10% degree inclination between two terminals seems rea-
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Viable performance [116] High performance [111]
Field of View 14𝑜 x 3.5𝑜 32𝑜 x 10.2𝑜

Angular resolution 0.1𝑜 x 0.1𝑜 0.04𝑜 x 0.04𝑜

Frame rate 25 fps 25 fps
Sampling rate 122.5 kHz 5.1 MHz

Table 5.1: Requirements for viable (left column) and advanced (right column) OPA-
based LIDAR systems for automotive applications.

sonable, which translates into a FoV requirement given by 2𝑎𝑡𝑎𝑛(0.1) = 11.42𝑜.

The requirements for angular resolution are the same as for the original FSOC sys-

tem that only corrects for beam displacement, as the requirements on maximum

acceptable coupling loss do not change. The new performance requirements for

reconfigurable FSOC networks are summarized in Table 5.2.

Transmitter Receiver

Configuration 1 Configuration 2

Figure 5-1: OPA-based reconfigurable FSOC networks. Besides correcting for beam
wander due to atmospheric effects and pole twist and sway (top), the system is able to
point to a different FSOC terminal and reconfigure the communication network.
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FSOC - Beam
displacement correction

Reconfigurable
FSOC network

Field of View 3𝑜 x 3𝑜 47𝑜 x 11.42𝑜

Max misalignment loss 1 dB 1 dB
Angular resolution 0.02𝑜 x 0.02𝑜 0.02𝑜 x 0.02𝑜

Sampling rate 100 kHz 100 kHz

Table 5.2: Requirements for simple (left column) and advanced (right column) OPA-
based FSOC systems.

5.1.1 Performance requirements

As is apparent from Tables 5.1 and 5.2, these advanced beamsteering applications require

OPAs with significantly increased performance.

We can use the same procedure we followed in Section 1.4.2 to translate the require-

ments on angular resolution and FoV to required number of elements, spacing, area and

power consumption of phase shifters for an OPA based on a uniformly spaced 2D array

of emitters.

As a summary of the process 1:

1. We can translate FoV and angular resolution to required number of elements and

spacing between elements using the equations in Table 1.4.

2. Once we know the number of emitter elements we know the number of phase

shifters required to control the OPA. With this, we can derive the maximum power

consumption per phase shifter - for LIDAR we assume a total of 3 W power con-

sumption for the OPA phase shifter control (30% of the 10 W total power budget

of the system, which is based on commercially available LIDAR systems), and for

FSOC we assume a total of 21.3 W (30% of 71 W, which corresponds to the

1The reader is pointed to Section 1.4.2 for a detailed analysis.
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maximum power that can be delivered by Power over Ethernet (PoE)).

3. Knowing the total number of required phase shifters we can also calculate the

maximum area occupied by a single phase shifter, based on a 30% area budget

allocated to the phase shifter network and a total chip area of 3 cm × 3 cm.

Table 5.3 summarizes the performance requirements for both viable (derived in Sec-

tion 1.4.2) and advanced LIDAR and FSOC beam steering systems. As we reviewed in

Section 1.4.4, no reported demonstration to date is capable of delivering all the required

performance specifications even for the viable (lower performance) systems. Neverthe-

less, incremental work on already existing architectures (summarized in Tables 1.9, 1.10,

1.11) can arguably deliver the required performance for these applications (left column

in Table 5.3).

This is harder to believe for the advanced beamsteering applications we just discussed,

which require OPAs approaching a million elements with sub-5 𝜇m spacing and very

compact and efficient phase shifters with < 30 𝜇W power consumption and ≈ 20 𝜇m ×

20 𝜇m area.

The natural question that arises is then: can we find alternative architectures to

deliver the required performance, or are we reaching the limit in scalability of integrated

OPAs?

5.1.2 A suitable system-level Figure of Merit (FoM) for com-

paring OPA architectures

In order to answer the question we just posed we need to define a FoM that allows to

compare different OPA architectures from a system-level perspective.

198



LIDAR

Viable performance [116] High performance [111]
Field of View 14𝑜 x 3.5𝑜 32𝑜 x 10.2𝑜

Angular resolution 0.1𝑜 x 0.1𝑜 0.04𝑜 x 0.04𝑜

Frame rate 25 fps 25 fps
Sampling rate 122.5 kHz 5.1 MHz

Emitter spacing 6.3 𝜇m x 25 𝜇m 2.8 𝜇m x 8.7 𝜇m

Array size 120 x 31
N = 3,720

690 x 221
N = 152,490

Phase shifter power 800 𝜇W 20 𝜇W
Phase shifter area 0.07 mm2 (≈ 250 𝜇m x 250 𝜇m ) 1,770 𝜇m2 (≈ 42 𝜇m x 42 𝜇m )

FSOC

FSOC - Beam
displacement correction

Reconfigurable
FSOC network

Field of View 3𝑜 x 3𝑜 47𝑜 x 11.42𝑜

Max misalignment loss 1 dB 1 dB
Angular resolution 0.02𝑜 x 0.02𝑜 0.02𝑜 x 0.02𝑜

Sampling rate 100 kHz 100 kHz
Emitter spacing 29 𝜇m x 29 𝜇m 2 𝜇m x 7.8 𝜇m

Array size 132 x 132
N = 17,424

1920 x 490
N = 940,800

Phase shifter power 1.22 mW 22.6 𝜇W
Phase shifter area 0.015 mm2 (≈ 125 𝜇m x 125 𝜇m ) 290 𝜇m2 (≈ 17 𝜇m x 17 𝜇m )

Table 5.3: Requirements in phase shifter power and area for OPA-based FSOC and
LIDAR systems.
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We will distinguish here three sets of applications for OPA-based beam steering sys-

tems:

1. Optical power limited applications: These are applications in which the main goal

for the OPA is to maximize the optical power contained in the main lobe for a given

desired angular resolution, and where electrical power consumption is not a major

concern. These applications use the maximum possible input optical power to the

OPA (which is usually set by how much optical power can a waveguide sustain

before nonlinear effects become relevant) and minimizing the optical loss of the

OPA is crucial.

In this case, the relevant figure of merit is simply the optical power contained in

the main lobe 𝐹𝑜𝑀 = 𝑃𝑜𝑝𝑡,𝑚𝑙.

An example application would be long reach FSOC systems. Here, electrical power

dissipation is not a major concern, whereas the optical power emitted by the OPA

is paramount to maximize the achievable link distance.

2. Total (electrical + optical) power limited applications: these are applications in

which the system is not optical power budget limited, but instead we are trying to

minimize total power dissipation. In this case, it is worth recognizing that the main

goal of an OPA is to deliver the maximum possible link distance 𝐿 or SNR 2 with

the minimum total power consumption 𝑃𝑒𝑙. Thus, a suitable FoM is:

𝐹𝑜𝑀 =
𝐿

𝑃𝑒𝑙
(5.1)

2Notice that these two metrics are equivalent - having a system with a larger achievable link distance
for a given receiver sensitivity is equivalent to having a system that achieves a larger SNR for a fixed
link distance.
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Basically, this figure of merit measures how much power is required per unit of link

distance.

We will assume a simple free space propagation model describing the diffraction of

a collimated optical beam [132] where the losses are proportional to 𝐿2 (where 𝐿 is

the link distance) 3. Thus, we can relate the output optical power in the main lobe

emitted by the OPA 𝑃𝑜𝑝𝑡,𝑚𝑙 to achievable link distance 𝐿 through 𝐿 ∝
√︀

𝑃𝑜𝑝𝑡,𝑚𝑙.

An example application could be short reach FSOC systems (such as for 6G picocell

backhaul [281]) or LIDAR systems with high sensitivity detectors. Minimizing total

power consumption in these scenarios is important to minimize operation expenses

and maximize battery life.

3. Asymmetric link applications: Above we have considered applications with a sym-

metric link - where receiver and transmitter have a similar set of constraints in

terms of power consumption or required performance.

A different set of applications is that of asymmetric links, where the requirements for

the transmitter and receiver are very different. An example of such an asymmetric

link is in satellite to earth communications: one of the terminals (the satellite) has

very strong limitations in the total power consumption of the transceiver (as it will

affect the operating time of the satellite), while the other terminal (the ground

receiver) can consume as much power as required (as it has access to a virtually

infinite power source).

In this case, the relevant FoMs are different for the two terminals. For the terminal

that is power constrained we still want to maximize the achievable link distance for

a given power consumption budget, so we can use the same FoM as the scenario

3More realistic models would need to account for atmospheric absorption and distortion, as well as
limited reflection efficiency of targets in the case of LIDAR. This is beyond the scope of our analysis.
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above: 𝐹𝑜𝑀 = 𝐿
𝑃𝑒𝑙

. For the terminal that is not power constrained we simply want

to maximize both the receiver sensitivity (so that it can better receive the signal

from the power-starved terminal) and emitted power (so that the signal reaching

the power-starved terminal is as large as possible). Thus, the relevant FoM for the

non-constrained terminal is again simply 𝐹𝑜𝑀 = 𝑃𝑜𝑝𝑡,𝑚𝑙.

Other examples of asymmetric links could be the readout of cryogenic signals

to room temperature through FSOC links [282] or communication of Internet of

Things (IoT) sensor networks to IoT gateways [283].

It is important to note here that these are system-level FoMs. Of course, we need to

ensure that the different OPA architectures fulfill other specifications, such as FoV and

angular resolution (Table 5.3), and that they can be fabricated and operate reliably. If

we have two OPA architectures delivering sufficient FoV and angular resolution, we can

then use the above FoMs to compare their performance from a system-level perspective.

5.1.3 What now?

From Table 5.3, we clearly need alternatives to the use of uniformly spaced OPA ar-

chitectures if we want to enable the advanced beamsteering applications we discussed.

The basic goal of these alternative architectures should be the reduction of the required

number of elements, as this allows to increase the power consumption and reduce the

area requirements of the phase shifters and also reduces packaging complexity. Also im-

portantly, increasing the minimum spacing between emitter elements allows for reduced

crosstalk and simplified chip layout.

A variety of approaches arise to tackle the intractable complexity of uniform OPAs

for advanced applications:
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1. Use of 1D OPA arrays with wavelength steering in the other direction. As discussed

in Section 1.4.4, a common OPA architecture to achieve 2D beam steering relies

on the use of phase shifters to achieve steering in one direction and on a change in

the operation wavelength to achieve steering in the other direction (exploiting the

dispersion in the emission angle of grating couplers with wavelength).

This approach greatly reduces the required number of phase shifters as they are only

needed to control the emission angle in one direction. For example, for the high

performance LIDAR (FSOC) system we would require only 690 (1920) elements,

which translates into a 220× (490×) reduction in number of elements and control

signals, and a 220× (490×) increase in allowable phase shifter power and area.

Nevertheless, the use of these architectures has several associated drawbacks:

• They require high power tunable lasers (which are expensive and require careful

packaging and control). Furthermore, to achieve a high pointing stability and

accuracy the emission wavelength has to be very accurately controlled, which

is challenging in the typical operation environment of these systems.

• Fabrication variations across the chip result in a slightly different behavior

of the emitting aperture as the wavelength is tuned. This causes unwanted

side lobes and reduces the side lobe suppression ratio (SLSR), which can

compromise operation. Such variations are not easy to compensate or correct

since we do not have individual control of the emission phase of each element.

• The limited wavelength tuning range of the laser sets a limit to the maximum

achievable steering range in the direction controlled by the emission wave-

length. Furthermore, all the optical components need to be designed for high

performance operation over the whole wavelength range of the laser, which
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can be challenging in integrated optical platforms.

• Maintaining communication between the Tx and Rx terminal as the wave-

length is shifted poses an important challenge for the alignment algorithm,

as the Rx terminal needs to be able to detect such a change in wavelength

accurately and quickly adapt to it.

2. Use of imaging systems: The use of imaging systems allows one to tradeoff angu-

lar resolution with FoV - the use of a magnification system increases the effective

aperture size (and thus increases angular resolution) but also increases the emit-

ter spacing (and thus reduces the FoV). Alternatively, a demagnification system

decreases emitter spacing (and thus increases FoV) at the expense of a smaller

aperture size (and thus worse angular resolution).

While the use of imaging systems can be useful to overcome, for example, practical

limitations in achievable emitter spacing, it does not constitute a solution to reduce

the number of emitters or increase the power consumption and area of the phase

shifters.

3. Use of mechanically moving elements: A way to reduce the FoV requirements of

advanced beam steering systems is to break down the pointing into two stages: (1)

A slow, high angular range movement stage, which is usually implemented with a

mechanically moving mirror, and (2) a fast, small range movement stage, which is

implemented by the OPA.

Such an approach allows for a great reduction in the required FoV of the OPA, as

the heavy lifting in the movement of the beam is done by the mechanically moving

mirror:

• For reconfigurable FSOC networks, we can safely assume that the maximum
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operation speed of the mechanically moving mirror (usually in the 100 Hz

range) is faster than the rate at which we need to reconfigure the network.

With this assumption, the OPA only needs to take care of correcting for beam

displacement due to atmospheric phenomena and pole twist and sway. Thus,

the requirements for the OPA are reduced to the case we analyzed in Section

1.4.2 (first column in Table 5.3).

• The situation is more involved in the case of advanced LIDAR - the fast

steering mirror cannot operate at the required 5.1 MHz speed, so advanced

schemes where both the OPA and the mirror are moving at the same time

need to be employed to achieve a large scan FoV with the required speeds. A

crude estimation of the OPA required FoV is to divide the full required FoV by

the max operation speed of the mirror (again, around 100 Hz), yielding a 32𝑜

x 10.2𝑜 / 100 = 3.2𝑜 x 1.02𝑜 FoV required with the same angular resolution

(0.04𝑜 x 0.04𝑜).

It is clear that the use of mechanically moving mirrors offers an approach to de-

crease the OPA element count and spacing significantly without sacrificing other

performance metrics. Nevertheless, besides being slow, mechanically moving mir-

rors are bulky, prone to failure, require complex assembly (including alignment),

and are fairly expensive (ranging from $3,000 - $20,000 [284–286]). Migrating

away from the use of mechanically moving parts to fully integrated beamsteering

systems is required for realizing small form factor products with a sufficiently low

cost to make them attractive for mass markets such as LIDAR or reconfigurable

FSOC networks for 5G and beyond.

4. Use of non-uniform OPAs: Uniformly spaced OPAs have been the standard ap-

proach for the realization of integrated beamsteering systems. Nevertheless, over
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the last few years, the use of emitter arrays with non-uniform spacing has been

proposed as a means to reduce the number of elements required to achieve a given

FoV and angular resolution [80,161,287–293]. While, for a fixed FoV, the angular

resolution of a uniform OPA system increases linearly with the number of elements,

it scales up to quadratically with the number of elements in the case of non-uniform

OPAs [80]. This allows for a great reduction in the required number of elements

for our advanced OPA applications, which could make the use of fully integrated

beam steering systems without mechanically moving parts feasible. Nevertheless,

the use of non-uniform OPAs has several associated drawbacks, such as limited

side-lobe suppression ratio (SLSR), that have not been studied in detail in the

existing literature.

In the next section we study in detail the use of non-uniform OPAs for the realization

of large FoV, high angular resolution beam steering systems with a focus on the advanced

OPA applications we discussed (Table 5.3).
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5.2 Non-uniform OPAs

As presented in Section 1.4.1, a uniformly spaced OPA creates a far field radiation pattern

with well defined grating lobes that sets a limitation to the achievable FoV, with required

spacings on the order of 𝜆/2 to achieve FoV close to ± 90𝑜.

In contrast, non-uniformly spaced OPAs can achieve the same main lobe radiation

width (i.e, the same angular resolution) without generating grating lobes. This is because

in uniformly spaced OPAs there is constructive interference at multiple radiation angles,

while the unequal inter-element spacing prevents that from happening in non-uniform

OPAs (Fig. 5-2).

Full 180o

emission angle range
Closeup at +/- 10o

emission angle range
Closeup at +/- 1o

emission angle range

Uniform OPA

Non-uniform
OPA

Figure 5-2: The radiation pattern for a uniformly spaced (blue) and a non-uniformly
spaced (orange) 1D OPA with the same total extent of 2 mm. The uniformly spaced
OPA has 𝑁𝑢=100 elements, and the non-uniform OPA has 𝑁𝑛𝑟=50 elements. The
different plots show the same radiation pattern but with a different extent in the angular
axis (the x axis). In contrast to uniform OPAs, non-uniform OPAs have no grating lobes.

In practice, this means that non-uniformly spaced OPAs can achieve the same angular

resolution as a uniform OPA but with increased FoV and a significantly lower number of
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elements. As we will review in detail below, the main drawback of non-uniform OPAs is

that they generally have a lower SLSR and lower power contained in the main radiation

lobe - essentially they have a lower diffraction efficiency so a higher laser power is required

to achieve the same emitted power. It is worth mentioning that non-uniform emitting

arrays were studied as early as the 1960s in the context of RF phased arrays [296,297].

While the concept of non-uniform arrays has been around for a long time, it is only in

the last ∼ 5 years that it has started to take prominence in the field of OPAs (see Table

5.4). This is likely because small, proof-of-concept OPAs with limited resolution and/or

FoV can be realized with uniform OPAs, which are easier to analyze and design. But,

as detailed in the previous section, as the community evolves towards the realization of

OPAs for practical applications, uniform OPAs cannot deliver the required performance

at a reasonable element count (Table 5.3).

Table 5.4 lists most of the non-uniformly spaced OPA demonstrations reported in the

literature. As we can see, in general these arrays achieve a similar angular resolution with

a larger FoV, lower number of elements and minimum element spacing that traditional,

uniformly spaced OPAs (Tables 1.9, 1.10, 1.11).

One added complexity of the design of non-uniform OPAs is the need to determine the

position of the emitters. Usually, one defines a uniform grid of possible antenna positions

based on the minimum acceptable spacing between elements, and then a given desired

number of antennas is placed in such grid based on some design procedure / algorithm.

Various procedures have been used to determine the placement of these elements (Fig.

5-3):

• Deterministic placement: The different elements are placed according to a given

analytical function. A variety of deterministic approaches have been reported in

the literature, including circular arrangement [290], gaussian spacing [144], linearly
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increasing spacing and spacing following 𝑐𝑜𝑠𝑥 functions [293].

Another interesting category of deterministic placement approaches is based on the

concept of co-prime arrays [149,294]. Here, the non-uniform array is composed of

subarrays of equally spaced elements with spacings 𝑠𝑖 = 𝑞𝑖×𝑠𝑚𝑖𝑛. If the set of 𝑞𝑖 are

co-primes (i.e, their greatest common divisor is 1) then the grating lobes generated

by each subarray are non-overlapping, therefore eliminating the FoV limitation of

uniform arrays. This concept has been proposed in two different configurations:

one where an OPA is composed of co-prime subarrays [149] and another where the

Tx and Rx OPA are uniformly spaced arrays with a different, co-prime spacing [294].

Another category of deterministic non-uniform arrays is that based on non-redundant

spacing, where the element placement is chosen such that the spacing between any

X

Grid-based methods:
select posi�ons in the grid occupied by antennas

∆𝑥
Set by min antenna spacing

𝐿𝑥 : Set by desired angular resolu�on

XX

Con�nuous placement methods:
select posi�ons in the con�nuum of the OPA extent,

subject to min space requirements

X = antenna = grid posi�on

𝐿𝑥 : Set by desired angular resolu�on

X XX X X X X

𝑑 > 𝑑𝑚𝑖𝑛

Placement approaches

Pseudorandom

Determinis�c

Op�miza�on

Golomb ruler / Costas array

Co-prime

Func�on-based spacing (linear, sine…)

Par�cle Swarm Op�miza�on

Gene�c algorithm

Figure 5-3: Non-uniform OPA emitter placement approaches. Both grid-based and con-
tinuous placement methods can be used, and different approaches can be used to deter-
mine the optimal position of the antennas.
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pair of emitters is mutually distinct, i.e, no two elements have the same spac-

ing [80]. This is a well known mathematical problem, and solutions have been

found for both 1D (known as Golomb rulers [298]) and 2D arrays (with a popular

set of solutions known as Costas arrays [299]).

It can be shown that non-redundant arrays maximize the flatness of the autocor-

relation function of the array layout, which in turn maximizes the flatness of the

autocorrelation function of the electric field generated by the OPA [80]. Since

the OPA far field radiation pattern is the fourier transform of the electric field

autocorrelation [80], a maximally flat autocorrelation ensures a maximally narrow

radiation pattern, which is our goal to achieve a high angular resolution and FoV.

As shown in [80], the number of resolvable points in non-redundant OPAs (defined

as FoV/(ang. res)) scales quadratically with the number of elements (∝ 𝑁2),

while it has a uniform scaling (∝ 𝑁) in uniformly spaced OPAs. Any other non-

uniform placement approach will have a scaling between linear and quadratic with

the number of elements (∝ 𝑁𝑥, 1 < 𝑥 < 2).

• Pseudo-Random placement: Random placement of the emitters has also been stud-

ied to realize non-uniform OPAs [107, 295]. Notice how this is a similar approach

to the non-redundant array, where the random placement tries to eliminate any

correlation between the position of the emitters.

Since random placement can generate arrays with low performance radiation pat-

terns, usually a pseudo-random approach is taken where the random placement is

repeated until the simulated radiation pattern of the resulting array achieves a min-

imum performance (usually determined by the minimum acceptable SLSR) [107].

• Optimization algorithms: As compute power increases, the use of computational
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algorithms to optimize the emitter positions becomes feasible. In this case, op-

timization algorithms are used to obtain an emitter placement that minimizes a

given figure of merit (usually a combination of maximizing power in the main lobe

and SLSR). In particular, both Genetic Algorithms (GA) [288,291,292] and Particle

Swarm Optimization (PSO) [289] have been used for the realization of non-uniform

OPAs.

Compared to deterministic placement methods, the use of optimization algorithms

allows for more freedom in the design of the desired radiation pattern properties,

for example allowing to tune the importance of different performance metrics. On

the flip side, optimization algorithms are slow and computationally intensive, and

there is in general no guarantee that the global optimum has been reached.

Of course, all these different approaches result in a different array layout, which in

turn results in a different radiation pattern and therefore different system performance.

In the next section we compare in detail the performance of all these non-uniform place-

ment approaches, as well as the traditional uniformly spaced OPA, in the context of the

advanced applications we introduced at the beginning of this chapter. To the best of

our knowledge, a comparison between non-uniform placement approaches has only been

partially done in [293] for deterministic and PSO-based optimization in a generic context

without a target application.

5.2.1 Performance tradeoffs

The thinned array curse

As can be seen in the right-most panel of Fig. 5-2, non-uniform OPAs have lower power

emitted in the main radiation lobe synthesized by the array. This is a well known result
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in radio-frequency (RF) phased arrays, and is commonly referred to as the thinned-array

curse or the sparse array curse. The term thinned-array curse is attributed to Robert

Forward, who used it in unpublished Hughes Research Laboratories reports in 1976, and

was first published in 1984 [300].

Basically, the thinned-array curse states that if we take an antenna array with 𝑁

elements and increase the spacing between elements so that the effective aperture size

increases (keeping the number of elements constant), the angular resolution of the beam

will increase accordingly but the angular power density will keep constant, therefore

resulting in a decrease in the total power contained in the main lobe.

Another way of stating the same concept is that if we take an array with N elements

that has a main lobe power given by 𝑃𝑚𝑎𝑖𝑛 and remove 𝑛 elements, then the power in

the main lobe for the new array is at most 𝑝𝑚𝑎𝑖𝑛 = 𝑃𝑚𝑎𝑖𝑛(𝑁 − 𝑛)/𝑁 .

While this is a central result in non-uniform phased array theory, a good fraction of

the published literature on non-uniform OPAs (Table 5.4) either does not mention the

reduction in power or simply mentions it without delving into the consequences for OPA

performance.

Figure 5-4 shows the power contained in the main lobe for a uniform OPA with

𝑁𝑢𝑛𝑖𝑓𝑜𝑟𝑚 =100 elements (dashed blue curve) and compares it with non-uniform 1D

OPAs with increasing number of elements and the same total extent (and therefore the

same angular resolution) as the uniform array. We can clearly see how non-uniform OPAs

allow achieving a given angular resolution with a lower number of elements at the expense

of reduced power in the main lobe.

It is worth noting that the power contained in the main lobe (a critical parameter that

determines the sensitivity of our OPA-based system) is independent of the approach taken

to determine the placement of the antennas in the non-uniform array and only depends

on the total number of elements. This is an important observation, and is an observation
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that can be misinterpreted when reading the published literature in non-uniform OPAs.

The only effect of different antenna placements in a non-uniform OPA is in the achievable

SLSR, but the power contained in the main lobe is unaffected. We will explore this in

more detail in the next section.

The thinned-array curse sets an important limitation on the use of non-uniform OPAs

for beam-steering applications. If we go back to the different application scenarios we

described in Section 5.1.2:

1. Optical power limited applications cannot benefit from the use of non-uniform

OPAs, as the total optical power emitted by the OPA is significantly decreased

Uniform array with N = 100

Total array extent = 0.5 mm
Angular resolution = 0.012o

Golomb ruler
Pseudorandom placement

Linearly increasing spacing

N/N_uniform

Figure 5-4: The thinned array curse. Power contained in the main lobe as a function
of the number of elements for non-uniform OPAs with different placement approaches
(linearly increasing spacing (blue), pseudo-random placement (green) and Golomb ruler
based (orange)). The dashed line shows the power in the main lobe for a uniform array
with 𝑁𝑢𝑛𝑖𝑓𝑜𝑟𝑚=100 elements, and the red crosses plot 𝑁/𝑁𝑢𝑛𝑖𝑓𝑜𝑟𝑚 = 𝑁/100. All the
arrays have a 0.5 mm extent and a 0.012 𝑜 angular resolution.
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with respect to a uniform OPA.

2. In total (electrical + optical) power limited applications, non-uniform OPAs could

have an advantage as they have decreased power dissipation. We will explore this

in detail in Section 5.2.2.

3. In asymmetric link applications, non-uniform OPAs could be beneficial for the

power-starved terminal, but are not suitable for the non-starved terminal as in

this case we just want to maximize the emitted optical power.

SLSR of non-uniform OPAs

From our discussion above it is clear that the specific placement of the elements in a non-

uniform OPA does not have a strong effect in the power emitted in the main lobe or in the

angular resolution of the generated beam 4. Nevertheless, emitter placement is important

in non-uniform OPAs to minimize the SLSR, which is of paramount importance to ensure

that the system utilizing the OPA can correctly identify the main lobe and reduce the

"noise" coming from light emitted into undesired angles (Fig. 5-5(a)).

To the best of the author’s knowledge, while it is usually recognized that having a

sufficiently high SLSR is a basic requirement for any OPA-based beam steering system,

a detailed quantitative analysis of SLSR requirements for different applications does not

exist in the literature. We will try to do so here for our applications of interest:

1. In the case of FSOC links, SLSR matters mostly because a higher SLSR generally

translates into a larger power contained in the main lobe and therefore a longer

link distance or a higher SNR.

4It is worth noting again that this fact is usually not explicitly stated in the published literature on
non-uniform OPAs.
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The presence of strong side lobes could be a concern, as it could cause the link

tracking algorithm to take one of these strong side lobes as the main OPA lobe

(Fig. 5-5(b)). Since such side lobe would have a smaller emitted power, this could

compromise link performance.

We therefore need to make sure that the tracking algorithm used to establish and

maintain alignment between transmitter and receiver accounts for the presence of

such side lobes. In this case, there is not a strong requirement in terms of SLSR.

2. SLSR requirements become more important in LIDAR applications, as the presence

of side lobes can significantly impact the achievable SNR.

This is depicted in Fig. 5-5(c): the presence of a strong side lobe can cause the

system to detect the presence of a target in the direction of the main lobe (𝜃0) if

a high reflectivity target is located at the side lobe emission angle (𝜃𝑠𝑙).

Since the reflectivity of common targets in LIDAR applications can range from

98% to about 0.5% [301], a SLSR on the order of 30 dB is required to be able to

correctly detect a low reflectivity target in the presence of a high reflectivity target

at the side lobe emission angle.

Minimizing the SLSR essentially requires eliminating strong constructive interference

between the light emitted by different optical antennas at any angle that is not the desired

angle of emission of the OPA. We can derive an upper bound for the achievable SLSR

of an OPA with a given efficiency and angular resolution by assuming that all the power

that is not emitted into the main lobe is evenly distributed amongst all other angles of

emission 5. In this case:
5Note that this implies that there are no other grating lobes in the radiation pattern, or equivalently

that the FoV of the OPA is 180𝑜. If there are additional grating lobes (such as in a uniform OPA) then
the achievable SLSR is larger as there is more power contained in the ensemble of grating lobes and
therefore there is less power to distribute in the sidelobes.
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Ideal situa�on

Possible non-ideality
with low SLSR

LIDAR
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with low SLSR

High reflec�vity target

High reflec�vity target

Ideal situa�on
– high SLSR

Non-ideal situa�on
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OPA radia�on
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𝜃0

b) c)a)

Figure 5-5: The effects of Side Lobe Suppression Ratio (SLSR). (a) Example radiation
patterns with high SLSR (top) and low SLSR (bottom). (b) Low SLSR can cause an
FSOC link to be established between side lobes, which decreases range. (c) In LIDAR, a
low SLSR can cause the detection of a target due to light reflected at other angles other
than that of the main lobe.

𝑃𝑠𝑖𝑑𝑒𝑙𝑜𝑏𝑒 = 1− 𝑃𝑚𝑎𝑖𝑛 𝑙𝑜𝑏𝑒 (5.2)

𝑆𝐿𝑆𝑅𝑏𝑒𝑠𝑡 = 10 𝑙𝑜𝑔10

(︂
𝑃𝑝𝑒𝑎𝑘

𝑃𝑠𝑖𝑑𝑒𝑙𝑜𝑏𝑒/(180−∆Θ)

)︂
(5.3)

Figure 5-6(a) shows such an upper bound for a non-uniform OPA with a total extent

of 500 𝜇m and an angular resolution of 0.156𝑜 as a function of the number of elements:

regardless of the number of elements, the upper bound for the SLSR is close to 20 dB.

Achieving such an upper bound with a finite number of emitters is not possible,

because the discreetness of the spacing between elements means that we cannot achieve

an even distribution of power outside the main lobe. For instance, Fig. 5-6(a) also shows

the SLSR achieved by a uniform OPA with 500 𝜇m extent and a total of N=100 elements,
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which is 𝑆𝐿𝑆𝑅𝑢𝑛𝑖𝑓𝑜𝑟𝑚 = 13.26 dB.

We can further develop an intuition on the challenges of maximizing SLSR by studying

an OPA comprised of N elements, as depicted in Fig. 5-6(b), such that the spacing

between elements 𝑖 and 𝑘 is 𝑑𝑖𝑘. We know there will be constructive interference between

the light emitted by two emitters in the OPA at an angle 𝜃 if 𝑑𝑖𝑘𝑠𝑖𝑛(𝜃) = 𝑚𝜆, where

𝑚 is an integer and 𝜆 is the operation wavelength. Therefore, to avoid constructive

interference at any angle 𝜃 that is not the desired steering angle 𝜃𝑑𝑒𝑠 we would need to

ensure:

𝑑𝑖𝑘 ̸=
𝑚𝜆

𝑠𝑖𝑛(𝜃)
, ∀ 𝜃 ̸= 𝜃𝑑𝑒𝑠, 𝑖 ̸= 𝑘 (5.4)

Figure 5-6(b) plots 𝑚𝜆/𝑠𝑖𝑛(𝜃) for 𝑚 = 1...4, along with arbitrarily chosen distances

between elements in an 𝑁 = 3 OPA. It is easy to see how even for 𝑁 = 3 finding a set

of distances that fulfill Eq. 5.4 (which is equivalent to ensuring that the crossing of the

dotted lines with the solid lines happens at different angles 𝜃) is challenging, especially

at steep emission angles. It is therefore not trivial to synthesize a non-uniform OPA with

high SLSR.

We studied the achievable SLSR of the different non-uniform OPA placement ap-

proaches described above (Fig. 5-3) as a function of number of elements, and the results

are summarized in Fig. 5-6(c). All OPAs have a total extent of 500 𝜇m, corresponding to

an angular resolution of 0.156𝑜, a minimum spacing of 5 𝜇m and an operation wavelength

of 1550 nm. Several points are worth discussing:

• In general, the achievable SLSR depends on the angle at which we are steering

the beam (see inset of Fig. 5-6(c)). In the main plot of Fig. 5-6(c) we show the

average SLSR over a ±80𝑜 steering range, and the error bars show the maximum

and minimum SLSR over the same steering ranges. Data points that have no error
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Figure 5-6: Side Lobe Suppression Ratio (SLSR) characteristics of non-uniform OPAs.
(a) The upper bound on achievable SLSR (even distribution of power outside the main
lobe) as a function of the number of elements of a non-uniform OPA. The SLSR of a
uniform OPA with N=100 is also shown. (b) Minimum SLSR is achieved when 𝑑𝑖𝑘 ̸=
𝑚𝜆/𝑠𝑖𝑛(𝜃), ∀𝜃 ̸= 𝜃𝑑𝑒𝑠, 𝑖 ̸= 𝑘. This is hard to achieve at steep angles even for N = 3,
which is what is depicted. (c) SLSR of different non-uniform placement approaches. The
minimum antenna spacing is 5 𝜇m and the total OPA extent is 0.5 mm. Squares show
the average SLSR over a ±80𝑜 steering range, and error bars show the maximum and
minimum SLSR over the steering range. The inset shows the SLSR vs steering angle for
a linearly increasing spacing OPA. (d) The SLSR (top) and FoV (bottom) of a pseudo-
random OPA as a function of 𝑑𝑎𝑣/𝑑𝑚𝑖𝑛. When 𝑑𝑎𝑣/𝑑𝑚𝑖𝑛 < 1.2 the non-uniform OPA
collapses to a uniform OPA with the accompanied decrease in FoV.
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bars have a constant SLSR with steering angle.

• For optimization-based placement approaches (pseudo-random and PSO) we used

a relatively steep steering angle of 𝜃𝑑𝑒𝑠 = 60𝑜 to optimize the placement. This

results in a configuration that has smaller variations of SLSR with steering angle,

something that has been recognized before [293].

• While PSO results in well-performing configurations for a relatively low number of

elements ( N < 50), it fails for large number of elements. This is because as the

number of elements increases the search space of the optimization increases and

the PSO algorithm cannot find a good optimum within the allocated number of

iterations (𝑘 = 100 in our case) and population (𝑚 = 10 in our case).

• The achievable SLSR increases as the number of elements increases, and it con-

verges to that of a uniform OPA (dashed blue line in Fig. 5-6(c)). This is because,

for a fixed total extent of the OPA, as the number of elements increases the non-

uniform OPA spacing becomes increasingly uniform (due to the limitation set by

the minimum spacing between elements). Another way of looking at this is to

realize that, for a fixed total extent 𝐿 of an OPA, the average distance between

elements is given by 𝑑𝑎𝑣 = 𝐿/𝑁 . As 𝑁 increases 𝑑𝑎𝑣 decreases: in particular,

as 𝑁 → 𝑁𝑢𝑛𝑖𝑓 , 𝑑𝑎𝑣 → 𝑑𝑚𝑖𝑛, at which point the OPA becomes uniform with an

inter-element spacing given by 𝑑𝑚𝑖𝑛 (the minimum allowed spacing).

This raises an important consideration when designing non-uniform OPAs: to main-

tain a large FoV with a nonuniform OPA we need to ensure that 𝑑𝑎𝑣 > 𝑑𝑚𝑖𝑛. This

ensures that the spacing between elements does not converge to the minimum

spacing 𝑑𝑚𝑖𝑛, in which case we would have a uniform OPA (which we know results

in a limited FoV due to full constructive interference occurring at other angles
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besides the desired steering angle, Fig. 5-2).

Fig. 5-6(d) shows the SLSR and FoV of a pseudo-random OPA as a function of the

ratio of the average distance to the minimum distance between elements 𝑑𝑎𝑣/𝑑𝑚𝑖𝑛

(therefore, increasing 𝑑𝑎𝑣/𝑑𝑚𝑖𝑛 is equivalent to a lower number of elements 𝑁)

for OPAs with different number of elements and minimum antenna spacing. We

can see how for 𝑑𝑎𝑣/𝑑𝑚𝑖𝑛 > 1.2 the non-uniform OPA maintains the full FoV

with a large SLSR (albeit lower than that achievable with a uniform OPA). When

𝑑𝑎𝑣/𝑑𝑚𝑖𝑛 < 1.2 grating lobes appear which limit the FoV: essentially, the non-

uniform OPA has collapsed into a uniform OPA with an interelement spacing equal

to the minimum distance 𝑑𝑚𝑖𝑛. The conclusion here is that to ensure that a

non-uniform OPA eliminates the presence of grating lobes we need to ensure that

𝑑𝑎𝑣/𝑑𝑚𝑖𝑛 > 1.2, or equivalently that 𝑁𝑛𝑢 < 0.8𝑁𝑢.

• Golomb ruler placement seems to be the best performing non-uniform OPA, with

the highest achievable SLSR and low variability over steering angle. This is ex-

pected, since as explained above Golomb rulers are constructed so as to ensure

that 𝑑𝑖𝑗 ̸= 𝑑𝑘𝑚 for 𝑖 ̸= 𝑗 ̸= 𝑘 ̸= 𝑚, which approaches the requirements to inhibit

constructive interference between antennas (Eq. 5.4). Nevertheless, an important

limitation of Golomb rulers is that there is a minimum total OPA length 𝐿𝑚𝑖𝑛 that

can be realized given a total number of elements and a minimum antenna spacing,

as a Golomb ruler places the antennas in multiples of such a minimum spacing.

For example, for a minimum antenna spacing 𝑑𝑚𝑖𝑛 = 5 𝜇m, a Golomb ruler with

N = 50 has a minimum OPA extent of 𝐿𝑚𝑖𝑛 = 10.47 mm, and one with N = 100

has 𝐿𝑚𝑖𝑛 = 44 mm.

If we want a large number of elements and a small total OPA extent (which is

incompatible with Golomb rulers) pseudo-random placement seems to be the best
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performing, achieving a large SLSR across a wide range of element numbers and

with small variability across the steering range. Deterministic non-uniform arrays

with linearly increasing spacing also achieve good performance but show noticeable

SLSR variability with steering angle.

It is important to notice that even for uniform OPAs it is not possible to achieve SLSR

above 13 dB. While this is likely enough for FSOC applications, it is far from the 30 dB

required for LIDAR applications, an issue that, to the best of the author’s knowledge, is

not discussed in the literature.

Two main approaches can be used to overcome such a limitation:

1. Use a receiver that is also angularly selective. For instance, using a uniform OPA

at the transmitter (with 13 dB SLSR) and another uniform OPA at the receiver

(with another 13 dB SLSR) gives a combined angular selectivity of 26 dB, close to

the 30 dB required for LIDAR applications.

Nevertheless, such an approach increases system complexity significantly, as using

an angularly selective receiver requires a means for the receiver to track the emission

angle of the transmitter. Additionally, the signal captured by the receiver is weaker

as power reflected at angles outside the receiver FoV is lost.

2. Increase the SLSR of the transmitter OPA by means of amplitude apodization.

Until now we have only considered OPAs where all antennas emit the same optical

power, which is the standard design in experimental OPA demonstrations.

Nevertheless, it is possible to increase the SLSR of both uniform and non-uniform

OPAs by means of amplitude apodization, where different antennas emit a different

power depending on their position.
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For uniform OPAs, using a gaussian distribution of emitted power (Fig. 5-7(a)) can

significantly increase the SLSR, as shown in Fig. 5-7(b). This can be understood

by realizing that the far field radiation pattern of the OPA is related to the Fourier

transform (FT) of the near field distribution emitted by the antennas. With this,

having a uniform distribution of emitted power is equivalent to the application of

a square windowing to the near field pattern, which causes the far field radiation

pattern to be convoluted with a sinc function (blue curve in the inset of Fig. 5-7(a),

since the FT of a square function is a sinc function). Instead, the use of a gaussian

distribution of emitted powers is the same as applying a gaussian windowing to

the near field, which causes the far field radiation pattern to be convoluted with

a gaussian function (orange curve in the inset of Fig. 5-7(a), since the FT of a

gaussian function is a gaussian function). The presence of side lobes in the sinc

function (which do not exist in a gaussian function) cause a decrease in the SLSR.

It is also important to mention that the increase in SLSR is independent of steering

angle (inset of Fig. 5-7(b)).

As shown in Fig. 5-7(c), the increase in SLSR comes nevertheless accompanied by

a decrease in the angular resolution. This is because, as shown in the inset of Fig.

5-7(a), the main lobe of a gaussian function decays more slowly than that of a sinc.

There exists therefore a tradeoff between achievable SLSR and angular resolution,

which can be tuned by increasing the sharpness of the gaussian apodization of the

emitted power (as shown in the inset of Fig. 5-7(c)).

It is natural to consider if a similar approach can be used to increase the SLSR of

non-uniform OPAs. The answer is yes, but with some additional considerations and

limitations, which we illustrate in Figs. 5-7(d,e,f) for a linearly increasing spacing

non-uniform OPA.
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Firstly, it is not enough to apply simple gaussian apodization of the emitted power,

but it is necessary to find the optimum amplitude distribution using an optimiza-

tion framework. We use the approach described in [302, 303], which translates

the problem of finding the optimum power distribution to a Second Order Cone

Program (SOCP), which can be efficiently solved by convex optimizers. Solving

such an optimization problem gives the optimum power distribution to maximize

SLSR. An example of the optimum power distribution is shown in Fig. 5-7(d) and

the resulting radiation pattern is shown in Fig. 5-7(e).

Second, the improvement in SLSR is not as large as in the case of uniform OPAs.

As can be seen in Fig. 5-7(e), the improvement in SLSR is limited to about 3.5 dB

(the exact improvement depends on the non-uniform placement approach, as well

as the antenna spacing and total extent of the OPA). This is because, as discussed

above, the non-uniform spacing between elements makes it very challenging to avoid

constructive interference at any angle outside the main lobe. Having amplitude

control can help make such constructive interference smaller, but cannot eliminate

it (since we would need phase control for that, but the phase is set by the required

steering angle).

As shown in Fig. 5-7(f), it is possible to maintain the gain in SLSR over the whole

steering range, but for that to happen we need to perform the optimization at a

large steering angle (vertical dashed line in Fig. 5-7(f)).

An important observation to make here is that, both in the case of uniform and

non-uniform OPAs, we have considered the use of a fixed amplitude apodization,

which can be easily implemented by the use of non 50-50 splitters in the power

distribution network without increasing the complexity of the OPA control.
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Figure 5-7: Increasing SLSR by amplitude apodization. (a) Power emitted by each
antenna in a 1D uniform OPA for uniform (blue) and gaussian (orange) distributions.
The inset shows the Fourier Transform (FT) of a square (blue) and a gaussian (blue)
window. (b) Radiation pattern of a uniform OPA with uniform antenna power emission
(blue) and gaussian distribution. The inset shows the SLSR as a function of steering angle.
(c) Angular resolution as a function of achieved SLSR for gaussian power apodization.
The inset shows some sample antenna emitted power distributions. (d) Optimum power
distribution (orange) and uniform power distribution (blue) of a linearly increasing non-
uniform OPA. (e) The radiation pattern of the non-uniform OPA with uniform power
distribution (blue) and optimized power distribution (orange). (f) The SLSR as a function
of steering angle for uniform (blue) and optimized (orange) power distributions. The
dashed black line shows the steering angle at which the optimization was performed.
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Non-uniform OPA performance - key takeaways

It is worth summarizing the conclusions we have drawn in this section:

1. The thinned array curse: no matter what placement approach we use, the power

emitted into the main lobe by a non-uniform OPA will always be lower than that of

a uniform array with the same total extent due to the lower number of emitters. In

particular, we can say 𝑃𝑛𝑜𝑛𝑢𝑛𝑖𝑓𝑜𝑟𝑚 = 𝑃𝑢𝑛𝑖𝑓𝑜𝑟𝑚𝑁𝑛𝑜𝑛𝑢𝑛𝑖𝑓𝑜𝑟𝑚/𝑁𝑢𝑛𝑖𝑓𝑜𝑟𝑚. This deems

the use of non-uniform arrays not suitable for optical power limited applications

such as long range FSOC.

2. Different non-uniform placement approaches result in different SLSR levels. Golomb

ruler OPAs result in the highest achievable SLSR for a given number of elements,

but have a limit in the minimum achievable OPA length. For applications requiring

smaller OPA lengths, pseudo-random placement results in the highest SLSR with

low variability with desired steering angle.

While optimizing the power emitted by each antenna can increase the achievable

SLSR, non-uniform OPAs cannot achieve the 30 dB of SLSR required for automo-

tive LIDAR applications. In this case, an angularly selective receiver needs to be

used to achieve enough angular discrimination.

Another point worth mentioning is how, for OPAs with a large number of emitters,

removing a small number of elements does not have a large impact in OPA performance

- the angular resolution stays the same, the SLSR will slightly decrease and the power

emitted into the main lobe will decrease by a factor 𝑛𝑟𝑒𝑚𝑜𝑣𝑒𝑑/𝑁 (which is a small number

if 𝑁 is large and 𝑛𝑟𝑒𝑚𝑜𝑣𝑒𝑑 is small). Removing some emitters in a uniform OPA can be

useful to accommodate for the necessary routing to bring the light into each individual
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emitter [161], especially for OPAs with a large 𝑁 that require a large number of routing

optical waveguides.

5.2.2 System-level study

In the previous section we have thoroughly analyzed the tradeoffs of non-uniform OPAs

from the point of view of their performance, which can be summarized as a decrease in the

number of elements required to achieve a given angular resolution that is accompanied by

a decrease in the power emitted in the main lobe. In this section we extend our analysis

and quantitatively evaluate how the use of non-uniform OPAs compares to uniform OPAs

from a system-level perspective.

We do so from three different angles:

1. Total optical power emitted in the main lobe, which is important to ensure that

the beam-steering system has enough link budget to detect the emitted signal with

a high enough SNR and therefore operate reliably.

2. Total power consumption (electrical + optical), which is important to (1) minimize

operating expenses or maximize time of operation in case of battery-powered sys-

tems and (2) guarantee that the whole system in general, and the photonic chip in

particular, operate at safe temperatures.

3. Area, packaging and control complexity, which is important to minimize cost and

ensure scalability.

Optical power emitted in the main lobe

As we have discussed in detail in the previous section, non-uniform OPAs suffer from the

thinned array curse, and therefore will always have a lower power emitted in the main
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lobe compared to a uniform OPA with the same extent.

We can model the output optical power in the main lobe (denoted by the subscript

ml) of an OPA (uniform or non-uniform) with:

𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙 = 𝜂𝑟𝑎𝑑 𝜂𝐺𝐶 𝜂𝑝𝑠 𝜂𝑝𝑜𝑤𝑒𝑟𝑑𝑖𝑠𝑡𝑟 𝜂𝑟𝑜𝑢𝑡𝑖𝑛𝑔 𝑃𝑜𝑝𝑡,𝑖𝑛 (5.5)

Above, 𝜂𝑟𝑎𝑑 accounts for the radiation efficiency into the main lobe of the OPA,

𝜂𝐺𝐶 is the radiation efficiency of the emitting antenna (usually a grating coupler), 𝜂𝑝𝑠

accounts for the optical loss of the phase shifter controlling the phase emitted by each

antenna, 𝜂𝑝𝑜𝑤𝑒𝑟𝑑𝑖𝑠𝑡𝑟 accounts for the loss of the optical power distribution network (the

ensemble of splitters that divide the input optical power in equal parts for each emitting

antenna), 𝜂𝑟𝑜𝑢𝑡𝑖𝑛𝑔 accounts for the loss of the routing waveguides that deliver the light to

each emitting antenna and 𝑃𝑜𝑝𝑡,𝑖𝑛 is the input optical power. Note how the total optical

power emitted by the OPA integrated over the whole angular emission range is given by

𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑡𝑜𝑡𝑎𝑙 = 𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙/𝜂𝑟𝑎𝑑.

We can approximate that 𝜂𝐺𝐶 , 𝜂𝑝𝑠 and 𝜂𝑟𝑜𝑢𝑡𝑖𝑛𝑔 are the same for both uniform and

non-uniform OPAs 6. Therefore, we can compare the optical power emitted into the main

lobe by a uniform (denoted by the sub-index 𝑢) and non-uniform OPA (denoted by the

sub-index 𝑛𝑢) with:

𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙,𝑢
𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙,𝑛𝑢

=
𝜂𝑟𝑎𝑑,𝑢 𝜂𝑝𝑜𝑤𝑒𝑟𝑑𝑖𝑠𝑡𝑟 ,𝑢
𝜂𝑟𝑎𝑑,𝑛𝑢 𝜂𝑝𝑜𝑤𝑒𝑟𝑑𝑖𝑠𝑡𝑟 ,𝑛𝑢

(5.6)

As we have seen in the previous section, due to the thinned array curse the ratio

of radiation efficiencies is simply the ratio of the number of elements 𝜂𝑟𝑎𝑑,𝑢/𝜂𝑟𝑎𝑑,𝑛𝑢 =

𝑁𝑢/𝑁𝑛𝑢.

6𝜂𝑟𝑜𝑢𝑡𝑖𝑛𝑔 would likely be higher for a uniform OPA as a larger number of elements requires more
complex routing to avoid crossing other waveguides.
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The power distribution efficiency 𝜂𝑝𝑜𝑤𝑒𝑟𝑑𝑖𝑠𝑡𝑟 is different for uniform and non-uniform

OPAs due to the different number of elements of each approach, which then requires

a different total splitting ratio of the incoming power. Here we will consider the use

of nested 1x2 power splitters to achieve the required power distribution, which is the

standard approach in experimental OPA demonstrations 7. In this case, the required

number of 1x2 splitters can be calculated as 𝑛𝑠𝑝𝑙𝑖𝑡𝑡𝑒𝑟𝑠 = ⌈𝑙𝑜𝑔2𝑁⌉. If we denote the

optical transmission of a single splitter as 𝜂1𝑥2 we then get to:

𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙,𝑢
𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙,𝑛𝑢

=
𝑁𝑢 𝜂

⌈𝑙𝑜𝑔2𝑁𝑢⌉
1𝑥2

𝑁𝑛𝑢 𝜂
⌈𝑙𝑜𝑔2𝑁𝑛𝑢⌉
1𝑥2

=
𝑁𝑢

𝑁𝑛𝑢

𝜂
⌈𝑙𝑜𝑔2𝑁𝑢⌉−⌈𝑙𝑜𝑔2𝑁𝑛𝑢⌉
1𝑥2 (5.7)

Figure 5-8(a) shows the ratio of emitted powers according to Eq. 5.7 for different

losses of the 1x2 splitter (typical losses for 1x2 splitters in photonics processes are below

0.2 dB). As expected, the uniform OPA has a larger output optical power. We can also

see how the ratio of emitted powers is mainly set by the ratio of the number of elements

(dashed black line in Fig. 5-8(a)), and that the 1x2 splitter loss has a small effect.

It is interesting to translate the decrease in emitted optical power to a decrease in

the maximum distance that our beam-steering system can operate at. For our advanced

application scenarios, this would translate to the maximum distance at which an object

can be detected for the LIDAR application, and the maximum link distance for the FSOC

application. As mentioned in Section 5.1.2, we will assume a free space propagation

model where the losses are proportional to 𝐿2 (where 𝐿 is the link distance), which

means that the maximum achievable link distance for a given receiver sensitivity 𝑆𝑟𝑒𝑐 is

𝐿 ∝
√︀

𝑃𝑜𝑢𝑡,𝑚𝑙,𝑂𝑃𝐴/𝑆𝑟𝑒𝑐.

Here we need to make a distinction between two possible scenarios:

7Other approaches are possible, such as the use of star couplers or 1xN splitters with 𝑁 > 2, but
these tend to have higher insertion loss, and in the case of star couplers achieving large splitting ratios
is very challenging.
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• Scenario 1: The receiver system is not an OPA. This is most likely the case in

asymmetric links and in LIDAR applications, where the signal reflected from the

target is measured by a high sensitivity photodetector array adjacent to the OPA,

such as a Single Photon Avalanche Detector (SPAD) array.

In this case we can assume that the sensitivity of the receiver is the same regardless

of if we are using a uniform or non-uniform OPA at the transmitter. In this case,

we then have 𝐿𝑢/𝐿𝑛𝑢 =
√︀

𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙,𝑢/𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙,𝑛𝑢. This is shown in the top of

Fig. 5-8(b). We can see how a non-uniform OPA with half the number of elements

a)

b)

Nnu/Nu

η1x2 = 1 dB

η1x2 = 0.05 dB

η1x2 = 0.3 dB

η1x2 = 0.12 dB

η1x2 = 1 dB

η1x2 = 0.05 dB

η1x2 = 0.3 dB

η1x2 = 0.12 dB

Popt,in fixed

Popt,in fixed, non-OPA receiver

Nnu/Nu

η1x2 = 0.05 dB

η1x2 = 0.3 dB

η1x2 = 0.12 dB

η1x2 = 1 dB

Popt,in fixed, OPA receiver

Figure 5-8: System-level optical output power considerations for non-uniform OPAs. (a)
The ratio of optical output power and (b) the ratio of achievable link distance as a
function of the ratio between number of elements of non-uniform OPAs for different
losses of the 1x2 power splitter component. The input optical power to the OPA is the
same for the uniform and non-uniform OPAs. The top plot of (b) assumes that the
receiver is not OPA based (typical for LIDAR), while the bottom plot of (b) assumes the
receiver is OPA based as well (typical for FSOC).
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as a uniform OPA has 70% of the reach.

• Scenario 2: The receiver system is also an OPA. This is the typical configuration in

a symmetric FSOC link, where both the transmitter and receiver need to be able to

steer the beam. In this case we need to account for the loss in sensitivity of the re-

ceiver if we are using a non-uniform OPA, which is exactly the same as the reduction

in the power emitted in the main lobe when using the OPA as a transmitter (𝜂𝑟𝑎𝑑).

Therefore, 𝑆𝑛𝑢 = 𝑆𝑢
𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙,𝑛𝑢

𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙,𝑢
, and then 𝐿𝑢/𝐿𝑛𝑢 = 𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙,𝑢/𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙,𝑛𝑢. As

shown in the bottom of Fig. 5-8(b), in this scenario a non-uniform OPA with half

the number of elements as a uniform OPA has 50% of the reach.

This reinforces our conclusion in the discussion of the thinned array curse: non-uniform

OPAs are not a suitable solution in systems where the only concern is the maximization

of the link budget (or equivalently the maximization of the link distance).

Albeit straightforward, it is worth mentioning that we can achieve the same output op-

tical power in the main lobe with a non-uniform OPA (𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙,𝑛𝑢) as in a uniform OPA

(𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙,𝑢) by simply increasing the input optical power to the OPA 𝑃𝑜𝑝𝑡,𝑖𝑛 (Eq.5.5).

Two limitations are relevant here:

1. Eye safety considerations set a limit to the optical power emitted by an OPA system,

which at a wavelength of 1550 nm needs to be below 21.3 dBm (134.9 mW) to

be considered class 1M (and therefore safe for outdoor use without additional

restrictions).

2. The maximum input optical power that our OPA system can sustain before damage

to the waveguides, which is on the order of 1 W if we use a fabrication platform

that includes SiN.
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Both considerations set a limit in the maximum achievable output optical power

integrated over the whole angular range of emission of the OPA system:

𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑡𝑜𝑡𝑎𝑙 = 𝑚𝑖𝑛(𝑃𝑜𝑢𝑡 𝑡𝑜𝑡𝑎𝑙 𝑚𝑎𝑥,𝑒𝑦𝑒 𝑠𝑎𝑓𝑒, 𝑃𝑖𝑛 𝑚𝑎𝑥 − 𝐼𝐿𝑐ℎ𝑖𝑝) (5.8)

Therefore, increasing the input optical power to a non-uniform OPA is only possible

if the input optical power is below the waveguide damage threshold and the total output

power is below the eye safety limit.

Total power consumption

Output optical power is usually not the only performance specification of a beam-steering

system. Total power consumption is of paramount importance to ensure reliable and

scalable operation of the system, as it affects:

• The operating expenses of the system, as the operator needs to cover the cost of

the required power.

• In the case of battery-operated systems (such as vehicles in the case of LIDAR),

the power consumption sets a limitation in the time between charges (for electrical

vehicles) or between refuels (for gas vehicles).

• There is a limitation in the maximum power that can be dissipated in the optical

chip before it becomes mechanically unstable due to the accompanying temperature

increase. Ensuring that such a limit is not reached is thus essential for the correct

operation of the beam-steering system.

There are two main sources of power consumption and dissipation in an OPA-based

beam steering system, schematically depicted in Fig. 5-9:
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1. Optical power consumption: Comes from absorption and scattering losses as the

light propagates in the OPA chip, as well as any coupling losses when delivering

the light generated by the laser source (which is usually external to the OPA chip)

to the OPA chip.

We can quantify the optical losses in the OPA (Fig. 5-9) with:

𝜂𝑜𝑝𝑡 = 𝜂𝑖𝑛_𝑐𝑜𝑢𝑝 𝜂𝑟𝑎𝑑 𝜂𝐺𝐶 𝜂𝑝𝑠 𝜂𝑝𝑜𝑤𝑒𝑟𝑑𝑖𝑠𝑡𝑟 (5.9)

The first term above (𝜂𝑖𝑛_𝑐𝑜𝑢𝑝) accounts for the coupling loss from the laser into

the chip, and the rest account for losses within the OPA chip: 𝜂𝑟𝑎𝑑 is the radiation

efficiency into the main lobe of the OPA, 𝜂𝐺𝐶 the antenna loss, 𝜂𝑝𝑠 the insertion

loss of a single phase shifter and 𝜂𝑝𝑜𝑤𝑒𝑟𝑑𝑖𝑠𝑡𝑟 is the loss acquired along the routing

Phase shi�ers

Power distribu�on
network

Single λ laser
source

2D antenna
array

Electrical power
consump�on

Op�cal power
loss

𝑃𝑒𝑙 ,𝑙𝑎𝑠𝑒𝑟 =
𝑃𝑜𝑝𝑡 ,𝑙𝑎𝑠𝑒𝑟
𝜂𝑤𝑝

𝑃𝑒𝑙 ,𝑝𝑠 = 𝑁𝑃𝜋(1 + 𝜅)

𝜂𝑖𝑛_𝑐𝑜𝑢𝑝 𝜂𝑝𝑜𝑤𝑒 𝑟𝑑𝑖𝑠𝑡𝑟 𝜂𝑝𝑠 𝜂𝐺𝐶 𝜂𝑟𝑎𝑑

Electrical power dissipated on-chip

Op�cal power dissipated on-chip

Figure 5-9: OPA optical and electrical power consumption, dissipation and loss break-
down.
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network that splits and delivers the light to each antenna.

A total optical power 𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟𝜂𝑜𝑝𝑡 is lost in the OPA system, but only a part of it

is actually dissipated in the OPA chip:

𝑃𝑜𝑝𝑡,𝑑𝑖𝑠𝑠 = 𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟 𝜂𝑝𝑠 𝜂𝑝𝑜𝑤𝑒𝑟𝑑𝑖𝑠𝑡𝑟 (5.10)

Neither the grating coupler efficiency 𝜂𝐺𝐶 , the main lobe radiation efficiency 𝜂𝑟𝑎𝑑

nor the input coupling efficiency 𝜂𝑖𝑛_𝑐𝑜𝑢𝑝 appear, as these loss mechanisms radiate

the lost power into free space instead of it being absorbed in the chip.

2. Electrical power consumption and dissipation, which comes mainly from:

• The electrical power needed to drive the laser delivering the light to the OPA

chip. We will model such power consumption as 𝑃𝑒𝑙,𝑙𝑎𝑠𝑒𝑟 = 𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟/𝜂𝑤𝑝,

where 𝜂𝑤𝑝 is the wall plug efficiency of the laser (usually around 10% for

typical Distributed Feedback Lasers (DFB) [304] or External Cavity Lasers

(ECL) [305]), and 𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟 is the output optical power of the laser.

• The power needed to drive the phase shifters controlling the phase emitted

by each optical antenna. Here we not only need to account for the power

consumption of the phase shifter itself, but also the power consumption of

the element that is driving such phase shifter, which is usually a Digital to

Analog Converter (DAC).

We will model the electrical power consumption due to the phase shifters as

𝑃𝑒𝑙,𝑝𝑠 = 𝑁𝑃𝜋(1+𝜅). Here, 𝑁 is the number of antennas, 𝑃𝜋 is the electrical

power required to achieve a 𝜋 phase shift, and we model the DAC power

consumption as a fraction of 𝑃𝜋 (i.e, the power consumption of a single DAC

is 𝜅𝑃𝜋).
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The value of 𝜅 depends on the type of DAC used, the need to deliver either

current (in case of a heater phase shifter) or voltage (depletion-based phase

shifter) and the transistor characteristics. Using back of the envelope calcu-

lations and sensible values for all these parameters, a value 𝜅 = 0.4 seems

reasonable both for linear and switching DACs.

It is important to notice that there are other sources of electrical power consump-

tion in our OPA-based beam steering system which we will not consider in our

analysis. Examples include the power required to operate the control algorithm

that determines the phase shift to be applied to each element, as well as power

consumption of any active cooling element present in the system.

It is also worth emphasizing the difference between power consumption and power

dissipation. Power consumption is the total power that needs to be delivered to the

system to operate (which in our model is 𝑃𝑐𝑜𝑛𝑠 = 𝑃𝑒𝑙). Power dissipation is the total

power dissipated by the system, which includes both the electrical power consumption

and the optical losses (𝑃𝑑𝑖𝑠𝑠 = 𝑃𝑒𝑙 + 𝑃𝑜𝑝𝑡,𝑑𝑖𝑠𝑠).

We can thus summarize our power consumption and dissipation model with:

𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙 = 𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟 𝜂𝑜𝑝𝑡 = 𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟 𝜂𝑖𝑛_𝑐𝑜𝑢𝑝 𝜂𝑟𝑎𝑑 𝜂𝐺𝐶 𝜂𝑝𝑠 𝜂𝑝𝑜𝑤𝑒𝑟𝑑𝑖𝑠𝑡𝑟 (5.11)

𝑃𝑜𝑝𝑡,𝑑𝑖𝑠𝑠 = 𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟 𝜂𝑝𝑠 𝜂𝑝𝑜𝑤𝑒𝑟𝑑𝑖𝑠𝑡𝑟 (5.12)

𝑃𝑒𝑙 = 𝑃𝑒𝑙,𝑙𝑎𝑠𝑒𝑟 + 𝑃𝑒𝑙,𝑝𝑠 =
𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟

𝜂𝑤𝑝
+𝑁𝑃𝜋(1 + 𝜅) (5.13)
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𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙 is the emitted output optical power in the main lobe, 𝑃𝑜𝑝𝑡,𝑑𝑖𝑠𝑠 𝑂𝑃𝐴 is the

optical power dissipated in the OPA chip, and 𝑃𝑒𝑙 is the total electrical power consump-

tion. For our analysis, we will use a wall plug efficiency 𝜂𝑤𝑝 = 10%, and a DAC driver

efficiency 𝜅 = 0.4.

For the sake of completion, it is important to mention that the electrical power

dissipation in the OPA chip is given by 𝑃𝑒𝑙,𝑑𝑖𝑠𝑠 𝑂𝑃𝐴,𝑚𝑜𝑛𝑜 = 𝑁𝑃𝜋(1 + 𝜅) in a monolithic

architecture where the phase shifter drivers are integrated in the OPA chip, and by

𝑃𝑒𝑙,𝑑𝑖𝑠𝑠 𝑂𝑃𝐴,ℎ𝑦𝑏𝑟𝑖𝑑 = 𝑁𝑃𝜋 in a hybrid architecture where the phase shifter drivers are in a

different chip.

As we discussed in Section 5.1.2, a suitable FoM in a system that has constraints in

total power dissipation is:

𝐹𝑜𝑀 =
𝐿

𝑃𝑒𝑙
(5.14)

In particular, if we want to compare the value of such FoM for uniform and non-

uniform OPAs, we have:

𝐹𝑜𝑀𝑛𝑢

𝐹𝑜𝑀𝑢

=
𝐿𝑛𝑢/𝑃𝑒𝑙,𝑛𝑢
𝐿𝑢/𝑃𝑒𝑙,𝑢

=
𝐿𝑛𝑢
𝐿𝑢

𝑃𝑒𝑙,𝑢
𝑃𝑒𝑙,𝑛𝑢

(5.15)

Using the above derived equations, we get for scenario 1 (OPA transmitter to non-

OPA receiver system):
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𝐹𝑜𝑀𝑛𝑢

𝐹𝑜𝑀𝑢

⃒⃒⃒⃒
𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜 1

=

√︃
𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙,𝑛𝑢
𝑃𝑜𝑝𝑡,𝑜𝑢𝑡,𝑚𝑙,𝑢

𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟

𝜂𝑤𝑝
+𝑁𝑢𝑃𝜋(1 + 𝜅)

𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟

𝜂𝑤𝑝
+𝑁𝑛𝑢𝑃𝜋(1 + 𝜅)

=

√︂
𝜂𝑟𝑎𝑑,𝑛𝑢
𝜂𝑟𝑎𝑑,𝑢

𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟

𝜂𝑤𝑝
+𝑁𝑢𝑃𝜋(1 + 𝜅)

𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟

𝜂𝑤𝑝
+𝑁𝑛𝑢𝑃𝜋(1 + 𝜅)

=

√︂
𝑁𝑛𝑢

𝑁𝑢

𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟

𝜂𝑤𝑝
+𝑁𝑢𝑃𝜋(1 + 𝜅)

𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟

𝜂𝑤𝑝
+𝑁𝑛𝑢𝑃𝜋(1 + 𝜅)

(5.16)

And similarly for scenario 2 (OPA transmitter and OPA receiver):

𝐹𝑜𝑀𝑛𝑢

𝐹𝑜𝑀𝑢

⃒⃒⃒⃒
𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜 2

=
𝑁𝑛𝑢

𝑁𝑢

𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟

𝜂𝑤𝑝
+𝑁𝑢𝑃𝜋(1 + 𝜅)

𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟

𝜂𝑤𝑝
+𝑁𝑛𝑢𝑃𝜋(1 + 𝜅)

(5.17)

Where, in both Eqs. 5.16 and 5.17, in the last equality we have ignored the effect of

the additional 1x2 coupler loss (which we have seen is negligible, Fig. 5-8).

Equations 5.16 and 5.17 are relatively complicated, but two simple limit cases can be

derived:

• Phase shifter power limited: when 𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟/𝜂𝑤𝑝 ≪ 𝑁𝑃𝜋, we can simplify the

expression for Scenario 1 to:

𝐹𝑜𝑀𝑛𝑢

𝐹𝑜𝑀𝑢

⃒⃒⃒⃒
𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜 1, 𝑝𝑠 𝑙𝑖𝑚𝑖𝑡

=

√︂
𝑁𝑢

𝑁𝑛𝑢

(5.18)

Since 𝑁𝑛𝑢 < 𝑁𝑢, in this limit the use of a non-uniform OPA is always better in

terms of link distance achievable for a given electrical power budget.

For Scenario 2:
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𝐹𝑜𝑀𝑛𝑢

𝐹𝑜𝑀𝑢

⃒⃒⃒⃒
𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜 2, 𝑝𝑠 𝑙𝑖𝑚𝑖𝑡

= 1 (5.19)

Which means that both approaches have the same performance in terms of link

distance achievable for a given electrical power budget.

• Laser power limited: in the opposite case where 𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟/𝜂𝑤𝑝 ≫ 𝑁𝑃𝜋, we then

have for Scenario 1:

𝐹𝑜𝑀𝑛𝑢

𝐹𝑜𝑀𝑢

⃒⃒⃒⃒
𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜 1, 𝑙𝑎𝑠𝑒𝑟 𝑙𝑖𝑚𝑖𝑡

=

√︂
𝑁𝑛𝑢

𝑁𝑢

(5.20)

Which is the inverse of the phase shifter limit, so the use of a uniform OPA becomes

more advantageous.

For Scenario 2:

𝐹𝑜𝑀𝑛𝑢

𝐹𝑜𝑀𝑢

⃒⃒⃒⃒
𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜 2, 𝑙𝑎𝑠𝑒𝑟 𝑙𝑖𝑚𝑖𝑡

=
𝑁𝑛𝑢

𝑁𝑢

(5.21)

Which also results in uniform OPAs being advantageous in terms of link distance

per unit of electrical power consumption.

It is clear from our analysis that, in terms of link distance achievable for a given power

consumption, uniform OPAs are always better performing in Scenario 2: a symmetric link

where both the emitter and receiver in the beam-steering system are based on OPAs.

The situation becomes more interesting in Scenario 1, where the emitter is OPA-based

but the receiver is not. In this case, the use of non-uniform OPAs becomes attractive

as we approach the phase shifter limit. Of course, which limit are we closer to will

depend on the required laser power 𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟 and the power consumption of the phase
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shifter ensemble 𝑃𝜋𝑁 . To study this, it is useful to define the ratio of electrical power

consumption of the uniform OPA phase shifters to the electrical power consumption of

the laser:

𝐴 =
𝑁𝑢𝑃𝜋(1 + 𝜅)

𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟/𝜂𝑤𝑝
(5.22)

And we can then rewrite Eq 5.16 as:

𝐹𝑜𝑀𝑛𝑢

𝐹𝑜𝑀𝑢

⃒⃒⃒⃒
𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜 1

=

√︂
𝑁𝑛𝑢

𝑁𝑢

1 + 𝐴

1 + 𝐴𝑁𝑛𝑢

𝑁𝑢

(5.23)

Fig. 5-10(a) shows the equation above for different values of A and fraction of non-

uniform OPA elements, as well as the two limits described above. We can see how for

𝐴 > 4 (which is equivalent to saying that the electrical power consumption of the phase

shifters is 4× larger than that of the laser), non-uniform OPAs have an advantage in

terms of link distance per unit power.

How does this situation translate to actual power numbers? Fig. 5-10(b) shows the

phase shifter 𝑃𝜋 required for non-uniform OPAs to be advantageous compared to uniform

OPAs as a function of the required number of elements in a uniform OPA. The use of

phase shifters with 𝑃𝜋 above the line make non-uniform OPAs a better choice in terms of

link distance per electrical power spent. We can see how even for the lowest performance

application we are considering (viable LIDAR), non-uniform OPAs are better if we use

phase shifters with 𝑃𝜋 > 10 𝑚𝑊 (a good amount of thermal phase shifters have 𝑃𝜋

above this number, Table A.1). As the number of elements increases, 𝑃𝜋 < 100 𝜇𝑊 are

required for uniform OPAs to be advantageous, a number that can be hard to achieve

even for depletion-type phase shifters if we account for their dynamic power dissipation.

We can thus conclude that, in most practical applications requiring a large number of

elements with asymmetric links and non-OPA based receiver links (Scenario 1), the use
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       0.03        0.08        0.21
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       12.9        35.9        100
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correction

High perf.
LIDAR
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gurable

FSO
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  = 1WPopt,laser
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Figure 5-10: System-level electrical power consumption considerations for non-uniform
OPAs in Scenario 1 (non-OPA based receiver). (a) Ratio of FoM for a non-uniform OPA
over the FoM for a uniform OPA as a function of the fraction of elements in the non-
uniform OPA. Different values of the parameter 𝐴 (defined in the main text) are shown.
We can see how for 𝐴 > 4 the use of non-uniform OPAs is better regardless of the
number of elements. (b) The phase shifter 𝑃𝜋 at which the use of non-uniform OPAs is
advantageous as a function of the number of elements in the equivalent uniform OPA for
different laser powers. If we use phase shifters with 𝑃𝜋 above the line, then non-uniform
OPAs are better. Representative element numbers for the applications we have discussed
are shown.
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of non-uniform OPAs results in a better achievable link distance per amount of electrical

power delivered to the system. Nevertheless, it is important to remember here that, as

discussed in the previous section, uniform OPAs can achieve a larger total link distance

than non-uniform OPAs (at the cost of larger electrical power dissipation) as they can

achieve a larger power emitted in the main lobe for the same input optical power due to

the thinned array curse.

There is another situation we can encounter when considering the power consumption

and dissipation of our OPA, and is that where we are limited by the maximum permissible

power dissipation in the chip. There is a limit on how much power can be dissipated

in a chip before its temperature starts increasing beyond acceptable levels. Such limits

depend on the cooling system being used [306]: passive air cooling can sustain up to

1 kW/m2 power dissipation, while active air cooling (e.g, through a fan) can sustain up

to 10 kW/m2 and liquid cooling can reach 1,000 kW/m2.

Assuming a maximum reticle size of 3 cm x 3 cm (limited by the FoV of lithography

tools), this translates into a maximum on-chip power dissipation of 0.9 W for passive air

cooling and 9 W for active air cooling.

If the limiting factor for the realization of a uniform OPA is on-chip power dissipation,

the switch to a non-uniform OPA is basically the only alternative - a reduction in the

number of elements will allow for a reduction of the electrical power dissipation in the

OPA chip by the same amount.

Area, packaging and control complexity

In the previous section we have discussed how the use of non-uniform OPAs can yield a

larger link distance or a better SNR in scenarios where power consumption and/or power

dissipation are limiting.

241



Furthermore, non-uniform OPAs can relax the required area per phase shifter. As we

discussed in Section 5.1.1, limitations in the total area of the OPA chip impose a limit in

the size that can be occupied by each phase shifter. From Table 5.3, phase shifters with

areas as small as 290 𝜇𝑚2 (17 𝜇m x 17 𝜇m) are required for our advanced applications

if we allocate 30% of the total chip area to the phase shifter network. To the best of our

knowledge, no integrated phase shifter reported in the literature is even close to delivering

the necessary performance specifications in such a small form factor (Fig. A-2).

The use of non-uniform OPAs results in relaxed requirements for phase shifter area -

a lower number of emitters results in a lower number of phase shifters, which therefore

allows to increase the area occupied by a single phase shifter by a factor 𝐴𝑝𝑠,𝑛𝑢 =

𝐴𝑝𝑠,𝑢𝑁𝑢/𝑁𝑛𝑢.

Another important consideration is packaging and IO bump density in the chip. In

non-monolithic OPAs, where the DAC driving each phase shifter is in a separate chip, at

least one IO bump is required per phase shifter assuming a shared ground connection 8.

As the number of phase shifters increases so does the bump density required to escape all

the signals. Achievable solder bump pitches are above 130 𝜇m, while copper pillars allow

for a decrease down to 30 𝜇m when using a staggered configuration [307, 308]. Figure

5-11 shows the necessary solder bump density as a function of the number of elements

in the OPA assuming we can use 50% of the chip area for the solder bumps associated

to the phase shifter network and that we require one bump per phase shifter. We can

see how even high density copper pillars are not enough for the most demanding OPA

applications. In this case, we can use non-uniform OPAs to reduce the number of phase

shifters and therefore the required bump density.

8Notice this is the most optimistic approximation. Specially for phase shifters with current consump-
tion (thermal or forward biased pn junctions) a single shared ground will not work as there will be a very
large amount of current in said ground, which will cause electromigration issues. In general, more than
one bump per phase shifter is required in non-monolithic OPAs.
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It is worth noting here that the use of monolithic architectures where the DACs

driving the phase shifters are integrated in the same chip greatly relaxes the requirements

in solder bump density, as in this situation we can time-multiplex the addressing of each

phase shifter through the use of scan chains or similar approaches.

Yet another aspect where the use of non-uniform OPAs can be advantageous is in the

complexity of the control and calibration of the phase shifters in the OPA. Any practical

OPA requires at least a calibration step to initially align the phases at each antenna,

which are not uniform even if all the phase shifters are path length matched due to

fabrication variations and thermal gradients within the chip, which cause changes in the

effective refractive index of the optical mode propagating along the waveguide [309]. In

some applications, continuous optimization of the phase shifters is required, for example in

FSOC applications where we are trying to correct for atmospheric turbulence effects [310].

A variety of optimization methods can be used to determine the best phase for each

shifter, but all of them require, in general, more iterations and/or time to converge as

the number of phase shifters increases. This can be problematic if the convergence time

approaches the time scale at which the fluctuations we are trying to compensate for

occur. It is clear then how non-uniform OPAs can achieve faster convergence as they

reduce the number of phase shifters to optimize.

5.3 Conclusion

In this chapter we have first presented two advanced OPA-based beam steering ap-

plications - high performance LIDAR and reconfigurable FSOC networks - and derived

performance requirements.

The use of uniform OPAs for these applications is highly challenging due to the very

large number of elements required (𝑁 > 150, 000). In front of this, we have introduced
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the possibility of using non-uniformly spaced OPAs to relax the requirement on the number

of elements.

We have analyzed in detail the performance tradeoffs of non-uniform OPAs and shown

how the thinned array curse prevents non-uniform OPAs from achieving the same output

optical power in the main lobe as uniform OPAs of the same extent. As a consequence,

non-uniform OPAs are not suitable for applications that are optical power limited (such

as long distance FSOC).

We have then analyzed the total power consumption of non-uniform OPAs and com-

pared it to uniform OPAs. We have seen how in the case of an OPA - OPA link non-

uniform OPAs do not present an advantage with respect to uniform OPAs. On the

contrary, in the case of an OPA transmitter - non-OPA receiver link (common situation

in asymmetric links and in most LIDAR architectures), we have seen how non-uniform

OPAs result in a better efficiency in terms of link distance per unit of electrical power

spent as long as 𝐴 = 𝑁𝑢𝑃𝜋(1+𝜅)
𝑃𝑜𝑝𝑡,𝑙𝑎𝑠𝑒𝑟/𝜂𝑤𝑝

> 4, a situation which is in general true for the ad-

vanced applications we presented. We have also seen how non-uniform OPAs are a good

IO bump density requirements

Viable
LIDAR

FSO beam
correction

High perf.
LIDAR

Reconfi-
gurable

FSO

Cu pillar

Solder
bump

Figure 5-11: Bump density requirements for OPAs as a function of the number of ele-
ments. We consider that 50% of a 3x3 cm chip can be occupied by solder bumps for
the phase shifters. Horizontal lines show limits for solder bumps and copper pillars, and
vertical lines show number of elements for the OPA applications we have discussed.
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Figure 5-12: OPA configuration decision chart.

approach when our system is limited by power dissipation in the chip or by packaging

density.

This is, to the best of our knowledge, the first time a thorough study of the applicabil-

ity of non-uniform OPAs for realistic applications has been made. Our analysis presents

a recipe to decide which OPA configuration is best depending on the application and

constraints (Fig. 5-12).
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Chapter 6

Conclusions and Future Work

In the first chapter of this thesis we argued how integrated optics is a promising avenue

towards the realization of low cost, compact and reconfigurable imaging systems capable

of overcoming the limitations of traditional free space optics. We identified two main

challenges hampering the wide adoption of integrated optics in imaging applications: (1)

the challenges of realizing controllable in- and out-coupling of the light in the photonic

integrated circuit into free space and (2) the lack of a scalable, "full functionality"

photonic platform allowing for generation, processing and launching of visible and IR

light within the same substrate.

Within the field of imaging, we identified lensless holography and beamsteering sys-

tems as promising applications that can benefit greatly from the possibilities offered by

integrated optics, and realized that both call for the realization of fully controllable arrays

of closely spaced emitters.

With this in mind, in Chapters 2 and 3 of this thesis we have presented two techniques

to realize such arrays of closely spaced emitters:

• In Chapter 2 we demonstrated the realization of surface emitting LEDs in CMOS
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microelectronics processes. In particular, we experimentally realized an array of

point-like emitters with sub-wavelength spacing (as small as 0.4𝜆). This is, to the

best of the author’s knowledge, the smallest spacing ever realized in an array of

electronically individually addressable light sources.

We showed how we can use these sources to (1) perform large FoV holographic

microscopy in a very compact form factor and (2) obtain subpixel shifted images

without any mechanically moving parts, again in a very compact form factor.

We also introduced for the first time the use of a Deep Image Prior (DIP) architec-

ture to overcome the limitations of the low temporal coherence and low generated

power of our sources, and also introduced reflection holography as a means to

both simplify the experimental setup (we have only one chip generating the illumi-

nation and detecting the hologram) and obtain some information about the setup

geometry thanks to the generation of a double image.

• In Chapter 3 we used a similar approach to realize integrated waveguide-coupled

LEDs in CMOS photonic platforms. We developed a detailed theoretical model

to understand their behavior and experimentally characterized their performance.

Compared to the surface emitting LEDs in Chapter 2, these sources are single mode,

can have increased temporal coherence (in the case of the resonant LEDs) and their

properties could be tuned by means of other integrated optical components such

as filters, modulators... Thus, these sources have a wider application space than

the surface emitting LEDs, although they also have lower power due to the limited

waveguide mode coupling efficiency.

The waveguide coupled sources in Chapter 3 can be used for lensless imaging through

the realization of grating coupler arrays, but to demonstrate the wider applicability of
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these sources we discussed their use in refractive index sensors in Chapter 4. In partic-

ular, we showed how such sources, when used in conjunction with sensitive integrated

photodetectors and sensing elements, can be used to realize truly monolithic refractive

index sensors with performance similar to state of the art, commercial tools at a fraction

of the size and cost. This constitutes a first demonstration of the potential of the "full

functionality" photonic platforms we discussed above.

Finally, in Chapter 5 we delved into the scalability issues of OPA-based beam steering

systems. In particular, we showed how, for advanced applications, the use of uniformly

spaced emitter arrays quickly faces a bottleneck in terms of power consumption and

area, requiring element numbers above the 100,000s and phase shifters with area and

power consumption specifications that are orders of magnitude lower than state of the

art devices.

Given this, we studied the potential of non-uniform OPAs to relax some of these

bottlenecks while maintaining performance. We identified the performance tradeoffs

with respect to uniform OPAs, mainly in terms of reduced SLSR and power in the main

lobe, and showed that non-uniform OPAs can be beneficial in power limited scenarios

and asymmetric links.

All in all, I believe this thesis constitutes an initial step towards the wide adoption of

integrated optics for imaging applications. By means of both theoretical and experimental

work, we have demonstrated how silicon photonic integrated circuits can indeed result in

high performance imaging systems with reduced cost and size, which could significantly

widen the use of these systems from specialized settings to everyday consumer use. There

is, nevertheless, a significant amount of work yet to be done, as well as several research

directions worth pursuing, which we will discuss briefly in the following sections.
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6.1 Lensless Holography with Near-Point CMOS

Light Sources

Chapter 2 presented the use of near-point CMOS LEDs as highly spatially coherent light

sources for holography and demonstrated the possibility of realizing arrays of really closely

spaced emitters. Taking advantage of the fact that our sources are realized in CMOS

processes, we also introduced the concept of lensless reflection holography and showed

that we can get subpixel shift images without moving parts using our CMOS LED array.

Significant improvements and further exploration should be performed in most of the

innovations presented in this chapter.

6.1.1 Improving the performance of near-point CMOS LEDs

Regarding the performance of the near-point CMOS LED, devising approaches to im-

prove the output power (both in terms of electrical to optical efficiency and out-coupling

efficiency) is paramount to improve the imaging SNR. Similarly, techniques to improve

the temporal coherence of the emitted light would also help for holographic imaging.

In order to devise these approaches it is necessary to get a deep understanding of

the carrier transport mechanisms dominating the performance of these near-point LEDs,

which is something that requires careful modeling in a computational tool such as Sentau-

rus TCAD. The biggest challenge to developing such a model is including the presence of

the filament into the structure, as both its dimensions and properties (resistance, recom-

bination coefficients, etc.) are unknown. Another important challenge is the complexity

of the physics involved, which likely require the inclusion of thermal and high energy

effects to correctly capture the full behavior of the device.

Of course, another approach to improve the imaging SNR without improving the

250



output power of the sources is to use CMOS detector arrays with higher responsivity

in the near-IR region (the range of wavelengths where our CMOS LEDs emit). Low

cost, high performance cameras at these wavelengths are being developed as they are

becoming commercially attractive due to the switch of LIDAR products to operate at

these wavelengths (see for example [311]).

6.1.2 Scaling the CMOS LED array to a large number of ele-

ments

In this thesis we demonstrated a CMOS LED array with four elements, and discussed

how the scalability of CMOS processes guarantees an easy scaling of such arrays to large

element counts.

As discussed in Section 2.3, scaling the array to a large number of elements is necessary

so that we can realize multiple subpixel shift values and therefore increase the imaging

resolution toward the diffraction limit (with a required number of shifts on the order of

50). Having a large emitter array can also help increase the FoV beyond the limit set by

the NA of a single emitter, although this is not a significant issue for our sources because

they have a really high NA stemming from their very small emission spot.

The greatest challenge for scaling up the number of emitters in our array is being

able to individually contact each poly-Si bar (1) without occluding the emission of nearby

emitters and (2) maintaining the small emitter spacing required for effective subpixel

shift imaging. It is fairly straightforward to realize a 2D array of closely spaced emitters

with only two rows, as we can then use a configuration like the one depicted in Fig.

6-1(a). Nevertheless, having more than 2 rows with subwavelength spacing becomes very

challenging because the minimum size of the electrical contact to a poly-Si bar is about

100 𝑛𝑚 x 100 𝑛𝑚 (which is set by the size of a single electrical via contacting the

251



poly-Si).

Nevertheless, a 2 row array of emitters is enough to achieve an arbitrary number of

subpixel shifts in both the 𝑥 and 𝑦 dimensions. It is important to realize that in an emitter

array for applications in subpixel shift imaging we do not want a uniform spacing. That’s

because we do not gain any additional information by taking more than two pictures with

the same subpixel shift 1. We can therefore achieve a large number of distinct subpixel

shifts with a configuration like the one shown in Fig. 6-1(a), where each element in the

2 row array is spaced by a different amount. Notice how in principle, with an N x 2 array

of emitters we could generate a total of
(︀
2𝑁
2

)︀
pixel shifts in each direction (each pair of

emitters can be configured to have a different ∆𝑥 and ∆𝑦). As shown in Fig. 6-1(a),

we adapt the shape of the c-Si region to minimize the uncertainty on the position of the

Si filament and thus minimize the uncertainty on the illumination spot position.

If we want to increase the FoV of our imaging system we can then replicate our 2-row

array in different positions of the chip as depicted in Fig. 6-1(b).

It is also worth mentioning that the fact that our emitter array is fabricated in a CMOS

process allows for the realization of the driver system that turns on each individual LED

at a time monolithically in the same chip. This greatly simplifies the system packaging

(and therefore reduces cost), and also overcomes the spacing limitations set by the

requirements of 3D integration, which limits practical emitter pitches to 5 𝜇m and above

[98,99].

6.1.3 Further exploiting computational techniques

I believe there is a great potential to further exploit computational techniques beyond

what we demonstrated in Chapter 2, where we exploited DIP architectures to improve

1Doing this is equivalent to taking two identical pictures - we could gain in terms of SNR as we could
average these two pictures, but we do not gain additional subpixel shifts by doing so
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Figure 6-1: Scaling the CMOS LED array to large element number. (a) With a two row
array we can achieve an arbitrary number of spacings in both the 𝑥 and 𝑦 dimensions.
(b) To increase the FoV of the subpixel shift microscope we can replicate the 2-row array
shown in (a) in different positions of the CMOS chip.

the quality of the sample reconstructions obtained from our acquired holograms.

For example, it would be interesting to further explore the possibilities that the double

hologram formation in reflection holography offers beyond retrieving geometrical informa-

tion of the setup. For instance, in 3-dimensional structures the double image formation

could allow to retrieve relative depth using a similar approach to stereographic imaging.

I also believe that the DIP architecture can unlock novel functionalities for holographic

imaging. For example, we could take advantage of the fact that the DIP architecture is

capable of recovering the wavelength spectrum of the light hitting the camera to perform

spectroscopy as well as imaging.

There also needs to be some further work to theoretically understand the inner work-

ings and the limitations of the AWGN noise addition in the novel DIP architecture we

presented in Section 2.3.2. This includes, for example, studying if there is an optimal

noise variance that results in the best reconstruction quality or exploring at which SNR

the AWGN addition cannot reliably recover the sample features.
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6.2 Native Single-mode Waveguide-coupled LEDs

in Unmodified Silicon Photonics Fabrication Plat-

forms

In Chapter 3 we presented waveguide coupled silicon LEDs in silicon photonics fabrication

platforms, both theoretically through TCAD and FDTD models as well as experimentally.

Future work for these devices can be divided into two main categories: further char-

acterization and device optimization.

6.2.1 Further characterization

In Chapter 3 we showed the DC characterization of the fabricated waveguide coupled

LEDs: generated optical power and spectrum.

It is also very important to characterize the dynamic behavior of these devices, as

bandwidth is a critical feature for some of the potential applications of these devices such

as its use in optoisolators or for intra-chip communication. Since we are using forward

biased pn junctions to generate the required bimolecular recombination, we expect the

bandwidth of these devices to be relatively slow (on the order of 1 MHz - 500 MHz

depending on the bias current) and limited by the high diffusion capacitance of the pn

junction.

It would also be of interest to characterize the performance of these devices at low

temperatures, since in silicon the radiative recombination coefficient increases [217] and

Auger recombination decreases [312]. Operation of waveguide coupled LEDs at low tem-

peratures could enable low power, low thermal budget readout of cryogenic signals to

room temperature, an important requirement for potentially disruptive cryogenic tech-

nologies such as high performance computing [313,314] or quantum computing [315,316].
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Figure 6-2: Use of blocking junctions to reduce effect of surface recombination in the
electrical to optical conversion efficiency of waveguide-coupled LEDs.

This is a challenge that I studied in detail during my Masters thesis [317].

6.2.2 Device optimization

While the power generated by our experimentally demonstrated devices is enough to be

detected both by integrated photodetectors and cameras, it would be very appealing to

increase the efficiency and generated optical power of our devices. We envision several

avenues to realize such improvements.

Increasing electrical to optical efficiency

As discussed in Chapter 3, an approach to improve the electrical to optical efficiency

is to minimize surface recombination, which can be achieved by improving the quality

of surface passivation or by using some approach to keep the generated carriers away

from surfaces. The latter could be achieved through the use of additional zero-biased

pn junctions close to the surfaces, which would keep the injected carriers away from the

surfaces thanks to the junction’s potential barrier. A simple schematic of this concept is

shown in Fig. 6-2. From Fig. 6-2 it is obvious that in this configuration care needs to

be taken to avoid the formation of a low impedance resistor between the main doping
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regions (the ones that are forward biased in high injection) and the blocking regions with

the same doping specie.

The LED efficiency can also be increased by reducing Auger recombination in the

silicon bulk, which could be achieved by means of stress engineering [223].

Alternatively, it is also possible to increase efficiency by exploiting mechanisms to

improve the radiative recombination coefficient of silicon. The simplest approach would

be to exploit defect implantation, either as a step in the fabrication process [207] or

post-fabrication [318].

Increasing coupling efficiency

There is also a lot of room for improvement in terms of coupling efficiency, which for our

experimentally demonstrated devices is between 1% and 2.5%.

We envision two approaches to improve the coupling efficiency:

1. The use of an adiabatic ring configuration [319] as depicted in Fig. 6-3(a). This

allows us to use a truly single mode waveguide all along the circumference of the

ring and minimize the volume of the contact regions. This way, we can ensure a

relatively high coupling efficiency regardless of where the radiative recombination

event happens, a property that we could not achieve with our experimentally fab-

ricated devices (which have large contact regions where radiative recombination

occurs but that do not couple to the waveguide mode).

2. The highest possible coupling efficiency in our waveguide coupled LEDs would be

achieved if all radiative recombination events occurred in the area where the optical

mode is the most intense (i.e., right at the center of the optical waveguide). This

is really challenging to achieve with our current carrier injection approach, which

exploits pn junctions biased in the high injection regime.
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An alternative approach to achieve localized carrier injection would be the use of

filaments, the same approach we used to achieve small emission spots in our surface

emitting LEDs of Chapter 2. The added complexity is that now the structure not

only needs to ensure the formation of a filament but also needs to allow for an

optical waveguide mode to be supported. A possible configuration that would

fulfill both requirements is shown in Fig. 6-3(b), where a single mode waveguide is

formed in the lightly p-doped crystalline silicon (which is biased at 0 V) and we use

an n-doped poly-Si taper on top (biased at a negative voltage) to form the filament

and achieve localized carrier injection at the center of the waveguide. The tapered

shape is used to ensure that the filament is formed at the waveguide center as it

is the region where the electric field is the strongest.

We note that this filament injection waveguide coupled LED is not based on a

forward biased pn junction and thus its bandwidth is not limited by high diffusion

capacitance. As a result, fast operation of these devices could be possible: char-

acterization results in similar structures performed by Dr. Zheng Li achieved pulse

generation with a FWHM as short as 1 ns [320].

6.3 Fully integrated, monolithic refractive index sen-

sors in CMOS photonic fabrication processes

In Chapter 4 we theoretically studied the application of our waveguide coupled LEDs to

realize truly monolithic, highly multiplexed refractive index sensors, showing that perfor-

mances comparable to state of the art, commercial products is possible.

Of course, the next step is to experimentally demonstrate such a sensor and exper-

imentally evaluate its performance. As discussed, we have demonstrated every single
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Figure 6-3: Structures to increase coupling efficiency of waveguide-coupled LEDs. (a) An
adiabatic ring to minimize the contact area. (b) Localizing carrier injection in the middle
of the optical waveguide using a filament through the gate oxide and a poly-silicon access
taper.

component required to realize the sensor, but it is still necessary to integrate all of them

together. With this in mind I have completed two distinct tape-outs, each with a different

focus, which we discuss in the next sections.

6.3.1 NanoSOI tape-out: Focus on learning lessons in refrac-

tometric sensing

Before being able to demonstrate our concept of a fully monolithic refractive index sensor

it is necessary for us to gather experience in refractometric sensing. With this goal, I

taped out some sensing structures in the NanoSOI silicon photonics process [321]. This

is a simple process meant for prototyping, with a single silicon layer and up to two

metal layers, one of which can be used as a heater. While this process does not have

doping implants (and therefore we cannot realize our waveguide coupled LED sources

or photodetectors), it offers an oxide opening step which allows us to expose the silicon

258



waveguide to the environment without any post-processing.

As such, this tape-out gives us the possibility of learning about: (1) the behavior of

ring resonators as refractometric sensors, (2) the best approach to calibrate and measure

changes in the resonance wavelength of the sensing ring, (3) functionalization of the

silicon surface, (4) delivery of the analyte, (5) approaches to maximize sensitivity.

Nevertheless, these structures require external light generation and detection, which

prevent us from demonstrating a fully monolithic sensor. On the flip side, the fact that

light generation and detection are external allows us to easily study the sensitivity limits

of these sensors through the variation of both the input optical power as well as the noise

floor of the photodetector.

The test structures we included in this tape-out are the following (Fig. 6-4):

• Single rings for measuring the achievable sensitivity of different functionalization

techniques, both in a ridge waveguide configuration and in a slot waveguide con-

figuration.

• Structures with two rings, one exposed to the analyte and one meant for calibration

of environmental fluctuations not related to the analyte of interest (for example,

changes in temperature or humidity).

• Structures to realize Sensing Scheme 2 presented in Chapter 4, consisting of two

rings connected through the drop port. These structures use edge couplers to

enable the input and output of broadband light, which is necessary to mimic the

use of an LED source in the fully integrated sensor.

Each of these structures was replicated with a variety of coupling gaps, waveguide

widths and operation wavelengths.
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Figure 6-4: Test structures for refractometric sensing included in the NanoSOI tape-out.

6.3.2 GlobalFoundries 45CLO tape-out: Experimental demon-

stration of fully monolithic refractive index sensors

As mentioned, the NanoSOI tape-out described above lacks doping implants, so it is

not possible to realize integrated LEDs or photodetectors. To be able to demonstrate

our concept of a fully integrated refractometric index sensor I did an additional tape-out

in the GlobalFoundries 45CLO process, the same process we used to demonstrate the

resonant rib waveguide LED in Chapter 3.

This process has doping implants (and therefore we can realize integrated silicon

LEDs) and Ge (so we can also realize high responsivity photodetectors). I therefore

included structures to realize both Sensing Scheme 1 and Sensing Scheme 2 described in

Chapter 4 in this tape-out (Fig. 6-5).

These structures should enable the demonstration and characterization of our concept

of a fully integrated refractive index sensor based on a broadband source. One added
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Figure 6-5: Test structures for the demonstration of the fully integrated refractometric
sensor included in the 45CLO tape-out.

challenge in these structures is that post-processing is required to expose the sensing ring

to the analyte, since an oxide opening step was not included in this tape-out (although

it can be added to the 45CLO process we used as a process variation). A possibility to

overcome the need for exposing the sensing ring is to mimic the resonance shift caused

by the presence of an analyte though the use of the available heaters to shift the ring

resonance through the thermo-optic effect.

The only non-integrated device in the taped-out structures is the current sensor, which

needs to be external. The next step after demonstrating the correct functioning of the

sensors in these tape-out would be to also integrate the current sensor and replicate the

structure multiple times to demonstrate the potential for large scale multiplexing.

261



6.4 OPA architectures for advanced optical beam-

forming applications

In Chapter 5 we analyzed in detail the suitability of the use of non-uniform OPAs in

advanced beamsteering applications, showing that it can indeed be beneficial in scenarios

where total electrical power consumption is the limiting performance requirement.

6.4.1 Round OPAs for optical power limited scenarios

From our analysis in Chapter 5, we have seen how non-uniform OPAs are not a suitable

solution for scenarios where we want to achieve maximum output optical power. In this

case, uniform OPAs are the only approach to achieve as large an output power as possible

and therefore achieve as large a link distance as possible.

It is reasonable to assume that in these scenarios where large link distances are required

we will use some free space lens arrangement after the OPA. This can be, for example,

a telescope in the case of an OPA for FSOC applications.

Since all lenses are round, the use of uniformly spaced OPAs in a round configuration

(as depicted in Fig. 6-6(a)) can offer significant gains in emitted power and therefore

link distance.

Such gain comes simply from the fact that we can fit more emitting antennas in a

circular lens when using a circularly arranged OPA. As shown in Fig. 6-6(b), a square

array inscribed in a circle of a diameter equal to the diagonal of said square only occupies

63% of the circle area. By using a perfectly circular array we can fill the entire aperture.

Using the same principle form the thinned-array curse, such perfectly circular array will

have a 1/0.63 = 1.6× larger emitted power compared to the square OPA (and it will

also have 1.6× the number of emitters).
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One could argue that such gain could be obtained by simply scaling the number

of elements in a square OPA (with its associated increase in dimensions). While true,

such an approach would require a larger diameter lens, which results in a significant cost

increase 2.

While the realization of a perfectly round OPA might be challenging, even a pixelated

approximation to a circle results in significant gains with respect to a square OPA. This

is shown in Fig. 6-6(c), where we plot round OPAs with different resolution (which we

refer to as granularity 3). It can be shown that the fractional area occupied by a pixelated

square of granularity N inscribed in a circle is given by:

𝐴𝑝𝑖𝑥_𝑐𝑖𝑟𝑐

𝐴𝑐𝑖𝑟𝑐

= 0.78 +
𝑁∑︁
𝑖=1

2𝑖+1(
0.325

2𝑖
)2 (6.1)

Figure 6-6(c) shows the gain in link budget for an OPA - OPA link (Scenario 2

discussed in the previous section) with respect to a square OPA for different granularity

levels - notice that since this is an OPA - OPA link, the gain is (𝐴𝑝𝑖𝑥_𝑐𝑖𝑟𝑐/𝐴𝑠𝑞𝑢𝑎𝑟𝑒)
2. We

can see how link gains up to 4 dB are possible for a perfectly circular OPA.

Nevertheless, a circular OPA will have additional losses that prevent reaching the gain

levels shown in Fig. 6-6(c):

2Lens cost increase with diameter is highly nonlinear - large diameter lenses are expensive and induce
more aberrations.

3We define granularity with the following recursive algorithm:

1. Start with a circle of granularity 0, which is simply a cross as shown in the left of Fig. 6-6(c).

2. A circle of granularity 1 can be constructed by taking each inner edge of the cross (i.e, the
granularity 0 circle) and adding a square with a side length corresponding to half of said inner
edge length.

3. A circle of granularity 2 can be constructed by taking each inner edge of the granularity 1 circle
and adding a square with a side length corresponding to half of said inner edge length.

4. Repeat the process as many times as the desired granularity.
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Figure 6-6: Round OPA gains. (a) A uniformly spaced OPA in a perfectly circular
configuration. (b) A square OPA, which only occupies 63% of the area of the circle that
encompasses it. (c) Pixelated circular OPAs of increasing granularity. Higher granularities
result in better approximations to a perfect circle and therefore have less loss. (d) The
link gain with respect to a square OPA as a function of circular OPA granularity if we
only account for the increase in number of emitters. (e) Link gain with respect to a
square OPA as a function of circular OPA granularity, accounting for extra propagation
loss and splitter loss. 4 different OPA sizes are shown.
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• Since there are more antennas in the OPA we need a larger number of 1x2 splitters

in the power distribution network. Additional 1x2 splitters increase the insertion loss

of such network (𝜂𝑝𝑜𝑤𝑒𝑟𝑑𝑖𝑠𝑡𝑟). For our analysis we will assume that each additional

1x2 splitter required adds 0.1 dB of extra insertion loss, and we can calculate the

number of splitters through 𝑁1𝑥2 = ⌈𝑙𝑜𝑔2(𝑁)⌉.

• Round OPAs will also have larger routing loss simply because the elements are

further away from the center. We can crudely estimate the insertion loss due to

routing by using the average distance of all the emitters to the center of the OPA:

𝑟 =
1

𝑁

𝑁∑︁
𝑖=1

√︁
𝑥2
𝑖 + 𝑦2𝑖 (6.2)

Where 𝑥𝑖 (𝑦𝑖) is the x (y) position of emitter 𝑖.

For a square OPA of side length 𝐿 = 𝑟
√
2 → 𝑟 =

√
2𝑟
6
[
√
2 + 𝑙𝑜𝑔(1 +

√
2)].

And for a circle of radius r it is 𝑟 = 2𝑟/3.

So the ratio of average distance between a square OPA and a circular OPA is

𝑟𝑐𝑖𝑟𝑐/𝑟𝑠𝑞 = 2
√
2/(

√
2 + 𝑙𝑜𝑔(1 +

√
2)) = 1.574. We will therefore assume that the

propagation loss in a circular OPA is 1.574× larger than that of a square OPA.

Figure 6-6(d) shows the link budget gains with respect to a square OPA for different

square OPA element counts, assuming a 10 𝜇m spacing between adjacent antennas and

a propagation loss of 1 dB/cm (which is a reasonable estimate of worst case propagation

loss in a SiN single mode waveguide).

Two main conclusions can be extracted from our analysis:

1. As the size of the square OPA increases the gains from switching to a circular OPA

decrease. This is because larger OPAs result in longer total propagation distances
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Figure 6-7: OPA configuration decision chart including round OPAs.

(as propagation distance is ∝ 𝑟 ∝
√
𝑁), which has a larger penalty for round OPAs

(since 𝑟𝑟𝑜𝑢𝑛𝑑 = 1.574𝑟𝑠𝑞𝑢𝑎𝑟𝑒).

2. The gains of increasing the circular OPA granularity decrease as the granularity

increases. Having circular OPA granularities beyond 3 yield almost no improvement

in link budget.

We can add the use of round OPAs to our OPA configuration recipe we developed in

Chapter 5, which is shown in Fig. 6-7

Practical realization of round OPAs through pruned H-trees

We have seen how using circular OPAs can achieve link budget increases (or equivalently

SNR increases) above 3 dB. This can be highly attractive for applications that are optical

power starved (notice that round OPAs have increased power consumption compared to

square OPAs because they have more elements).

An important aspect that needs to be addressed for the realization of practical round

OPAs is the routing and optical power distribution - how can we achieve efficient routing

of the light to each antenna?
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Here, we propose the construction of round OPAs through the use of pruned H-trees.

H-trees are an attractive approach for the realization of the power distribution network

in square OPAs, as they allow for compact and space efficient power distribution within

the same area as the emitter array and only require the use of 1x2 splitters (Fig. 6-8(a))
4.

We can construct a round OPA from a square H-tree network by simply pruning some

of the splitters according to the desired granularity, as shown in Fig. 6-8(b). Two points

are worth emphasizing:

1. Pruned H-trees require the use of splitters with a non 50:50 splitting ratio. The

location and split ratio depend on the OPA size and the desired granularity.

2. Pruned H-trees can only realize circular OPAs with certain number of elements - it

is not possible to realize circular OPAs of an arbitrary number of elements with a

pruned H-tree.

One of the biggest concerns with this approach is the use of non-50:50 splitters. The

realization of splitters with accurate 50:50 splitting ratio is relatively straightforward, as

one can use 1x2 MMI components which by virtue of its symmetry ensure a near-perfect

50:50 splitting [322].

To achieve arbitrary coupling ratios different than 50:50 the standard approach is to

use directional couplers, where evanescent coupling between two closely-spaced waveg-

uides allows for power transfer from one waveguide to another. By tuning the interaction

length between the two waveguides, the splitting ratio of the directional coupler can be

controlled. Nevertheless, these structures are sensitive to fabrication variations, which
4Notice how the H-tree approach results in compact routing, but requires the phase shifter to be

realized at the end of the H-tree and very close to the emitter. While efficient, this routing approach
strongly limits the minimum achievable spacing between antennas to be above the size of one of such
phase shifters, which limits the achievable FoV.
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Figure 6-8: Round OPA routing through pruned H-trees. (a) An H-tree configuration
for power routing of a 64 x 64 element OPA. (b) Pruned H-tree configurations for round
OPAs with increasing granularities. For both (a) and (b), the crosses show positions
of the emitting antennas, and circles show splitters. Different colors denote different
splitting ratios.

cause asymmetry between the adjacent waveguides and result in variations in the effective

refractive index of the optical modes, therefore causing variations in the split ratio. While

several approaches have been proposed and demonstrated to improve the robustness to

fabrication variations [323–325], even in this case the variations can be significant.

We studied the effects of non-even power emitted by each antenna in the total power

emitted in the main lobe for a uniform OPA and found that, as long as the emitted phase

is correct, there are no significant effects. For example, a ± 40% relative variation in the

power emitted by each antenna only results in a 6% decrease in the total power emitted

in the main lobe. The requirement of non 50-50 splitters in round OPAs should therefore

not be a significant source of performance impairments.
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6.4.2 Realization of OPA-based beamsteering systems for real-

world FSOC applications

During the last year of my PhD I have been working part time at Project Taara on realizing

OPA-based beamsteering systems for terrestrial applications, in particular bringing last-

mile connectivity to communities in developing countries [326]. I have participated in

the completion of two tape-outs in two different silicon photonics platforms, with two

different focus:

1. The experimental evaluation of the gain of round OPAs in practical terrestrial FSOC

applications. A round OPA has been designed and fabricated following what we

described in Section 6.4.1 above, and it will be tested in the near future.

2. While beneficial, it is not likely that the switch to non-uniform OPAs is enough

to solve the scalability problem of OPAs for advanced applications. Advancements

in other areas are also necessary, with improvements in the efficiency, power con-

sumption and size of phase shifters arguably being the most critical (see Appendix

A). On the context of my work with project Taara I have designed several ring-

based silicon phase shifters (using both the thermo-optic and free carrier dispersion

effects) with the goal of increasing efficiency and reducing area by exploiting the

resonant nature of these devices.

Similarly, I believe that work on architectures requiring less than one phase shifter

and/or driver per emitting element is a promising avenue to decrease the performance

requirements of individual photonic components for advanced OPAs. Nevertheless, such

architectures are usually hard to demonstrate experimentally due to inaccuracies caused

by fabrication variations. Work on a scalable, fast and low-cost post-fabrication trimming
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of photonic devices is paramount to enable such architectures in practical scenarios [327–

330].

270



Appendix A

A survey of phase shifters for

OPA-based beam steering

applications

In Section 1.4.3 we introduced the importance of phase shifters for the realization of

integrated OPAs. As discussed there, phase change range, power consumption, area,

insertion loss, speed, crosstalk and residual amplitude modulation are all important per-

formance metrics that need to be accounted for when designing an integrated phase

shifter for an OPA.

We can define a figure of merit (FoM) that includes several of these performance

metrics (area, power consumption and loss in particular). For devices with DC power

consumption, we can use 𝐹𝑜𝑀 = 𝑃𝜋𝐿𝛼 (with units of dB·mW), where 𝐿 is the device

length and 𝛼 is the propagation length. For devices without power consumption we can

use 𝐹𝑜𝑀 = 𝑉𝜋𝐿𝛼 (with units of dB·V).

To realize a phase shifter we need a structure that changes the refractive index of
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the medium through which the optical mode is propagating (typically Si or SiN). The

acquired phase change in a waveguide of length 𝐿 with a refractive index change ∆𝑛

is given by ∆𝜑 = 2𝜋𝐿∆𝑛/𝜆. It is clear how to minimize the required device length we

want to achieve as large a ∆𝑛 as possible.

Two main physical mechanisms have been typically used to realize phase shifters in

OPA systems: the thermo-optic effect and the plasma dispersion effect (Fig. A-1).

A.1 Thermo-optic phase shifters

Thermo-optic (TO) phase shifters are the most typical phase shifter used in reported

demonstrations due to its ease of implementation. TO phase shifters exploit the TO

effect, in which a change in the temperature of the material is accompanied by a change

in the refractive index. Silicon has a pretty high TO coefficient, which at a wavelength

of 1550 nm and at room temperature is 𝑑𝑛𝑆𝑖/𝑑𝑇 = 1.87× 10−4 𝐾−1 [331]. As a result,

relatively compact and efficient TO phase shifters can be realized in silicon photonics

processes (Table A.1, Fig. A-2) [332] . As a rule of thumb, a 30 degree change in silicon

temperature translates into ∆𝑛 ≈ 5.61× 10−3, which requires a length of about 250 𝜇m

to achieve a 2𝜋 phase shift. SiN also has an associated thermo-optic effect, albeit about

5× weaker than in Si (𝑑𝑛𝑆𝑖𝑁/𝑑𝑇 = 2.45× 10−5 𝐾−1 [333]), which results in increased

power consumption (Table A.1).

A variety of approaches to achieve a heating of the Si or SiN waveguide have been

employed, including the use of metal heaters on top of the waveguide or the use of doped

silicon resistors adjacent to the waveguide (Ref. [332] is given to the interested reader

for an exhaustive list of the different approaches).

As summarized in Fig. A-1, TO phase shifters are simple to implement both in Si

and SiN and typically result in relatively compact devices due to the strong TO effect.
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Furthermore, since the TO effect does not have any effect on the propagation loss and

does not require doping of the optical waveguide, TO phase shifters have low insertion

loss and no residual amplitude modulation.

Nevertheless, TO phase shifters have a pretty high power consumption (since they

have an associated DC power dissipation required to maintain the desired temperature).

Multiple approaches have been employed to increase the power efficiency of TO phase

shifters (including the use of folded and multipass waveguides), but power consumptions

are still on the 1-3 mW range, which are too high for large scale OPAs. The exception is

when an undercut is used to remove the substrate (usually silicon dioxide) locally around

the structure to reduce heat leakage and achieve efficient heating. While this approach

can result in power dissipation as low as 50𝜇W [334], it also results in very slow devices

with operation speeds below 1 kHz and requires careful fabrication and design to avoid

the structures collapsing.

Typical time constants for TO phase shifters are 1 - 10 𝜇s (due to the need for the heat

to diffuse in and out of the waveguide), limiting the operation speed to about 200 kHz.

Finally, TO phase shifters also suffer from crosstalk between neighboring devices due to

heat conduction, which makes it necessary to keep adjacent devices relatively far from

each other and thus increases the required chip area.

A.2 Plasma dispersion phase shifters

The other typical approach to the realization of silicon integrated phase shifters for OPA

applications is the use of the plasma dispersion effect. Here, a change in the concentration

of free carriers in the optical waveguide generates a change in its refractive index. The

plasma dispersion effect can be explained and approximated using the Drude model [13],

but empirical expressions for the generated refractive index change at room temperature
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Figure A-1: A comparison of the performance of difference phase shifters used for the
realization of OPAs.

exist in what is commonly referred as the Soref’s equations [335].

At 1550 nm wavelength:

∆𝑛 = −(8.8× 10−22 ×∆𝑁𝑒 + 8.5× 10−18 ×∆𝑁0.8
ℎ ) (A.1)

∆𝛼 = 8.5× 10−18 ×∆𝑁𝑒 + 6× 10−18 ×∆𝑁ℎ (A.2)

Where ∆𝑛 is the change in the refractive index, ∆𝛼 is the change in the absorption

coefficient in cm-1 and ∆𝑁𝑒 (∆𝑁ℎ) is the change in the density of free electrons (holes)

in cm-3. As an example, a change in the carrier density of 5 × 1017 cm-3 results in a

change in refractive index ∆𝑛 = −1.66 × 10−3, requiring a length of about 100 𝜇m for

a 2𝜋 phase shift.

Compared to TO phase shifters, plasma dispersion phase shifters generally have a

lower power dissipation and higher operation speed. Nevertheless, plasma dispersion can
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only be exploited in semiconductor materials (therefore we can’t use it in SiN) and, as

is apparent from Eqs. A.1 and A.2, it has an associated residual amplitude modulation

(changing the refractive index 𝑛 causes a change in the propagation loss 𝛼). Furthermore,

since plasma dispersion phase shifters rely on the use of doped waveguides to realize pn

junctions and achieve a change in carrier concentration they generally have a higher

insertion loss (as the presence of doping impurities increases propagation loss due to free

carrier induced loss, Eq. A.2).

Within plasma dispersion phase shifters, different approaches can be used to generate

the necessary changes in the free carrier density (∆𝑁𝑒 and ∆𝑁ℎ), which are schematically

depicted in Fig. A-1 [336]. Carrier accumulation (top right in Fig. A-1) uses a capacitor

structure and modifies the charge stored in it. Carrier depletion (middle right in Fig.

A-1) uses a reversed biased p-n junction, and changes in the carrier density are achieved

by modulating the width of the depletion region. Carrier injection (center in Fig. A-1)

uses a forward biased p-n or p-i-n junction to control the amount of carriers injected into

the optical waveguide.

Each operation mode features a different set of advantages and drawbacks. In terms

of power consumption, the use of depletion or accumulation shifters is advantageous

since these do not have a DC power dissipation, while injection-based shifters require

the flow of a DC current. In terms of efficiency, carrier injection is advantageous since

it generates the highest change in refractive index (and thus results in shorter required

lengths), followed by carrier accumulation and then carrier depletion, which has the

weakest associated ∆𝑛 and usually requires high 𝑉𝜋 on the order of 3 - 6 V. Carrier

depletion and accumulation can achieve high operation speeds over 1 GHz, while carrier

injection has a limited speed below ≈ 100 MHz due to the high diffusion capacitance

of a forward biased p-n junction (notice this speed is enough both for FSO and LIDAR

applications). Finally, while injection and depletion devices are easily implemented in
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silicon photonics processes, carrier accumulation schemes are more challenging due to the

need of a thin insulating layer (usually made of silicon dioxide) to realize the capacitor

structure.

Table A.2 lists demonstrations of efficient silicon integrated phase shifters in the

three operation modes discussed, and their performance is plotted in Fig. A-2. While

promising, more work is required to decrease the driving voltage / device footprint 1 and

minimize insertion loss (as seen in Fig. A-2, no demonstrated plasma dispersion phase

shifter has good enough performance for our requirements).

A.3 Other phase shifters

While TO and plasma dispersion are the most common choices to realize phase shifters,

a variety of alternative approaches have been investigated for the realization of compact

and efficient phase shifters (Table A.3, Fig. A-2).

Some examples include:

• Organic polymers: The use of high electro-optic coefficient polymers exploiting

the Pockels effect in silicon slot waveguides can result in phase modulators with

no DC consumption and very low driving voltages [8]. Nevertheless, these devices

tend to have high propagation losses, require postprocessing to expose the silicon

waveguide and deposit the polymer, and there are concerns with the stability of

these materials with time and temperature. The efficiency of polymer-based phase

shifters can be enhanced with the use of plasmonic structures, but these have even

higher propagation losses and are not readily CMOS compatible (gold, which is the

typical metal used in plasmonic structures, is not CMOS compatible) [337].

1Notice that these are complementary variables. A longer device will require a smaller driving voltage.
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• Ferroelectric materials - Lithium Niobate (LN) and Barium Titanate (BTO): Lithium

Niobate (LN) is a common material used to realize optical modulators due to its

low loss and high electro-optic coefficient. While traditionally limited to bulk de-

vices, the advent of thin film lithium niobate (TFLN) has allowed for the realization

of integrated optical devices with high performance [338], and phase modulators

with low driving voltages and low loss have been reported in the literature [339].

BTO is another ferroelectric material with a higher electro-optic coefficient than

LN, therefore resulting in higher efficiency phase modulators [340]. Both BTO

and LN are challenging to pattern and not CMOS compatible, raising concerns of

scalability, cost and integration with silicon photonics. Additionally, they require

the application of high voltage to align all the ferroelectric domains and achieve

maximum efficiency (a process commonly know as "poling") and suffer from DC

bias drifts that can compromise operation, especially at the low speeds required for

our applications [341].

• Microelectromechanical systems (MEMS): Photonic integrated MEMS systems

where the application of a control signal (usually a voltage) results in mechani-

cal movement of suspended optical waveguides enables the realization of multiple

optical operations, including phase shifters [342]. Such phase shifters can have

low insertion loss, MHz speed operation and low 𝑉𝜋𝐿 [343]. Nevertheless, these

structures are usually short to reduce concerns with collapsing or breaking of the

suspended waveguides, which results in relatively large 𝑉𝜋 around 10 V. Further-

more, MEMS phase shifters require the "release" of the optical waveguides (so

that they are suspended and can mechanically move), a fabrication step which is

not standard in photonics fabrication processes.

• III/V materials: As we have already discussed, III/V materials have been widely
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studied for integrated photonics applications due to their direct bandgap (that

allows for the realization of on-chip sources) and their first order electro-optic

effect (where the refractive index changes with applied electric field, something

that does not happen in centrosymmetric materials like silicon) [2, 3]. As a result,

efficient phase modulators have been realized in these materials [344].

• III/V-Si hybrids: As discussed in the point above, III/V materials are advantageous

compared to silicon for the realization of phase shifters due to their first order

electro-optic effect. Nevertheless, purely III/V phase shifters need to be fabricated

in a different substrate and then either transferred to the silicon chip or optically

connected through optical fibers or some other method. Instead, the addition of

the III/V material directly into the silicon fabrication process results in simpler

packaging and potentially reduced cost. Using this approach, very efficient phase

shifters with low loss have been demonstrated [345]. The main challenge for the

adoption of these structures is the need for the addition of the III/V material into

the fabrication process flow, which is not standard and thus results in lower yield

and higher cost.

• Liquid crystals (LCs): The use of liquid crystals with strong birefringence can be

used to realize phase modulation by using a control signal to reorient the molecules

and therefore obtain a change in the refractive index [346]. Traditionally, LC

devices are bulky and not integrated, but work on miniaturization and integration

with silicon and silicon nitride is under way [347]. The main disadvantage of LCs

is their slow bandwidth due to the need for the molecules to reorient, with typical

speeds limited to the KHz range.

While highly promising (as seen in Fig. A-2, several devices meet the requirements

for FSO and LIDAR applications), these approaches have the important drawback of not
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𝑉
𝜋 𝛼𝐿 = 10𝑑𝐵 ∙ 𝑚𝑊

LID
A

R

LID
A
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LIDAR + FSO
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Folded/mul�pass heater
Heater w undercut
Plasma disp, injec�on

Plasma disp, deple�on

Other
Plasma disp, accumula�on

a) b)

LIDAR + FSO

FSO

Figure A-2: High performance phase shifters reported in the literature. (a) Phase shifters
that have DC power dissipation. (b) Phase shifters with no DC power dissipation. The
red shaded area shows acceptable metrics for FSO applications (𝑃𝜋 < 1.22 𝑚𝑊 or
𝑉𝜋 < 5 𝑉 , 𝐿 < 125 𝜇m, 𝐼𝐿 < 1 𝑑𝐵), and the magenta shaded area for LIDAR
applications (𝑃𝜋 < 0.8 𝑚𝑊 or 𝑉𝜋 < 5 𝑉 , 𝐿 < 250 𝜇m, 𝐼𝐿 < 1 𝑑𝐵). While some phase
shifters can deliver the required performance in terms of 𝑃𝜋𝐿 and 𝛼, none can do so with
the required operation speed.

being readily compatible with standard foundry fabrication processes. Thus, either post-

processing, hybrid integration or non-standard fabrication is required, raising important

concerns in terms of ease of fabrication, cost and scalability.

References [336,348,349] are given to the interested reader for a more detailed review

of phase shifters in integrated optics platforms.
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