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ABSTRACT

The Internet has become extremely centralized. The benefits of centralization have thus
far outweighed the drawbacks, but users today are much more concerned about privacy, and
reachability is increasingly threatened by natural disasters, political repression, cyberattacks,
and human error. CityMesh provides an answer to this problem, constructing a decentralized
mesh network out of wireless access points. To test our unicast routing protocol, we built
a discrete-event network simulator using SimPy. However, we make several simplifying
assumptions, and unicast is not sufficient for many applications. In this thesis, I show
that our simulator nevertheless achieves 67.4% correlation with real data that we collected,
and I generalize our simulator for multicast. Specifically, I compose our unicast primitive
into multicast trees using three different topologies, and surprisingly find that Steiner trees
perform worse than minimum spanning trees on average.
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Chapter 1

Introduction

The Internet was supposed to be decentralized. Today, it is more centralized than ever:
Google alone has nine services with over 1 billion users, including YouTube (2.1 billion),
Gmail (1.8 billion), and Drive (1 billion) [1]. Meta owns Facebook (3 billion), WhatsApp
(2 billion), Instagram (2 billion), and Messenger (979 million) [2]. Fundamentally, each of
these applications has a central server for all its clients; an application may be sharded across
many physical servers and datacenters, but it is still logically centralized.

For example: When <userA> sends an email to <userB>@gmail.com, the email is not
sent directly to <userB>. Instead, the email is sent to gmail.com, and <userB> downloads a
copy. This centralized architecture has benefits and drawbacks. On one hand, <userB> can
download a copy onto many devices, or lose all copies without losing the email, and Google
is responsible for maintaining the server (including security). On the other hand, Google
can read all of <userB>’s emails, and if gmail.com is down or unreachable by <userA> or
<userB>, then email will not work.

The benefits of centralization have thus far outweighed the drawbacks. But this is chang-
ing. Users today are much more concerned about privacy, and reachability is increasingly
threatened by natural disasters, political repression, cyberattacks, and human error.

CityMesh provides an answer to this problem. By leveraging the density of wireless
access points (APs) in cities, we can construct a decentralized mesh network for peer-to-peer
communication. <userA> would send email directly to <userB>’s mailbox at <buildingB>,
rather than gmail.com. <userB> can query <buildingB> remotely, enabling mobility. We
assume that user addresses are exchanged out-of-band, obviating the need for a location
service.

To test our unicast routing protocol, we built a discrete-event network simulator using
SimPy. However, we make several simplifying assumptions. In Chapter 3, I show that our
simulator nevertheless achieves 67.4% correlation with real data that we collected.

Additionally, unicast is not sufficient for many applications, such as group chat and
social media. Group communication requires multicast. In Chapter 4, I compose our unicast
primitive into multicast trees using three different topologies: star, minimum spanning tree
(MST), and Steiner tree. Conventional wisdom suggests that Steiner would outperform
MST, but surprisingly I found that Steiner performs worse than MST on average.

I begin with a discussion of related work in Chapter 2.
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Chapter 2

Related Work

This thesis touches on three broad topics: peer-to-peer, group communication, and city-scale
mesh networks.

2.1 Peer-to-Peer

Much has been written about peer-to-peer applications such as Napster, Gnutella, FastTrack,
and BitTorrent. A survey can be found in [3]; interestingly, Skype used to be peer-to-peer
but has since moved to the cloud. CityMesh differs from these applications because it is not
an overlay on top of IP.

2.2 Group Communication

Multicast is also a well-studied problem. Despite proposals like SRM [4], RMTP [5], MTCP [6],
and PGMCC [7], network-layer multicast has not been embraced. As a result, application-
layer multicast protocols have been developed, such as Narada [8], Yoid [9], HMTP [10],
NICE [11], Scribe [12], and CAN Multicast [13]. A survey can be found in [14].These would
be interesting to implement in CityMesh; for simplicity, however, I focus on basic tree algo-
rithms.

2.3 City-Scale Mesh Networks

Greedy routing is very scalable, but gets stuck at dead ends. One solution is GPSR [15],
which recovers by routing around the perimeter of the local region using a right-hand rule.
Geographic Source Routing [16] is the most similar to CityMesh, computing the shortest
path through a map.

Roofnet [17] was one of the first mesh networks deployed at city-scale. Like CityMesh,
it uses shortest-path source routing, but its goal is to route to Internet gateways.

13
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Chapter 3

Simulator

Ideally we would build CityMesh using the real APs in a city, but since we do not have
access to these APs, we turn to simulation. Existing discrete-event network simulators such
as ns-3 [18] are more sophisticated than we need for our initial exploration, so we built
our own simple simulator using SimPy. In particular, we make the following simplifying
assumptions:

• The number of APs in a building is proportional to the building footprint area. This
ignores building height; our model is 2D.

• Every building has at least one AP.

• APs are spread uniformly within each building footprint.

• Two APs can communicate bidirectionally if and only if they are within a global con-
stant distance. This ignores wireless effects.

We download building footprints from OpenStreetMap (OSM) [19]. For each building
footprint, we multiply the area by the global parameter ap_density to get the number
of APs in the building, and place them randomly within the footprint. For example, if
ap_density = 0.005 APs/m2, then a building with 1,000 square meters will be assigned 5
APs. All building are assigned at least one AP. Each AP can communicate with other APs
within tx_range meters.

3.1 Measurement Setup

We measured real APs along several bike routes in Boston and Cambridge, and compared the
real results with the simulated results. Data was collected using a WiFi Pineapple [20] in a
backpack while biking, as shown in Figure 3.1. The bike routes are shown in Figures 3.2–3.4;
we focus on the downtown dataset (Fig. 3.2) because it is the largest and most heterogeneous.
At each sampling point, a GPS device recorded the location, and the Pineapple recorded a
“fingerprint” of MAC addresses, similar to VTrack [21].
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Figure 3.1: Measurement setup.
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Figure 3.2: Downtown route.
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Figure 3.3: River route.
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Figure 3.4: Cityblock route.
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3.2 Results

At first, the correlation is poor. For example, with ap_density = 0.001 APs/m2 and
tx_range = 55 m, the correlation is 43.0% (Fig. 3.6a). However, most of the real APs
have weak signal strengths; more than 90% of the measured signal strengths were below
−60 dB (Fig. 3.5). Instead of improving the simulator, we can improve our interpretation of
reality!

Applying a minimum strength to the real data significantly improves the correlation.
With min_strength = −60 dB, the same parameterization yields a correlation of 67.4%
(Fig. 3.6b). This was the highest correlation encountered during a parameter sweep. There-
fore, we set ap_density and tx_range to 0.001 APs/m2 and 55 m, respectively.

Perhaps even more compelling is the number of MAC addresses as a function of distance
traveled (Fig. 3.7). Filtering alters the shape of the real data, resulting in a closer match to
the simulated data.
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(a) Unfiltered. Correlation = 43.0%.
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(b) Filtered. Correlation = 67.4%.

Figure 3.6: Real vs. simulated number of MAC addresses in fingerprint.
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Figure 3.7: Number of MAC addresses as a function of distance traveled.
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Chapter 4

Multicast

Group communication is essential for many applications. Users often send one email to many
addresses, one text message to many members of a group chat, or one post to many followers
on social media. The key question is how to construct a tree connecting the terminals (source
+ destinations).

4.1 Star Graph

A naive solution is to unicast from the source for all destinations, forming a star graph. This
barely qualifies as a multicast tree; it is included only as a baseline in Figure 4.1.

4.2 Minimum Spanning Tree

I construct a complete graph G = (V,E), where V is the set of terminals, and the weight of
each edge e = (u, v) ∈ E is the cost of the weighted shortest path between u and v in the
building graph. The minimum spanning tree of G is the multicast tree.

4.3 Steiner Tree

Steiner tree is similar to minimum spanning tree, except any building can be a Steiner point.
According to conventional wisdom, Steiner tree should be better than minimum spanning
tree. I use the Mehlhorn algorithm to compute the Steiner tree.

4.4 Experimental Setup

Let k be the number of destinations. For each k in a geometric sequence, I generate 100
random pairs (s, {t1, ..., tk}), and for each pair I generate a star graph, a minimum spanning
tree, and a Steiner tree. Each data point in Figures 4.1–4.3 is an average of 100 pairs, with
error bars showing ±1 standard deviation.
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Figure 4.1: Effect of scaling on average total buildings (semi-log).

4.5 Results

As the number of destinations increases, the average total buildings increases (Fig. 4.1).
MST and Steiner perform about the same, and much better than star.

Steiner trees are large even for unicast (k = 1), and get worse as the number of destina-
tions increases (Fig. 4.2). This is because the Steiner algorithm selects many Steiner points
along each route; the more destinations, the more routes, and the more Steiner points. By
contrast, minimum spanning trees are small and scale well. This difference is illustrated in
Figure 4.4; the Steiner tree in Figure 4.4b is much more dense than the minimum spanning
tree in Figure 4.4a for the same 4 destinations.

As the number of destinations increases, the average buildings per route decreases for
MST while Steiner remains flat (Fig. 4.3). Shorter route length is not necessarily better;
very short routes do not benefit from compression, while very long routes remain long after
compression.

There is a tradeoff between the average tree size (Fig. 4.2) and the average buildings
per route (Fig. 4.3). As the tree gets more dense, the number of routes (the denominator)
increases, but the number of buildings (the numerator) does not change, so the buildings
per route decreases. In CityMesh, we prefer small trees, since the tree must be stored in the
packet. Therefore, MST is better than Steiner for CityMesh.
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Figure 4.2: Effect of scaling on average tree size (semi-log).
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Figure 4.3: Effect of scaling on average buildings per route (semi-log).
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(a) Minimum spanning tree.

(b) Steiner tree.

Figure 4.4: Minimum spanning tree and Steiner tree for the same 4 destinations.
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Chapter 5

Conclusion

Although CityMesh is a long way from replacing the centralized Internet, our initial steps
are encouraging. We made several simplifying assumptions, yet I was able to show that our
simulator nevertheless achieves 67.4% correlation with real data that we collected. Then,
I composed our unicast primitive into multicast trees using three different topologies, and
surprisingly found that Steiner trees perform worse than minimum spanning trees on average.

The takeaway is not that Steiner trees are bad; rather, minimum spanning trees are
surprisingly good, and Steiner trees are similar but with higher overhead.

One idea to improve the performance of Steiner trees is to constrain the Steiner points
so that many fewer are selected. Another possibility is to penalize the overhead in the edge
weights. These remain future work.

We are just beginning, but peer-to-peer group communication in CityMesh promises to
enable decentralized multicast applications.
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