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Abstract

The evolution of commercial lasers has played a pivotal role in advancing our com-
prehension of the natural world. Emitting coherent, high-intensity light, lasers offer
unparalleled capabilities, reaching peak intensities of terawatts per centimeter squared
at frequencies exceeding a million times per second. Such immense peak intensities
facilitate electric field amplitudes at the focus that scale to the V/nm range, rivaling
the electric field strengths within atoms and molecules responsible for atomic-scale
electron dynamics. Through the realm of ultrafast nonlinear optics, the manipulation
of optical waveforms has paved the way for controlling electrons at optical frequencies
[1]–[7]. This breakthrough has led to a deeper understanding of electron dynamics,
particularly in the context of light field-driven phenomena in solids, a field commonly
referred to as lightwave electronics.

As traditional semiconductor electronics approach their saturation limits in terms
of speed and size, researchers are turning to light as a means of encoding informa-
tion, ushering in the era of integrated photonics. Light, with its minimal absorption
and high data propagation rates coupled with low power dissipation, offers an ideal
medium for transmitting information. While integrated photonics encodes informa-
tion within the time-averaged intensity and polarization of light, the harnessing of
ultrafast electric field oscillations in light, analogous to the behavior of modern-day
high-speed electronics, presents an opportunity to encode information in the sub-cycle
field oscillations.

In pursuit of electronics operating at optical frequencies, various methods have
been explored to realize practical lightwave electronic circuit elements analogous to
those in traditional electronics. Pioneering experiments have showcased that op-
tical waveforms can initiate attosecond electron currents across various interfaces,
encompassing metal-vacuum [8]–[17], dielectric [18]–[20], and air interfaces [21], [22].
However, a significant hurdle arises from the difference between the characteristic
frequencies of optical (PHz) and electronic systems (GHz-THz), making it difficult to
integrate optical systems with electronic ones.

This thesis underscores the pivotal role of metallic nanoantennas as a scalable
platform for lightwave electronics. It demonstrates how metallic nanoantennas en-
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able control over light field-driven responses through rectification, resonance control
(leading to lower peak fields required to operate), and polarization control. A com-
prehensive framework is introduced, serving as the backbone for subsequent chapters.
The thesis showcases three nanoantenna variants: one facilitating shot-to-shot mea-
surements of PHz optical phase on a chip, yielding over 2000 optical phase-sensitive
electrons, ideal for compact optical waveform synthesis and interferometry-free fre-
quency combs. When leveraging rectification, the thesis further illustrates harmonic
frequency mixing with bandwidth surpassing that of the input light, enabling the
direct detection of PHz frequencies using multi-cycle light from commercial laser
systems. This practical demonstration facilitates frequency mixing, positioning the
device as a compact detector for optical oscilloscope-like measurements. Finally, an
architecture is presented to enable polarization-sensitive rectification, highlighting the
flexibility of the nanoantenna platform for PHz-driven electrons.

As is exhibited through the work in this thesis, nanoantennas possess the potential
to emerge as a comprehensive solution for lightwave-driven electronics, enabling a new
era of high-speed, low-power electronic systems driven by oscillations of light.
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Preface

The goal of this thesis is to understand how the nanoantenna platform is a promis-

ing candidate for lightwave electronics. I begin by discussing the concepts that are

required to understand the work in this thesis (Chapter 2). Chapter 3 is then used to

establish the foundation to describe the important aspects of lightwave electronics in

nanoantennas, highlighting two applications that are demonstrated in Chapters 4-7.

Then in the final chapter, a conclusion on the work demonstrated and directions for

future work are discussed.

7



Contents

1 Introduction 36

2 Fundamental principles 41

2.1 Ultrafast Lasers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.1.1 Optical phase (Carrier-envelope offset phase) . . . . . . . . . . 43

2.2 Linear pulse propagation . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.3 Nonlinear Optics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.3.1 Second-order nonlinear polarization . . . . . . . . . . . . . . . 50

2.3.2 Third-order nonlinear polarization . . . . . . . . . . . . . . . . 52

2.4 Electron Emission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3 Nanoantenna-based Lightwave Electronics 63

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.2 Role of Rectification and the Impact on Electronic Frequency Bandwidth 66

3.3 Geometric Architecture Dictates Rectification in Nanoantennas . . . . 69

3.4 Tunability of Nanoantennas . . . . . . . . . . . . . . . . . . . . . . . 73

3.5 Impact of Driving Lightwave . . . . . . . . . . . . . . . . . . . . . . . 77

3.5.1 Frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.5.2 Dispersion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.6 Applications Based on Nanoantenna Architectures . . . . . . . . . . . 82

3.6.1 Carrier-envelope phase detection . . . . . . . . . . . . . . . . . 82

3.6.2 Perturbative optical field-resolved sampling . . . . . . . . . . . 84

8



3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4 Nanoantennas Without Rectification for Single-shot Optical Phase

Readout 90

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.2 Description of the Sub-cycle Field Emission Current . . . . . . . . . . 94

4.3 Designing and Modelling . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.4 Electromagnetic Simulation of the Nanoantenna . . . . . . . . . . . . 100

4.4.1 Geometric design study . . . . . . . . . . . . . . . . . . . . . . 102

4.5 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.5.1 Laser source characterization . . . . . . . . . . . . . . . . . . 104

4.5.2 Measurement of focal-spot size . . . . . . . . . . . . . . . . . . 106

4.5.3 Charge generation and readout . . . . . . . . . . . . . . . . . 108

4.6 Experiment and Results . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.6.1 Small area network . . . . . . . . . . . . . . . . . . . . . . . . 108

4.6.2 Complementary measurements . . . . . . . . . . . . . . . . . . 112

4.6.3 Large area network . . . . . . . . . . . . . . . . . . . . . . . . 118

4.7 Concluding remarks and outlook . . . . . . . . . . . . . . . . . . . . . 121

5 Harmonic Frequency Mixing using Asymmetric, Half-wave rectifica-

tion Nanoantennas 123

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

5.2 PHz Harmonic Mixing for Optical Waveform Analysis . . . . . . . . . 127

5.2.1 Phase information from harmonic mixing . . . . . . . . . . . . 133

5.3 Design of Nanoantenna . . . . . . . . . . . . . . . . . . . . . . . . . . 134

5.4 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

5.4.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

5.4.2 Laser source characterization and optics layout . . . . . . . . . 138

5.5 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 142

5.5.1 Device characterization . . . . . . . . . . . . . . . . . . . . . . 142

5.5.2 Degenerate waveform analysis . . . . . . . . . . . . . . . . . . 144

9



5.5.3 Non-degenerate waveform analysis . . . . . . . . . . . . . . . . 146

5.6 Sampling Outside of the Optical Field Emission Regime . . . . . . . . 148

5.7 Conclusion and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . 150

6 Investigation of the Field Sampling Bandwidth using Supercontin-

uum Generation in Photonic Crystal Fibers 152

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

6.2 Limits of Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

6.3 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6.3.1 Nanofabrication and measurement methods . . . . . . . . . . 157

6.3.2 Generation of 1.5-cycle supercontinuum . . . . . . . . . . . . . 157

6.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 158

6.5 Modeling the Influence of Nanoantenna on Sampling . . . . . . . . . 166

6.6 Measurement Comparison . . . . . . . . . . . . . . . . . . . . . . . . 167

6.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

7 Leveraging the Inherent Polarization Sensitivity of Optical Field

Emission 170

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

7.2 Experimental Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 173

7.2.1 Nanofabrication and antenna design . . . . . . . . . . . . . . . 173

7.2.2 Measurement setup and methods . . . . . . . . . . . . . . . . 173

7.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 174

7.3.1 Gate pulse-polarization-controlled device activation . . . . . . 175

7.3.2 Bias-controlled device activation . . . . . . . . . . . . . . . . . 177

7.3.3 Comparison of spectral measurements . . . . . . . . . . . . . . 180

7.4 Sensitivity Simulations on Fabrication Tolerance . . . . . . . . . . . 181

7.4.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

7.4.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . 182

7.5 Conclusion and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . 185

10



8 Conclusion and Future Work 187

8.1 Conclusion and Follow-up Experiments . . . . . . . . . . . . . . . . . 187

8.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

A Modeling 192

A.1 Fourier Transform of a Cross-correlation . . . . . . . . . . . . . . . . 192

A.2 Modeling tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

B Sample Fabrication 194

B.1 Device Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

B.2 Gold Antennas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

B.2.1 Electron beam lithography . . . . . . . . . . . . . . . . . . . . 197

B.2.2 Antenna deposition and liftoff . . . . . . . . . . . . . . . . . . 197

B.2.3 Contacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

B.3 Titanium Nitride Antennas . . . . . . . . . . . . . . . . . . . . . . . 199

B.3.1 Deposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

B.3.2 Electron beam lithography . . . . . . . . . . . . . . . . . . . . 199

B.3.3 Dry Etch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

B.3.4 Contacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

Bibliography 202

11



List of Figures

2-1 Illustration of modelocking. (a) Three different frequencies of in-

teger harmonics. (b) Demonstration of what happens if the three fre-

quencies are summed without any phase shifts (green) and with integer

phase shifts. In essence, the condition of modelocking requires that the

different frequencies add up constructively. . . . . . . . . . . . . . . 43

2-2 Illustrative time-frequency picture for carrier-envelope phase.

(a) The time-domain depiction showing the varying carrier-envelope

phase as a function of time. (b) A frequency-domain picture showing

the carrier-envelope offset (CEO) frequency and how the repetition

rate dictates the frequency spacing. . . . . . . . . . . . . . . . . . . . 44

2-3 Illustrative figure on linear pulse propagation. (a) Corresponds

to the pulse in frequency and (b) time before passing through a dis-

persive medium. In the frequency domain, the red, green, and blue

sub-pulses correspond to the different frequencies contained within the

pulse. In the time domain, the red and blue pulses overlap such that

there is a green color sub-pulse and a purple sub-pulse. (c) An arbi-

trary dispersive medium with different slopes at the red, green, and

blue frequencies highlighted. Then after passing the arbitrary disper-

sive medium, (d) the pulse in the frequency domain remains unchanged.

(e) In the time domain, the three frequencies spread out in time due

to the dispersion. Not to scale. Adapted from [50]. . . . . . . . . . . 46

12



2-4 Intuition on group delay. Illustration of a pulse with its corre-

sponding (a) frequency- and (b) time-domain representation. In (a)

the frequency domain shows in the dashed lines a GDD-only phase

(purple) and a TOD-only phase (orange). In the middle are two dif-

ferent media, one with the (c) GDD-only phase and the (d) TOD-only

phase plotted as the corresponding group delay as a function of fre-

quency. (e) After passing through the GDD-only material, the pulse

in time is shown with the red, green, and blue frequencies shifting

in time, ultimately broadening the pulse. (f) Whereas when passing

through the TOD-only material, the red and blue frequencies shift in

time resulting in a side lobe in time. Not to scale. . . . . . . . . . . 47

2-5 𝜒(2) processes. (a) The Jablonski diagram of second harmonic genera-

tion where two 𝜔1 photons are absorbed to a virtual state (dashed line)

and emitted at 𝜔3. (b) The corresponding Jablonski diagram for sum

frequency generation where 𝜔1 and 𝜔2 combine to generate 𝜔3 through

virtual states. (c) The corresponding Jablonski diagram for difference

frequency generation (𝜔3) is depicted as the difference 𝜔1 between 𝜔2. 51

2-6 Nonlinear oscillator model. Visualization of the (a) second- and (b)

third-order nonlinear polarization using the nonlinear Lorentz model. 53

2-7 Illustration of self-phase modulation (SPM). (a) The intensity of

a pulse in the time domain. The pulse is sufficiently intense and passes

through a material with 𝜒(3), resulting in SPM. (b) In the time domain,

new frequencies are generated where on the y-axis is the frequency. 𝜔0

corresponds to the initial pulse frequency and in time, new positive

and negative frequencies are generated. (c) The frequency-dependent

intensity is shown for arbitrary distance traveled in the 𝜒(3) medium. 54

13



2-8 Simulation of SPM in a photonic crystal fiber. Using a transform-

limited Gaussian pulse centered at 1030 nm (0.291 PHz) with a pulse

duration of 220 fs, 10 nJ is launched into NKT 1050-ZERO-2, (a) pure

SPM dominates as seen in the spectral evolution due to the normal

dispersion in the range of the 1030 nm pulse. (b) In the time domain,

the output of the fiber results in a pulse that does not change signifi-

cantly. Although new frequencies are generated, they will need to be

compressed externally since the newly generated frequencies lie in the

normal dispersion as well. . . . . . . . . . . . . . . . . . . . . . . . . 55

2-9 Simulation of dispersive wave generation in a photonic crys-

tal fiber. Using a transform-limited Gaussian pulse centered at 1550

nm (0.193 PHz) with a pulse duration of 50 fs, 10 nJ is launched into

NKT NL-3.2-945, (a) a soliton forms and fission occurs as the pulse

propagates through the fiber. Eventually, a dispersive wave is gener-

ated at ≈1.7 mm, resulting in the optimal fiber length for the shortest

output pulse of 3.75 fs (TFL = 3.25 fs). (b) As the fiber continues to

propagate, after the 1.7 mm, interference occurs and more energy is

transferred to the dispersive wave. . . . . . . . . . . . . . . . . . . . . 57

2-10 Electron emission mechanisms. (a) Illustration of two different

types of photoemission. In the blue arrow, a single photon with an

energy larger than the workfunction is absorbed, and an electron is

emitted. In red, three photons are absorbed, resulting in multiphoton

emission. (b) Illustration of two different types of field-driven emis-

sion. In blue is optical field emission where the optical field modulates

the vacuum level. When the barrier is pulled down, the electron can

directly emit. In red is photofield emission where a photon is absorbed

and the vacuum level barrier is low enough to directly emit. . . . . . 59

14



2-11 Ionization rates. Ionization rates versus electric field strength using

𝑓 = 0.177 PHz and 𝜑 = 5.1 eV, illustrating the general case, as well

as the limit cases of multiphoton and tunnel emission, along with the

quasi-static Bunkin and Fedorov. The green line indicates when the

Keldysh parameter is equal to 1. . . . . . . . . . . . . . . . . . . . . . 61

3-1 Rectification function. (a) The time domain representation of the

half-wave rectification function (Heaviside function, blue line) and the

full-wave rectification function (Signum function, orange dashed line)

with a 3-cycle 0.193 PHz (1.55 𝜇m) input pulse. (b) The rectified

input pulse shows that the half-wave response has 0 field at every

other half-period whereas in full-wave rectification, all half-periods are

rectified. (c) The frequency-domain representation of the half-wave

and full-wave rectification, including the input pulse. (d) Illustration

on the electronic comb generation in time. . . . . . . . . . . . . . . . 67

3-2 A comparison of non-rectified and rectified Fourier-transformed

amplitudes of the emission rate for optical tunneling and nth

photon order processes as a function of frequency. (a) No rec-

tification (b) Half-wave rectification, and (c) Full-wave rectification . 68

15



3-3 Inversion symmetric device. (a) Geometric depiction of the inver-

sion symmetric device structure (b) The electron emission rate as a

function of electric field strength showing an inversion symmetric re-

sponse. (c) The electron emission (blue) from a 3-cycle electric field

𝐸gate (red) where every half-optical cycle induces electron emission. (d)

The corresponding Fourier-transformed electron emission demonstrates

the frequency components in the electrons with sensitivity to only even

orders due to the symmetric electron emission. The dense red dashed

line corresponds to the first harmonic, the less dense dashed line in

green corresponds to the second harmonic, and the yellow solid line

corresponds to the third harmonic. Symmetric device (e) Geomet-

ric depiction of the symmetric device structure. (f)The corresponding

electron emission rate shows a symmetric response across the origin (0

V/nm). (g) The electron emission (blue) from a 3-cycle electric field

(red) where both the positive and negative amplitude electric fields

result in finite electron emission of the same polarity. (h) The corre-

sponding Fourier-transformed electron emission demonstrates that the

electrons are only sensitive to odd-order harmonics. Asymmetric de-

vice (i) Geometric depiction of the asymmetric device structure. (j)

The asymmetric electron emission rate as a function of electric field

strength. (k) The electron emission (blue) from a 3-cycle electric field

(red) where only the negative amplitude electric fields result in a fi-

nite electron emission rate. (l) The corresponding Fourier-transformed

electron emission demonstrates that the electrons are sensitive to all

harmonic orders. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

16



3-4 Substrate effects. (a) Diagram of a nanoantenna showing the defi-

nition of height and base used. (b) Electromagnetic simulations with

a gold antenna with a height of 240 nm and a base of 180 nm. As

the substrate changes, the resonance changes and can result in a lower

peak field enhancement for a given geometry. Proper optimization is

necessary to obtain the largest field enhancements when operating with

minimal pulse energies. . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3-5 Alternative materials. (a) Reflectivity of plasmonic metals and plat-

inum (refractory metal) from [67]. (b) The plasmon tunability range

of a function of wavelength adapted from [68]. (c) Field enhancement

electromagnetic simulations with various metals and a perfect electri-

cal conductor as a function of frequency and (d) wavelength (inset is

zoomed into the 0.2 𝜇m to 2 𝜇m range) using an antenna geometry

with a base of 240 nm, height of 180 nm, and thickness of 20 nm. . . 75

3-6 Input frequency dependence of a 5-cycle pulse. A 5-cycle Gaus-

sian pulse input (a) with a carrier frequency of 0.353 PHz and 0.177

PHz to illustrate the frequency bandwidth dependence when the gate

pulse changes. (b) The corresponding time domain emission for the

two gate frequencies used. The inset shows the highest intensity time-

domain emission which sets the theoretical time resolution. For 0.177

PHz, the FWHM corresponds to 0.55 fs in comparison to half of the

optical period of 2.8 fs. For 0.353 PHz, the FWHM corresponds to

0.28 fs whereas the half-optical period corresponds to 1.4 fs. (c) The

corresponding frequency response of the emission rate for the two gate

frequencies used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

17



3-7 Influence of GDD on nonlinear emission rates. For CEP = 0,

(a) shows the pulse that is used to nonlinearly generate electron emis-

sion. (b) The nonlinear emission and (c) the corresponding Fourier-

transformed emission, comparing the frequency response as a function

of 3 GDD conditions. For CEP = 𝜋 (d) shows the pulse that is used

to nonlinearly generate electron emission. (e) The nonlinear emission

and (f) the corresponding Fourier-transformed emission, comparing the

frequency response as a function of 3 GDD conditions. . . . . . . . . 79

3-8 Influence of TOD on nonlinear emission rates. For CEP = 0,

(a) shows the pulse that is used to nonlinearly generate electron emis-

sion. (b) The nonlinear emission and (c) the corresponding Fourier-

transformed emission, comparing the frequency response as a function

of 3 TOD conditions. For CEP = 𝜋 (d) shows the pulse that is used

to nonlinearly generate electron emission. (e) The nonlinear emission

and (f) the corresponding Fourier-transformed emission, comparing the

frequency response as a function of 3 TOD conditions. . . . . . . . . 81

3-9 Detection of optical phase using non-rectifying antennas. (a)

With continuous wave light, oscillations (red) lead to a finite electron

emission rate (blue). When negative, it produces a burst of finite

electron emission, and when positive, an opposite-signed burst occurs.

Over time, when integrated, this results in a net current of 0. (b) In a

pulsed laser, the varying electric field amplitude as a function of time

results in varying electron emission rates which integrates to a finite

measurable net current. . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3-10 Measurement schematic. A pulse enters from the left and is split

into two parts. One part passes through a delay stage which allows

precise temporal control of the two pulses (top), while the bottom

interacts with some medium denoted as 𝐴(𝜔). Afterward, the two

pulses recombine on the nonlinear medium for perturbative sampling. 87
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4-1 CEP dependent charge generation in nanoantenna networks.

(a) Schematic of the charge generation process in the network show-

ing two electric fields with a 𝜋 CEP shift corresponding to the charge

generated with positive 𝑄(𝜙 = 0) or negative sign 𝑄(𝜙 = 𝜋). (b)

Optical microscope image of an integrated nanoantenna network con-

tacted with gold leads. (c) Scanning electron microscope image of a

metallic nanoantenna network. (d) Finite-element method simulation

using COMSOL of the spatial field enhancement distribution of a single

antenna pair. (e) Schematic of the nanoscopic emission process, show-

ing the sub-cycle electron currents generated in the antenna-vacuum

junction by the driving field. . . . . . . . . . . . . . . . . . . . . . . . 94

4-2 Numerical solution to the time-dependent Schrödinger equa-

tion. Integration of the time-dependent Schrödinger equation, by us-

ing the modified Crank-Nicolson scheme as described by [88]. The top

two panels show the probability amplitudes for two cases assuming an

18 fs duration MIR pulse at a center wavelength of 2.7 µm with 4 V/nm

and 13 V/nm field strength. The bottom panel shows the electric field

waveform as a function of time for each case. . . . . . . . . . . . . . 95
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4-3 Theoretical description of the antenna gap currents. (a) Effec-

tive instantaneous tunneling rate for two opposing gold surfaces in the

nanoantenna junction, assuming scaling parameters from [90] with an

effective emission area of 628 nm2. (b) The response function of the

local electric field at the tip of the nanoantenna to an exciting electric

field was simulated using a FEM electromagnetic solver. The simu-

lation shows the wavelength-dependent field enhancement and phase.

The effective field enhancement of the incident pulse is ∼ 8.2. (c), The

electric field as a function of time and the instantaneous current as

a function of the electric field for a CEP of 𝜙 = 0, 𝜋/2. The electric

field is the calculated local antenna field using the characterized op-

tical pulse and the simulated antenna response. The solid lines note

the electric field and the dashed lines the current. The shaded areas

underneath the current curves show the total charge yield, with red

areas contributing positively and blue areas contributing negatively. . 98

4-4 Comparison of the original electric field versus the local field.

(a) The original incident electric field waveform and the calculated local

field at the tip of the nanoantenna as a function of time. The original

field has a peak amplitude of 1 V/nm and a local field of 8.2 V/nm.

(b) The two field waveforms are normalized to their peak values for a

qualitative comparison. . . . . . . . . . . . . . . . . . . . . . . . . . 101

4-5 Simulated field enhancement for different antenna densities.

(a) Parameterized antenna geometry. (b) The average field enhance-

ment at the nanoantenna apex as a function of wavelength for differ-

ent antenna densities. 𝑤𝑡 denotes the distance between neighboring

antennas and 𝑙𝑦 is the closest distance between two stripline of an-

tennas. The values 𝑤𝑡 = 400 nm and 𝑙𝑦 = 280 nm correspond to the

small area network presented. The densest case with 𝑤𝑡 = 180 nm and

𝑙𝑦 = 100 nm has an approximately 2.9 times higher antenna density

while maintaining a similar off-resonant field enhancement. . . . . . . 103
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4-6 Simulated field Enhancement for different antenna resonances

with the optimum density. (a) The average field enhancement at

the nanoantenna apex as a function of wavelength for different antenna

configurations, varying the antenna height ℎ0 with a fixed width at a

ratio of 𝑤 = 3/4ℎ0, while keeping the densest configuration of the

network. (b) CEP-sensitive current normalized to the unit area for the

different antenna variations in (a). . . . . . . . . . . . . . . . . . . . 103

4-7 Two-dimensional spectral shearing interferometry. Measured

2DSI trace shown in logarithmic color coding. An overlay of the re-

trieved group delay is on the right-hand axis in red. . . . . . . . . . 105

4-8 Measured mid-infrared spectrum. Raw mid-infrared spectrum

measured on a PbSe grating-based spectrometer. . . . . . . . . . . . 106

4-9 Reconstructed time domain. (Left) Reconstructed intensity distri-

bution of the mid-infrared pulse (blue) and the retrieved phase (black).

(Right) Electric field profile of the retrieved mid-infrared pulse set at

an arbitrary CEP.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

4-10 Focal-size measurement. (a) Horizontal knife-edge measurement

with a resolution of 1 µm. The error-function fit results in a FWHM of

22 µm. (b) Vertical knife-edge measurement with a resolution of 2 µm.

The error-function fit results in a FWHM of 20 µm. . . . . . . . . . . 107

4-11 Single-shot charge readout. (a) Single dataset recording of 50000

laser shots for the charge yield of the nanoantenna detector and (b)

the laser energy recorded by the pyroelectric detector. The peak field

of the incident laser pulse on the network is 1.6 V/nm. From 120ms to

720ms the CEP was linearly ramped over 6 cycles. The instantaneous

phase was interpolated with the scan speed of 2𝜋s−1. . . . . . . . . . 109
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4-12 Frequency domain of the single-shot data. The respective data

from Fig. 4-11 𝑡 = 370ms to 𝑡 = 620ms is Fourier transformed and

shown in charge amplitude as a function of frequency. For compar-

ison, the electronic noise floor is shown in orange for both spectra.

(a) The frequency-resolved signal of the nanoantenna network. The

10Hz CEP modulation is separated by 40 dB from the noise floor. (b)

The frequency-resolved pulse energy fluctuation is detected with the

pyroelectric detector. . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

4-13 Charge yield scaling. The CEP modulation amplitude and the total

magnitude (average of each measurement) of the electron counts are

plotted as a function of the peak field (average of each measurement),

estimated for CEP= 0, for the respective dataset. The CEP signal

is taken from the amplitude of the 10Hz frequency component of the

measurement data. The Fowler-Nordheim model describing the tun-

neling current yields a field enhancement of 𝑔 = 7.41. Furthermore, a

power law fit, 𝑎𝐸𝑛 + 𝑐 to the first 30 values is shown. . . . . . . . . 112

4-14 Background charge yield. The average charge yield as a function

of the peak electric field. A multi-photon absorption and Fowler-

Nordheim-based model are fitted to the data. For the multi-photon the

function 𝑄(𝐸, 𝑛, 𝛼) = 𝛼 · 𝐸𝑛 + 𝑐 is used, with fit results 𝛼 = 1.9 · 103,

𝑛 = 7.4 and 𝑐 = 3.9. For the Fowler-Nordheim fit the function

Γ(𝐸, 𝑔, 𝛼) = 𝛼(𝑔𝐸)2 exp
{︁(︁

− 78.7
|𝑔𝐸|

)︁}︁
+ 𝑐, with the results 𝛼 = 1705,

𝑔 = 15.4 and 𝑐 = 4.9. . . . . . . . . . . . . . . . . . . . . . . . . . . 114

4-15 Time series of the phase. Phase as a function of time extracted

from the measurement data (blue) and a linear fit (orange) with a

slope of 62.5 rad s−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
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4-16 Synthetic phasor diagram. (a) Phasor representation of the Hilbert-

transformed measurement data. The green line shows the data filtered

by a moving average of n = 500 to visualize the underlying phase

movement. (b) Phasor representation of the Hilbert-transformed mea-

surement data with the removed phase slope. . . . . . . . . . . . . . . 116

4-17 Comparison of different phase noise levels. (a) Electronic noise

(1100 e rms) contribution to the phase noise for a 10Hz sinusoidal sig-

nal of amplitude 2370 e. (b) Electronic noise (100 e rms) contribution

to the phase noise for a 10Hz sinusoidal signal of amplitude 2370 e.

(c) Electronic noise (100 e rms) contribution to the phase noise for a

10Hz sinusoidal signal of amplitude 23700 e. . . . . . . . . . . . . . . 118

4-18 Single-shot charge readout. (a) A single dataset recording of 50000

laser shots for the charge yield of the nanoantenna detector and (b)

the laser energy recorded by the pyroelectric detector. The peak field

of the incident laser pulse on the network is 1.6 V/nm. From 120ms

to 720ms the CE phase is linearly ramped over 6 cycles. . . . . . . . 119

4-19 Frequency domain of the single-shot data. The respective data

from Fig. 4-18 𝑡 = 370ms to 𝑡 = 620ms is Fourier transformed and

shown in charge amplitude as a function of frequency. For comparison,

the electronic noise floor is shown in orange for both spectra. (a)

The frequency-resolved signal of the nanoantenna network. (b) The

frequency-resolved energy signal, as a function of pyroelectric charge

yield. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

4-20 Charge yield scaling. The carrier-envelope phase modulation am-

plitude and the average charge yield are plotted as a function of the

average peak field for the respective dataset. The CE phase signal

is taken from the amplitude of the 10Hz frequency component of the

measurement data. Furthermore, a power law fit, 𝑎𝐸𝑛 + 𝑐 to the first

30 values is shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
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5-1 Experiment Overview. (a) A gate pulse illuminates the nanoan-

tenna network and drives sub-optical cycle electron emission. A small

signal is introduced over a variable delay. This small signal modulates

the electron emission from the nanoantennas leading to the optical-

frequency mixing process. (b) A representative scanning electron mi-

croscope image showing the nanoantennas. (c) The devices can be con-

ceptualized as electronic harmonic frequency mixers (top schematic)

with the sub-cycle electron emission serving as the local oscillator (LO,

with central frequency 𝑓LO), and the signal as the optical frequency

input (OF, with central frequency 𝑓OF). The mixing process (bot-

tom schematic) provides a current signal at baseband (intermediate

frequency, IF) for detection of harmonics of the local oscillator 𝑘𝑓LO

(right plot). Here the baseband response for field-resolved sampling of

the signal is measured as a function of delay 𝜏 . . . . . . . . . . . . . . 125

5-2 How sub-cycle emission enables harmonic mixing. (a) Depic-

tion of sub-cycle electron emission calculated using the FN tunneling

rate (teal) driven by a single-cycle pulse for a CEP = 𝜋 and CEP =

𝜋/2 (dashed). (b) The sub-cycle electron emission comprises integer

harmonic frequencies of the gate frequency 𝑓𝑔𝑎𝑡𝑒, collectively contribut-

ing to the sub-cycle electron emission. At each of these frequencies, a

phase shift occurs when the CEP of 𝑓gate is altered by ∆𝜑 (here 𝜋/2).

Specifically, for the fundamental frequency 𝑓gate, the phase shift cor-

responds to ∆𝜑, while the second harmonic corresponds to 2 × ∆𝜑,

the third harmonic to 3 × ∆𝜑, and subsequent higher harmonics to

𝑘 ×∆𝜑, 𝑘 is the harmonic order. (c) The calculated transfer function

amplitude |𝐻̃(𝑓)| for a 4-cycle Gaussian pulse with a center frequency

of 0.177 PHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
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5-3 Simulations of the electron emission and how CEP affects

sampling of higher order harmonics. (a) CEP-dependent fre-

quency response and the corresponding relative phase using a 4-cycle

Gaussian pulse with a center frequency of 0.177 PHz. (b) CEP of the

measured field using a 10-cycle gate and 2-cycle signal that are both

0.177 PHz where the CEP of both pulses are linearly ramped from 0

to 2𝜋. The blue, orange, and yellow lines correspond to the CEP of

the gate, signal, and measured electric field waveform, respectively. (c)

The CEP of the measured field when the 10-cycle gate is 0.177 PHz

and the 2-cycle signal is the second harmonic of the gate at 0.353 PHz.

(d) The CEP of the measured field when the 10-cycle gate is 0.177 PHz

and the 2-cycle signal is the third harmonic of the gate at 0.528 PHz.

(e) The CEP of the measured field when the 10-cycle gate is 0.177 PHz

and the 2-cycle signal is the fourth harmonic of the gate pulse at 0.704

PHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

5-4 Simulated sampling with a non-zero GDD signal pulse. (a)

2-cycle 0.177 PHz signal pulse with + 200 fs2 (blue) and - 200 fs2

(orange) GDD measured using a 2-cycle 0.177 PHz gate pulse. (b) The

corresponding Fourier-transformed measured fields in (a) are shown as

the black line while the group delays are shown in blue and orange. . 133

5-5 Nanoantenna design. (a) Finite-difference-time-domain (FDTD)

simulation of the electric field enhancement at the tip of a gold nanoan-

tenna. (b) FDTD simulation of the field enhancement and group delay

imparted by the antenna response as a function of frequency. Within

the spectrum, we highlight the experimental frequencies used with the

gate at frequency 0.177 PHz and a higher frequency signal at 0.353

PHz, which corresponds to the second harmonic of the gate (SHG). . 134
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5-6 Schematic of the experimental setup for the degenerate mea-

surement of 𝑓 = 0.177 PHz. The laser light was split using a

beamsplitter (BS). One arm has a delay stage and was used as the

gate pulse, while the signal arm was chopped and neutral density fil-

ters were used to attenuate the signal. Eventually, the two pulses are

recombined using an identical beamsplitter before being sent to a re-

flective objective where they are focused onto the nanoantenna devices. 139

5-7 Frequency-resolved optical gating (FROG) of the 𝑓 = 0.177

PHz pulse. The frequency-resolved optical gating (FROG) (a) mea-

sured and (b) retrieved spectrograms. (c) A comparison of the squared

modulus of measured optical fields and the retrieved pulse versus time.

(d) A comparison of the squared modulus of the Fourier transformed

measured fields, retrieved pulse versus frequency, a spectrometer refer-

ence, group delay from the measured optical fields, and the retrieved

group delay. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

5-8 Frequency-resolved optical gating (FROG) of the 𝑓 = 0.353

PHz pulse. The frequency-resolved optical gating (FROG) (a) mea-

sured and (b) retrieved spectrograms. (c) A comparison of the squared

modulus of measured optical fields and the retrieved pulse versus time.

(d) A comparison of the squared modulus of the Fourier transformed

measured fields, retrieved pulse versus frequency, a spectrometer refer-

ence, group delay from the measured optical fields, and the retrieved

group delay. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
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5-9 Schematic of the experimental setup for the measurement of

the 𝑓gate = 0.177 PHz and 𝑓signal = 0.353 PHz (SHG of 0.177

PHz). The laser light first passes through a telescope and is split

using a broadband beamsplitter (BS). One arm has a delay stage and

was used as the gate pulse, while the chopped signal arm has a lens to

focus onto the nonlinear crystal used to double the frequency and an-

other lens was used to collimate the SHG. To control the SHG power,

an ND filter was placed before the BBO and a 0.207 PHz (1450 nm)

high-frequency pass filter (ND 2 at 0.177 PHz) was used to attenuate

the residual 𝑓 = 0.177 PHz and a broadband achromatic waveplate

(WP) was used to rotate the SHG polarization from vertical to hori-

zontal. The two pulses are recombined using an identical broadband

beamsplitter before being sent to a reflective objective where they are

focused onto the nanoantenna devices . . . . . . . . . . . . . . . . . . 141

5-10 Current as a function of peak field. Current output of the gold

nanoantenna network as a function of peak field with a new device and

with a device after performing measurements for >4 hours using the

10-cycle 𝑓 = 0.177 PHz. . . . . . . . . . . . . . . . . . . . . . . . . . 142

5-11 Degenerate field-resolved waveform analysis of a 10-cycle 0.177

PHz pulse. (a) The measured electric field and (b) the corresponding

frequency-domain intensity of the measured electric field compared to

a commercial spectrometer and the simulated frequency response. The

extracted group delay from the measured optical field is compared to

the group delay retrieved from FROG. . . . . . . . . . . . . . . . . . 145
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5-12 Non-degenerate waveform analysis. (a) Non-degenerate field-

resolved waveform analysis of a 𝜔signal = 0.353 PHz signal using a lower-

frequency gate, 𝜔gate = 0.177 PHz. (b) The corresponding frequency-

domain intensity of the measured electric field compared to a commer-

cial spectrometer and the simulated frequency response (at 0.353 PHz,

the relative intensity is 2.3 × lower than 0.177 PHz). The extracted

group delay from the measured optical field (orange solid curve) is com-

pared to the group delay retrieved from FROG (dashed orange curve).

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

5-13 Degenerate field-resolved waveform analysis of a 63-cycle (218

fs) 0.291 PHz (1030 mm) pulse. (a) The corresponding current vs

peak field before and after measurement. (b) The degenerately mea-

sured field with varying x-axis limits of 1760 fs, 400 fs, and 10 fs.

The frequency-resolved optical gating (FROG) (c) measured and (d)

retrieved spectrograms. (e) A comparison of the squared modulus of

measured optical fields and the retrieved pulse versus time. (f) A com-

parison of the squared modulus of the Fourier transformed measured

fields, retrieved pulse versus frequency, a spectrometer reference, group

delay from the measured optical fields, and the retrieved group delay. 149

6-1 Limits of sampling with varied gate pulse duration. (a) Blue

represents a 1-cycle electric field set for sampling. The orange curve de-

picts the sampled field utilizing a 1-cycle gate pulse. Yellow illustrates

the scenario where the 1-cycle signal is sampled with a 5-cycle gate

pulse. Purple showcases the measurement outcome when employing a

10-cycle pulse. (b) Demonstrates the pulse intensity corresponding to

the sampled fields depicted in (a). (c) Presents the frequency domain

information of the electric fields shown in (a). . . . . . . . . . . . . . 155
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6-2 Schematic of the experimental setup for the degenerate mea-

surement of the supercontinuum generated using the 10-cycle

𝑓 = 0.177 PHz pulse. The laser light was split using a beamsplitter

(BS1). One arm had a delay stage and was used as the gate pulse,

while the signal arm was chopped and neutral density filters were used

to attenuate the signal. Eventually, the two pulses were recombined us-

ing an identical beamsplitter before passing the linear polarizer (LP)

and sent to a reflective objective where they were focused onto the

nanoantenna devices. . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6-3 Experimental schematic. An overview of the field-resolved mea-

surement of a 1.5-cycle supercontinuum using a 10-cycle pulse. . . . . 158

6-4 Sampling measurements of the 1.5-cycle supercontinuum. (a)

Using the short-pulse gate (blue curve) and long-pulse gate (orange

curve), the 1.5-cycle supercontinuum was measured along with a simu-

lation of 𝐼cc(𝜏) using the experimentally measured 1.5-cycle signal and

10-cycle gate as inputs (yellow curve). (b) Comparison between the

short-gate-measured supercontinuum and the FROG retrieved pulse

envelope. (c) Normalized intensity spectra of the supercontinuum when

measured using the short-pulse gate (solid blue curve); through a com-

mercial spectrometer (solid green curve); a full simulation of the sam-

pling spectrum (solid purple curve) incorporating the simulated su-

percontinuum spectrum, the calculated short-gate sampling response

|𝐻̃SG(𝜔)|
2
(dashed blue curve), and the intensity enhancement from the

nanoantenna (solid light blue curve); the measured long-gate-measured

spectrum (solid orange curve); the calculation of the long-gate sam-

pling response |𝐻̃LG(𝜔)|
2

(dashed orange curve); and the simulated

long-gate-measured cross-correlation response (solid yellow curve). . 160
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6-5 A schematic of the experimental setup for the measurement

of the supercontinuum generated and measured using the 10-

cycle 𝑓 = 0.177 PHz pulse. The laser light was split using a beam-

splitter (BS), such that one path is for the gate and the other path

is for the supercontinuum signal pulse. The gate pulse was directed

through a delay stage to enable temporal control of the two pulses.

Eventually, the 10-cycle gate and supercontinuum signal were recom-

bined and passed through a linear polarizer before being focused onto

the nanoantennas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

6-6 Electron gate dependence on time resolution. In blue is the

electron gate when the short-gate pulse is used and orange is when the

long-gate pulse is used. The FWHM corresponds to 1.1 fs and 18.3 fs,

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

6-7 Lower frequency waveform analysis using a 2.5-cycle super-

continuum pumped by a 78.4 MHz Er fiber laser. (a) The

experimental schematic for the measurement. (b) Degenerate measure-

ments of the dispersive wave. (c) The non-degenerate measurement of

the soliton using the dispersive wave. (d) The corresponding Fourier

transformed measured fields. . . . . . . . . . . . . . . . . . . . . . . 165

6-8 Breakdown of phase imparted by electron emission and gold

antenna. (a) Simulated supercontinuum in frequency with the sim-

ulated frequency response, and gold antenna intensity enhancement

(right y-axis). (b) The corresponding time-domain SCG with and with-

out interacting with the gold nanoantenna. . . . . . . . . . . . . . . . 166

6-9 Interferometric autocorrelation of the 1.5-cycle supercontin-

uum. The measured (blue) and reconstructed (orange) interferometric

autocorrelation of the supercontinuum source. Both show the 8 to 1

ratio expected from an IAC. . . . . . . . . . . . . . . . . . . . . . . . 168
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6-10 Frequency-resolved optical gating (FROG) of the 1.5-cyle su-

percontinuum. The (a) measured and (b) retrieved spectrograms.

(c) A comparison of the squared modulus of measured optical fields

and the retrieved pulse versus time. (d) A comparison of the squared

modulus of the Fourier transformed measured fields, retrieved pulse

versus frequency, a spectrometer reference, group delay from the mea-

sured optical fields, and the retrieved group delay. . . . . . . . . . . . 169

7-1 Experimental schematic. (a) An overview of the polarization-sensitive

sampling. (b) A representative scanning electron microscope image of

one nanoantenna network. (c) Finite-difference time-domain simulated

field enhancement of one nanoantenna. (d) The notional schematic

shows gate pulse-controlled device activation. (e) The notional schematic

shows bias-controlled device activation. . . . . . . . . . . . . . . . . . 172

7-2 Linear polarization measurements. (a) A schematic of the exper-

imental setup. The laser light is split using a group-delay-dispersion

(GDD)-controlled beamsplitter (BS). One arm has a delay stage and

was used as the gate pulse. The signal arm was chopped, including a

waveplate (WP) to change the polarization, and neutral density filters

to attenuate the signal. Eventually, the two pulses are recombined us-

ing an identical GDD-controlled beamsplitter before being sent to an

objective where they are focused onto the nanoantenna devices. (b)

A typical sampled electric field trace when the gate and signal pulses

are parallel (red) and perpendicular (blue) with respect to each other.

(c) Polarization-dependent current from an network of antennas with

varying sensitivity tuned by applied bias. (d) The corresponding polar

coordinate plot (in degrees) of the polarization-dependent current. . . 175
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7-3 Voltage sweep with linear polarized light. (a) Schematic of the

bias voltage sweep with a linear polarized gate set to 0 ° and a signal

which was set to 45 °. (b) The experimentally measured voltage sweep

starts from -2 V and increases to + 3 V. . . . . . . . . . . . . . . . . 177

7-4 Sampling with a signal pulse rotated by a quarter waveplate

(QWP). (a) Schematic for the sampling of circularly polarized light.

The insets show the zoomed-in differential current showing the mea-

sured phase shift between the two types of antennas (b) An experi-

mentally sampled electric field trace when the input gate pulse was

linearly polarized at 0° and the signal pulse was made into circular

polarization. The polarization sensitivity was selected by biasing the

nanoantennas. The positive voltage (orange) and negative (blue) cor-

respond to the -45° axis and +45° axis, respectively. The insets are

the zoomed-in simulated results showing similar phase shifts as seen

in experimental results. (c) The simulated sampling response with the

corresponding antenna pairs. . . . . . . . . . . . . . . . . . . . . . . 178

7-5 Comparison of the spectral measurements with a reference.

The experimentally measured linearly polarized and circularly polar-

ized squared Fourier-transformed spectra compared against a commer-

cial optical spectrum analyzer. . . . . . . . . . . . . . . . . . . . . . . 180

7-6 Simulated sampling response of nanoantennas with a length

of 0.8 𝜇m between the tips with the wire shifted toward or
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Chapter 1

Introduction

The discovery of rectification

The evolution of electronics has been one of the most remarkable journeys in human

history. It began with the development of vacuum tubes in the early 20th century

which paved the way for the creation of the first electronic computers and radio

receivers. The invention of the transistor in 1947 by Bardeen, Brattain, and Shock-

ley marked a crucial turning point. The demonstration paved the way for modern

electronics, replacing bulky and power-hungry vacuum tubes with smaller and more

energy-efficient semiconductor devices.

Devices that only allow current to flow freely in one direction are known as diodes

and can be described through the rectification effect. In 1874, this effect was first

discovered by Braun [23] and was explained by Schottky later [24]. Three decades

later in 1904, Fleming made the first practical electronic device which was described

as a one-way "oscillation valve," known today as a diode. The diode revolutionized

electronics by enabling the rectification of oscillating voltages into direct currents us-

ing nonlinear elements [25]. Rectification and conversion of high-frequency signals to

non-zero currents are important because they allow one to measure the field infor-

mation of very fast oscillating signals at realistic readout rates. Building upon this

breakthrough, in 1962, Bass et al. achieved a groundbreaking milestone by demon-

strating the optical rectification of light for the first time [26] using a ruby laser (0.432
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PHz, 694 nm) with 0.1 𝜇s pulses. Expanding on these achievements, Auston et al.

showcased sub-cycle gating using short-lifetime photoconductive silicon in 1975 [27],

followed by the realization of electro-optic sampling using the same photoconductive

switches just five years later [28]. Two years later, Valdmanis et al. successfully

demonstrated these techniques in bulk nonlinear elements [29]. These early demon-

strations of converting high frequencies to a signal that could be practically used

paved the way for the exploration of terahertz (THz) transients. However, as de-

mands for higher bandwidth electronics grow and the desire to leverage light and

light-matter interactions for technological advancements intensifies, the development

of devices operating at optical (PHz) frequencies and a deep understanding of light-

matter interactions become crucial as conventional electronics have reached the limits

of their speed and efficiency.

Researchers are exploring radical new ways of controlling electrons at optical fre-

quencies and one promising approach is based on optical field emission (also known

as optical tunneling), which uses the oscillating electric field of light to tunnel-emit

charge carriers faster than an optical period of light. This interest in optical field

emission is driven by the demand for high-power and high-frequency devices, ad-

vances in materials and fabrication, and potential advantages in specific applications.

Optical field emission can be realized in various ways, such as in gas [30], dielectrics

[18], and at surfaces and interfaces [10], [14], [31], [32]. The Keldysh parameter, de-

fined as the ratio of the tunneling time to half the optical cycle time, was theorized

by Leonid Keldysh in 1965 and is a key parameter for predicting the onset of optical

field emission [33].

In 2006, Hommelhoff et al. demonstrated optical field emission from a single tung-

sten tip [31], [34] after recognizing that sharp tips and laser sources have been previ-

ously combined in the context of time-resolved scanning tunneling microscopy. This

demonstration provided the basis to allow one to conceive experiments and devices

that exploit optical field emission. Since then, there have been numerous studies and

experimental demonstrations ranging from single-tip emitters in free space [10], [11],

[15], [35]–[40], and networks of nanoscale tips on a chip [41]–[45]. These demonstra-
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tions of optical field emission have repeatedly shown its use in understanding ultrafast

electron transport, strong-field physics, the characterization of ultrafast pulses, show-

ing great potential for on-chip lightwave electronics. Such work is directly relevant to

ultrafast sciences and future technologies.

Lightwave electronics

The development and application of ultrafast sciences have repeatedly shown its im-

portance in basic science, applied science, and practical technologies such as, but

not limited to allowing for new insights into the behavior of materials and chemi-

cal reactions, micromachining, biomedical imaging and surgery, and precision timing

technologies. Ultrafast sciences have revolutionized many fields of science and tech-

nology and continue to be an area of active research and development.

One direction of great importance that could potentially revolutionize scientific

and technological development is lightwave electronics. Lightwave electronics refers to

an approach where intense light waves drive electronic processes in materials at speeds

far exceeding the limits of traditional electronics. Unlike conventional light-matter

interactions, where photons induce transitions between matter states, lightwave elec-

tronics harness the light fields to rapidly manipulate electronic states. This concept

offers the potential to coherently control complex states in various materials, from

semiconductors to individual molecules. However, integrating lightwave electronics

faces significant challenges. The mismatch between the ultrafast oscillations of light

and the slower clock cycles of electronic systems poses a fundamental obstacle. Cur-

rent electronic technologies operate at much lower speeds, leading to a disparity of

five orders of magnitude in clock rates. Overcoming these challenges is crucial for

realizing the full potential of lightwave electronics and achieving seamless integration

between optics and electronics.

While various methods have been explored to demonstrate functional lightwave

electronics, including graphene-based devices [46], [47], thin-film dielectric currents

[18]–[20], [22], [48], and nanoantennas [11], [14], [15], [32], [42]–[44], nanoantennas
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have emerged as the most extensively studied platform. This preference is due to

their scalability, drastically reduced pulse energy requirements, geometric control,

which enables polarization and rectification control, and the subwavelength nature

that removes the need for phase matching. The significance of these details will

become increasingly evident through this thesis.

In this thesis, I will present work that highlights many of the great advantages of

this nanoantenna platform for lightwave electronics. In Chapter 2, I discuss important

fundamental principles, starting with the fundamental principles of modelocked lasers,

linear pulse propagation, nonlinear pulse propagation, and ending with fundamental

principles of strong-field electron emission. This introduction will be sufficient for

understanding the subsequent chapters. Next, in Chapter 3, nonlinear processes for

lightwave electronics are examined in detail, highlighting why nanoantennas are a

flexible platform for lightwave electronics. Specifically, I will show that the nonlinear

mechanism (e.g. multiphoton, optical field emission) and the input lightwave, in

addition to the geometry of the antenna are crucial to enable precision rectification

for control over the electronic frequency response of the devices. This will lay out the

theoretical foundation for later sections in this thesis.

Expanding on the groundwork laid in Chapter 3, Chapter 4 focuses on showcasing

the shot-to-shot measurement of the carrier-envelope phase employing a non-rectifying

nanoantenna architecture. This endeavor was a collaborative effort with Prof. Franz

Kärtner at Deutsches Elektronen-Synchrotron (DESY), leveraging a tailored mid-

infrared laser source endowed with carrier-envelope phase stability. Just like in con-

ventional electronics, detecting the carrier-envelope phase is crucial for maintaining

phase stability in applications and technologies such as the frequency comb or com-

bining waveforms (also known as waveform synthesis). This demonstration paves the

way for new potential applications such as creating a compact optical waveform syn-

thesizer over a broad wavelength range; active locking of the carrier-envelope phase

of a laser system without the need for bulky setups based on f-2f interferometry or

stereographic above-threshold ionization; and enables unthinkable experiments such

as trying to use the carrier-envelope phase of a pulse as a medium for sensing or en-



Chapter 1 – Introduction 40

coding information. I will also discuss the potential issues of scalability across various

repetition rates.

In Chapters 5 and 6 I will present work that demonstrates that a half-wave recti-

fication configuration results in an electronic harmonic mixer capable of operating at

optical frequencies. In conventional electronics, a broadband mixer enables numerous

applications such as frequency conversion, information and communication technolo-

gies, and signal processing. I will start by introducing the concept of harmonic fre-

quency mixing and experimentally demonstrating such a broadband mixer through

a proof of concept measurement of a higher-order harmonic using a lower-frequency

optical waveform. I will also study the bandwidth of the optical field emission pro-

cess through the generation and measurement of a supercontinuum based on soliton

self-compression.

In Chapter 7, I will demonstrate an alternative architecture that leverages the

inherent polarization sensitivity of the nanoantennas and provides the ability to mea-

sure things with polarization and phase sensitivity. Just like in conventional electron-

ics, where polarization is important for signal transmission and reception, antennas

and polarization sensitivity play a crucial role in wireless communication and signal

quality.

Lastly, I will address some of the current challenges of this platform in the detec-

tion and operation at higher frequencies, then conclude with a summary and outlook

of the work presented and progress toward scalable lightwave electronics. As the

field of lightwave electronics becomes more important, it will be essential to have

components analogous to RF components that can operate at optical frequencies.



Chapter 2

Fundamental principles

This chapter serves to bring the reader up to speed by providing the fundamental con-

cepts necessary to understand the use of nonlinear optics and electron emission from

metallic nanostructures that will be discussed throughout the remainder of this the-

sis. This chapter lays the groundwork for understanding laser beam propagation and

light-matter interactions. Before beginning to describe linear and nonlinear optics, in

the next sections, the following variables will be used:

E Electric field
H Magnetic field
D Electric displacement
B Magnetic flux density
J Electric current density
P Polarization (dipole moment) density
𝜒 Electric susceptibility
𝜌 Electric charge density

Table 2.1: Table of variables and their corresponding symbol.

Laser radiation is treated as an electromagnetic field in a source-free dielectric

medium which is described by Maxwell’s equations as shown below.

41
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∇× E = −𝜕B
𝜕𝑡

∇× H = 𝜕D
𝜕𝑡

+ J

∇ · D = 𝜌

∇ · B = 0

Table 2.2: Maxwell equations.

Further relations between the polarization and magnetization densities link the

flux density and fields through the following table shown below.

D = 𝜖0E + P
P = 𝜖0𝜒E

B = 𝜇0H + 𝜇0𝑀

J = 𝜎E

Table 2.3: The constitutive relations for Maxwell equations.

where 𝜖0 is the free space electric permittivity and 𝜇0 is the free space magnetic

permittivity, both of which are electromagnetic constants related to the speed of light

in vacuum c by 𝑐 = 1/
√
𝜖0𝜇0.

2.1 Ultrafast Lasers

While there are two generalized classes of lasers, continuous wave or pulsed, the

following chapters rely on ultrafast pulsed lasers. In such ultrafast pulsed lasers, a

cavity is constructed such that a finite number of monochromatic waves are allowed

to exist and propagate. Pulses can be generated through modelocking, where the

phases of these traverse modes align to lock and constructively form a localized peak

in time.

To illustrate this concept of modelocking, in Fig. 2-1a, three different sinusoidal

waves of differing frequencies are shown. In the green trace in Fig. 2-1b, the three

sinusoidal waves are summed together, demonstrating that when all the sinusoidal

waves are in phase, the formation of a localized peak in time occurs which consists of

the three frequencies. However, when these sinusoidal waves are not in phase, a peak

occurs but with alternating signs and is not as high intensity.
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Figure 2-1: Illustration of modelocking. (a) Three different frequencies of integer
harmonics. (b) Demonstration of what happens if the three frequencies are summed
without any phase shifts (green) and with integer phase shifts. In essence, the condi-
tion of modelocking requires that the different frequencies add up constructively.

In modelocked lasers, shorter pulses can be made by adding additional frequency

components that are in phase. The limitation to how short of a pulse can be described

through the time-bandwidth product (TBP) and is also known as a Fourier-transform-

limited pulse. TBP = ∆𝑓∆𝑡. Depending on the shape of the pulse, the TBP itself

can differ. In the real world, to lock different modes constructively, there are different

types of mechanisms such as Kerr lens modelocking or additive pulse modelocking.

Regardless of the modelocking mechanism, the control of dispersion is crucial to

ultrafast pulse formation. Further details on modelocking can be found in [49].

2.1.1 Optical phase (Carrier-envelope offset phase)

An optical pulse can be conceptualized as a rapid sinusoidal oscillation (the electric

field with a carrier frequency 𝑓 as shown in Fig. 2-2a, solid lines), modulated by

a gradually changing envelope function (Fig. 2-2a dashed envelope). Despite often
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Figure 2-2: Illustrative time-frequency picture for carrier-envelope phase.
(a) The time-domain depiction showing the varying carrier-envelope phase as a func-
tion of time. (b) A frequency-domain picture showing the carrier-envelope offset
(CEO) frequency and how the repetition rate dictates the frequency spacing.

being ignored, there exists a relative phase shift between the peak of the envelope

and the maximum of the carrier. This phase shift is known as the carrier-envelope

phase, and it becomes increasingly important as the envelope approaches just a few

optical cycles in duration. Discrete carrier-envelope phase shifts from 𝜑cep = 0, 𝜋/2,

𝜋, 3𝜋/2, and 2𝜋 are shown in Fig. 2-2a. Also highlighted is the repetition rate 𝑓rep

which signifies the time between optical pulses and the carrier-envelope offset time

(𝑇CEO) which signifies the time it takes for the carrier-envelope phase to cyclically

repeat. This can be better visualized in the frequency domain where the repetition

rate 𝑓rep dictates frequency spacing of the frequencies contained in the pulse which

is also referred to as the frequency comb (lines under the dashed envelope in Fig.

2-2b), whereas the 𝑓ceo corresponds to the offset between DC and the first 𝑓rep line.

Typically, 𝑓ceo, and thus the carrier envelop phase, shifts stochastically as a function
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of time if not stabilized.

The stability of 𝑓ceo, and by relation the stability of the carrier envelope phase, is

important for realizing control over light waves. Active control over the 𝑓ceo is crucial

for spectroscopy applications (e.g. frequency combs), optical waveform synthesis,

and ultrafast field-sensitive processes such as those used in lightwave electronics. In

field-sensitive processes, the 𝑓ceo is typically important when a pulse consists of a few

optical periods as the phase shift is even more pronounced in the time domain.

2.2 Linear pulse propagation

To begin describing what happens when a pulse propagates, a monochromatic plane

wave with the following electric field will be used 𝐸(𝑧, 𝑡) = 𝐸0𝑒
𝑖(Ω𝑡−𝑘𝑧).

In a vacuum, the wave will propagate with a phase velocity (v𝑝) c and has the

wavenumber 𝑘 = Ω/𝑐 where Ω = 𝜔 + 𝜔0 (rewritten as 𝜔 = Ω − 𝜔0). Once the wave

passes through a dispersive material, the phase velocity becomes c/n where n is the

refractive index, a ratio of the speed of light in a medium relative to its speed in a

vacuum. The wavenumber in a dispersive medium becomes Ω𝑛/𝑐.

Typically, dispersive media have a different refractive index as a function of fre-

quency. It is easiest to illustrate what occurs in linear pulse propagation by utilizing

linear system theory. First, the time-domain electric field 𝐸(𝑧, 𝑡) is transformed into

the frequency domain and becomes 𝐸̃(𝑧, 𝜔) through Fourier transformation, then in-

teracts with a system 𝐻̃sys(𝜔) (directly related to the refractive index), and using the

inverse Fourier transformation to obtain the time-domain fields. Here, the Fourier

transform is defined as 𝐸̃(𝑧, 𝜔) ≡ ℱ [𝐸(𝑧, 𝑡)] =
∫︀
𝐸(𝑧, 𝑡)𝑒(−𝑖𝜔𝑡)𝑑𝑡 and 𝐻̃sys(𝜔) will be

referred to as the transfer function.

An optical pulse consists of a continuous superposition of monochromatic plane

waves which are grouped around the center frequency 𝜔0. Each frequency compo-

nent has its own phase velocity depending on the dispersive medium, which leads to

phase shifts between adjacent frequency components. The phase in discussion is 𝑘(𝜔)

multiplied by a certain thickness which will be denoted as 𝑧 so 𝜙(𝜔) can be defined.
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Shown in Fig. 2-3 is an example of what happens to a pulse before and after it passes

through some dispersive medium 𝑛(𝜔).

Figure 2-3: Illustrative figure on linear pulse propagation. (a) Corresponds to
the pulse in frequency and (b) time before passing through a dispersive medium. In
the frequency domain, the red, green, and blue sub-pulses correspond to the different
frequencies contained within the pulse. In the time domain, the red and blue pulses
overlap such that there is a green color sub-pulse and a purple sub-pulse. (c) An arbi-
trary dispersive medium with different slopes at the red, green, and blue frequencies
highlighted. Then after passing the arbitrary dispersive medium, (d) the pulse in the
frequency domain remains unchanged. (e) In the time domain, the three frequencies
spread out in time due to the dispersion. Not to scale. Adapted from [50].

One can take 𝜙(𝜔) and perform a Taylor expansion to gain an intuitive under-

standing of how the different type of phase plays a role in dispersion.

𝜙(𝜔) = 𝜙(𝜔0)+
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(2.1)

The first term 𝑇𝑔(𝜔0) corresponds to group delay which provides a tremendous

amount of insight into the dispersion induced by an optical element. It is the time

delay experienced by a pulse and has the unit of fs. The second term 𝐷2(𝜔0) corre-

sponds to the group delay dispersion (also known as second-order dispersion) and is

responsible for how a medium affects the duration of an optical pulse as it can cause
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frequencies within the pulse (sub-pulses) to change temporally (bandwidth, location

in time) to the envelope. It has the unit of fs2. Lastly, 𝐷3(𝜔0) corresponds to the

third-order dispersion and results from the frequency dependence of the group de-

lay dispersion, it quantitatively describes how the GDD changes depending on which

frequencies are considered.

Figure 2-4: Intuition on group delay. Illustration of a pulse with its corresponding
(a) frequency- and (b) time-domain representation. In (a) the frequency domain shows
in the dashed lines a GDD-only phase (purple) and a TOD-only phase (orange). In
the middle are two different media, one with the (c) GDD-only phase and the (d)
TOD-only phase plotted as the corresponding group delay as a function of frequency.
(e) After passing through the GDD-only material, the pulse in time is shown with the
red, green, and blue frequencies shifting in time, ultimately broadening the pulse. (f)
Whereas when passing through the TOD-only material, the red and blue frequencies
shift in time resulting in a side lobe in time. Not to scale.

To build an intuition on how phase plays a role in an optical pulse, in Fig. 2-4 are

pictorial examples where a pulse is introduced to 𝜙(𝜔) = 1
2!
𝜙2𝜔

2 and 𝜙(𝜔) = 1
3!
𝜙3𝜔

3.

The group delay is used to provide insight into how the sub-pulses are changed through

the phase. In Fig. 2-4a is a pulse in the frequency domain with the sub-pulses

shaded in red, green, and blue. The dashed purple curve indicates second-order

dispersion 𝜙(𝜔) = 1
2!
𝜙2𝜔

2 whereas the orange curve indicates third order dispersion

𝜙(𝜔) = 1
3!
𝜙3𝜔

3. In the time domain, the red and blue pulses overlap such that there

is a green color sub-pulse and a purple sub-pulse in Fig. 2-4b. When 𝜙(𝜔) = 1
2!
𝜙2𝜔

2
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is converted to group delay, the parabolic phase becomes linear group delay as shown

in Fig. 2-4 c. In Fig. 2-4c, the y-axis line corresponds to the green frequencies which

experience a group delay of 0, meaning the green sub-pulse does not change. However,

the red frequencies left of the y-axis obtain a negative delay causing them to shift

toward negative time whereas the blue frequencies to the right of the y-axis obtain a

positive delay causing them to shift toward positive time (Fig. 2-4e).

In the other example where 𝜙(𝜔) = 1
3!
𝜙3𝜔

3 is converted to group delay (Fig. 2-

4d), the corresponding curve becomes a parabola. Again, the green frequencies on

the y-axis line experience a group delay of 0. In this case, both the blue and red

frequencies experience a positive delay as the group delay is finite and positive due

to the parabolic shape. This causes the sub-pulses to shift toward positive time as

shown in Fig. 2-4f. Note: the sub-pulses in Figs 2-3, 2-4 are not 1:1 and are only

supposed to provide insight into how the second and third-order phase influences the

pulse in time.

While the example shown provides some intuition of linear pulse propagation, one

may ask at what level of finite GDD, TOD, etc. starts to affect the pulse significantly?

Typically, GDD becomes important when GDD > 𝜏 2 and TOD > 𝜏 3 where 𝜏 is the

pulse duration in full-width at half maximum (FWHM). Such effects play a role in

any light pulses but are crucial to ultrafast pulses in the ps- to fs- regime. For further

details on linear pulse propagation, refer to [50]

Now that linear pulse propagation has been introduced, one naturally can wonder

what is the impact of optical nonlinearities on pulse propagation?

2.3 Nonlinear Optics

Diving into the realm of nonlinear optics, a foundational question emerges: from when

and where do these intriguing effects arise? Can everything be deemed nonlinear?

The answer is a resounding yes, although, for some materials, the effects are negligibly

small, warranting a linear approximation in most cases. Even a vacuum can exhibit

nonlinearity [51], [52], but in practice, it is so small that for all intents and purposes,
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it can be described as linear. Nonlinear effects in materials emerge due to their

nonlinear polarization response, which can deviate from linearity under an applied

field (polarization being the dipole field generated from separated charges in the

material). This nonlinear material response has the potential to dynamically alter

how the material interacts with the optical field, leading to phenomena known as

nonlinear optics.

The origins of nonlinear optics can be traced to the generation of the second

harmonic of a ruby laser pulse through a quartz crystal in 1961 by Franken and

Bloembergen [53]. Today, nonlinear optics is the basis of ultrafast optics, which

is an important platform for studying how light interacts with matter on relevant

time scales. The fascinating aspect of nonlinear optics is the ability to generate and

manipulate light spanning from angstrom to micron in wavelength with attosecond

precision. This light can be used to excite or probe certain properties in matter, acting

as a flash of light, similar to the length and timescale of the macroscopic property

investigated, effectively frozen in time like a photographic camera taking an image of

a moving object.

Nonlinear optics provides a formalism to describe and understand how incident

light can interact with matter beyond a linear fashion. To begin the description of

nonlinear optics, we begin with polarization 𝑃 :

𝑃 = 𝜖0[𝜒
(1)𝐸 + 𝜒(2)𝐸2 + 𝜒(3)𝐸3 + . . . ]

= 𝜖0[𝑃
(1) + 𝑃 (2) + 𝑃 (3) + . . . ]

= 𝜖0[𝑃Linear + 𝑃Nonlinear]

(2.2)

where 𝜖0 is the free space permittivity, 𝜒(𝑛) is the n-th order susceptibility of a medium,

and E is the incident electric field. Various sources can contribute to nonlinearities

in materials, including motions of bound electrons, field-induced vibrational or orien-

tational movements, optically induced acoustic waves, thermal influences, and other

interactions. These nonlinearities can also be conceptually understood through a

phenomenological perspective using an anharmonic oscillator model. For example,

in this model, the Coulomb force that binds the electron to the nucleus acts akin
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to a spring, and the nonlinearity arises from alterations in the spring constant when

the spring (i.e., the electron-nucleus separation) undergoes significant stretching or

compression.

2.3.1 Second-order nonlinear polarization

To illustrate the concept of nonlinear polarization, consider the second-order nonlinear

polarization that emerges when input fields at two distinct frequencies are applied.

The input electric field is defined as

𝐸(𝑡) =
1

2
[𝐸1𝑒

−𝑖𝜔1𝑡 + 𝐸2𝑒
−𝑖𝜔2𝑡 + 𝑐.𝑐.] (2.3)

The corresponding nonlinear polarization arising from the second-order nonlinear

susceptibility can be written as

𝑃 (2)(𝑡) =
𝜖0𝜒

(2)𝐸2(𝑡)

4
=

𝜖0𝜒
(2)

4

{︀
SHG + SFG + DFG+OR+ c.c.

}︀
=

Second Harmonic Generation (SHG): 𝐸2
1𝑒

−2𝑖𝜔1𝑡 + 𝐸2
2𝑒

−2𝑖𝜔2𝑡

Sum Frequency Generation (SFG): 2𝐸1𝐸2𝑒
−𝑖(𝜔1+𝜔2)𝑡

Difference Frequency Generation (DFG): 2𝐸1𝐸
*
2𝑒

−𝑖(𝜔1−𝜔2)𝑡

Optical Rectification (OR): 2 [𝐸1𝐸
*
1 + 𝐸*

2𝐸2]

(2.4)

The second-order nonlinearity mixes the input fields resulting in second-harmonic

generation, sum-frequency generation (𝜔1 + 𝜔2), difference-frequency generation (𝜔1

- 𝜔2), and optical rectification (zero frequency terms). In second harmonic genera-

tion, the two input fields are the same in frequency (𝜔1 = 𝜔2) and is shown in the

Jablonski diagram Fig. 2-5a where the y-axis corresponds to energy and the dashed

line corresponds to a virtual state. In this diagram, 𝜔1 + 𝜔1 is excited into a virtual

state that relaxes into a new third photon which corresponds to 𝜔3 = 2𝜔1.

Sum-frequency generation is similar to second harmonic generation (Fig. 2-5b),

except that 𝜔1 and 𝜔2 are not degenerate, resulting in some higher frequency photon

that is not an integer harmonic. In difference-frequency generation (Fig. 2-5c), a
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Figure 2-5: 𝜒(2) processes. (a) The Jablonski diagram of second harmonic generation
where two 𝜔1 photons are absorbed to a virtual state (dashed line) and emitted at
𝜔3. (b) The corresponding Jablonski diagram for sum frequency generation where
𝜔1 and 𝜔2 combine to generate 𝜔3 through virtual states. (c) The corresponding
Jablonski diagram for difference frequency generation (𝜔3) is depicted as the difference
𝜔1 between 𝜔2.

photon is generated from the difference of a high energy photon 𝜔1 and lower energy

photon 𝜔2, resulting in a new photon at 𝜔3. The diagram shown here is stimulated,

however, spontaneous difference frequency generation, also known as spontaneous

down conversion takes one high-energy photon and makes two low-energy photons.

This is especially useful for making entangled photon pair sources.

An important concept in generated optically amplified pulses through the second-

order non-linearities is called optical parametric amplification (OPA). The scheme

for OPA is similar in that a high-energy photon and a lower-energy photon that

one would like to amplify are mixed through second-order nonlinearities. This effec-

tively transfers the high-energy photon into two non-degenerate lower-energy photons.

Conventionally this is written as 𝜔pump = 𝜔signal + 𝜔idler, where the pump is the high-

energy photon that amplifies the lower-energy photon known as the signal, which

results in the generation of the idler photon due to energy conservation.

Optical rectification can be viewed as difference frequency mixing of optical fre-

quency components contained within a single excitation pulse and is typically used

to generate a THz.

Such second-order nonlinear generation is typically done in noncentrosymmetric
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crystals such, as a birefringent material, as phase matching is crucial to favorably

mix frequencies to generate a new frequency. These processes require that inversion

symmetry be broken, so it can be done at air-solid interfaces as well. Phase matching

is crucial to the efficiency of the process and for sum-frequency generation is defined as

the 𝑘3 = 𝑘1 + 𝑘2 or 𝑛3𝜔3 = 𝑛1𝜔1 + 𝑛2𝜔2. To maximize the efficiency of the nonlinear

generation, the difference between the wavevector of the generated frequency (𝑘3)

should match closely with the sum of the input wavevectors 𝑘1 + 𝑘2 in the case of

sum-frequency generation, defined as ∆𝑘.

2.3.2 Third-order nonlinear polarization

As described above, second-order nonlinearities take two input fields to generate a new

frequency and are described by three-wave mixing. With third-order nonlinearities,

3 waves are mixed to generate a fourth wave, hence the process is called four-wave

mixing. Typically, all materials have odd-order nonlinearities and such nonlinearity

is used heavily throughout this thesis. The third-order contribution to nonlinear

polarization is given by 𝑃 (3)(𝑡) = 𝜖0𝜒
(3)𝐸3(𝑡). The polarization has various frequency

components where the simplest being third harmonic generation.

Given an input field 𝐸(𝑡) = [𝐸̃𝑒−𝑖𝜔0𝑡 +c.c.], the nonlinear polarization is given by

𝑃 (3)(𝑡) = 𝜖0𝜒
(3)

[︀
(𝐸3𝑒−𝑖3𝜔0𝑡 + c.c.) + 3𝐸𝐸*(𝐸 + 𝐸*)𝑒−𝑖𝜔0𝑡

]︀
(2.5)

where the first term oscillating at 3𝜔 gives the third harmonic contribution. In Eqn.

2.5, the second term oscillating at the input frequency 𝜔0 has the coefficient that

depends on the intensity of the input. This contribution leads to a refractive index

that depends on the intensity of the input which is given by 𝑛 = 𝑛0 + 𝑛2𝐼, which is

known as the optical Kerr effect, and 𝑛0 =
√︀
𝜒(1) is the linear refractive index and 𝑛2

is the nonlinear refractive index that is directly linked with the third-order nonlinear

susceptibility.

𝑛2 =
3𝜒(3)

4𝜖0𝑐𝑛2
0

(2.6)
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To build an intuition on both second and third-order nonlinear polarization, the

nonlinear Lorentz model can be used to visualize what is occurring (Fig. 2-6). The

equation of motion 𝑥̈ + 2𝛾𝑥̇ + 𝜔2
0𝑥 + 𝑎𝑥2 = −𝑒 ˜𝐸(𝑡)/𝑚 where ˜𝐸(𝑡) is the applied

field, the charge of the electron is -e, the damping force is −2𝑚𝛾𝑥̇, and a restoring

force 𝐹restoring = −𝑚𝜔2
0𝑥 − 𝑚𝑎𝑥2. With force, one can directly obtain the poten-

tial energy function for the noncentrosymmetric medium 𝑈(𝑥) = −
∫︀
𝐹restoring 𝑑𝑥,

resulting in 1
2
𝑚𝜔2

0𝑥
2 + 1

3
𝑚𝑎𝑥3. For a second-order nonlinear polarization, the first

term corresponds to a harmonic potential whereas the second term corresponds to an

anharmonic correction term (Fig. 2-6a). Whereas in a third-order nonlinear polariza-

tion, one can utilize the nonlinear Lorentz model with a quartic potential which takes

the form 1
2
𝑚𝜔2

0𝑥
2 + 1

4
𝑚𝑏𝑥4 (Fig. 2-6b). For further details of nonlinear polarization,

refer to [54].

Figure 2-6: Nonlinear oscillator model. Visualization of the (a) second- and (b)
third-order nonlinear polarization using the nonlinear Lorentz model.

Nonlinear pulse propagation with 𝜒(3)

The Kerr effect results in a change in the refractive index through a high-intensity 𝐼 =

1
2
𝜖0𝑐𝑛0|𝐸2| and can lead to self-induced spectral broadening, also known as self-phase

modulation (SPM). In 1967, Shimizu reported the first experiment showing mainly

SPM. At the time, there were various reports of frequency broadening which was

typically attributed to stimulated Raman, Brillouin, and/or Rayleigh-wing scattering.

In the experiment, they used a Q-switched ruby laser in different liquids, including
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carbon disulfide, where no Raman emission was observed [55].

Figure 2-7: Illustration of self-phase modulation (SPM). (a) The intensity of
a pulse in the time domain. The pulse is sufficiently intense and passes through a
material with 𝜒(3), resulting in SPM. (b) In the time domain, new frequencies are
generated where on the y-axis is the frequency. 𝜔0 corresponds to the initial pulse
frequency and in time, new positive and negative frequencies are generated. (c) The
frequency-dependent intensity is shown for arbitrary distance traveled in the 𝜒(3)

medium.

When a pulsed laser is used, the changes in laser intensity over time cause SPM to

occur temporally. Because the rate of change of the wave’s phase over time is just the

frequency of the wave, SPM also creates frequency modulation. This results in the

output beam appearing with widened spectral characteristics. This nonlinear phase

shift corresponds to:

𝜙(𝑡) = 𝜔0𝑡−
[︀
𝑛0 + 𝑛2𝐼(𝑡)

]︀
𝑘0𝐿 (2.7)

where 𝜔𝑡 is the frequency of the input field and the second term
[︀
𝑛0 + 𝑛2𝐼(𝑡)

]︀
𝑘0𝐿

corresponds to a nonlinear phase shift that is dependent on the Kerr effect over a

material length 𝐿. A time-dependent phase shift corresponds to frequency modu-

lation. In other words, when the phase of a wave changes over time, it affects the

frequency of the wave. By taking the derivative of the phase in time, one can obtain

the instantaneous frequency expressed as

𝜔(𝑡) =
𝑑𝜙(𝑡)

𝑑𝑡
= 𝜔0 − 𝑛2𝑘0𝐿

𝑑𝐼(𝑡)

𝑑𝑡
(2.8)

where the second term generates new frequencies as a function of time. This can

be visualized in Fig. 2-7a where the intensity of the pulse as a function of time is

shown. If one took the derivative at the front of the pulse, the corresponding change
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in frequency would be negative (lower frequency) whereas the derivative of the back of

the pulse would result in a positive (higher frequency) frequency change with respect

to 𝜔0.

Figure 2-8: Simulation of SPM in a photonic crystal fiber. Using a transform-
limited Gaussian pulse centered at 1030 nm (0.291 PHz) with a pulse duration of
220 fs, 10 nJ is launched into NKT 1050-ZERO-2, (a) pure SPM dominates as seen
in the spectral evolution due to the normal dispersion in the range of the 1030 nm
pulse. (b) In the time domain, the output of the fiber results in a pulse that does
not change significantly. Although new frequencies are generated, they will need
to be compressed externally since the newly generated frequencies lie in the normal
dispersion as well.

With pure SPM, the spectral broadening should be symmetric such that in the

frequency domain the red- and blue-shifted components are equal as shown in Fig.

2-7c and in Fig. 2-8a. Pure SPM can be achieved as long as the nonlinear index 𝑛2

is large enough for a given wavelength. An example is shown in Fig. 2-8 through

a numerical calculation using the nonlinear Schrödinger equation (NLSE). Various

textbooks, such as Argawal [56], Boyd [54], or Keller [50] derive the NLSE and describe

the equation in greater detail. A Gaussian pulse with a center wavelength of 1030 nm

of 220 fs with 10 nJ is launched into NKT 1050-ZERO-2, a fiber with pure normal

dispersion (GDD > 0) centered around 1050 nm.

As hinted above, dispersion can play a role in nonlinear generation. For the case

of 𝑛2 > 0, with no dispersion (GDD = 0), the input spectrum will be broadened.

When there is 𝑛2 > 0 with normal dispersion, the same will occur but the pulse will

be stretched in time faster. However, when there is 𝑛2 > 0 and anomalous dispersion
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(GDD < 0), the chirp generated by SPM can be compensated for while propagating

in a medium. If balanced properly, the SPM and anomalous dispersion can result in

a situation where a pulse can propagate unchanged in the temporal and frequency

domain, thus an optical soliton has formed.

Solitons are solitary waves that maintain their shape and speed while propagating

with a constant velocity. The first observation of a soliton in water was in 1838,

several decades later in 1895, the mathematical description of waves in shallow wa-

ter (Korteweg–De Vries equation) was made. Almost a century later, the theoretical

prediction of optical solitons from the NLSE was made and finally, in 1980 the ex-

perimental observation of optical solitons was made. In the 1990s, soliton control

techniques were developed and throughout the 2000s, the role of solitons in super-

continuum generation (a process where laser light is converted into light with broad

spectral bandwidth) was uncovered.

If the interplay between SPM and dispersion is right, an arbitrary pulse shape like

a Gaussian can propagate and become a soliton that has the shape of a hyperbolic

secant. This takes the form

𝐴soliton(𝑧, 𝑡) = 𝐴0 sech(𝑡/𝜏)𝑒
−𝑖𝜙0(𝑧) (2.9)

The dynamics of optical solitons can be complicated as when a pulse undergoes self-

compression, the pulse becomes shorter, contributing to higher peak intensity. As the

intensity continues to increase, additional nonlinear effects such as self-steepening,

stimulated Raman scattering, and higher-order dispersion (HOD) can perturb the

pulse. This leads to the splitting of the main pulse into sub-pulses in a process called

soliton fission. Depending on the nonlinear effects, many different frequencies can be

generated due to Raman or wave-mixing, some of which can result in an incoherent

output pulse.

Under certain circumstances, HOD can be used to one’s advantage in soliton fis-

sion. The presence of HOD alters soliton fission in two main ways. Firstly, as a

fundamental soliton moves to longer wavelengths due to the Raman effect, it encoun-
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Figure 2-9: Simulation of dispersive wave generation in a photonic crystal
fiber. Using a transform-limited Gaussian pulse centered at 1550 nm (0.193 PHz)
with a pulse duration of 50 fs, 10 nJ is launched into NKT NL-3.2-945, (a) a soliton
forms and fission occurs as the pulse propagates through the fiber. Eventually, a
dispersive wave is generated at ≈1.7 mm, resulting in the optimal fiber length for
the shortest output pulse of 3.75 fs (TFL = 3.25 fs). (b) As the fiber continues to
propagate, after the 1.7 mm, interference occurs and more energy is transferred to
the dispersive wave.

ters varying values of dispersion, causing its width and power to adjust to maintain

soliton integrity. Secondly, HOD can transfer energy from the soliton to a narrow-

band resonance in the normal dispersion regime, leading to the development of a

low-amplitude temporal pedestal. This energy transfer from the soliton to a narrow-

band resonance in the normal dispersion regime is also known as a dispersive wave

(DW) and is also called Cherenkov radiation. The position and spectral bandwidth

of the DW depend on phase matching between the phase of the soliton and HOD

in the material. If done properly, one can generate a coherent supercontinuum con-

sisting of the fundamental soliton, Raman-shifted soliton, and a dispersive wave to

get an output with a very short pulse. Further details of these mechanisms are well

described in [56], [57].

To demonstrate this, a simulation using the NLSE is shown in Fig. 2-9. In this

simulation, 10 nJ of a transform-limited 50 fs 0.193 PHz (1550 nm) Gaussian pulse

is launched into 2 mm of an NKT NL-3.2-945 photonic crystal fiber. As the pulse

evolves when propagating, new frequencies are generated as shown in Fig. 2-9a. At

≈1.7 mm, a dispersive wave starts to form and results in an ultrashort pulse that is
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predicted to be 3.75 fs at the output with a corresponding Fourier-transform limit of

3.25 fs (Fig. 2-9b).

Thus, to compress pulses based on 𝜒(3), it is crucial to simulate the proposed

scheme to understand what is occurring and to properly design the apparatus. As

these processes are highly nonlinear, it is far easier to use a high pulse energy, low

repetition rate laser in a single-pass scheme to generate new frequencies by SPM and

compress later. However, with higher repetition rates, the lack of large pulse energies

makes it more difficult to directly generate SPM in a single-pass scheme. Recently,

Okamoto et al demonstrated the compression of a Yb laser with 184 fs to 5.7 fs through

the use of a single-pass multi-plate scheme [58]. However, in many cases, one can use

a nonlinear fiber or a multipass scheme. The multipass scheme is highly attractive as

the transmission efficiencies can be engineered to be relatively high depending on the

amount of pulse energy available. For further details on multipass compression, one

can refer to [59].

2.4 Electron Emission

Photoinduced electron emission is a well-studied phenomenon in optics, dating back

over 120 years to its initial observation as the photoelectric effect by Lenard [60]. This

effect was later elucidated by Einstein [61]. It was observed that when a high-energy

photon strikes a metal surface, a measurable electric current can flow between the

metal surface and a positively charged anode.

With the emergence and advancements in ultrafast lasers, research into nonlinear

photo-induced electron emission has flourished, enabling breakthrough techniques

such as the generation of attosecond pulses via high-harmonic generation in gases and

time-resolved angle-resolved photoemission spectroscopy, which enables dynamical

studies of atoms, molecules, and condensed matter [9], [62], [63].

Historically, cold field emission, a form of tunnel emission induced by strong direct

current (DC) electric fields (i.e. a voltage bias), laid out the foundational work in

electron emitter development [64].
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In a metal, electrons occupy a range of states up to the Fermi level 𝐸F, follow-

ing the Fermi-Dirac distribution. When it comes to electron emission, the primary

contribution arises from electrons near the Fermi level. There are two dominant mech-

anisms for DC cold field emitters, (1) Schottky, and (2) field emission where electrons

can tunnel and emit.

As one introduces light, there exists traditional photoemission, the most straight-

forward mechanism, which occurs when the energy of a photon (ℏ𝜔) surpasses the

metal’s workfunction (𝜑), allowing an electron from a bound state near the Fermi level

to emit (Fig. 2-10a, blue line). The resulting energy of the emitted electron corre-

sponds to𝐸 = ℏ𝜔0−𝜑. There is also thermal and photo-field emission where electrons

are first excited from their original energy level to a higher energy-level state by ab-

sorbing thermal energy or photon(s) where they then face a much narrower tunneling

barrier (Fig. 2-10b, red line).

Figure 2-10: Electron emission mechanisms. (a) Illustration of two different
types of photoemission. In the blue arrow, a single photon with an energy larger than
the workfunction is absorbed, and an electron is emitted. In red, three photons are
absorbed, resulting in multiphoton emission. (b) Illustration of two different types of
field-driven emission. In blue is optical field emission where the optical field modulates
the vacuum level. When the barrier is pulled down, the electron can directly emit. In
red is photofield emission where a photon is absorbed and the vacuum level barrier is
low enough to directly emit.

Upon excitation with an ultrafast optical pulse, a metal can absorb multiple pho-

tons at once to emit an electron through multiphoton photoemission. In the mul-
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tiphoton photoemission regime (Fig. 2-10a, red line), the emitting surface absorbs

a minimum number, n, of photons ℏ𝜔 to overcome the workfunction. The resulting

photocurrent follows a power law, 𝐼𝑛, where I represents the laser intensity and n indi-

cates the number of photons absorbed. The time scale of multiphoton photoemission

coincides with the width of the laser pulse.

Much faster electron emission can be achieved through optical field emission, which

represents a form of strong-field photoemission where the intense optical fields are

sufficient to induce a periodically varying surface vacuum level, as illustrated in the

blue lines in Fig. 2-10b. Electrons can tunnel through a narrow barrier from states

near the Fermi level during a fraction of the half-optical cycle, thereby enabling the

generation of sub-optical-cycle duration electron pulses.

The transition from photon-driven photoemission to optical tunneling occurs with

an increase in the optical field strength. The theoretical framework for understanding

this transition was originally developed by Keldysh for strong-field ionization in gas-

phase atoms and molecules [33]. Later, this framework was extended to strong-field

photoemission from solid surfaces by Bunkin and Fedorov, specifically for the emission

from metal surfaces [65]. They derived cycle-averaged ionization rates that scale

from the multiphoton to the tunnel emission regime. A key outcome of their work

is captured by the Keldysh parameter, denoted as 𝛾 = 𝜔
√
2𝑚𝑒𝜑
𝑒𝐸

, which delineates the

dominance of each pathway. Here, 𝑚𝑒 represents the electron mass, 𝑒 denotes the

elementary charge, 𝐸 signifies the electric field amplitude of the optical field, and 𝜔

denotes the frequency of the optical field.

Within the Keldysh framework, the parameter 𝛾 serves as a crucial discrimi-

nator between two fundamental regimes: multiphoton photoemission (𝛾 > 1) and

tunneling emission (𝛾 < 1), commonly known as optical tunneling. To grasp this

concept intuitively, 𝛾 can be interpreted as the square root of the ratio between the

work function (𝜑) and twice the ponderomotive energy (𝑈𝑝), where 𝑈𝑝 is defined as

𝑒2𝐸2
0/(4𝑚𝜔2). When the ponderomotive energy surpasses the work function, tunnel

emission prevails; conversely, multiphoton photoemission dominates when the pon-

deromotive energy is smaller.
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Figure 2-11: Ionization rates. Ionization rates versus electric field strength using 𝑓
= 0.177 PHz and 𝜑 = 5.1 eV, illustrating the general case, as well as the limit cases
of multiphoton and tunnel emission, along with the quasi-static Bunkin and Fedorov.
The green line indicates when the Keldysh parameter is equal to 1.

The ionization rates Γ(𝐸) for atomic ionization cases for both high and low 𝛾 can

be closely approximated by a single analytical model (denoted as the general case),

which also encompasses the transitional regime when 𝛾 is approximately 1 [66].

Γ(𝛾) ∝ exp

(︃
− 2𝜑

ℏ𝜔

(︃(︂
1 +

1

2𝛾2

)︂
arcsinh(𝛾)−

√︀
1 + 𝛾2

2𝛾

)︃)︃
. (2.10)

This model, provides exponential precision and applies to both limit cases: The

limit cases of small and large gamma will yield the known formulas for multiphoton

and tunneling emission rates,

Γ(𝐸) ∝𝐸
2𝜑
ℏ𝜔 , for 𝛾 ≫ 1 (2.11)

Γ(𝐸) ∝ exp

{︂(︂
−4

√
2𝑚𝑒𝜑

3/2

3𝑒 ℏ𝐸

)︂}︂
, for 𝛾 ≪ 1. (2.12)

For the case discussed in this thesis, we will now limit our case to values of 𝛾 ≤ 1

and emission from a metal surface into a vacuum. In the case of nanophotonics

dealing with near-infrared (NIR) few-cycle laser and field strength above 10V nm−1,
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it was experimentally found that the approximation of quasi-static tunneling emission,

corresponding to 𝛾 ≪ 1, describes the experimental data sufficiently well [11], [14],

[15], [43]–[45], [48].

The quasi-static tunneling rates, initially described for a DC field by Fowler and

Nordheim [64], and for AC fields by Bunkin and Fedorov [65], not only provide a

robust depiction of the cycle-averaged rates but also allows for the calculation of

sub-cycle dynamics. The current density, represented as Γ(𝐸) and dependent on the

electric field strength 𝐸, is expressed as:

Γ(𝐸) =
𝑒3

16𝜋2 ℏ𝜑
𝐸2 exp

(︂
−4

3

√
2𝑚𝑒𝜑

3/2

ℏ𝑒𝐸

)︂
, (2.13)

This expression, although similar to the previous approximation, incorporates a quadratic

field component as a prefactor. With this equation, the ionization rate dynamically

tracks the electric field, enabling the estimation of electron emission within a half-

cycle of the electric field. As discussed previously, the highly nonlinear tunneling

rate yields an electron pulse significantly shorter than half a cycle when considering

an optical field emission. This observation underscores the complete influence of the

electric field in shaping the temporal profile of electron emission.

2.5 Conclusion

In this chapter, we have delved into the fundamental principles governing ultrafast

lasers, linear pulse propagation, and nonlinear optics. Ultrafast lasers serve as the

primary source of lightwaves throughout this thesis. Understanding linear pulse prop-

agation (Section 2.2) becomes essential when dealing with femto- or sub-femtosecond

pulses, particularly in the context of dispersion. Section 2.3 provides insight into the

nonlinear processes employed in this thesis, where ultrafast pulses are either utilized

directly or nonlinearly converted into other frequencies. These lightwaves, ranging

into the PHz range, are then harnessed to induce electron emission from nanoanten-

nas, a topic that will be further explored in subsequent chapters.
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Nanoantenna-based Lightwave

Electronics

The demand for faster and more efficient electronic devices is constantly increasing in

today’s interconnected world, where technology plays an ever-expanding role in our

daily lives. The push to higher-frequency electronics, such as those operating in the

PHz range, is crucial for meeting this demand and driving technological innovation

forward.

One of the primary reasons we strive for high-frequency electronics is speed.

Higher frequencies enable electronic devices to process information and perform tasks

at unprecedented rates, leading to faster communication, data processing, and com-

putation. For example, in telecommunications, higher-frequency electronics allow for

faster data transfer rates, leading to quicker internet speeds and more responsive

wireless communication networks.

High-frequency electronics open doors to new capabilities and applications that

were previously unattainable or inconceivable, vital for pushing the boundaries of

scientific exploration and discovery. They facilitate the development of sophisticated

instruments for studying complex phenomena at the atomic and molecular levels,

providing valuable insights into fundamental scientific questions and driving progress

across various disciplines. Thus it is essential for powering the next generation of tech-

nological advancements, driving innovation, enabling new capabilities, and expanding

63
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our understanding of the world around us. As we continue to push the limits of what

is possible, the pursuit of higher frequencies in electronics will remain a cornerstone

of technological progress and scientific discovery.

To develop an understanding of lightwave electronics, this chapter establishes a

comprehensive framework that delves into pivotal concepts analogous to conventional

electronics such as nonlinear elements, input frequency, rectification, and so on. While

the framework discussed here focuses on the fundamental aspects of using optical

tunneling in nanoantennas as the nonlinear medium, the significance of nonlinearity

is also highlighted and discussed.

First, the examination of the fundamental symmetry inherent in nonlinear emis-

sion processes is examined in Section 3.2 through the description of rectification. This

general framework is then further applied in the context of nanoantennas in Section

3.3 by describing how geometry dictates rectification and affects frequency band-

width. Section 3.5 builds upon properties of geometry by describing a key advantage

of nanoantennas, the tunability of the resonance in an antenna (i.e. the frequencies

for which the antenna can respond). Having described the advantage of geometric

control in nanoantennas, another key factor is described in Section 3.6.2, the impact

of the lightwave. Following the exploration of rectification, geometric tunability of

nanoantennas, as well as the impact of input lightwaves, two distinct applications of

optical phase detection and field sampling are outlined briefly. These applications, fo-

cusing on no rectification and half-wave rectification, are experimentally investigated

in Chapter 4 and Chapters 5-7, respectively.

3.1 Introduction

Lightwave electronics seek to integrate optics and electronics effectively, leveraging the

ultrafast oscillations of light. However, a significant obstacle arises from the mismatch

between the characteristic frequencies of optical (PHz) and electronic systems (GHz-

THz). In pursuit of electronics operating at optical frequencies, various methods have

been explored to achieve practical lightwave electronic circuit elements analogous to
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those in conventional electronics. In this chapter, the nanoantenna platform will be

modeled and forms the basis for the subsequent chapters.

At the core of lightwave electronics is a medium sensitive to light’s electric field.

One can control two crucial components in the real world: the light used and the inter-

action between the lightwave and electronic medium. For this reason, nanoantennas

have emerged as an attractive option for numerous reasons such as their geometric

tunability for control over the electron emission, CMOS compatibility for future scal-

ability, and lateral design for rapid prototyping and testing. First, unlike nonlinear

crystals, the nanoantennas have deep sub-wavelength geometries and a very well-

defined point electron emission surface in space (i.e. one does not need to consider

phase-matching). As a sub-wavelength nanoantenna, the shape and metal directly

dictate what light can interact with the electrons in the metal. This in practice sig-

nificantly reduces the energy required for field emission by optical pulses which can

reach up to three orders of magnitude, lowering the energy requirement to picojoule

levels [45]. They can also be connected in series in an network such that electronic

pulses propagate in macroscopic striplines on a millimeter scale [42]. Second, the

nonlinear medium is the detector as the light illuminated is converted directly into

electrons. This removes the requirement for filtering and enables the investigation of

optical pulses with nearly arbitrary spectral content. Third, it is straightforward to

control the rectification properties by changing the geometry of the nanostructures.

Beyond the practical scalability and control through the nanoantenna platform,

this chapter focuses on the maximum operating frequency achievable, providing in-

sight into how fast lightwave electronics can operate. Like in conventional electronics,

control over rectification is crucial when utilizing alternating currents (AC) and volt-

ages. After using optical tunneling based on Fowler-Nordheim tunneling to visualize

the importance of rectification, this maximum achievable bandwidth is generalized to

n-photon processes. Afterward, the tunability of nanoantennas is highlighted
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3.2 Role of Rectification and the Impact on Elec-

tronic Frequency Bandwidth

In this section, we delve into the concept of rectification in shaping the electronic

frequency response from a theoretical standpoint as it is a crucial function in many

electronic devices. In the context of lightwave electronics, rectification refers to the

process of controlling which half-cycle oscillations of light contribute to finite emission.

As the rectification properties dictate the frequency response, we will examine this

step by step, and then apply this to optical tunneling. Additionally, we will general-

ize our discussion to consider rectification in scenarios involving n-photon processes,

shedding light on the broader implications of rectification phenomena.

As an input pulse (also referred to as 𝐸gate), generates some response in time

and frequency, it is useful to develop an analytical treatment of the effects of emis-

sion rate nonlinearity and rectification. This can be done by separating the Fourier-

transformed amplitude of the emission ℱ(Γ(𝐸gate(𝑡))) (referred to as the frequency

response throughout the chapter) into two parts: (1) the emission rate Γ; and (2) a

rectification function 𝑅(𝐸) which is dependent on the field amplitude.

ℱ(Γ(𝐸gate)) = ℱ{Γunrectified(𝐸gate(𝑡)) ·𝑅(𝐸gate(𝑡))}* = Γ̃(𝜔)* * 𝑅̃(𝜔)* (3.1)

A 3-cycle optical pulse at 0.193 PHz (1.55 𝜇m) is used with a rectification function

𝑅(𝐸) (e.g. Heaviside or Signum function) as seen in Fig. 3-1a. This is done to

separate the cycle-to-cycle emission rate from the effect of rectification more explicitly

to clearly examine the two effects separately to understand how they individually

contribute to the overall sampling response. In these examples, only the pure AC

response of such geometries is considered (i.e. without any DC field).

Mathematically, the Heaviside function is defined for the field as shown

𝜃(𝐸) =

⎧⎪⎨⎪⎩1 𝐸 > 0

0 𝐸 ≤ 0
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Figure 3-1: Rectification function. (a) The time domain representation of the
half-wave rectification function (Heaviside function, blue line) and the full-wave rec-
tification function (Signum function, orange dashed line) with a 3-cycle 0.193 PHz
(1.55 𝜇m) input pulse. (b) The rectified input pulse shows that the half-wave response
has 0 field at every other half-period whereas in full-wave rectification, all half-periods
are rectified. (c) The frequency-domain representation of the half-wave and full-wave
rectification, including the input pulse. (d) Illustration on the electronic comb gen-
eration in time.

whereas the Signum function is defined for the field as shown

Signum(𝐸) =

⎧⎪⎨⎪⎩1 𝐸 ≥ 0

−1 otherwise

Notably, in the half-wave rectification, there is 0 field at every other half-period

whereas in full-wave rectification, all half-periods are rectified. This can be seen in

Fig. 3-1c where at f = 0 is a peak, whereas in the full-wave rectification peaks only

exist at odd integer harmonic frequencies. To get the full transfer function 𝐻(𝜔),
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one needs to convolve the rectification function with the input pulse which will be

discussed below.

The emission can be seen as the multiplication of a comb in time with the peaks

separated depending on the device geometry. With an asymmetric design, the spacing

is the optical period of the gate frequency. Mathematically, it can be described as

the following:
ℎ(𝑡) = 𝑓(𝑡) · 𝑔(𝑡)

𝑘(𝑡) = ℎ(𝑡) * 𝑖(𝑡)
(3.2)

In time, a comb (f) is generated and the amplitude of the comb follows an envelope

function (g), resulting in h and is purely dependent on the gate-dependent localized

electric fields at the tip. Then, h is convolved with the electron emission rate envelope

with finite bandwidth (i) which is directly related to the optical period of 𝐸gate.

To illustrate the importance of rectification, we utilize a single-cycle pulse (the

dashed line shown is the Fourier-transformed amplitude of the single-cycle pulse) to

illustrate the maximum achievable frequency bandwidth (Fig. 3-2). Schottky and

Fowler-Nordheim tunneling is shown as two mechanisms for optical tunneling, in

addition to generalizing to an nth order photon process.

Figure 3-2: A comparison of non-rectified and rectified Fourier-transformed
amplitudes of the emission rate for optical tunneling and nth photon order
processes as a function of frequency. (a) No rectification (b) Half-wave rectifi-
cation, and (c) Full-wave rectification
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We begin with the 𝑛 = 1 (yellow) case where in Fig. 3-2 we show what happens

to the frequency bandwidth as we change 𝑅(𝑡). For the case of no rectification in Fig.

3-2a, the system response Γ that is linear with the field can be written as

Γ(𝐹 ) = 𝛼𝐹 , (3.3)

where 𝛼 is some constant and 𝐹 some electric field.

Thus, for a linear detector response, one would only have access to the fundamental

component of the signal.

Interestingly, as one adds in rectification (Fig. 3-2b, c), one can see the fre-

quency bandwidth is extended, allowing us to gain information beyond our 𝐸gate.

This demonstrates that one can do small-signal cross-correlations in an 𝑛 = 1 photon

process with the assumption that the experiment measures intensity (𝐼 = 𝐸2) rather

than the field (e.g. a linear photodiode). This is because the rectification provides

finite frequency for odd-order harmonics.

Physically, in the final frequency bandwidth, the odd harmonics are provided by

the convolution of Γ̃(𝜔) and the central 𝛿(𝜔) component of 𝑅̃(𝜔) at 0. However,

the odd-harmonic components of 𝑅̃(𝜔) introduce even harmonic passbands as the

convolution of the 𝐸gate pulse (yellow line in Fig. 3-3b convolves with each 𝛿(𝜔)

component at the odd-harmonics (blue line in Fig. 3-3b). Such a pedagogical example

demonstrates the importance of rectification.

3.3 Geometric Architecture Dictates Rectification in

Nanoantennas

Optical field emission from nanoantennas depends not only on the local field strength

but also when the optical field bends the surface potential downward. By designing

the device geometry, which essentially allows one to control the symmetry, the electron

emission contribution can be controlled to each half-cycle of the input light (i.e. the

rectification response).
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Figure 3-3: Inversion symmetric device. (a) Geometric depiction of the inversion
symmetric device structure (b) The electron emission rate as a function of electric field
strength showing an inversion symmetric response. (c) The electron emission (blue)
from a 3-cycle electric field 𝐸gate (red) where every half-optical cycle induces electron
emission. (d) The corresponding Fourier-transformed electron emission demonstrates
the frequency components in the electrons with sensitivity to only even orders due to
the symmetric electron emission. The dense red dashed line corresponds to the first
harmonic, the less dense dashed line in green corresponds to the second harmonic,
and the yellow solid line corresponds to the third harmonic. Symmetric device
(e) Geometric depiction of the symmetric device structure. (f)The corresponding
electron emission rate shows a symmetric response across the origin (0 V/nm). (g)
The electron emission (blue) from a 3-cycle electric field (red) where both the positive
and negative amplitude electric fields result in finite electron emission of the same
polarity. (h) The corresponding Fourier-transformed electron emission demonstrates
that the electrons are only sensitive to odd-order harmonics. Asymmetric device (i)
Geometric depiction of the asymmetric device structure. (j) The asymmetric electron
emission rate as a function of electric field strength. (k) The electron emission (blue)
from a 3-cycle electric field (red) where only the negative amplitude electric fields
result in a finite electron emission rate. (l) The corresponding Fourier-transformed
electron emission demonstrates that the electrons are sensitive to all harmonic orders.
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Having explored how rectification is crucial to frequency response, it is now es-

sential to consider how the geometric characteristics of an antenna further contribute

to this phenomenon. While symmetry provides a fundamental framework for un-

derstanding rectification behavior, the specific shape and dimensions of an antenna

introduce additional complexities. In this section, we delve into the intricate rela-

tionship between antenna geometry and rectification properties, shedding light on

how subtle variations in shape and size can significantly impact the performance of

rectifying devices. Γ is chosen to be optical field emission (Fowler-Nordeim) for the

example shown in Fig. 3-3. Three different nanoantenna device geometries exhibit

three possible symmetries of the emitted current response: an asymmetric emission

response, symmetric, and inversion symmetric. These different geometries have prac-

tical applications in frequency mixing, detecting light, and phase detection.

The simplest case is when one inputs 𝐸gate and every half-cycle oscillation con-

tributes to electron emission (no rectification, 𝑅 = 1). Geometrically this occurs with

a bowtie antenna with two nanotriangles that are symmetrically oriented with respect

to the midpoint of the two tip axes as shown in Fig. 3-3a. The electron emission as a

function of the electric field is shown in 3-3b. Its response can be seen to be inversion

symmetric about 𝐸 = 0 meaning that negative electric field amplitudes, will result in

a positive electron emission response, and conversely, a positive electric field ampli-

tude will result in a negative electron emission response. Fig. 3-3c demonstrates the

electron emission response (blue line) when 𝐸gate (red line) is illuminated onto such

a nanoantenna geometry. When the electric field amplitude is negative, the 𝐸vacuum

barrier of the top antenna is brought up, but the bottom antenna barrier is brought

down such that optical field emission can occur and result in a positive burst of elec-

trons (see blue line in Fig. 3-3c at 𝑡 = 0). When the 𝐸vacuum barrier of the bottom

antenna is brought up, the top antenna barrier is brought down. In this half-cycle,

the output would be a negative burst of electrons (see blue line in Fig. 3-3c at ±

2.5 fs). Taking the Fourier transform of the derivative of the electron emission rate

reveals the frequency response of such sub-cycle electron bursts. For the inversion

symmetric device, one can see the response in Fig. 3-3d. Highlighted in the densest
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dashed line is the 1st harmonic of 𝐸gate, in the less dense dashed line is the 2nd har-

monic of 𝐸gate, and the solid line is the third harmonic 𝐸gate. In this device geometry,

the device is only sensitive to even harmonic orders. However, when a DC field is

applied, a net electric field is no longer symmetrically distributed around the central

axis of the antenna, breaking the inherent mirror symmetry, and two-fold rotation

symmetry since the direction of the electric field generated by the antenna depends

on the direction of the DC field. This results in the appearance of odd harmonics in

the frequency response.

Next, for a symmetric device geometry as shown in Fig. 3-3g, every half-cycle

oscillation also contributes to electron emission, however, regardless of the sign of the

electric field amplitude, the electron emission results in a positive burst of electrons.

A unit cell of such a device consists of two triangles whose bases are attached and

have wires near the tips to collect the electron bursts. To model this, one starts

with an input that contributes to electron emission every half-cycle oscillation, then

multiply the output by the Sign function applied to 𝐸gate.

Shown in Fig. 3-3f is the electron emission as a function of the electric field,

revealing the symmetric response. The electron emission response (blue), when illu-

minated by 𝐸gate (red), is shown in Fig. 3-3g. Every half-cycle oscillation results in a

positive electron emission rate. The Fourier transform of the electron emission results

in the frequency response shown in Fig. 3-3h. The same dashed lines are used to

represent the first three harmonics and reveal that the symmetric device geometry is

only sensitive to odd harmonic orders. Likewise, in the symmetric device, a DC field

will also break the mirror symmetry and two-fold rotation symmetry for the same

reasons. The breaking of the symmetry results in the appearance of even harmonic

orders.

Lastly, for a device that provides an asymmetric response as shown in Fig. 3-3i.

Geometrically, an example of a unit cell of such a device is one nanoantenna with a

collector wire. The electron emission is only expected for negative amplitude electric

fields since that reduces the 𝐸vacuum barrier and allows for optical field emission to

occur. This can be observed in the electron emission response as a function of the
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electric field in Fig. 3-3j. To model this, an input that contributes to electron emission

every half-cycle oscillation is used, and then the output is multiplied by the Heaviside

step function applied to 𝐸gate.

The electron emission response (blue), when illuminated by 𝐸gate (red), is shown

in Fig. 3-3k. It can be seen that for the negative 𝐸gate amplitudes, a positive electron

emission rate is observed. Taking the Fourier transform reveals that such a device is

sensitive to all harmonics with the first three shown. However, the strength of the

response is much weaker than in the symmetric and inversion symmetric cases. From

this point of view, the asymmetric device is the most enticing for use as a device since

it naturally responds to all frequencies. Taking the integral of the three frequency

responses reveals the response is constant since the area under the curves is the same.

3.4 Tunability of Nanoantennas

Figure 3-4: Substrate effects. (a) Diagram of a nanoantenna showing the definition
of height and base used. (b) Electromagnetic simulations with a gold antenna with
a height of 240 nm and a base of 180 nm. As the substrate changes, the resonance
changes and can result in a lower peak field enhancement for a given geometry. Proper
optimization is necessary to obtain the largest field enhancements when operating
with minimal pulse energies.

Having explored how the geometric configuration of an antenna profoundly influ-

ences its rectification properties, another critical aspect is discussed: the impact of

geometry on the peak resonance of the antenna. Just as the structural design of an
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antenna determines its rectification efficiency, it also governs the frequency at which

the antenna resonates most strongly. By examining how different geometric parame-

ters shape the resonance characteristics, we can gain valuable insights into optimizing

antenna performance for specific applications.

The benefit of this nanoantenna platform is the ability to control the resonance,

allowing one to get large field enhancements, and ultimately allowing a device to

respond to small signals. Finite difference time-domain simulations are performed

(FDTD) to better understand how materials play a large role in PHz optical field

sampling using a single triangle with a radius of curvature of 10 nm. First, substrate

choice is discussed since this is directly related to field enhancement. A gold triangle

with 20 nm in thickness, 240 nm in height, and 180 nm in the base for these simulations

(See Fig. 3-4a for convention). Based on the local electric field at the interface

(defined as the sum of the incident electric field and the reflected electric field), the

larger index difference would mean a smaller local electric field. As seen in Fig. 3-4b

when the substrate material is varied, it is found that substrates with a larger index

of refraction result in a smaller local electric field, reducing the field enhancement.

Although this provides some intuitive understanding of how the substrate plays a role

in field enhancement, the substrate also can dampen the plasmon which is attributed

to the reduction of 5 in field enhancement between silicon nitride (index, 𝑛, at 1 𝜇m

is 2.01) and aluminum nitride (index, 𝑛, at 1 𝜇m is 2.15).

Then, to understand how the geometry of the nanoantennas plays a role in field

enhancement, finite-difference-time-domain electromagnetic simulations were run us-

ing MEEP [69] (further details can be found in the appendix). It is well known that if

the sample size is proportional to the wavelength, it is easier for the photon to scatter

and interact. This means that it is very difficult to couple 1 THz (∼ 300 𝜇m) to a

sample that is only on the order of 10s of 𝜇m. On the other extreme, if the wavelength

of the photon is extremely short, the photon will scatter with everything. One would

expect as the dimension of the nanoantenna gets smaller, the larger the field enhance-

ment is at the shorter wavelengths. Conversely, as the dimensions become larger, the

nanoantenna becomes more resonant with longer wavelengths, meaning that the reso-
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Figure 3-5: Alternative materials. (a) Reflectivity of plasmonic metals and plat-
inum (refractory metal) from [67]. (b) The plasmon tunability range of a function
of wavelength adapted from [68]. (c) Field enhancement electromagnetic simulations
with various metals and a perfect electrical conductor as a function of frequency and
(d) wavelength (inset is zoomed into the 0.2 𝜇m to 2 𝜇m range) using an antenna
geometry with a base of 240 nm, height of 180 nm, and thickness of 20 nm.
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nance shifts towards the longer wavelengths. In metals like plasmonic and refractory

metals, such as gold, silver, and copper, resonance shifts towards longer wavelengths

as the height increases. This trend is consistent across various metals. Furthermore,

when a network of antennas is made, the larger the array, the more long-wavelength

can be coupled.

Finally, the choice of antenna material plays a pivotal role in achieving significant

field enhancements and realizing practical lightwave electronics. Field enhancement

is particularly crucial, as even small pulse energies can lead to substantial intensity

enhancements locally at the antenna tip, with enhancements of up to 30× translating

to a remarkable 900× increase in intensity. To illustrate the electromagnetic response

across various materials, Figure 3-5 presents data on the reflectance of plasmonic and

noble metals, the tunability range of plasmonic metals, and electromagnetic simula-

tions of nanoantennas employing these diverse metals, referenced against a perfect

electrical conductor (all using the same geometry as shown in Fig. 3-4). In Figure

3-5a, the plot depicts reflectance versus frequency for different metals, sourced from

[67]. It is evident that several common metals lack high reflectivity in the ultraviolet

regime (≥ 1 PHz), with aluminum being a notable exception, commonly employed

for UV-enhanced optical mirrors.

The use of such plasmonic materials imposes a constraint on the achievable fre-

quency range due to practical limitations in fabrication capabilities. Drawing inspi-

ration from [68], Figure 3-5b illustrates the tunability range of plasmons for common

plasmonic metals. This is also shown through electromagnetic simulations depicted

in Figures 3-5c and 3-5d, showcasing the field enhancement as a function of frequency

and wavelength, respectively. Notably, with both perfect electrical conductors and the

various metals illustrated, all antennas exhibit responsiveness to low frequencies and

long wavelengths. Consequently, it is generally more feasible to engineer lightwave

electronics in the infrared spectrum compared to the visible spectrum. Moreover,

achieving significant enhancements and responsiveness at higher frequencies poses

challenges, as noble or plasmonic metals inherently exhibit limitations in their ability

to respond to such high frequencies.
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3.5 Impact of Driving Lightwave

Having established the critical role of geometric tunability in shaping antenna char-

acteristics, the other key factor one can control is described: the input light waveform

and its influence on the electronic frequency response. While geometric parameters

determine the structural properties of an antenna, the shape of the driving waveform

profoundly affects its response as well. By examining how variations in input driving

waveform and its interaction with various geometric configurations, one can gain a

comprehensive understanding of the intricate interplay between antenna design and

operational performance.

3.5.1 Frequency

Up to this point, the input frequency for nonlinear emission has been fixed to a specific

wavelength. However, the maximum achievable bandwidth is highly dependent on the

input frequency. Here, two 5-cycle pulses with frequencies of 0.177 PHz (1690 nm) and

0.353 PHz (845 nm) are shown. Fowler-Nordheim is used as the optical field emission

medium for these examples and will provide insight into the theoretical upper limit

of the frequency bandwidth optical field emission can provide.

The corresponding Fowler-Nordheim electron emission rate for the two Gaussian

pulses is shown in Fig. 3-6b. Since there are several cycles, there are several bursts

of electrons that are generated. The inset displays the main burst at 𝑡 = 0, which

is modulated by the signal pulse, enabling small signal sampling. The current burst

full-width at half maximum (FWHM) determines the time resolution and is 0.28 fs

for 𝑓gate = 0.353 PHz and 0.55 fs for 𝑓𝑔𝑎𝑡𝑒 = 0.177 PHz. Lastly, the frequency response

given the 10-cycle 𝑓gate is shown in Fig. 3-6c. Here, since a 5-cycle pulse is used, there

are multiple electron bursts in time, reducing the frequency bandwidth response. If

one were using a single-cycle gate pulse, the frequency domain response would result

in the envelope without any frequency interference.
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Figure 3-6: Input frequency dependence of a 5-cycle pulse. A 5-cycle Gaussian
pulse input (a) with a carrier frequency of 0.353 PHz and 0.177 PHz to illustrate the
frequency bandwidth dependence when the gate pulse changes. (b) The corresponding
time domain emission for the two gate frequencies used. The inset shows the highest
intensity time-domain emission which sets the theoretical time resolution. For 0.177
PHz, the FWHM corresponds to 0.55 fs in comparison to half of the optical period
of 2.8 fs. For 0.353 PHz, the FWHM corresponds to 0.28 fs whereas the half-optical
period corresponds to 1.4 fs. (c) The corresponding frequency response of the emission
rate for the two gate frequencies used

3.5.2 Dispersion

In this section, the impact of dispersion in the input electric field 𝐸gate on the fre-

quency response ℱ(Γ̃(𝐸gate) is discussed by fixing the field strengths and changing

the dispersion within the pulse. As typical ultrafast lasers do not typically emit

transform-limited pulses, this section generalizes what happens when the input light-

wave contains significant dispersion.

First, a single-cycle 0.193 PHz (1.55 𝜇m) pulse with half-wave rectification is used

with Fowler-Nordheim as the nonlinear emission mechanism, then second- (group de-

lay dispersion, GDD) and third-order dispersion (TOD) are introduced. First-order

dispersion (group delay, GD) is ignored as it causes a linear displacement correspond-

ing to a linear phase factor. It should be noted that in these examples, the field is
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normalized to 1 which is not realistic as typically when dispersion is added, the field

amplitudes will be reduced.

Figure 3-7: Influence of GDD on nonlinear emission rates. For CEP = 0, (a)
shows the pulse that is used to nonlinearly generate electron emission. (b) The non-
linear emission and (c) the corresponding Fourier-transformed emission, comparing
the frequency response as a function of 3 GDD conditions. For CEP = 𝜋 (d) shows
the pulse that is used to nonlinearly generate electron emission. (e) The nonlinear
emission and (f) the corresponding Fourier-transformed emission, comparing the fre-
quency response as a function of 3 GDD conditions.

To begin, a pulse with GDD = 0 fs2, corresponding to a 5.2 fs pulse (Fig. 3-7a,

d, blue line), is input into a half-wave rectified device where a negative amplitude

electric field generates positive electron emission. The emission rate Γ(𝐸gate) is as

expected for half-wave rectification (Fig. 3-7b, e, blue line). For the case of CEP = 0,

there are two half-period oscillations with negative electric field amplitudes, resulting

in the two positive electron emission peaks. In the case of CEP = 𝜋, there is only

one negative electric field half-period oscillation, resulting in one positive electron
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emission peak. The frequency response in both cases reaches up to the 10th harmonic

(Fig. 3-7c, f, blue line) but when the CEP = 0, there is finite frequency interference

due to the two positive emission amplitudes in time. When +FWHM1.6 fs2 of GDD is

added, the pulse stretches to 8.2 fs (Fig. 3-7a, d, orange line). In the case of CEP =

0, there is now an asymmetry in the electron emission rate intensity (54% difference)

due to one of the half-period oscillations being 3% smaller in amplitude. Due to

this asymmetry, the frequency response results in an increase in bandwidth near

the nodes as previously using the transform-limited pulse, the nodes would result in 0

frequency response whereas now the nodes are non-zero. When +FWHM2 fs2 of GDD

is added, the pulse stretches to 15.2 fs (Fig. 3-7a, c yellow line). When the CEP = 0,

there is less of an asymmetry between the two main electron emission peaks centered

around 𝑡 = 0. The difference between the negative electric field amplitude is 0.6%,

which corresponds to a change in the electron emission rate amplitude of nearly 27%.

Whereas when the CEP = 𝜋, the electron emission rate now has additional peaks

(Fig. 3-7e, yellow line) at -7.5 fs and 7.5 fs that were not observed for the previous

two cases. The peak at -7.5 fs has a FWHM of 0.46 fs while the peak at 7.5 fs has

a FWHM of 0.58 fs with an amplitude of 1.3× the -7.5 fs peak. In the frequency

domain (Fig. 3-7c, f, yellow line), for the case of CEP = 0, the nodes change their

position, not reaching 0 like in the case of the transform-limited pulse. With CEP =

𝜋, the asymmetry distorts the frequency response from the 2nd to 5th harmonic and

the added group dispersion results in an oscillatory group delay smaller than 1 fs.

This example highlights how CEP and GDD can change the emission rate and how

that change translates to the frequency response.

Next, the impact of TOD on the electron emission rate will be illustrated. To

begin, +FWHM2 fs3 of TOD is added as represented by the blue line in Fig. 3-8a, d.

There is some asymmetry in 𝐸gate due to the TOD and this asymmetry does not affect

the electron emission rate (Fig. 3-8b, e blue line) in time or the frequency response

(Fig. 3-8c, f, blue line) in both cases of CEP. This is because the nonlinearity is

thresholded and only electric field amplitudes that are greater than the threshold can

contribute to a finite emission rate, characteristic of nonlinear generation. As the
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Figure 3-8: Influence of TOD on nonlinear emission rates. For CEP = 0, (a)
shows the pulse that is used to nonlinearly generate electron emission. (b) The non-
linear emission and (c) the corresponding Fourier-transformed emission, comparing
the frequency response as a function of 3 TOD conditions. For CEP = 𝜋 (d) shows
the pulse that is used to nonlinearly generate electron emission. (e) The nonlinear
emission and (f) the corresponding Fourier-transformed emission, comparing the fre-
quency response as a function of 3 TOD conditions.

TOD is set to +FWHM3 fs3, the pulse has small side lobes and for CEP = 0, this

does not affect the electron emission rate or corresponding frequency response, but for

CEP = 𝜋, an asymmetry appears in the electric field (Fig. 3-8de orange line). This

results in two finite peaks in the emission rate (Fig. 3-8e, orange line) at 𝑡 = 0 and 5

fs with the same FWHM but an amplitude difference of 72%. These two asymmetric

peaks in time interfere in the frequency domain as seen in Fig. 3-8f, orange line.

Lastly, TOD = +FWHM4 fs3 results in an electric field with many sudden side lobes

in the time domain, characteristic of TOD. For the case of CEP = 0, asymmetric

electron emission occurs (Fig. 3-8b, yellow line) similarly to the CEP = 𝜋 case with
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+FWHM3 fs3 (Fig. 3-8e, orange line) but this time with an amplitude difference of

78%. Whereas for the case of CEP = 𝜋 and TOD = +FWHM4 fs3, it is observed

that there are finite emission rate peaks at 0, 5, and 10 fs. The smallest peak at 5 fs

is 80× smaller than the center peak at 5 fs whereas the peak at 10 fs is ≈ 6× smaller.

3-8e, orange line. Although there is some asymmetry the FWHM of the emission rate

peaks are the same, and the frequency response stays periodic without any distortion

as seen in Fig. 3-8f, yellow line. Although the pulse shape may change significantly

due to TOD, the electron emission rate stays relatively unchanged when compared

to the addition of GDD. However, it should be stressed that the peak field strengths

would have to be identical to these examples of normalized peak field strengths.

3.6 Applications Based on Nanoantenna Architec-

tures

Having examined the interplay between geometric tunability and input frequency in

shaping frequency response, attention is now given to a compelling application of

this versatile antenna platform. First is the application of nanoantennas with no

rectification for carrier-envelope phase detection. The second is with and without

rectification for small signal detection of optical fields. With the observation of broad

frequency bandwidth based on the different architectures shown in Fig. 3-3 and

oscillatory behavior in non-single-cycle or dispersed lightwaves in Sections 3.3 and

3.6.2, we can now discuss frequency mixing.

3.6.1 Carrier-envelope phase detection

By leveraging the insights gained from our analysis in previous sections of this chapter

and drawing from radio-frequency (RF) electronics, we can discuss the importance

of phase detection. Phase plays a crucial role in RF applications such as FM radio,

phased-locked loops (PLLs), and radar systems. In FM radio, the phase of the car-

rier wave determines the instantaneous frequency of the transmitted signal, enabling
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the modulation of audio signals for broadcasting. PLLs utilize phase synchronization

to track and maintain a constant phase relationship between a reference signal and

a voltage-controlled oscillator, essential for frequency synthesis, clock recovery, and

demodulation tasks. Radar systems rely on phase coherence for accurate target detec-

tion, tracking, and imaging. These examples illustrate the significance of phase in RF

communications, where precise phase control is vital for signal integrity, modulation,

and demodulation processes. This emphasis on phase control seamlessly transitions

to the realm of optics, where phase detection of optical waveforms is equally cru-

cial for ultrafast science applications such as frequency comb generation and optical

waveform synthesis.

Figure 3-9: Detection of optical phase using non-rectifying antennas. (a)
With continuous wave light, oscillations (red) lead to a finite electron emission rate
(blue). When negative, it produces a burst of finite electron emission, and when
positive, an opposite-signed burst occurs. Over time, when integrated, this results
in a net current of 0. (b) In a pulsed laser, the varying electric field amplitude as a
function of time results in varying electron emission rates which integrates to a finite
measurable net current.

As seen in Section 3.5.2, the optical field emission mechanism has a dependence on

the carrier-envelope phase. This combined with the key mechanism of non-rectifying

antennas enables carrier-envelope phase detection through the emission response of
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the antennas (Fig. 3-9a). If we use a continuous oscillating light wave without any

rectification, every up-and-down cycle generates electrons (Fig. 3-9b). When the

wave’s amplitude is negative, it produces a positive electron emission, and vice versa.

However, when using a pulsed laser, the electric field shape varies in amplitude during

each pulse. As a result, the electron emission can become asymmetric, leading to a

finite, nonzero current (Fig. 3-9c). The details will be further discussed in Chapter

4.

3.6.2 Perturbative optical field-resolved sampling

RF mixers play a pivotal role in modern communication systems by enabling the con-

version of signals from one frequency to another. These devices are essential for tasks

such as frequency upconversion, downconversion, modulation, and demodulation in

various RF applications. By combining multiple input signals, RF mixers generate

output signals containing frequency components that are the sum and difference of

the input frequencies. This capability allows for efficient transmission, reception, and

processing of RF signals across different frequency bands, facilitating tasks such as

signal amplification, filtering, and signal synthesis. RF mixers serve as essential com-

ponents in various RF systems, including radio receivers, transmitters, and frequency

synthesizers, playing a critical role in the functionality and performance of modern

wireless communication networks.

Similarly, the concept of frequency mixing is pivotal in optics. In Chapter 2, we

discussed how nonlinear conversion exploits electrons in nonlinear crystals to generate

different frequencies. However, these crystals have limitations such as bandwidth

constraints and sensitivity to angle dependence. By leveraging the sub-wavelength

nature of nanoantennas, we eliminate the need for phase matching. This advancement

opens doors to exploring the potential of these antennas in revolutionizing ultrafast

spectroscopy through optical field sampling and lightwave frequency mixing. This

application serves as a central theme in the subsequent chapters of this thesis, where

we delve deeper into the complexities of frequency mixing in the context of optical

field sampling.
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It was observed in Figs. 3-3, 3-6, 3-7 and 3-8 there are frequency oscillations

at specific harmonic orders. These oscillations can be harnessed for frequency mix-

ing, akin to nonlinear electronic frequency mixers fundamental in electronic systems.

While conventional mixers operate within a limited frequency range, the extension

to PHz would enable comprehensive optical signal analysis across multiple spectra

octaves. In Chapters 5-7, PHz harmonic frequency mixing is demonstrated using

nanoantennas through optical field sampling, showcasing its capability for complete,

field-resolved detection of spectral content beyond conventional techniques. This

advancement holds significance for applications requiring spectroscopic analysis or

imaging of coherent femtosecond-scale dynamics across multiple harmonics.

It has been demonstrated in the THz and mid-infrared that optical field sam-

pling (also known as time-domain spectroscopy) can provide insightful information

such as the dynamics of the contracting or stretching of specific chemical bonds[35],

[70]–[73]. This has led to the development and widespread adoption of commercial

systems for time-domain THz spectroscopy systems. The importance of time-domain

spectroscopy in the THz spectral region has spurred the more recent development

of similar techniques for field-resolved detection in the visible to infrared spectral

regions. Such measurement techniques are important for understanding dynamical

light-matter interactions. Visualizing fields in the time domain rather than the inten-

sity domain offers several direct advantages. Firstly, it allows for direct extraction of

phase information from the signal. Additionally, it enables background-free measure-

ments with a large dynamic range (dependent on 𝐸gate), facilitates direct visualization

of dynamics with relative field strengths, and enables measurement across a broad-

band frequency range.

Furthermore, field sampling also offers a key advantage over frequency-domain

spectroscopy known as the Fellgett advantage or sometimes called the Multiplex

advantage, which manifests as an improved signal-to-noise ratio (SNR) in spectra

obtained in the frequency domain compared to those acquired in the time domain

[74], [75]. This advantage was instrumental in driving the widespread adoption of

Fourier-transform (FT) spectroscopy, especially in scenarios requiring precise mea-
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surement of weak signals. The essence of the Fellgett advantage lies in the nature

of FT spectroscopy as a multichannel method. In the case of Fourier-transform in-

frared (FTIR) spectrometers, by sweeping the moving mirror in the interferometer,

FT spectrometers capture an interferogram that represents contributions from mul-

tiple wavelengths simultaneously, effectively measuring every wavelength or channel

of the spectrum concurrently. In contrast, in a single-channel dispersive experiment,

only one wavelength component’s intensity is measured at a time. Consequently,

FT spectrometers require significantly less time to acquire the same spectrum com-

pared to dispersive methods. Furthermore, within a given measurement duration,

FT spectrometers can average numerous spectra, resulting in an enhancement of the

SNR.

The other advantage of field sampling is the throughput advantage, also known

as Jacquinot’s advantage [75], [76], which arises from the design differences between

dispersive and Fourier-transform spectrometers. In a dispersive instrument, light

passes through entrance and exit slits in the monochromator, which inherently limits

the amount of light that can pass through. In contrast, FTIR spectrometers achieve

their throughput advantage by relying solely on the diameter of the collimated beam

from the source. While FTIR spectrometers do require an aperture to control the

convergence of the collimated beam within the interferometer, this aperture, known

as a Jacquinot stop, allows for more light transmission compared to slits used in

dispersive instruments. Consequently, for a given resolution and wavelength, the

circular aperture of the Jacquinot stop facilitates higher light throughput, resulting

in an improved signal-to-noise ratio. These two advantages make field sampling a

technique that provides both time- and frequency information.

Now that the importance of field sampling and the role of the input pulse (𝐸gate) in

a nonlinear medium has been established, one can bring in a small signal to perturb

the emission rate Γ using a measurement system as shown in Fig. 3-10. In the

following we mathematically define this small signal field sampling, introducing the

transfer function of the sampling response. These concepts will be utilized in Chapters

5-7.
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To start, there is some input "probe" or "gate" pulse 𝑃 (𝜔) that is fed into an

interferometer with controllable delay 𝜏 in one arm. In the other arm, the input

pulse is filtered through some system with response 𝐴(𝜔), such that at the output

of the system one has a "signal" pulse of the form 𝑆(𝜔) = 𝐴(𝜔)𝑃 (𝜔). These are

interfered together as a function of delay, and the output is recorded on a detector

with frequency response Γ(𝑡). Note that we will be frequently switching between

frequency-domain and time-domain signals and responses wherever convenient. To

differentiate between the two, we will always indicate whether the field is a function

of time or frequency, and use a tilde to represent a complex value. As an example, the

probe in the frequency domain will be represented as 𝑃 (𝜔), but in the time domain

as 𝑃 (𝑡).

Note that switching between frequency-domain and time-domain signals and re-

sponses will be done wherever convenient. To differentiate between the two, we will

always indicate whether the field is a function of time or frequency, and use a tilde

to represent a complex value. As an example, the probe in the frequency domain will

be represented as 𝐸̃𝑔𝑎𝑡𝑒(𝜔), but in the time domain as 𝐸gate(𝑡).

Figure 3-10: Measurement schematic. A pulse enters from the left and is split
into two parts. One part passes through a delay stage which allows precise temporal
control of the two pulses (top), while the bottom interacts with some medium de-
noted as 𝐴(𝜔). Afterward, the two pulses recombine on the nonlinear medium for
perturbative sampling.

From the measurement system, the user will detect some integrated response 𝐼

which is expressed as

𝐼 =

∫︁ ∞

−∞
𝑞Γ

[︀
𝑃 (𝑡− 𝜏) + 𝑆(𝑡)

]︀
𝑑𝑡. (3.4)
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While 𝐼 is the complete response, for much of our analysis below we will examine the

strong gate, a weak signal condition where we assume that the signal is weak enough

that a first-order Taylor expansion of Γ is sufficient to express 𝐼 as follows

Γ(𝐹 (𝑡)) ≈ Γ(𝑃 (𝑡− 𝜏)) + Γ′(𝑃 (𝑡− 𝜏))𝑆(𝑡). (3.5)

Note that Γ′ is the first derivative of Γ with respect to 𝐹 . Now we can re-write our

measured signal as

𝐼(𝜏) ≈ 𝐼 =

∫︁ ∞

−∞
𝑞
[︀
Γ(𝑃 (𝑡− 𝜏)) + Γ′(𝑃 (𝑡− 𝜏))𝑆(𝑡)

]︀
𝑑𝑡 (3.6)

It is useful for us to break equation 3.6 into two parts: the background offset 𝐼bg,

and the cross-correlation response 𝐼cc. These are given as

𝐼bg =

∫︁ ∞

−∞
𝑞Γ(𝑃 (𝑡))𝑑𝑡, (3.7)

and

𝐼cc(𝜏) =

∫︁ ∞

−∞
𝑞Γ′(𝑃 (𝑡− 𝜏))𝑆(𝑡)𝑑𝑡. (3.8)

For optical sampling, we are primarily interested in the cross-correlation signal 𝐼cc(𝜏)

as that provides information about the signal electric field waveform of interest, 𝑆(𝑡).

To see how, consider the Fourier transform of 𝐼cc(𝜏)

𝐼cc(𝜔) = ℱ{Γ′(𝑃 (𝑡))}*𝑆(𝜔), (3.9)

where the tilde notation represents the complex Fourier transform, and the asterisk

represents the complex conjugate. Note that in Appendix A we provide a derivation

of the Fourier transform of a correlation for those interested in how this expression

was derived.

It is interesting that at this point, one can view the sampling device as an effec-

tively linear device with inputs being the gate field, small-signal field, and delay 𝜏 ,
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having a transfer function given by

𝐻̃(𝜔) = ℱ{Γ′(𝑃 (𝑡))}
⃒⃒
−𝜔

, (3.10)

and current signal output 𝐼(𝜏). If the time duration of Γ′(𝑃 (𝑡)) is short enough to

be approximated as a delta function (i.e. the ideal sampling case), the signal output

would simply be 𝐼(𝜏) = 𝑆(𝜏).

3.7 Conclusion

In this chapter, the role of rectification was demonstrated and generalized for vari-

ous nonlinear media. Analogous to traditional electronics, rectification in lightwave

electronics is also crucial for the creation of practical lightwave electronic devices.

Then, the geometric tunability is discussed, highlighting a key advantage of nanoan-

tennas. In the following chapters, two of the three geometric architectures discussed

are utilized, specifically, the non-rectified inversion symmetric devices (Chapter 4)

and half-wave rectified asymmetric devices are studied for optical phase detection

and frequency mixing in the context of optical field sampling, respectively (Chapters

5-7).



Chapter 4

Nanoantennas Without Rectification

for Single-shot Optical Phase Readout

The work presented in this chapter is in collaboration with Dr. Felix Ritzkowsky at

the Ultrafast Optics and X-Rays group led by Prof. Franz X. Kaertner at Deutsches

Elektronen-Synchrotron DESY. This builds on the inversion symmetric antennas

shown in Fig. 3-3a-d and is used for the application discussed in Section 3.6.1. My

contributions include the discussions of experiment and design, the fabrication of the

inversion symmetric sawtooth antennas, the initial setup of the measurement, and

the writing of the manuscript. A portion of this chapter is taken from a submit-

ted manuscript [77] with slight modifications to the writing. Code and data can be

found in the following repository: https://github.com/qnngroup/manu-Large-Area-

Optical-Frequency-Detectors-for-Single-Shot-Phase-Readout

Abstract

Attosecond science has demonstrated that electrons can be controlled on the sub-cycle

time scale of an optical wave, paving the way toward optical frequency electronics

[4]. Using controlled few-cycle optical waveforms with 𝜇J of energy, the study of sub-

cycle electron emission has enabled the generation of attosecond ultraviolet pulses and

the control of attosecond currents inside solids. However, these experiments rely on

90
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high-energy laser pulses and test systems not suitable for integration in microcircuit

elements. To move towards integrated optical frequency electronics and their practical

applications, a system suitable for integration into microcircuits capable of generating

detectable signals with low pulse energies is needed. While current from plasmonic

nanoantenna emitters can be driven at optical frequencies, low charge yields have

been a significant limitation. In this work, we demonstrate that large-scale electrically

connected plasmonic nanoantenna networks, when driven in concert, enable a much

higher charge yield sufficient for shot-to-shot carrier-envelope phase detection, which

is a hallmark of the underlying sub-cycle processes. We use a tailored sub-2-cycle

mid-infrared waveform of only tens of nJ of energy to drive over 2000 carrier-envelope-

phase-sensitive electrons from interconnected plasmonic nanoantenna networks that

we detect on a single-shot basis using conventional readout electronics. Our work

shows that electronically integrated plasmonic nanoantennas are a viable approach

to integrated petahertz electronics. By using engineered nanoantenna networks, we

show that previous fundamental limits in single-shot CEP detection techniques, such

as the energy requirement of gas-based tunnel ionization schemes [78] or the lack of

absolute phase sensitivity in f-2f-interferometry can be overcome [79]. This flexible

approach to optical frequency electronics will further enable many other interesting

applications, such as petahertz-bandwidth electric field sampling and the realization

of logic gates operating at optical frequencies [45], [47].

4.1 Introduction

When John A. Fleming developed the first widely usable vacuum diode based on the

thermionic emission of electrons from a tungsten filament and showed for the first time

rectification of electronic AC signals, he laid the foundation for modern electronics

[25]. Around one hundred years later, in the pursuit of ever faster electronics, a major

advancement was made by utilizing carrier-envelope phase (CEP) controlled few-cycle

pulses to rectify electric fields at hundreds of terahertz at sharp metal tips [8]. This

not only demonstrated the generation of rectified, optical-frequency currents but also
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demonstrated control over attosecond electron currents by controlling the optical

pulse CEP. Subsequent investigations into these emission processes revealed complex

attosecond-fast dynamics [9], [80].

To achieve electronics operating at the frequency of optical waves, many methods

have been investigated for generating rectified femto- to attosecond currents directly

in closed electric circuit elements. For example, by using sub-cycle interband transi-

tions in dielectrics [18], [19], [46], [81], or metallic nanoantennas [11], [14]. These steps

toward integrated circuits significantly reduced the experimental requirements from

large and bulky vacuum equipment to low-energy ambient operation. Applications

exploiting the sub-cycle nature of these currents have been demonstrated. Examples

include attosecond-resolution electric field measurements, CEP detection of few-cycle

pulses, and petahertz logic gates [11], [14], [18], [21], [22], [45]–[47], [82]–[84]. Specif-

ically CEP detection presents a great testbed for petahertz electronics, as previous

methods have been fundamentally limited, such as f-2f-interferometry lacking sensi-

tivity for the absolute CEP or gas-ionization based methods, that do provide absolute

CEP sensitivity, but require 𝜇J-level pulses. Resonant nanoantennas have emerged

as an attractive option, as they significantly reduce the energy required for field emis-

sion by optical pulses and present a physical reference for the absolute CEP [11], [14],

[43]–[45], [48]. This reduction can reach up to three orders of magnitude, lowering the

energy requirement to pJ levels, while confining electron emission to a well-defined

hotspot at the sharp tip of the nanoantenna. Additionally, by exploiting the extreme

spatial confinement of nanoantennas, attosecond time-scale charge transport across

nanometer-sized junctions has been achieved [15].

While resonant nanoantennas offer several advantages, they also have limitations

that impact their practicality. To the best of our knowledge, the electron yield from

these nanoantennas has never exceeded one electron per shot in CEP-sensitive yield

[8], [11], [14], [44], [45]. As a result, thousands of individual laser shots must be

integrated to achieve a statistically significant signal, which means high-repetition-

rate laser sources are required. Ideally, enough current would be generated per laser

shot for CEP-sensitive readout without the need for averaging. Simply increasing
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the peak intensity of the laser pulse cannot scale the signal level of these devices,

as this would cause irreversible laser-induced damage. Additionally, scaling up the

number of nanoantennas in a single network has been shown to present difficulties

as fabrication variance couples to the detected CEP signal and reduces the overall

signal strength [44]. Second, large variations of intensity across the network might

exhibit CEP vanishing points, that either cause a vanishing CEP signal, when the

local intensity hits a waveform-specific resonant intensity, or even causes a 𝜋 phase

shift for intensities above that resonance [43].

In this work, we overcome these issues and demonstrate single-shot detection of

CEP-dependent electrons generated by optical tunneling in a fully on-chip nanoan-

tenna device for shot-to-shot carrier-envelope phase detection. We achieve this through

the simultaneous excitation of hundreds of interconnected off-resonant metallic nanoan-

tennas [44]. This approach enables coherently-driven, attosecond-timescale electron

emission across the entire detector area of 225 µm2. Moreover, by employing a custom-

developed mid-infrared (MIR) sub-2-cycle laser source [85] we obtain a more than

tenfold increase in charge emission per individual antenna compared to previous re-

sults, with a CEP-sensitive charge emission as high as 3.3 electrons per shot per

antenna [44]. Optical pulses with longer central wavelengths have a proportionally

higher electron yield per individual half-cycle compared to their shorter-wavelength

counterparts. Additionally, the longer wavelength driver excites the nanoantenna

off-resonantly, which enables the full reproduction of the incident electric field at

the nanoantenna tip. The off-resonant excitation is crucial, as the number of opti-

cal cycles dramatically influences the amount of CEP-sensitive charge produced [44].

Through this combination of short-pulse excitation and scaling of the emitter area,

we achieve to the best of our knowledge the highest ever recorded CEP-sensitive

charge yield from an integrated petahertz electronic detector and a single laser shot,

achieving over 2300 e per laser shot at the full repetition rate of the laser system

(50 kHz). The energy requirements of less than 100 nJ represent a reduction of 2 to

3 orders of magnitude compared to alternative gas-phase methods, while removing

the need for vacuum conditions [78], [84]. Such devices enable compact, shot-to-shot
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CEP detection for various attosecond experiments that require CEP diagnostics [3],

[86], [87]. Our work more broadly demonstrates the viability of low-energy, chip-scale

petahertz-electronics with single-shot readout.

Figure 4-1: CEP dependent charge generation in nanoantenna networks. (a)
Schematic of the charge generation process in the network showing two electric fields
with a 𝜋 CEP shift corresponding to the charge generated with positive 𝑄(𝜙 = 0) or
negative sign 𝑄(𝜙 = 𝜋). (b) Optical microscope image of an integrated nanoantenna
network contacted with gold leads. (c) Scanning electron microscope image of a
metallic nanoantenna network. (d) Finite-element method simulation using COMSOL
of the spatial field enhancement distribution of a single antenna pair. (e) Schematic
of the nanoscopic emission process, showing the sub-cycle electron currents generated
in the antenna-vacuum junction by the driving field.

4.2 Description of the Sub-cycle Field Emission Cur-

rent

To gain a qualitative understanding of the sub-cycle dynamics of the field emission

process, it is useful to simulate the probability of measuring an electron at a given

point in time and space outside the metal in a vacuum state. To that end, Yalunin et

al. showed that the numerical integration of the time-dependent Schrödinger equation
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Figure 4-2: Numerical solution to the time-dependent Schrödinger equa-
tion. Integration of the time-dependent Schrödinger equation, by using the modified
Crank-Nicolson scheme as described by [88]. The top two panels show the probability
amplitudes for two cases assuming an 18 fs duration MIR pulse at a center wavelength
of 2.7 µm with 4 V/nm and 13 V/nm field strength. The bottom panel shows the
electric field waveform as a function of time for each case.

[88],

𝑖
𝜕Ψ

𝜕𝑡
=

(︂
−1

2

𝜕2

𝜕𝑥2
+ 𝑉

)︂
Ψ, (4.1)

describing the interaction of a bound electron in a metal with a time-periodic field

𝐹 (𝑡) is a valid approach. The potential 𝑉 used is of the form,

𝑉 = −

⎧⎪⎨⎪⎩𝑥𝑒𝐹 (𝑡), 𝑥 ≥ 0

𝐸𝐹 + 𝜑, 𝑥 < 0,

(4.2)

were 𝐸𝐹 is the Fermi energy and 𝜑 the workfunction. By using the modified Crank-

Nicolson scheme as described in [88], we calculate the probability |Ψ(𝑥, 𝑡)|2 for a gold

workfunction of 𝜑 = 5.1 eV and an 18 fs duration MIR pulse at a center wavelength
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of 2.7 µm. The used field strength is 4 V/nm and 13 V/nm.

The results of the integration, presented in Fig. 4-2, show the probability |Ψ(𝑥, 𝑡)|2

of measuring an electron at a given coordinate (𝑥, 𝑡). At the low field strength of 4

V/nm the emission process is already highly sub-cycle. Driven by the peak of the

electric field the electrons are ejected from the surface within a half-cycle. Strong

scattering of electrons re-accelerated to the potential barrier occurs between 5 fs and

10 fs. For the case of 14 V/nm, we can see stronger emission probabilities with

suppressed quiver motion and rescattering at the surface. Despite the fact that such

numerical integration qualitatively and quantitatively describes the scaling laws of

electron emission [88], we found difficulties adapting this scheme when accounting

for our experimentThe differential readout scheme leaves only the CEP-dependent

charge, which is on the order of 0.1 or less of the total emitted charge. We found in

the end that the measured CEP dependent charge yield was better described by the

quasi-static Fowler-Nordheim approximation [64].

4.3 Designing and Modelling

Our devices, as seen in Fig. 4-1 a, consist of 722 interconnected metallic (Au) bow-

tie nanoantennas embedded in a 15 µm × 15 µm network. The device is integrated

into an off-chip readout circuit using conventional electronics. The individual bow-tie

nanoantennas, as shown in the scanning electron microscope image in Fig. 4-1 c, have

designed dimensions of 530 nm in length, 142 nm in width and 20 nm in thickness,

resulting in an antenna density of 3.2 µm−2. Fig. 4-1 d shows the finite element

electromagnetic simulation of the field distribution, showing a peak enhancement of

up to ∼18-fold for 111THz (2.7 µm wavelength) localized at the tips of the bow-tie

structure. The sharp antenna tip creates a spatially confined hot spot for electron

emission to occur. When the whole network is illuminated with a few-cycle infrared

laser pulse with a peak electric field on the order of 1 V/nm, highly nonlinear tunnel

ionization of electrons occurs at these hotspots at the tip of the bow-tie antennas.

Additionally, the tunnel ionization is temporally confined to the peak regions of the
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strongest half-cycles of the exciting field [9], [15], [33], [43], [45], [65], [80], [89].

In the case of sufficiently strong electric fields, with a Keldysh parameter 𝛾 ≪ 1

the tunneling emission for a metal-vacuum boundary is described by the quasi-static

Fowler-Nordheim tunneling current Γ𝐹𝑁(𝐸) = 𝜃(𝐸)𝛼𝐸2exp
(︁
− 𝑓𝑡

|𝐸|

)︁
[33], [64], [65],

[89], with 𝜃(𝐸) noting the Heaviside function, 𝑓𝑡 =78.7 V/nm the characteristic tun-

neling field strength for gold and 𝛼 a material and geometry dependent scaling factor.

Since a single bow-tie is a symmetric system consisting of two metal surfaces facing

each other with a 50 nm vacuum gap, we can approximate the total instantaneous

currents at the junction with Γ(𝐸) = Γ𝐹𝑁(𝐸)− Γ𝐹𝑁(−𝐸), as experimentally shown

in [11], [15], [44]. A CW laser would lead to fully symmetric charge injection and

transport across the gap. In such a case, the time average of the residual charge in

the network is zero. However, for the case of a few- to single-cycle pulse, the highly

nonlinear dependence of the tunneling current with respect to the electric field am-

plitude does result in a residual net charge. The residual net charge is caused by

the significant amplitude differences between the individual half-cycles of the pulse,

effectively breaking the symmetry of emission and transport [11]. To understand the

symmetry breaking, it is useful to look at the detailed instantaneous tunneling rates

as a function of the electric fields for a metal-vacuum boundary.

The instantaneous current response of this nanoantenna configuration, shown in

Fig. 4-3a, is equivalent to the response of two parallel diodes in opposing direc-

tions. The quantitative current response is adapted from [90], [91] and considers

the frequency-resolved field enhancement, while also averaging over the antenna tip

surface area of 628 nm2, resulting in an effective field enhancement of 8.2 for the con-

sidered excitation field. When calculating the instantaneous currents of the nanoan-

tenna, the local field at the tip of the nanoantenna is relevant. Therefore, we need

to consider the antenna’s complex transfer function [45]. The antenna is designed to

have a resonance wavelength of 1500 nm and be off-resonant with the exciting field

centered at 2.7 µm for two main reasons; the first is to transfer the full bandwidth of

the optical pulse to the antenna tip, as a sharp resonance would increase the local

pulse duration and reduce the CEP-dependent charge yield drastically. The second
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Figure 4-3: Theoretical description of the antenna gap currents. (a) Effec-
tive instantaneous tunneling rate for two opposing gold surfaces in the nanoantenna
junction, assuming scaling parameters from [90] with an effective emission area of
628 nm2. (b) The response function of the local electric field at the tip of the nanoan-
tenna to an exciting electric field was simulated using a FEM electromagnetic solver.
The simulation shows the wavelength-dependent field enhancement and phase. The
effective field enhancement of the incident pulse is ∼ 8.2. (c), The electric field as a
function of time and the instantaneous current as a function of the electric field for
a CEP of 𝜙 = 0, 𝜋/2. The electric field is the calculated local antenna field using the
characterized optical pulse and the simulated antenna response. The solid lines note
the electric field and the dashed lines the current. The shaded areas underneath the
current curves show the total charge yield, with red areas contributing positively and
blue areas contributing negatively.

reason is that the fabrication process is not fully uniform throughout the detector

area, resulting in small spectral shifts of the antenna resonance [44]. When designed

on-resonance, small variations will result in large phase differences between individ-
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ual antennas, as the phase response has a steep slope at resonance. Considering the

collective phase response of all antennas, variations in individual phases will reduce

the collective CEP response of the detector [44]. Therefore, when the antennas are

driven off-resonance, small variations in the fabrication will not translate into large

phase changes of the optical field at the antenna tip. Additionally, a reduced variance

of the device-induced phase shift is critical to improved precision in measuring the

absolute CEP value. Any well-known phase offset induced by the antenna can simply

be removed from the detected phase. The local field enhancement and the phase

response of an off-resonance antenna for wavelengths above 2 µm is shown in Fig. 4-3

b. The local field at the antenna tip 𝐸loc is therefore the frequency domain multi-

plication of the incident pulse 𝐸̃(𝜔) and the antennas complex frequency response

𝐻̃(𝜔), 𝐸loc(𝑡) = ℱ−1{𝐸̃(𝜔) · 𝐻̃(𝜔)}.

The effective instantaneous current response of the system to such a pulse with a

peak field of ∼13 V/nm is shown in Fig. 4-3c. The employed optical pulse shape is

the reconstructed optical pulse used in the experimental apparatus, combined with

the simulated local field enhancement. The central half-cycle with the highest field

amplitudes generates the largest peak current with up to 12mA for a duration of

1.1 fs (FWHM). The neighboring half-cycles generate substantially smaller currents

with the opposite sign. Since conventional electronics do not support the petahertz

bandwidth currents, the device acts as an integrator, and the net charge deposited

by the optical pulse resides in the circuit network, similar to a photodiode. The

mathematical description of these charges 𝑄 as a function of the pulse CEP 𝜙 is

simply the integral over the instantaneous currents;
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𝑄(𝜙) =

∫︁ ∞

−∞
Γ(𝐴(𝑡) · cos (𝜔0𝑡+ 𝜙)) dt (4.3)

=

∫︁ ∞

−∞
Γ𝐹𝑁(𝐴(𝑡) · cos (𝜔0𝑡+ 𝜙)) dt⏟  ⏞  

= 𝑄+(𝜙)

−
∫︁ ∞

−∞
Γ𝐹𝑁(−𝐴(𝑡) · cos (𝜔0𝑡+ 𝜙)) dt⏟  ⏞  

= 𝑄−(𝜙)

.

(4.4)

=𝑄+(𝜙)−𝑄−(𝜙) (4.5)

The CEP dependence of the charge now stems from the small difference of 𝑄+(𝜙)

and 𝑄−(𝜙). For the case of a cosine pulse (𝜙 = 0), the charge yield becomes maximal,

and for the case of a sine pulse (𝜙 = 𝜋/2), the charge components cancel out to zero.

Based on the results shown in [44] with 0.1 e per antenna, one can anticipate CEP-

dependent charge amplitudes of around 1.4 e per antenna for the optical pulses used

in our experiments and a peak field of 1.7 V/nm. The resulting charge increase is

due to a reduced number of cycles (from 2.5 to 2), and the use of a longer central

wavelength [90]. With the known charge yield per antenna, one can extrapolate the

charge yield of a network of interconnected antennas to a charge that is within the

reach of reasonable detection limits.

4.4 Electromagnetic Simulation of the Nanoantenna

An electromagnetic simulation was performed to estimate the local field at the apex

of the nanoantenna. A simulation procedure similar to the one described in [44] was

used. A fully linear response of the device is assumed, which allows for the calcu-

lation of the response function in the frequency domain. A numerical solution of

the Maxwell equations is obtained using the finite element method electromagnetic

waves, frequency domain solver from the wave optics module of COMSOL Multi-

physics. The system was modeled by a connected antenna bow-tie consisting of gold

placed on a glass substrate. The dimensions of the antenna geometry were chosen

to fit the fabrication design parameters. The n and k values of gold were taken
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Figure 4-4: Comparison of the original electric field versus the local field.
(a) The original incident electric field waveform and the calculated local field at the
tip of the nanoantenna as a function of time. The original field has a peak amplitude
of 1 V/nm and a local field of 8.2 V/nm. (b) The two field waveforms are normalized
to their peak values for a qualitative comparison.

from [92] and a constant refractive index of 1.46 was assumed for the glass substrate.

An incident plane wave with a propagation direction perpendicular to the antenna-

substrate interface was added on top of the geometry. The incident light is linearly

polarized with the electric field being orthogonal to the connecting wires. Periodic

boundary conditions were added around the antenna boundary to model the network.

The semi-infinite vacuum and substrate were modeled using perfectly matched layers

on the top and bottom of the simulation domain. The linear response function was

evaluated by comparing the results obtained with the results of an empty simulation

domain with the same simulation settings. To calculate the spatial average of the

antenna response, we integrated over the whole curvature of the nanoantenna tip,

which is assumed to have a radius of curvature of 10 nm and a height of 20 nm.
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With the simulated complex frequency response 𝐻̃(𝜔), see Fig. 2, and the incident

field 𝐸(𝑡) the local field 𝐸loc(𝑡) averaged over the surface of the nanoantenna tip can

be calculated,

𝐸̃loc(𝑡) = ℱ−1{𝐸̃(𝜔) · 𝐻̃(𝜔)}. (4.6)

The resulting normalized local field is shown in Fig. 4-4. The local field is only

marginally different from the incident electric field. However, the effective field en-

hancement is 8.2, making the local field substantially stronger than the incident one.

Compared to the field enhancements of around 20 in references [11], [14], [15], [44],

[45], the antenna was designed to be off-resonant to preserve the incident electric field

shape, while still having a sufficiently large field enhancement. Furthermore, the an-

tenna design allows for a high antenna density of ∼ 3 µm−2, compared to an antenna

design that is resonant with the MIR field, since these would require roughly double

the antenna size.

4.4.1 Geometric design study

The antenna networks presented in the results were designed to enable high charge

yield with low sensitivity to fabrication errors when fabricated using a robust lithog-

raphy process flow. Further investigation of the design showed that the maximum

value of the CEP-dependent current can be improved by up to a factor of two by

increasing the the amount of antennas per unit area. The parameterized antenna

unit-cell geometry is shown in Fig. 4-5 a. The increased density damps the resonant

part of the response function but maintains a broadband off-resonant field enhance-

ment with a factor of ∼ 6−7. The gradual change of antenna density is shown in Fig.

4-5 b. Using the formulas of the quasi-static model, the increase in CEP-dependent

current per unit area is estimated and corresponds to a factor of two improvements

from the devices presented.

However, by not only optimizing the network density but also adjusting the res-

onance of the field enhancement while still ensuring off-resonant excitation, we can



Chapter 4 – Nanoantennas Without Rectification for Single-shot Optical Phase
Readout 103

Figure 4-5: Simulated field enhancement for different antenna densities. (a)
Parameterized antenna geometry. (b) The average field enhancement at the nanoan-
tenna apex as a function of wavelength for different antenna densities. 𝑤𝑡 denotes
the distance between neighboring antennas and 𝑙𝑦 is the closest distance between two
stripline of antennas. The values 𝑤𝑡 = 400 nm and 𝑙𝑦 = 280 nm correspond to the
small area network presented. The densest case with 𝑤𝑡 = 180 nm and 𝑙𝑦 = 100 nm
has an approximately 2.9 times higher antenna density while maintaining a similar
off-resonant field enhancement.

achieve further improvements in the generated CEP-dependent current. The results

of this optimization are shown in Fig. 4-6.

Figure 4-6: Simulated field Enhancement for different antenna resonances
with the optimum density. (a) The average field enhancement at the nanoantenna
apex as a function of wavelength for different antenna configurations, varying the
antenna height ℎ0 with a fixed width at a ratio of 𝑤 = 3/4ℎ0, while keeping the
densest configuration of the network. (b) CEP-sensitive current normalized to the
unit area for the different antenna variations in (a).

The idea of this study is to sweep the resonance of the antenna length at the most
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dense network configuration. The resonance is mostly defined by the antenna height

ℎ0, with a fixed width of the antenna base of 𝑤 = 3/4ℎ0. The unit-cell dimension

is chosen at 𝑤𝑡 = 𝑤 an the horizontal antenna spacing at 𝑙𝑦 =100 nm yielding a cell

width of ℎ𝑡 = 𝑙𝑦 + 𝑔 + 2ℎ0, where 𝑔 denotes the gap width of 30 nm. By calculating

the CEP-dependent charge yield per individual antenna and normalizing it to the

occupied area of the unit cell, we can define the normalized CEP sensitivity and

effectively compare the different configurations. The normalized CEP sensitivity is

plotted in Fig. 4-6. For a given operating point for the peak electric field of the

excitation pulse, we can find the optimum configuration. At 1.6 V/nm, we find

that an antenna height of 400 nm gives up to a 7-fold improvement in CEP sensitive

current, compared to what was tested in the small area network. With this naive

optimization process, we can already see that substantial improvements in antenna

design can be found. Further study of the multidimensional parameter space, will

certainly allow us to find the actual global maximum for the antenna design.

4.5 Experimental Setup

4.5.1 Laser source characterization

The laser source used to run the experiments is described in detail in reference [85].

But to reflect the state of the laser source used for the described experiment, we show

here the characterization of the pulse duration within a 24 h time window to the ex-

periment. The pulse duration is measured by an adapted version of two-dimensional

spectral shearing interferometry (2DSI) [93], [94], where the ancillary pulses are de-

rived from the pump laser at 1030 nm instead of directly from the mid-infrared pulse

under test [85]. This allows for the use of broadly available and cost-effective spec-

trometers based on Si detector arrays, since in this implementation the up-converted

spectrum will cover the NIR from 600 nm to 900 nm. The ancillary pulses are gen-

erated by fine-tuned narrowband line filters in a Michelson interferometer, resulting

in a shear frequency of 1.35THz. The resulting measurement is shown in Fig. 4-7
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in logarithmic color coding. The retrieved group delay is shown on the right-hand y-

axis. As can be seen, the group delay is reasonably flat and shows a sharp oscillation

at 2.7 µm, which corresponds to known water absorption lines [95].

Figure 4-7: Two-dimensional spectral shearing interferometry. Measured 2DSI
trace shown in logarithmic color coding. An overlay of the retrieved group delay is
on the right-hand axis in red.

In Fig. 4-8 the raw mid-infrared spectrum is shown. The spectrum was measured

on a PbSe grating-based spectrometer (Spectral Products). Using the measured mid-

infrared spectrum and the retrieved group delay, the time domain of the pulse can

be calculated up to an arbitrary CEP. The calculated time domain in intensity and

electric field are shown in Fig. 4-9. The retrieved pulse FWHM duration is 18 fs at

a center wavelength of 2.69 µm. This corresponds to two cycles of the carrier wave

within the FWHM duration.

The passive CEP stability of the system was measured with 𝑓 -2𝑓 interferometry to

be lower than 190 rad RMS, with details found in Ref. [85]. The CEP was controlled

by adjustment of the pump-seed delay of the adiabatic difference frequency generation

stage. To move the CEP by 2𝜋 of the mid-infrared pulse, the pump is delayed by one

wavelength 𝜆 =1030 nm. The delay is produced by a slip-stick piezo stage (SLC-2430,
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Figure 4-8: Measured mid-infrared spectrum. Raw mid-infrared spectrum mea-
sured on a PbSe grating-based spectrometer.

Figure 4-9: Reconstructed time domain. (Left) Reconstructed intensity distribu-
tion of the mid-infrared pulse (blue) and the retrieved phase (black). (Right) Electric
field profile of the retrieved mid-infrared pulse set at an arbitrary CEP.)

Smaract GmbH) and a hollow roof mirror, which delays the pump.

4.5.2 Measurement of focal-spot size

To have an accurate estimation of the peak intensity in our experiment we used the

knife-scan technique to measure the beam size of the MIR beam inside the focus. To

realize a sharp edge, we used the lithographically defined leads of the chip itself and
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Figure 4-10: Focal-size measurement. (a) Horizontal knife-edge measurement with
a resolution of 1 µm. The error-function fit results in a FWHM of 22 µm. (b) Vertical
knife-edge measurement with a resolution of 2 µm. The error-function fit results in a
FWHM of 20 µm.

scanned the edge through the focus for the horizontal and vertical dimension with

1 µm and 2 µm step-size, while measuring the transmitted intensity with a pyroelectric

detector.

The measured intensity as a function of position is shown for the horizontal and

vertical beam-axis in Fig. 4-10. To retrieve the FWHM of the beam axis, we used a

fit with the error function erf(𝑥),

𝑃 (𝑥) = 𝑃Min + (𝑃Max/2) * (erf((𝑥− 𝑥0)/(𝜎 ·
√
2))). (4.7)

The fit parameters are the minimum intensity 𝑃Min, the maximum intensity 𝑃Max,

the center position 𝑥0, and the standard deviation 𝜎. The resulting parameters are

𝜎Horiz. = 9.4 and 𝜎Vert. = 8.5, which correspond to the FWHM with FWHM =

2
√︀
2log(2) · 𝜎. Giving for the horizontal axis a FWHM of 22 µm and for the vertical

FWHM 20 µm. Qualitatively the focal-spot shape is well approximated by a Gaussian

intensity distribution, as indicated by the fit of the error-function.
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4.5.3 Charge generation and readout

The trigger signal falling slope was used as a reference to sort the individual shots

with their respective time stamp. Before integrating over the AC coupled current

signals, a baseline was introduced by averaging over the signal for 3 µs before every

trigger and subtracting it locally for the respective time windows. To retrieve the

charge contained within each current pulse, the current pulse was integrated over and

the integrated signal was sampled at points 𝑡1, 𝑡2. The integrated charge is simply

the difference of charges measured at the sampling points, 𝑄𝑆ℎ𝑜𝑡 = 𝑄(𝑡2) − 𝑄(𝑡1).

This technique is called correlated double sampling (CDS) and is commonly used

in charged-coupled device readout circuitry [96]. The time-correlated differentiation

significantly reduces uncorrelated low-frequency noise [97].

4.6 Experiment and Results

4.6.1 Small area network

The optical pulses used in this work were generated with a home-built laser source

based on optical parametric amplification and difference frequency generation that de-

livers CEP stable pulses with a FWHM duration down to 16 fs at a center wavelength

of 2.7 µm passively. The pulse energy was > 84 nJ at a repetition rate of 50 kHz . The

CEP of the laser was controlled by adjusting the pump-seed delay in the difference

frequency generation stage. The delay adjustment was implemented by controlling

the pump beam path length via a retro-reflector mounted on a piezo-actuated linear

stage.

To illuminate the nanoantenna network, we focused the incident pulse down to

∼ 21 µm (FWHM) with an off-axis parabola of focal length 25.4mm. The nanoan-

tenna networks were placed in the center of the focus. To achieve single-shot charge

readout, we used a custom transimpedance amplifier with a gain of 1 V/nm and a

−3 dB-bandwidth of 50 kHz (WiredSense GmbH). The RMS noise floor of our detec-

tion was measured to be ∼ 1100 e per shot. To overcome this noise, we illuminated a
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network consisting of 722 antennas in a rectangular area of 15 µm × 15 µm to generate

in excess of 1000 e per shot.

After interaction with the nanoantenna networks, pulse energies were measured

by a pyroelectric photodetector with the same −3 dB-bandwidth of 50 kHz as the

transimpedance amplifier. This arrangement allowed for the simultaneous recording

of shot-to-shot pulse energy fluctuations. The pyroelectric detector uses an identical

transimpedance amplifier to the one used for the nanoantenna read-out to ensure

comparable statistics of the two signals.

In this experiment, each dataset consisted of the measured charge from the nanoan-

tenna network and the corresponding pulse energy, recorded for around 50000 shots

(1 s). In each dataset, the CEP of the laser was linearly ramped for 600ms with a

speed of 20 𝜋 rad s−1, starting at ∼120ms. For different datasets, the pulse energy

was systematically varied by more than a factor of ten.

Figure 4-11: Single-shot charge readout. (a) Single dataset recording of 50000
laser shots for the charge yield of the nanoantenna detector and (b) the laser energy
recorded by the pyroelectric detector. The peak field of the incident laser pulse on
the network is 1.6 V/nm. From 120ms to 720ms the CEP was linearly ramped over
6 cycles. The instantaneous phase was interpolated with the scan speed of 2𝜋s−1.
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A single dataset is presented in Fig. 4-11, including both the single-shot data and

the moving average calculated over 150 shots (dark line). The upper panel shows

the recorded charge produced by the nanoantenna network, with an average yield

of 25000 e per shot. From 120ms to 720ms the CEP is linearly ramped over a 12𝜋

range. The data points show a clear sinusoidal CEP dependence with an amplitude of

2370 e and a signal-to-noise ratio (SNR) of 4.6, while the pulse energy does not show

modulation. Additionally, we estimated the CEP noise of our measurement to be

0.75 rad rms). When considering the number of illuminated antennas, the individual

CEP-sensitive yield per antenna and shot is 3.3 e, we estimated peak currents through

the nanoantenna gap of up to a 95 e/fs, corresponding to ∼15mA. Given the surface

area of a single nanoantenna tip, ∼ 628 nm2, the estimated current density reaches

a remarkable 2.4GAcm−2. At 𝑡 = 370ms and 620ms, sharp changes are visible in

the charge yield of the detector element. These features, which are 250ms apart, are

caused by the specific movement pattern of the closed-loop slip-stick piezo stage used

to control the CEP, that re-centers the piezo position every 1.3 µm.

To isolate the CEP-dependent signal from readout noise and pulse energy fluctu-

ations, we Fourier transformed the dataset between 𝑡 =120ms and 𝑡 = 620ms and

compared it to the frequency spectrum obtained without any optical input; see Fig.

4-12.

The spectrum of the antenna network shows a clear peak at 10Hz corresponding

to the 2𝜋·10Hz modulation of the CEP. This signal amplitude is around two orders

of magnitude (40 dB) higher than the readout noise floor. The noise in the measured

spectrum is dominated from DC to ∼ 250Hz by 𝑓−3/4 scaling, which is typical for

field emission devices and is attributed to Brownian noise of the work function due

to dynamical changes of adsorbates on the surface [44], [98]. At frequencies higher

than 250Hz the spectrum is limited by shot noise, with a substantial component

originating from the detection noise of the transimpedance amplifier. The calculated

shot noise of the signal is ∼ 160 e rms. We also want to note, that we did not observe

noticeable degradation of the devices, in comparison to studies using oscillator-type

laser sources with MHz-level repetition rates, where degradation was present on the
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Figure 4-12: Frequency domain of the single-shot data. The respective data
from Fig. 4-11 𝑡 = 370ms to 𝑡 = 620ms is Fourier transformed and shown in charge
amplitude as a function of frequency. For comparison, the electronic noise floor is
shown in orange for both spectra. (a) The frequency-resolved signal of the nanoan-
tenna network. The 10Hz CEP modulation is separated by 40 dB from the noise floor.
(b) The frequency-resolved pulse energy fluctuation is detected with the pyroelectric
detector.

few-minute time scale[44]. However, detailed studies of durability and lifetime are

certainly warranted, as has been carried out at DC field emission with comparable

devices over 2500 hours [99]. When evaluating the recorded pulse energy fluctuations

at the photodetector, no 10Hz modulation is distinguishable from the background

(see Fig. 4-12 b). Above 100Hz the pulse energy spectrum is dominated by detector

noise. Systematic investigation of signal strength as a function of peak electric field

has shown that at ∼ 1Hz resolution bandwidth a signal distinguishable from noise

can be observed down to 0.6 V/nm (corresponding to ∼ 10 nJ).
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4.6.2 Complementary measurements

Field-dependent scaling of the CEP-sensitive charge yield

To elucidate the mechanism underlying the CEP-dependent electron emission, the

amplitude of the CEP modulation is shown in Fig. 4-13 (blue triangles) as a func-

tion of the incident peak field of the laser pulse. In order to estimate the CEP-

Figure 4-13: Charge yield scaling. The CEP modulation amplitude and the total
magnitude (average of each measurement) of the electron counts are plotted as a
function of the peak field (average of each measurement), estimated for CEP= 0, for
the respective dataset. The CEP signal is taken from the amplitude of the 10Hz fre-
quency component of the measurement data. The Fowler-Nordheim model describing
the tunneling current yields a field enhancement of 𝑔 = 7.41. Furthermore, a power
law fit, 𝑎𝐸𝑛 + 𝑐 to the first 30 values is shown.

dependent emission, we first calculated the field at the tip by convolving the applied

field (as retrieved by optical pulse characterization) with the calculated impulse re-

sponse function of the nanoantenna. For peak fields larger than 1.2 V/nm (estimated

for CEP= 0), corresponding to a Keldysh parameter 𝛾 ∼ 0.6, the CEP-dependent

charge yield scales according to the quasi-static tunneling approximation. Here our
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fit model, using a field-enhancement factor 𝑔 and a pre-factor 𝛼 results in a field-

enhancement of 𝑔 = 7.41, which is in good agreement with the calculated enhance-

ment 8.2 given the design antenna geometry. Alpha results in 𝛼 = 1517. For values

below 1.2 V/nm, the data follows a power law model 𝑎𝐸𝑛+ 𝑐, with 𝑛 = 7.85, 𝑎 = 110

and 𝑐 = 35. This scaling behavior suggests a transition from nonadiabatic tunneling

emission to the quasi-static tunneling regime [89], [100]. This scaling behavior was

verified by repeating the experiment with a different nanoantenna network. The re-

sults of this second device are presented later in the section on the large-area network.

The interaction of the optical pulse with our nanoantenna network generates not only

CEP-dependent charges but also a pulse energy-dependent charge offset. The mag-

nitude of the average charge yield of each trace (red triangles) is around one order

of magnitude larger than the CEP-dependent yield and scales nonlinearly with the

pulse energy. It should be noted that this current does not increase monotonically,

but goes through a local minimum in the field range from 1.25 V/nm to 1.6 V/nm.

This current scales differently from the CEP-dependent current, implying a different

origin than the nanoantenna network. Additional investigation is required as we sus-

pect parasitic field emission from the electrodes close to the nanoantenna network or

thermal emission processes play a role. We believe that an improved electrode design

would greatly suppress the charge offset. Similar behavior of the charge offset has

been observed in a large area network as well.

Background charge signal

During the measurements across all tested devices, we observed an intensity-dependent

charge background. To investigate the possible origin of this contribution, we tested

two different hypotheses. First, the charge signal is generated by a multiphoton

emission process, and second, it is generated by a field emission process based on

Fowler-Nordheim tunneling. The results are shown in Fig. 4-14. The multiphoton fit

is defined as,

𝑄(𝐸, 𝑛, 𝛼) = 𝛼 · (𝐸)𝑛 + 𝑐, (4.8)
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Figure 4-14: Background charge yield. The average charge yield as a function of
the peak electric field. A multi-photon absorption and Fowler-Nordheim-based model
are fitted to the data. For the multi-photon the function 𝑄(𝐸, 𝑛, 𝛼) = 𝛼 · 𝐸𝑛 + 𝑐 is
used, with fit results 𝛼 = 1.9 · 103, 𝑛 = 7.4 and 𝑐 = 3.9. For the Fowler-Nordheim
fit the function Γ(𝐸, 𝑔, 𝛼) = 𝛼(𝑔𝐸)2 exp

{︁(︁
− 78.7

|𝑔𝐸|

)︁}︁
+ 𝑐, with the results 𝛼 = 1705,

𝑔 = 15.4 and 𝑐 = 4.9.

with the polynomial order 𝑛 and a scaling prefactor 𝛼. 𝑛 = 7.4, 𝛼 = 1.9 · 103 and

the offset 𝑐 = 3.9. This hypothesis implies that a 3-4 photon process is causing

electron emission, which is incompatible with the photon energy of the optical pulse

spanning 0.3 eV to 0.6 eV and the work function of gold with 5.1 eV. This means

that either another process is inducing a current other than electron emission from

gold or that multiphoton is not the right explanation. The second tested hypothesis

is that of a field emitter other than the nanoantenna network. To test this we used

the Fowler-Nordheim fit function Γ(𝐸),

Γ(𝐸, 𝑔, 𝛼) = 𝛼(𝑔𝐸)2 exp

{︂(︂
− 78.7

|𝑔𝐸|

)︂}︂
+ 𝑐, (4.9)
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with the prefactor 𝛼, the field enhancement 𝑔 and critical field strength of 78.7 V/nm.

The Fit results show a prefactor of 𝛼 = 1705, a field enhancement of 15.4, and the

offset 𝑐 = 4.9. This result implies that there is a different field emitter causing this

charge yield, as the designed field enhancement of the nanoantenna is on the order

of ∼ 8. However, as this is merely quantitative speculation, further research is war-

ranted to uncover the cause of this charge contribution. One test experiment could

be to use an identical device but excluding the nanoantenna networks. With that, all

contributions from the large gold leads, if also contributing, can be measured inde-

pendently. Second, the change of polarization could be tested, as these nanoantennas

are highly polarization sensitive [14]. However, continuous changing of polarization

in the MIR is difficult due to a lack of suitable achromatic waveplates and cannot

easily be implemented.

Estimation of the spatial charge-yield distribution

Given the measured field dependence in Sec. 4.6.2, we can estimate the spatial de-

pendence of emitted charge across the whole network. The small area networks have

a size of 15 µm × 15 µm or equivalently 19 by 38 devices that are illuminated with a

beam FWHM larger than the network. However, this is only a rough estimation and

a more quantitative approach is warranted to understand what fraction of the total

network contributes to the measured charge. Based on the focal-spot measurement of

22 µm × 20 µm and combined with the extracted field strength dependence, we can

calculate the spatial charge-dependence and normalize it by the number of antennas.

Estimation of phase-noise

The retrieved phase 𝜙(𝑡) is shown in Fig. 4-15 with an additional linear fit. In the

phase signal, we can see the linear phase shift induced in the experiment, closely

matching the experimentally induced phase-scan speed of 62.8 rad s−1. By removing

this linear phase movement we can estimate the rms phase noise in our experiment.

For a more intuitive representation of our complex signal, we plot the phasor repre-

sentation of the initial measurement data in Fig. 4-16 a. This polar plot shows the
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Figure 4-15: Time series of the phase. Phase as a function of time extracted from
the measurement data (blue) and a linear fit (orange) with a slope of 62.5 rad s−1.

Figure 4-16: Synthetic phasor diagram. (a) Phasor representation of the Hilbert-
transformed measurement data. The green line shows the data filtered by a moving
average of n = 500 to visualize the underlying phase movement. (b) Phasor represen-
tation of the Hilbert-transformed measurement data with the removed phase slope.

amplitude and phase of the signal and forms for the original case of a donut distri-

bution of the data points, as the phase of our signal rotates by 20𝜋 over 600ms. To

extract the rms phase noise we remove the linear phase movement, with the result
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shown in Fig. 4-16 b. From the distribution of 𝜙(𝑡) the standard deviation 𝛿𝜙 is

retrieved and yields a rms noise of 0.75 rad.

To put this result into perspective we calculated the contribution of 1100 e rms

noise to an artificial sinusoidal signal of 10Hz with an amplitude of 2370 e. This

helps to understand the contribution of electronic noise to the total signal noise of

750 mrad rms, that was measured. Assuming we are dealing with uncorrelated noise

sources, the total noise is expressed as the square root over the sum of the individual

contributions squared,

𝛿𝜙Total =
√︁
𝛿𝜙2

Electr. + 𝛿𝜙2
Shot + 𝛿𝜙2

Laser. (4.10)

Considering that we have an estimate for the electronic noise contribution of 550mrad

rms, see Fig. 4-17 a, and a shot noise contribution of
√
2730 ≈ 50 e rms from the

nanoantenna signal plus an additional charge background of 25000 e corresponding

to shot noise of 160 e rms, we can estimate that the contribution of the laser is on the

order of 480mrad. This would include any contribution from the phase noise, which

is on the order of 190mrad rms measured at a bandwidth of 1 kHz. Further study

will be necessary to establish a ground truth to the laser phase noise, as for example

by using fast f-2f schemes as introduced by Guo et al. [79].

With this analysis, we can also establish how specific improvements in electronic

noise or signal amplitude translate into an improved phase noise. Considering elec-

tronic detection noise at 100 e rms, as would be the limit of the amplifier used in this

manuscript, we expect a phase noise contribution of 40mrad rms (see Fig. 4-17b).

Furthermore, when implementing improvements in the device design or by increasing

the network area, a 10-fold improvement in amplitude will result in an electronic

noise contribution corresponding to around 4mrad (see Fig. 4-17c). However, in this

regime, we would be predominantly shot-noise limited with 160 e rms, which would

correspond to a phase noise of approximately 7mrad. This analysis highlights the po-

tential for using petahertz electronic devices to realize a phase detector that is highly
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Figure 4-17: Comparison of different phase noise levels. (a) Electronic noise
(1100 e rms) contribution to the phase noise for a 10Hz sinusoidal signal of amplitude
2370 e. (b) Electronic noise (100 e rms) contribution to the phase noise for a 10Hz
sinusoidal signal of amplitude 2370 e. (c) Electronic noise (100 e rms) contribution
to the phase noise for a 10Hz sinusoidal signal of amplitude 23700 e.

sensitive, but is also extremely compact and allows for micrometer scale integration.

4.6.3 Large area network

To verify the results measured in the small area network we repeated the same mea-

surements with an antenna network that measures 30 µm × 30 µm, which is substan-

tially larger than the FWHM beam width of ∼ 21 µm. The other difference between

these measurements is the use of a different detector for the single-shot pulse en-

ergy, which is, in this case, a commercial mercury cadmium telluride detector. This

amounts to roughly 1000 antennas within the spatial FWHM contributing to the

measured charge yield. A single-shot measurement is shown in Fig. 4-18. Identical

to the small area network, a clear CEP modulation is present in the measured data.

Furthermore, also the same signatures of the piezo slip-stick motion are present in

the data. In addition, we see a 3x larger background charge signal compared to the

other measurement.

As in the small area network, the same frequency analysis of the single-shot mea-

surement is shown, which presents reproducible behavior. Aside from the clear CEP
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Figure 4-18: Single-shot charge readout. (a) A single dataset recording of 50000
laser shots for the charge yield of the nanoantenna detector and (b) the laser energy
recorded by the pyroelectric detector. The peak field of the incident laser pulse on
the network is 1.6 V/nm. From 120ms to 720ms the CE phase is linearly ramped
over 6 cycles.

peak, we see in addition the same 1/𝑓 3/4 noise characteristic is present in the data.

The narrow band noise peaks at ∼ 17 kHz in the electron amplitude are clearly dis-

cernible from noise. In conjunction with the higher background charge signal, we

can strengthen the argument that the noise peaks are driven by high-frequency laser

intensity changes predominantly modulating the background charge signal.

Analyzing the scaling of the CEP peak as a function of the incident peak field

(Fig. 4-20), we find in general similar behavior to Fig. 4-13. The Fowler-Nordheim

fit results in a field enhancement 𝑔 = 8, very close to the simulated field enhancement

of 8.2. Furthermore, the prefactor 𝛼 = 1647 is almost identical to the one in Fig.

4-13 text with 𝛼′ = 1517, indicating that this network, despite the larger size, has

a comparable amount of antennas contributing to the charge signal, as 𝑎 is propor-

tional to the number of antennas. Further measurements with different network sizes

could map more precisely how many antennas are involved in the charge signal. The

heuristic power law fit, 𝑄(𝐸) = 𝑎𝐸𝑛 + 𝑐, shows as well comparable behavior to the
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Figure 4-19: Frequency domain of the single-shot data. The respective data
from Fig. 4-18 𝑡 = 370ms to 𝑡 = 620ms is Fourier transformed and shown in charge
amplitude as a function of frequency. For comparison, the electronic noise floor is
shown in orange for both spectra. (a) The frequency-resolved signal of the nanoan-
tenna network. (b) The frequency-resolved energy signal, as a function of pyroelectric
charge yield.

network discussed in the small area network section. The fit results are 𝑎 = 147,

𝑛 = 7.65, and 𝑐 = 13, which in particular with the power law order 𝑛 agrees very

well with the small area network where 𝑛′ = 7.85 is measured. This shows that the

measurements are in general of predictable behavior. Although the scaling law for

low field strengths is not fully explained, models like the Yudin-Ivanov [89], could

help to explain these scaling behaviors.
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Figure 4-20: Charge yield scaling. The carrier-envelope phase modulation ampli-
tude and the average charge yield are plotted as a function of the average peak field
for the respective dataset. The CE phase signal is taken from the amplitude of the
10Hz frequency component of the measurement data. Furthermore, a power law fit,
𝑎𝐸𝑛 + 𝑐 to the first 30 values is shown.

4.7 Concluding remarks and outlook

We have demonstrated single-shot readout of CEP-dependent charge signals at 50 kHz

repetition rate, underlying sub-cycle current generation across a macroscopic device

area of 225 µm2 integrating more than 700 individual antenna pairs. This was made

possible by improving the average CEP-dependent charge yield per single antenna

by a factor of ∼ 30 [15], [44], now reaching 3.3 e per shot, and by illuminating hun-

dreds of antennas simultaneously. The enhanced antenna yield implies a remarkable

peak current density of up to 2.4GAcm−2 [11], [15], [44]. With this result, we show

that metallic nanoantenna networks, fabricated via state-of-the-art lithographic meth-

ods, are a flexible and scalable approach to optical-frequency electronics that allows

the designing of individual circuit elements, similar to conventional microelectronics.

Thanks to this advance, we demonstrated off-resonant antennas that are sensitive
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to pulse energies two orders of magnitude lower than any other photoemission-based

single-shot absolute CEP detection techniques [78], [84], [101] and comparable to or

lower than f-2f interferometry [79], enabling absolute CEP detection of optical pulses

with only tens of nJ of energy. Further optimization of the network density combined

with a reduced number of optical cycles in the pulse would potentially increase the

total yield by an additional two orders of magnitude [44], [90]. As the measurement is

dominated by read-out noise, further noise reduction of electronics downstream of the

detector element will have a significant impact on SNR with the potential for another

5- to 10-fold improvement [102]. With these improvements the measured phase noise

of 0.75 rad will be lowered down to tens of milliradians and soon competitive with

established techniques, but integrated fully on a chip and with a compact detector

footprint.



Chapter 5

Harmonic Frequency Mixing using

Asymmetric, Half-wave rectification

Nanoantennas

The work presented in this chapter builds upon asymmetric half-wave rectifying an-

tennas shown in Fig. 3-3i-l and is experimentally used for the application discussed

in Section 3.6.2. It was done in collaboration with Drs. Lu-Ting Chou, Marco

Turchetti, and Felix Ritzkowsky. They helped with the experimental setup, fab-

rication, and writing, respectively. Code and data can be found in the following

repository: https://github.com/qnngroup/manu-HarmonicMixer

Abstract

Nonlinear electronic frequency mixers are fundamental building blocks of electronic

systems. Harmonic frequency mixing in particular enables flexible and broadband

electromagnetic signal analysis across octaves of spectrum using a fixed reference fre-

quency (the local oscillator). However, conventional nonlinear frequency mixers do

not operate beyond the hundreds of GHz to a few THz frequency range. If extended

to the petahertz scale in a compact and scalable form, nonlinear electronic harmonic

mixers would enable field-resolved optical signal analysis spanning octaves of spec-

123
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tra in a monolithic device without the need for prior conversion nonlinear crystals.

Here we demonstrate lightwave-electronic harmonic frequency mixing beyond 0.350

PHz using plasmonic nanoantennas with vacuum emission channels. We demonstrate

that the mixing process enables complete, field-resolved detection of spectral content

well outside that of the local oscillator, greatly extending the range of detectable

frequencies compared to conventional heterodyning techniques. Our work has impor-

tant implications for applications where optical signals of interest for spectroscopic

analysis or imaging exhibit coherent femtosecond-scale dynamics spanning multiple

harmonics.

5.1 Introduction

Lightwave electronics (also often called PHz electronics) seek to integrate optics and

electronics effectively, leveraging sub-cycle information contained within the ultrafast

oscillations of light fields [4], [42], [103]–[105]. In this pursuit of electronics operat-

ing at optical frequencies, a significant obstacle arises from the mismatch between the

characteristic frequencies of optical (PHz regime) and conventional electronic systems

for readout (GHz-THz). To solve similar issues in frequency mismatch in more con-

ventional radio-frequency electronics, nonlinear frequency mixers are used, with myr-

iad applications including radar, cellular phone service, and radio communications.

Harmonic frequency mixers in particular enable the use of a single local oscillator

to capture information from both the fundamental as well as higher-order harmonic

frequency channels, bringing their information content down to lower, baseband fre-

quencies for readout [106] (see Fig. 5-1c). Compact petahertz-electronic harmonic

frequency mixers would enable field-resolved optical signal analysis spanning octaves

of the optical spectrum within a single device. Here we demonstrate the use of plas-

monic nanoantennas as lightwave electronic harmonic frequency mixers (see Fig. 5-1)

for the field-resolved characterization of harmonic optical waveforms (PHz-scale).

To provide a more flexible, field-resolved readout of optical signals using electronic

systems, early efforts in the 1970s aimed to extend electronic harmonic frequency mix-
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Figure 5-1: Experiment Overview. (a) A gate pulse illuminates the nanoantenna
network and drives sub-optical cycle electron emission. A small signal is introduced
over a variable delay. This small signal modulates the electron emission from the
nanoantennas leading to the optical-frequency mixing process. (b) A representative
scanning electron microscope image showing the nanoantennas. (c) The devices can
be conceptualized as electronic harmonic frequency mixers (top schematic) with the
sub-cycle electron emission serving as the local oscillator (LO, with central frequency
𝑓LO), and the signal as the optical frequency input (OF, with central frequency 𝑓OF).
The mixing process (bottom schematic) provides a current signal at baseband (inter-
mediate frequency, IF) for detection of harmonics of the local oscillator 𝑘𝑓LO (right
plot). Here the baseband response for field-resolved sampling of the signal is mea-
sured as a function of delay 𝜏 .

ing techniques to mid-infrared frequencies (up to 88 THz) using metal point-contact

diodes [106]. However, progress stagnated until recent advancements in optical and

nanofabrication technologies. Recent work has shown that nanoscale needle tips and

plasmonic antennas having nanoscale vacuum channels act as nonlinear electronic

diode elements similar to the earlier point-contact diodes [106], [107]. Through their

carrier-envelope-phase sensitivity [11], [14], [15], [43], [44], [48], use in field sampling

[17], [45], and measurements of their photoemission response [9], [12], [13], [41], [80],

researchers have demonstrated that their electronic response can extend up to 1PHz

and beyond.

We show that the highly nonlinear, broadband electronic response of plasmonic
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nanoantennas enables the extension of electronic harmonic frequency mixing into

the petahertz regime for optical signal processing. In our proof-of-concept measure-

ment, we use electrically-connected nanoantenna devices for accurate amplitude and

phase-resolved readout of both the fundamental (0.177 PHz, 1690 nm) and second

harmonic (0.353 PHz, 850 nm) fields of an optical waveform using only the fundamen-

tal waveform as the local oscillator (see Fig. 5-1 for an overview). Our measurements

demonstrate how under multicycle operation, petahertz-electronic nanoantennas can

be conceptualized and used as frequency mixers to greatly extend the bandwidth of

time-domain, field-resolved optical detection beyond one octave of spectral coverage

without the need for prior nonlinear conversion in crystals, spectral phase retrieval,

single-cycle waveform generation, or carrier-envelope-phase stabilization. Our study

highlights a crucial connection between light-based electronics and traditional non-

linear electronics. This connection serves to unite the electronics and optical physics

communities, filling a gap in existing literature predominantly focused on strong-field

and optical physics. By clarifying this link, this work acts as a bridge between these

two fields.

The increased bandwidth obtained through harmonic mixing enables seamless

amplitude- and phase-resolved characterization of nonlinear processes of interest, such

as solid-state harmonic generation [63], [108]–[116], coherent Raman scattering [117],

[118], and multiphoton processes [119]–[122], without the need for nonlinear frequency

conversion, spectral phase retrieval, or a spectrally-overlapped local oscillator refer-

ence. In the far term, we anticipate lightwave-electronic harmonic mixer devices will

provide basic building blocks for field-resolved electromagnetic signal detection and

processing at optical frequencies.
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5.2 PHz Harmonic Mixing for Optical Waveform Anal-

ysis

Recent work has shown that cross-correlation using the nonlinear photoemission from

gases and nanostructures as the electronic readout enables field-resolved optical wave-

form characterization with sub-cycle resolution [17]–[22], [45], [46], [81], [83], [123],

[124]. Each technique starts with a strong gate waveform that drives sub-cycle pho-

toelectron emission (red curve in Fig. 5-1a). A weak signal (blue curve in Fig. 5-1a) is

then either polarized along the gate and perturbs the photoemission response (pertur-

bative method, see for e.g. Refs. [17], [21], [125], [126]) or is cross-polarized and shifts

the electron momentum (streaking-like method, see for e.g. Refs. [83], [123], [127],

[128]) as a function of delay 𝜏 . The streaking-like method results in a time-integrated

interaction over the signal field, resulting in a delay-dependent photocurrent that is

proportional to the signal’s vector potential. For the perturbative method, however,

the delay-dependent current relates directly to the signal’s electric field through an

instantaneous coupling between the signal and gate waveforms analogous to the cou-

pling of voltage waveforms in nonlinear electronic frequency mixers. Here we focus

on the perturbative method.

In this section, we first briefly introduce how these perturbative, nonlinear cross-

correlation measurements provide amplitude and phase information of the signal.

Our treatment focuses on the field-driven photoemission response from asymmetric

nanoantenna structures like those used in our experiment but could be extended to

other systems. Following this introduction, we show how these perturbative cross-

correlation measurements can be viewed through the lens of nonlinear electronic fre-

quency mixing. This framing allows us to better understand how nonlinear, field-

driven photoelectron emission devices provide field-resolved readout across spectral

harmonics using only a single local oscillator without the need for carrier-envelope-

phase stabilization. It also provides a framework for understanding how we might

translate technologies used now at lower frequencies (e.g. RF or microwave) into the

petahertz regime.
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Figure 5-2: How sub-cycle emission enables harmonic mixing. (a) Depiction
of sub-cycle electron emission calculated using the FN tunneling rate (teal) driven
by a single-cycle pulse for a CEP = 𝜋 and CEP = 𝜋/2 (dashed). (b) The sub-cycle
electron emission comprises integer harmonic frequencies of the gate frequency 𝑓𝑔𝑎𝑡𝑒,
collectively contributing to the sub-cycle electron emission. At each of these fre-
quencies, a phase shift occurs when the CEP of 𝑓gate is altered by ∆𝜑 (here 𝜋/2).
Specifically, for the fundamental frequency 𝑓gate, the phase shift corresponds to ∆𝜑,
while the second harmonic corresponds to 2 × ∆𝜑, the third harmonic to 3 × ∆𝜑,
and subsequent higher harmonics to 𝑘×∆𝜑, 𝑘 is the harmonic order. (c) The calcu-
lated transfer function amplitude |𝐻̃(𝑓)| for a 4-cycle Gaussian pulse with a center
frequency of 0.177 PHz.



Chapter 5 – Harmonic Frequency Mixing using Asymmetric, Half-wave rectification
Nanoantennas 129

When driven by intense, few-cycle waveforms, sub-optical-cycle tunneling current

[11], [15] can be emitted from a nanoantenna (connected triangle features in Fig. 5-

1a,b) to a collector (adjacent wires in Fig. 5-1a,b). This configuration leads to a

half-wave rectified current response relative to the driving field at the antenna apex.

In Fig. 5-2a we show a calculation of the sub-cycle electron emission (blue) as a

function of a few-cycle gate field (red) for two different values of carrier-envelope

phase (solid versus dashed lines). Note that we have used shorter gate pulse durations

in Fig. 5-2 for illustration purposes. The current emission was modeled using the

Fowler-Nordheim (FN) rate equation as described in Refs. [14], [17], [43]–[45], [77]

A nonlinear cross-correlation measurement similar to that discussed in Refs. [17],

[20], [21] can be modeled by using a strong gate waveform which in addition to a

weak signal waveform (to be measured). When the signal and gate are superimposed

with the same polarization and the relative delay 𝜏 between the two is varied, the

time-averaged charge transferred across the nanoantenna gap can be modeled as

𝐼(𝜏) = 𝑞

∫︁ 𝑇rep/2

−𝑇rep/2

Γ[𝐸gate(𝑡− 𝜏) + 𝐸signal(𝑡)] 𝑑𝑡 (5.1)

where Γ is the FN equation. Provided that 𝐸signal is sufficiently small, such that the

electric field perturbation seen by the nanoantenna can be assumed to be linear and

𝐸gate can be Taylor-expanded to the first order. The resulting expression is given by

𝐼(𝜏) ≈ 𝑞

∫︁ 𝑇rep/2

−𝑇rep/2

Γ[𝐸gate(𝑡− 𝜏)] + [
𝑑Γ

𝑑𝐸
|𝐸gate(𝑡−𝜏) · 𝐸signal(𝑡)] 𝑑𝑡 (5.2)

In this equation, the integral of the second term corresponds to the measured electric

field waveform. This integral represents the small-signal cross-correlation between
𝑑Γ
𝑑𝐸

|𝐸gate(𝑡−𝜏) and 𝐸signal(𝑡) which we denote as 𝐼𝑐𝑐(𝜏). Since this expression represents

a cross-correlation, in general, the Fourier-transformed expression can be written as

𝐼𝑐𝑐(𝜔) ≈ ℱ [ 𝑑Γ
𝑑𝐸

|𝐸gate ]
* · 𝐸̃signal(𝜔) where 𝐻̃(𝜔) = 𝐼cc(𝜔)/𝐸̃signal(𝜔) = ℱ [ 𝑑Γ

𝑑𝐸
|𝐸gate ]

* is the

full complex frequency response of the output relative to the signal field, which is

plotted as a function of in Fig. 5-2c.
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Note that in Fig. 5-2c we see that the detector frequency response contains fre-

quency components at harmonic orders both higher and lower than that of the central

frequency of the gate. The operating principle behind this is identical to that of a

nonlinear electronic harmonic frequency mixer where the gate generates the local os-

cillator with 𝑓LO = 𝑓gate, 𝑓LO being the local oscillator frequency and 𝑓gate the central

frequency of the gate waveform. Due to the high nonlinearity of the FN tunneling

rate Γ and half-wave rectification, the current response contains frequencies outside of

the optical local oscillator centered at every integer harmonic [45]. This is visualized

in Fig. 5-2b where we show how the sub-cycle burst in charge over one period can be

expressed as a sum of harmonic frequency components. These electronic frequency

components effectively serve as frequency-distributed local oscillators that mix with

the small signal. The difference frequency components then provide the baseband

response for amplitude and phase-resolved readout.

Conceptualizing the devices as electronic optical frequency mixers aids in describ-

ing important properties of the devices. First, it becomes apparent that carrier-

envelope phase (CEP) locking of the gate and signal pulse is not a requirement for

amplitude and phase-resolved waveform readout even for the case of signals com-

prised of higher-order harmonics provided that the gate and signal exhibit relative

phase locking. Consider the case of a perfectly sinusoidal gate (i.e. local oscillator)

and signal functions, where the signal is a harmonic of the gate. Let the signal then

be a harmonic of the gate frequency 𝑓sig = 𝑘𝑓gate as represented in Fig. 5-1c. We can

then represent 𝑑Γ
𝑑𝐸

|𝐸gate(𝑡−𝜏) as an expanded series of harmonics of the gate frequency

𝑑Γ

𝑑𝐸
|𝐸gate(𝑡−𝜏) = ℎ0 +

1

2

(︂ ∞∑︁
𝑛=1

ℎ̃𝑛𝑒
𝑖𝑛𝜙𝑒𝑖2𝜋𝑛𝑓gate(𝑡−𝜏) + c.c.

)︂
(5.3)

where 𝜙 represents the absolute phase shift of the gate, analogous to the CEP for the

case of a pulsed gate. Likewise, the signal is represented by

𝐸signal(𝑡) =
1

2
𝑎̃𝑘𝑒

𝑖𝑘𝜙+Δ𝜙𝑒𝑖2𝜋𝑘𝑓gate𝑡 + c.c. (5.4)
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where ∆𝜙 represents any remaining phase difference in addition to 𝑘𝜙. The DC

output response is then formed by the multiplication of conjugate and non-conjugate

coefficients of ℎ̃𝑘 and 𝑎̃𝑘 and is found to be

𝐼cc(𝜏) =
1

4
ℎ̃*
𝑘𝑎̃𝑘𝑒

𝑖2𝜋𝑘𝑓gate𝜏𝑒𝑖Δ𝜙 + c.c. (5.5)

Note that since the signal and current responses are both phase-locked to the local

oscillator (gate), the absolute phase terms 𝜙 always cancel and the harmonic mixing

response is not sensitive to any fluctuations of the absolute phase 𝜙.

These behaviors translate directly to the case of pulsed gate and signal inputs. A

finite envelope of the gate pulse leads to a broadening of the harmonic pass bands

as shown in Fig. 5-2c. These shifts are equal and opposite to those of optically-

generated harmonic pulses meaning that so long as the source of harmonics and

the nonlinear optical radiation exhibit relative phase locking, the measured response

does not depend on the absolute carrier-envelope phase. We note here that absolute

CEP information is effectively lost for a multi-cycle gate and a CEP-unstable laser.

However, using a near single-cycle gate with a CEP-stable laser would allow one to

extend this field-resolved measurement to a sampling measurement where the true

electric field is measured, rather than a measurement of an ensemble of CEP values.

In addition to highlighting the role of CEP dependence on the readout, we see

the importance of high nonlinearities and rectification in extending device bandwidth

across harmonics. While one can certainly obtain a mixing response via conventional

heterodyning and homodyning using an 𝐸2 detector (e.g. a photodiode) [129], we

see from this analysis that an 𝐸2 current response without rectification would not

yield higher harmonic components in the electronic response. But higher harmonic

terms appear at every integer harmonic for higher-order nonlinearities and half-wave

rectification. For the plasmonic detectors in this work, these nonlinearities can exceed

𝐸10.

To further illustrate this absolute phase cancellation for the case of a pulsed gate

and signal, time-domain simulations were performed using a 10-cycle Gaussian pulse
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Figure 5-3: Simulations of the electron emission and how CEP affects sam-
pling of higher order harmonics. (a) CEP-dependent frequency response and the
corresponding relative phase using a 4-cycle Gaussian pulse with a center frequency
of 0.177 PHz. (b) CEP of the measured field using a 10-cycle gate and 2-cycle signal
that are both 0.177 PHz where the CEP of both pulses are linearly ramped from 0 to
2𝜋. The blue, orange, and yellow lines correspond to the CEP of the gate, signal, and
measured electric field waveform, respectively. (c) The CEP of the measured field
when the 10-cycle gate is 0.177 PHz and the 2-cycle signal is the second harmonic of
the gate at 0.353 PHz. (d) The CEP of the measured field when the 10-cycle gate is
0.177 PHz and the 2-cycle signal is the third harmonic of the gate at 0.528 PHz. (e)
The CEP of the measured field when the 10-cycle gate is 0.177 PHz and the 2-cycle
signal is the fourth harmonic of the gate pulse at 0.704 PHz.

at 0.177 PHz as the gate and a 2-cycle signal at frequencies of various integer harmonic

orders (described in further detail in 3.6.2 and 5.2). For the sampling simulations,

we generate a 10-cycle transform-limited Gaussian pulse for 𝐸gate (0.177 PHz) and

various 2-cycle 𝐸signal. We use the Fowler-Nordheim equation (Γ) and numerically

calculate the current cross-correlation by

𝐼𝑐𝑐(𝜏) ∝
∫︁ 𝑇rep/2

−𝑇rep/2

Γ(𝐸gate(𝑡) + 𝐸𝑠𝑖𝑔𝑛𝑎𝑙(𝑡)) 𝑑𝑡

using a ratio of signal to the gate of 0.001.

To investigate the effect of CEP on the measured electric field waveform, we

simultaneously increased the CEP of both the gate and signal pulses linearly from 0

to 2𝜋 in individual simulations. We tracked the resulting sampling response for each

simulation and found that, regardless of the CEP of the gate and signal pulses, the

measured electric field always had a CEP of 0, as shown in Fig. 5-3b. Next, we kept
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the same gate conditions (10-cycle Gaussian at 0.177 PHz) and changed the signal

pulse to a two-cycle SHG, THG, and 4HG pulse, with the signal CEP being 2, 3, and

4 times the gate CEP, respectively. This resulted in a measured electric field with a

CEP of 0, as illustrated in Fig. 5-3c, d, e. These results can also be seen in the group

delay in the frequency domain in Fig. 5-3a, where the group delay is constant.

5.2.1 Phase information from harmonic mixing

Figure 5-4: Simulated sampling with a non-zero GDD signal pulse. (a)
2-cycle 0.177 PHz signal pulse with + 200 fs2 (blue) and - 200 fs2 (orange) GDD
measured using a 2-cycle 0.177 PHz gate pulse. (b) The corresponding Fourier-
transformed measured fields in (a) are shown as the black line while the group delays
are shown in blue and orange.

In phase retrieval techniques like FROG, the sign of the phase is not determined

due to the integral being proportional intensity, meaning that the sign of the phase
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is lost.

𝐼FROG =

⃒⃒⃒⃒ ∫︁
𝐸𝑠𝑖𝑔(𝑡, 𝜏)exp(−𝑖𝜔𝑡)𝑑𝑡

⃒⃒⃒⃒2
(5.6)

where 𝐸sig is proportional to 𝐸(𝑡)|𝐸(𝑡 − 𝜏)|2. With harmonic frequency mixing,

we have relative phase information. When we measure our time-domain trace, we

directly take our data and FFT into the frequency domain and take the derivative of

the phase. To demonstrate that we have the sign of the phase, we perform sampling

simulations using a 1690 nm 2-cycle pulse as the signal and gate. The gate pulse has 0

fs2 GDD and we chirp the signal pulse with + and - 200 fs2 GDD. The corresponding

field we measure in time is different depending on the GDD in the pulse Fig. 5-4a.

In the frequency domain, the sign of the GD is resolved as shown in Fig. 5-4b.

5.3 Design of Nanoantenna

Figure 5-5: Nanoantenna design. (a) Finite-difference-time-domain (FDTD) sim-
ulation of the electric field enhancement at the tip of a gold nanoantenna. (b) FDTD
simulation of the field enhancement and group delay imparted by the antenna response
as a function of frequency. Within the spectrum, we highlight the experimental fre-
quencies used with the gate at frequency 0.177 PHz and a higher frequency signal at
0.353 PHz, which corresponds to the second harmonic of the gate (SHG).

In our measurements, we used an asymmetric nanoantenna design as shown in

Fig. 5-5a as this naturally breaks inversion symmetry and enables frequency response

(𝐻̃(𝜔)) to have both even and odd integer harmonics [130]. Gold was chosen as
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the antenna material and fused silica as the substrate. In Fig. 5-5b we plot the

frequency-dependent field enhancement (black curve) and group delay (red curve) at

the antenna apex relative to the incident light for our chosen design. The spectral

regions covered by the fundamental (shaded red) and its second harmonic (shaded

blue) are also shown for reference. The nominal nanoantenna geometry was chosen

to have a resonant frequency between that of the fundamental and second harmonic,

corresponding to a triangle base width of 180 nm and a height of 240 nm. This

choice was for two reasons. First, it results in a compromise where the fundamental

and second harmonic both have maximal field enhancement (≈ 15× and ≈ 10×,

respectively). Second, since the fundamental and second harmonic both excite the

antennas off-resonance, they experience a negligible amount of intensity reshaping

and group delay dispersion (less than 2.5 fs change in group delay over the bandwidth

of the fundamental and second harmonic), meaning that the excited field waveforms

at the antenna apex are not significantly reshaped in time relative to the incident

field waveforms.

For the operation of the harmonic mixer, there are two crucial elements one can

control, the gate pulse and the design of the nanoantenna. In our measurements,

we carefully chose the gate and signal frequencies such that they are not resonant

with the nanoantenna to demonstrate that the large field enhancements due to the

plasmonic resonance are not necessary. In our design, we chose an asymmetric design

as shown in Fig. 5-5a as this naturally breaks inversion symmetry and enables fre-

quency response (𝐻̃(𝜔)) to have both even and odd integer harmonics [130]. Next,

we carefully designed the gold nanoantenna with a base of 180 nm and a height of

240 nm such that the higher frequencies of the field enhancement would have field

enhancements ≈ 10 which can be achieved with other metals without plasmonic res-

onances (e.g. platinum, see Chapter 3). With gold, there is a fundamental limit to

how high of a frequency the electrons can respond and this is due to the interband

transitions happening at ≈ 2.5 eV. In Fig. 5-5b, the field enhancement localized at

the tip apex is shown with the gate pulse, and the corresponding second harmonic

signal is shown in red and blue, respectively. For these gate and signal pulses, there
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is <5 fs of group delay imparted, leading to negligible changes in the measured fields.

5.4 Experimental Setup

5.4.1 Methods

Nanofabrication

We started with 1 cm × 1 cm fused silica pieces (MTI Corp.) and cleaned them using

piranha for 10 minutes before use. For the nanoantenna network fabrication, we spin-

coated polymethyl methacrylate A2 (Microchem) at 2,750 revolutions per minute and

baked at 180 ∘C for 2 minutes. Afterward, DisCharge H2O X2 (DisChem Inc.) was

spun at 3,000 revolutions per minute so that charging did not occur during the electron

beam lithography write. The electron beam lithography was performed at 125 keV

with a dose ranging from 4000-6000 𝜇C/cm2 with proximity effect correction. Various

doses are assigned to each fabricated chip to account for process variation, ensuring

a diverse array of nanoantenna networks for testing purposes. See the appendix for

further details. Development of the exposed polymethyl methacrylate samples was

done at 0 ∘C in a solution of 3:1 2-propanol to methyl isobutyl ketone for 50 seconds.

Electron beam evaporation was performed at 2×10−6 Torr where we first deposited

a 2 nm titanium adhesion layer, then 20 nm of gold. Lift-off was performed by

submerging the samples in a 65 ∘C solution of N-methyl pyrrolidone (Microchem) for

one hour.

Contacts were made to the nanoantenna using photolithography. We spin coat

nLOF 2035 at 3,000 revolutions per minute, then bake the resist at 110 ∘C for 90

seconds. The exposure was performed using a maskless aligner with a wavelength of

375 nm and at a dose of 300 300 mJ/cm2. After exposure, we do a post-exposure

bake at 110 ∘C for 90 seconds, then develop for 90 seconds in AZ726. We then use

electron beam evaporation to deposit 10 nm of a titanium adhesion layer and 50 nm

of gold. Liftoff was performed at room temperature in a solution of acetone for at

least 6 hours. The samples were ashed for 30 seconds, then mounted on a printed
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circuit board (PCB), and wire bonded.

Measurement setup and methods

The samples on the PCB were used as-is in ambient conditions and the output was

connected to a trans-impedance amplifier with a gain of 1 V/nA (FEMTO). We mea-

sured the signal pulse-induced current (𝐼𝑐𝑐) through a lock-in measurement referenced

by chopping the signal arm at ∼ 277 Hz. The x- and y-channels of the lock-in are

output to an oscilloscope (Keysight) with a sampling rate of at least 25-50 kSa/s.

Before the measurements, we illuminated the device with the gate pulse and ensured

that the photocurrent remained constant for at least several minutes. To temporally

control the delay between the signal and gate pulse, we placed the gate pulse on a

closed-loop piezo stage (Piezosystem Jena) with ± 14 nm (0.05 fs) repeatability. The

scan time for each trace was set to 20 seconds and averaged accordingly. We con-

tinuously scan the delay stage in a certain direction with constant velocity to reduce

measurement variation.

In every measurement, we used neutral density (ND) filters to control the power of

the signal and gate pulses. After recombining the two pulses, we placed a linear film

polarizer with an extinction ratio of ≥ 105 (across all wavelengths) to ensure the two

beams were horizontally polarized. Once collinearity was ensured between the gate

and signal arm, both the signal and gate pulses were focused onto the nanoantenna

chip through a reflective objective (Ealing). See the next section for the optics layout.

For frequency doubling, we used a type 1, 1.5 mm thick beta-barium borate (𝛽-

BaB2O4, BBO) crystal with 𝜃 = 24 𝜑 = 90 to generate the second harmonic (SHG) of

𝑓gate = 0.177 PHz. The SHG (0.353 PHz) is filtered using a 0.207 PHz (1450 nm) high-

frequency pass filter with ND 2 at 0.177 PHz along with a broadband achromatic half

waveplate used to rotate the SHG polarization from vertical to horizontal, to match

the gate pulse. Note that the integration time was crucial for accurate measurement

of the higher frequencies.

We padded the retrieved waveforms with zeros before taking an FFT to improve

spectral resolution. This was justified as the spacing between consecutive pulses in
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time in the experiment is much larger (one microsecond) than the time window of

the retrieved waveforms.

To calculate the bare field strengths, we took the pulse energy and converted it to

field strength using the corresponding intensity and a Gaussian beam approximation

in time/space.

In our sampling simulations, the Fowler-Nordheim equation, expressed as

Γ = 𝛼𝜑−1𝐸2 exp
(︀
−𝛽𝜑3/2/𝐸

)︀
, was utilized. Here, 𝛼 is 1.54×10−6 A eV V−2, 𝛽 is

6.83 eV−3/2V nm−1, 𝜑 represents the work function (taken as 5.1 eV), and E denotes

the electric field. With this equation, we numerically calculated the current cross-

correlation by

𝐼𝐶𝐶(𝜏) ∝
∫︁

Γ(𝐸gate(𝑡− 𝜏) + 𝐸signal(𝑡)) 𝑑𝑡

using a ratio of signal to the gate of 0.03.

5.4.2 Laser source characterization and optics layout

We used a LightConversion optical parametric amplifier pumped by a Yb:KGW laser

pulse picked to 1 MHz (Cronus 3P) for our experiments. The idler output was com-

pressed using a prism pair.

We performed frequency-resolved optical gating (FROG) measurements of the

pulses in time to provide a reference to compare against the measured fields. For

frequency-resolved optical gating (FROG) retrieval, we used the RANA approach

(see Ref. [131]) as a robust retrieval algorithm. The MATLAB code is available on

the Trebino Group website. The error for the reconstruction shown is 5.510−3. In

Fig. 5-7a, b we show the measured and retrieved spectrograms of the 10-cycle 1690

nm pulse used in the measurements. The degenerately measured fields in Fig. 5-7c

show relatively good agreement in the time domain with the FROG result. In both

traces a small side lobe is present in time near 65 fs. The retrieved pulse duration

was 58 fs FWHM and the measured pulse duration was 57 fs FWHM. Lastly, the

frequency domain comparison between the measured intensity, retrieved intensity,

and the grating-based spectrometer is shown in Fig. 5-7d. The measured group delay
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Figure 5-6: Schematic of the experimental setup for the degenerate mea-
surement of 𝑓 = 0.177 PHz. The laser light was split using a beamsplitter (BS).
One arm has a delay stage and was used as the gate pulse, while the signal arm was
chopped and neutral density filters were used to attenuate the signal. Eventually,
the two pulses are recombined using an identical beamsplitter before being sent to a
reflective objective where they are focused onto the nanoantenna devices.

and retrieved group delay show very good agreement.

Figure 5-7: Frequency-resolved optical gating (FROG) of the 𝑓 = 0.177 PHz
pulse. The frequency-resolved optical gating (FROG) (a) measured and (b) retrieved
spectrograms. (c) A comparison of the squared modulus of measured optical fields
and the retrieved pulse versus time. (d) A comparison of the squared modulus of the
Fourier transformed measured fields, retrieved pulse versus frequency, a spectrometer
reference, group delay from the measured optical fields, and the retrieved group delay.
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In Fig. 5-7a, b we show the measured and retrieved spectrograms of the 10-cycle

1690 nm pulse used in the measurements. The degenerately measured fields in Fig. 5-

7c show relatively good agreement in the time domain with the FROG result. In both

traces a small side lobe is present in time near 65 fs. The retrieved pulse duration

was 58 fs FWHM and the measured pulse duration was 57 fs FWHM. Lastly, the

frequency domain comparison between the measured intensity, retrieved intensity,

and the grating-based spectrometer is shown in Fig. 5-7d. The measured group delay

and retrieved group delay show very good agreement.

Figure 5-8: Frequency-resolved optical gating (FROG) of the 𝑓 = 0.353 PHz
pulse. The frequency-resolved optical gating (FROG) (a) measured and (b) retrieved
spectrograms. (c) A comparison of the squared modulus of measured optical fields
and the retrieved pulse versus time. (d) A comparison of the squared modulus of the
Fourier transformed measured fields, retrieved pulse versus frequency, a spectrometer
reference, group delay from the measured optical fields, and the retrieved group delay.

We performed FROG measurements on the SHG, and the measured and retrieved

spectrograms of the SHG of the 10-cycle 1690 nm pulse used in the measurements

are shown in Fig. 5-8a, b. The non-degenerately measured fields in Fig. 5-8c show

relatively good agreement in the time domain with the FROG result. The retrieved

pulse duration was 49 fs FWHM and the measured pulse duration was 48 fs FWHM.

Lastly, shown in Fig. 5-8d is the frequency domain comparison between the measured

intensity, retrieved intensity, and the grating-based spectrometer. The measured
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group delay and retrieved group delay also show very good agreement.

Figure 5-9: Schematic of the experimental setup for the measurement of
the 𝑓gate = 0.177 PHz and 𝑓signal = 0.353 PHz (SHG of 0.177 PHz). The
laser light first passes through a telescope and is split using a broadband beamsplitter
(BS). One arm has a delay stage and was used as the gate pulse, while the chopped
signal arm has a lens to focus onto the nonlinear crystal used to double the frequency
and another lens was used to collimate the SHG. To control the SHG power, an ND
filter was placed before the BBO and a 0.207 PHz (1450 nm) high-frequency pass
filter (ND 2 at 0.177 PHz) was used to attenuate the residual 𝑓 = 0.177 PHz and a
broadband achromatic waveplate (WP) was used to rotate the SHG polarization from
vertical to horizontal. The two pulses are recombined using an identical broadband
beamsplitter before being sent to a reflective objective where they are focused onto
the nanoantenna devices

For the non-degenerate measurement of 0.353 PHz (850 nm) using a 0.177 PHz

(1690 nm) gate, we modified the previously shown setup by adding a telescope for

the 1690 nm gate to control the beam spot size before focusing on the nanoantennas.

This modification was performed since when the SHG was generated and collimated

using the type-1 1.5 mm thick BBO the beam spot was smaller in size before entering

the objective. We also used a shortpass filter which was ND2 at wavelengths longer

than 1450 nm as well as an achromatic half waveplate to rotate the SHG such that

its polarization matched the gate pulse polarization. After the second beamsplitter,

the pulse pair passed through a linear polarizer which had an extinction ratio that is

> 105 at 1690 nm and > 106 at 850 nm.
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5.5 Results and Discussion

In this section, we present experimental results demonstrating PHz harmonic mixing

through field-resolved optical waveform characterization. First, we characterize our

device by measuring the current as a function of peak field strength. Ensuring that

we are operating in the optical tunneling regime, we performed degenerate waveform

characterization where we used a 10-cycle near-infrared gate and signal waveforms

both having a central frequency of 0.177 PHz, corresponding to when 𝑘 = 1 in Eqn.

5.4. This measurement illustrates the capability of multicycle field-resolved waveform

analysis without the need for CEP stabilization. We next present the characterization

of the second harmonic waveform (0.353 PHz) using the fundamental (10-cycle 0.177

PHz) as the gate to demonstrate harmonic frequency mixing, corresponding to 𝑘 = 2

in Eqn. 5.4. The results are shown in Fig. 5-11.

5.5.1 Device characterization

Figure 5-10: Current as a function of peak field. Current output of the gold
nanoantenna network as a function of peak field with a new device and with a device
after performing measurements for >4 hours using the 10-cycle 𝑓 = 0.177 PHz.

There are numerous papers demonstrating that such nanoantenna devices operate

in the optical field emission regime using 10s to 100s of pJ pulse energies with few-
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cycle pulses [11], [14], [15], [43], [45]. To confirm our devices are operating in the

Fowler-Nordheim regime with the 10-cycle 𝑓𝐿𝑂 = 0.177 PHz gate pulse, we measured

the current output versus peak field shown in Fig. 5-10 with a typical device that

has never been used for waveform measurements, denoted as "New Device", and a

device which we used for more than 4 hours of illumination (denoted as "Burned-in

device"). We fit the low-pulse-energy section of the new device current vs peak field

curve to the conventional multiphoton photoemission form, 𝐼𝑀𝑃 ∝ |𝐹0|2𝑁 , where 𝐹0

is the incident peak field, finding a fit of N = 7. However, we note that there is a

sharp turnover of the emission which is not fully understood.

While space charge might cause such a sharp turn over in the emission rate, we

ruled this out after considering the emitted charge densities. Considering the close to

100 pA currents and the repetition rate of 1MHz distributed over 306 antennas, we

were generating 2 electrons per pulse per antenna. Given the length of the optical

pulse of approximately 10 cycles, the electrons were very unlikely to interact within the

same optical half-cycle. Furthermore, from Coulomb’s law, we can calculate typical

forces that would result in an electron 5 nm away from the tip in an electric field

strength of ≈ 0.06V nm−1, substantially lower than local fields of around 14V nm−1.

An alternative explanation is that this is emission from a surface state due to

an adsorbed molecule. This is consistent with our observation that after some time

of operation, we observe that the needed energy for similar emission rates increases

indicated by the shift to the right of the "Burned-in Device" (red dots in Fig. 5-10).

Our interpretation is that during the process of using the devices, surface adsorbates

are removed, and the emission approaches that is expected from Fowler-Nordheim

tunneling from gold as noted in past works. In studying similar devices using field-

emission from the application of DC biases, it was shown that similar behavior is due

largely to water adsorption on the surface that is removed through UV radiation [99].

Here we feel this removal is due to the optical illumination and interaction at the tip

from the gate.

We fitted the Fowler-Nordheim curve to the "Burned-in Device" data (green curve

in Fig. 5-10) to demonstrate that the emission is indeed well-described by quasi-static
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tunneling. We used the initial field of the optical waveform before enhancement in

comparison with the field from this fit to determine the enhancement factor. The

measured photocurrent and nonlinearity after long-term operation were sufficient to

continue using the device for harmonic mixing and waveform detection. Our mea-

surements presented in the main text operated at ≥0.8 V/nm, which corresponds to

a Keldysh parameter of 𝛾 ≤0.6, indicating that we were operating in the tunneling

regime.

Regarding device degradation, we note that previous work from Yang et al. ([44])

observed that modifying the antenna tips shifts its resonance and reduces peak field

enhancement. This was attributed to reshaping due to heating from time-averaged

power. In this study, we operated off-resonance and at lower repetition rates, sig-

nificantly reducing average power density (by more than one order of magnitude).

Consequently, we did not observe significant signal degradation over time after device

"burn-in," as mentioned earlier.

5.5.2 Degenerate waveform analysis

Before performing the cross-correlation measurements, we first confirmed that the de-

vices were operated in the optical-field emission regime through the analysis of current

scaling with intensity by measuring the output current as a function of the incident

gate pulse energy and verifying that the emission could be well-described through

a quasi-static Fowler-Nordheim tunneling rate (see previous section and Fig. 5-10).

Having confirmed operation in the optical-field emission regime, we then illuminated

the antennas with a gate pulse with an energy of 5.4 nJ (0.85 V/nm) and a small

signal with an energy of 4.4 pJ (24 V/𝜇m) to obtain 𝐼cc(𝜏) (red curve in Fig. 5-11).

In the experiment, the signal arm was chopped and measured using lock-in detection

to isolate 𝐼cc(𝜏) from the constant background current. The small signal gain from

the high nonlinearity of the optical-field emission response enabled the optical wave-

form analysis of signal pulse energies on the order of 1000× smaller than those of the

gate. The measured optical period was 5.6 fs which matched the expected value for

a frequency of 0.177 PHz. The pulse of the measured field was 57 fs full-width at
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Figure 5-11: Degenerate field-resolved waveform analysis of a 10-cycle 0.177
PHz pulse. (a) The measured electric field and (b) the corresponding frequency-
domain intensity of the measured electric field compared to a commercial spectrometer
and the simulated frequency response. The extracted group delay from the measured
optical field is compared to the group delay retrieved from FROG.

half maximum (FWHM), in close agreement with the 58 fs FWHM pulse duration

retrieved FROG measurement (see Fig. 5-7c).

Spectral intensity and group delay analysis are shown in Fig. 5-11b. We find good

agreement between |𝐼cc(𝜔)|2 (solid red line) and the spectral intensity as measured

using a commercial grating-based indium gallium arsenide spectrometer (solid black

line) after normalization. Also, the extracted group delay of 𝐼cc(𝜔) (dashed red line) is

shown to be concave up and agrees well with the group delay retrieved from the FROG

measurement (dashed black line). These results further confirm that 𝐼cc accurately

represents the signal field of the fundamental to within a constant phase offset.

We note that in these comparisons, we have ignored the impact of the antenna

response. To justify this, we simulated the electromagnetic response of the nanoan-

tenna based on the experimentally fabricated geometry. The field enhancement and

phase are plotted as a function of frequency in Fig. 5-1c, d. The results of the sim-
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ulation show a nearly constant amplitude and group delay from 0.168 PHz to 0.191

PHz (1570 nm to 1784 nm), corresponding to the spectral extent of the signal pulse.

The simulated field enhancement factor ranges from 17 to 22, and the group delay

from -0.6 to -1.0 fs within this range, leading to negligible reshaping of the pulse.

5.5.3 Non-degenerate waveform analysis

We then performed the non-degenerate waveform characterization of the second har-

monic signal waveform via harmonic mixing using the same 10-cycle gate as before

(𝑓gate = 0.177PHz) with the signal being the second harmonic of the gate waveform

(𝑓sig = 0.353PHz). We note that this measurement is different from other studies us-

ing both the first and second harmonic (𝜔− 2𝜔). The work of Arai et al. [32] utilizes

𝜔− 2𝜔 for optical phase measurements, whereas Dienstbier et al. [80] use the 𝜔− 2𝜔

to break symmetry for the application of ultrafast switching. In this measurement,

we use a sufficiently weak second harmonic waveform to demonstrate field-resolved

waveform characterization.

The second harmonic was generated by adding lenses and a type 1 beta-barium

borate (𝛽-BaB2O4, BBO) crystal to the signal arm of the MZI (see Fig. 5-9 for

measurement schematic). We illuminated the antennas on the device using a pulse

energy of 4.9 nJ (0.80 V/nm) for the gate and a pulse energy of 23 pJ (49 V/𝜇m)

for the second harmonic signal (after removal of the residual fundamental through

filtering). The measurement of 𝐼cc(𝜏) using the second harmonic signal is shown

in Fig. 5-11a (blue curve). The measured optical period was 2.8 fs matching the

expected optical period for a center frequency of 0.353 PHz.

To verify the accuracy of the measured field, we again performed FROG and used

a commercial grating-based silicon spectrometer as a reference in the same way as in

the degenerate case. The pulse duration from our FROG measurement was found to

be 49 fs FWHM which matches almost perfectly with the duration of 𝐼cc(𝜏), being

48 fs FWHM (see Fig. 5-8 for a comparison of FROG and 𝐼cc(𝜏)). In Fig. 5-11c we

find that |𝐼cc(𝜔)|2 (solid blue line) is in general agreement with the spectral intensity

measured using the silicon spectrometer (solid black line) after normalization. There
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Figure 5-12: Non-degenerate waveform analysis. (a) Non-degenerate field-
resolved waveform analysis of a 𝜔signal = 0.353 PHz signal using a lower-frequency
gate, 𝜔gate = 0.177 PHz. (b) The corresponding frequency-domain intensity of the
measured electric field compared to a commercial spectrometer and the simulated
frequency response (at 0.353 PHz, the relative intensity is 2.3 × lower than 0.177
PHz). The extracted group delay from the measured optical field (orange solid curve)
is compared to the group delay retrieved from FROG (dashed orange curve).

is only a discrepancy in the intensity of the spectral wings. However, the group delay

of the 𝐼cc(𝜔) (solid orange curve) is concave down and matches relatively well with

the FROG-retrieved group delay (dashed orange curve). Together, these results lead

us to conclude that 𝐼cc(𝜏) accurately represents the second harmonic signal’s field

waveform within a constant phase offset.

As before, we ignored the amplitude and phase response of the nanoantenna.

Again looking at the spectral field enhancement and group delay of the antenna

response as shown in Fig. 5-1d, we see that over the spectral range of the signal from

0.333 PHz and 0.370 PHz (810 nm and 900 nm), the field enhancement amplitude

and group delay were relatively constant, ranging from 8 to 12 and from -1.1 fs to -3.3

fs, respectively. As for the degenerate case, this leads to negligible pulse reshaping in

the time domain.
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Several aspects of this measurement are important to emphasize. First, given

that the second harmonic generation used to generate the signal was phase-locked to

the second harmonic of the field-resolved response as noted in Section 1, there was

no need for CEP stabilization of the gate. Second, the nonlinearity of the mixing

process enabled the phase-resolved, interferometric pulse readout without the need

for nonlinear optical generation of a spectrally-overlapped local oscillator as would

typically be required for all-optical homodyning or heterodyning techniques using

a standard 𝐸2 detector [129], [132]–[135]. Third is that the direct cross-correlation

outputs accurately represented the fundamental and signal waveforms as confirmed

using FROG without the need for any post-analysis, such as phase retrieval, or any

change in the detector setup aside from the change in the signal waveform. Finally, we

emphasize that for the case of the second harmonic measurement, the signal pulse was

appreciably shorter than the gate (48 fs FWHM signal duration versus 60 fs FWHM

gate pulse duration), and of a significantly higher carrier frequency. While techniques

such as electro-optic sampling can also provide field information from non-spectrally

overlapped signals, the signal frequency must be lower than that of the gate, with

gate pulse envelopes shorter than the cycle time of the signal [70], [136]–[138].

5.6 Sampling Outside of the Optical Field Emission

Regime

While the previous measurements demonstrate field-resolved waveform analysis using

optical field emission, multiphoton processes can also be used for sampling based on

the theoretical description described in Chapter 3.

We also performed degenerate waveform analysis using a 63-cycle pulse with a

center frequency of 0.291 PHz (1030 nm) using an air-cooled 6 W LightConversion

Carbide after characterizing the pulse using SHG FROG. To begin our measurement,

we employed the built-in pulse picker to reduce the repetition rate down to 500

kHz from 1 MHz. We then directed the output of the laser through the MZI with
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Figure 5-13: Degenerate field-resolved waveform analysis of a 63-cycle (218
fs) 0.291 PHz (1030 mm) pulse. (a) The corresponding current vs peak field be-
fore and after measurement. (b) The degenerately measured field with varying x-axis
limits of 1760 fs, 400 fs, and 10 fs. The frequency-resolved optical gating (FROG) (c)
measured and (d) retrieved spectrograms. (e) A comparison of the squared modulus
of measured optical fields and the retrieved pulse versus time. (f) A comparison of the
squared modulus of the Fourier transformed measured fields, retrieved pulse versus
frequency, a spectrometer reference, group delay from the measured optical fields,
and the retrieved group delay.

a closed-loop linear piezo stage delay line (Smaract SLC2445-S with MCS2) with

± 40 nm (± 0.13 fs) repeatability. Utilizing a pristine device, we measured the

current as a function of the gate pulse energy. We proceeded with measurements
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once the total photocurrent reached approximately 20 pA (blue line in Fig. 5-13a),

which is equivalent to 1.4 nJ (0.328 V/nm) for this specific device measured. After

measurements, we remeasured the current as a function of the gate pulse energy and

observed degradation (orange curve Fig. 5-13a) associated with long pulse durations

and highly localized fields at the nanoantenna tips. We tried to obtain 20 pA of

current after measuring, however, this specific device rapidly degraded at 2.3 nJ.

Using a signal pulse energy of 0.02 nJ (38.6 V/um), we degenerately measured the

pulse as shown in Fig. 5-13b.

In the top panel (1.76 ps x-axis range) of Fig. 5-13b, at ± 500 fs, small side lobes

are seen. As we continue zooming in until the 10 fs x-axis range, the measured optical

period is 3.4 fs and the expected optical period for a center frequency of 291 PHz

is 3.4 fs. The technique can be generalized beyond 10-cycle pulses, however, since

the devices were not operating in the tunneling regime for these measurements, they

require future studies to better understand the mechanism.

To verify the measured field, we compared our measured results with SHG FROG.

As seen in Fig. 5-13c, d is the measured and retrieved spectrograms of the 63-cycle

1030 nm pulse used in the measurements. The degenerate measured fields in Fig.

5-13e show relatively good agreement in the time domain with the FROG result

demonstrating that there is a small side lobe in time at ±500 fs. The retrieved

pulse duration is 218 fs and the measured pulse duration is 216 fs. Lastly, shown

in Fig. 5-13f is the frequency domain comparison between the measured intensity,

retrieved intensity, and the grating-based spectrometer. The measured group delay

and retrieved group delay are also shown and show reasonable agreement.

5.7 Conclusion and Outlook

In this study, we used nanoantenna networks to demonstrate a broadband, on-chip

electronic optical frequency harmonic mixer using optical-field-driven tunneling. We

showed how the harmonic frequency mixing process enables accurate field-resolved

readout of optical signal waveforms spanning more than one octave of bandwidth
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using a commercial laser without the need for single-cycle pulse generation or carrier-

envelope phase locking.

In comparison to wave mixing in crystals, the optical-field-driven tunneling mech-

anism provides access to higher-order nonlinearities, and thus larger mixing band-

widths, while eliminating the need for phase-matching or a separate photodetection

element [132], [139]. Furthermore, unlike FROG and other spectral characterization

methods, the measurements provided direct amplitude and phase information in the

time domain and did not require broadband spectral measurements or phase-retrieval

algorithms. While techniques such as electro-optic sampling can provide similar time-

domain information, they require CEP-stabilization and gate pulse envelopes shorter

than the cycle time of the signal [136].

We believe similar devices will be used to create compact and sensitive optical

oscilloscopes with bandwidths spanning multiple octaves. We anticipate that such op-

tical field oscilloscopes will provide needed time-domain detection tools that will help

accelerate the development of ultrafast source technologies (e.g. compact frequency

combs and optical waveform synthesizers), and enable new approaches to the field-

resolved investigation of ultrafast light-matter interactions. Beyond time-domain,

field-resolved detection, petahertz-electronic mixers could also be incorporated as

fundamental components within future lightwave electronic systems for PHz-scale

communication and computation. Aside from conversion to baseband, they could

be used to generate new sum and difference frequency signals to be routed to other

nearby on-chip devices.



Chapter 6

Investigation of the Field Sampling

Bandwidth using Supercontinuum

Generation in Photonic Crystal

Fibers

The work presented in this chapter was done in collaboration with Dr. Lu-Ting

Chou who helped set up the supercontinuum used in the measurements. This studies

the sampling bandwidth from Section 3.6.2 using asymmetric half-wave rectifying

antennas shown in Fig. 3-3i-l. Code and data can be found in the following repository:

https://github.com/qnngroup/manu-HarmonicMixer

Abstract

Driven by the need for faster technologies, lightwave electronics offer a promising

avenue to overcome traditional electronics stemming from the limitations of conven-

tional semiconductors. Metallic nanoantennas have emerged as a key candidate for

PHz electronics due to their ability to control light field-driven responses through

rectification, resonance control (leading to lower peak fields required to operate),

and polarization control, all without the need for phase-matching. Recent work has

152
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demonstrated that nonlinear electron emission from nanoantennas driven by a com-

mercial multi-cycle carrier-envelope-phase (CEP) unstable laser can enable perturba-

tive optical waveform analysis well outside that of the local oscillator. However, the

influence of the local oscillator pulse duration on nonlinear electron emission remains

uncertain regarding its impact on the detection bandwidth. Here, we investigate the

small-signal bandwidth of optical tunneling in nanoantennas using the combination of

a CEP-unstabilized 1.5-cycle and 10-cycle pulse, shedding light on electron emission

dynamics and highlighting the importance of pulse duration in field-resolved studies.

This work contributes to a deeper understanding of electron emission dynamics and

underscores the significance of pulse duration in shaping sampling bandwidth, which

is crucial for advancing lightwave electronics.

6.1 Introduction

Semiconductor technology, once the bedrock of transistor development, has encoun-

tered barriers that veer from the trajectory outlined by Moore’s law. Despite the

pursuit of alternative pathways, leveraging light as an information carrier emerges as

an enticing solution, driven by its inherent advantages such as expansive bandwidth,

reduced latency, and potential for heightened energy efficiency. While integrated

photonics steadily gains ground, the domain of lightwave electronics garners signifi-

cant attention, offering the exciting prospect of electronic systems responding to the

oscillations of light. This paradigm shift bears profound implications, with the poten-

tial to transcend the limitations imposed by traditional semiconductor frameworks,

thus indicating the advent of ultrafast electronics crucial for the future landscape of

high-speed electronics.

In the realm of ultrafast science, where observations occur on the femto-to-attosecond

timescale, there is a concerted effort to directly measure these interactions in the time

domain of the electric field. Despite strides in this direction, tools capable of consis-

tently covering the PHz remain elusive. While techniques like electro-optic sampling

(EOS) have achieved success up to the near-infrared, they are hindered by limita-
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tions such as gate pulse duration and phase-matching constraints. Other methods,

including those based on nonlinear optical conversions or nonlinear electron emis-

sion (or ionization) gating, show promise for their attosecond response and potential

bandwidth coverage. These emission-based (or ionization-based) techniques resemble

harmonic mixing in radio frequency electronics, where mixers are employed to ana-

lyze unknown signals by combining them with a known reference, thereby generating

higher harmonics.

Metallic nanoantennas emerge as particularly promising candidates, enabling op-

eration at petahertz (PHz) bandwidths while necessitating minimal pulse energies.

However, much of the extant research on nanoantennas leans heavily on sophisti-

cated few-cycle lasers with carrier-envelope-phase (CEP) stabilization. The previous

chapter on harmonic frequency mixing challenged this reliance on CEP, showing that

CEP stabilization is not necessary when employing optical tunneling using multi-cycle

pulses. This chapter investigates the generation of sub-cycle electrons with frequency

bandwidths surpassing those of the input lightwave, thereby enabling the sampling of

broadband optical fields, paving the way for studying light-matter interactions with

an optical oscilloscope-like detector.

6.2 Limits of Sampling

In this section, we delve into the scenario of measuring a single-cycle pulse at the

second harmonic using different gate pulse cycle counts at the fundamental frequency.

We conduct time-domain sampling simulations to unravel the dynamics at play, as

mathematically described in 3.6.2 and 5.2.

We do this by generating a transform-limited Gaussian pulse for 𝐸gate and 𝐸signal.

We use the Fowler-Nordheim equation (Γ) and numerically calculate the current cross-

correlation by

𝐼𝑐𝑐(𝜏) ∝
∫︁ 𝑇rep/2

−𝑇rep/2

Γ(𝐸gate(𝑡) + 𝐸signal(𝑡)) 𝑑𝑡

using a ratio of signal to the gate of 0.001.

Illuminating the nanoantennas with a gate pulse generates sub-optical-cycle cur-
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Figure 6-1: Limits of sampling with varied gate pulse duration. (a) Blue
represents a 1-cycle electric field set for sampling. The orange curve depicts the
sampled field utilizing a 1-cycle gate pulse. Yellow illustrates the scenario where the
1-cycle signal is sampled with a 5-cycle gate pulse. Purple showcases the measurement
outcome when employing a 10-cycle pulse. (b) Demonstrates the pulse intensity
corresponding to the sampled fields depicted in (a). (c) Presents the frequency domain
information of the electric fields shown in (a).

rent bursts, creating a comb-like frequency response with peaks centered at higher

harmonics of the fundamental, with the bandwidth of these harmonics being depen-

dent on the cycle count of the input gate pulse as seen in Fig. 5-2. The limitations
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of sampling the sampling bandwidth are determined by the gate frequency and cycle

count, with both being directly related to time resolution due to the emission burst’s

dependence on the optical period. To illustrate this, the following simulations using a

Gaussian 1-, 5-, and 10-cycle 𝑓gate = 0.177 PHz (1690 nm) and a single cycle 𝑓signal =

0.353 PHz (845 nm). Shown in Fig. 6-1a from top to bottom is a 1-cycle signal (2.9

fs) as a reference and the corresponding sampled field using a 1-, 5- and 10-cycle gate.

The corresponding pulse intensity (the absolute squared sampled field) is shown in

Fig. 6-1b. When sampling is performed, the CEP of the signal does not change due

to the harmonic mixing process as described in Chapter 5.

When a 1-cycle gate is used to measure a 1-cycle frequency-doubled signal, the

sampled pulse duration is 2.9 fs, identical to the pulse duration of the signal. The

corresponding Fourier-transformed amplitude is also shown in Fig. 6-1c and has a

frequency bandwidth of ∆𝑓 = 0.125 PHz. As the cycle count of the gate pulse

is increased to 5 cycles, it is seen that some of the sampled fields are distorted in

the time domain, resulting in a peculiarly shaped optical waveform with side lobes as

shown in Fig. 6-1a, b. The sampled pulse duration is nearly the same but has two side

lobes at ± 5.5 fs which have a normalized intensity of 0.29. From the corresponding

Fourier-transformed amplitude shown in Fig. 6-1c, we observe the expected frequency

response from a 5-cycle gate, which has a bandwidth of 0.08 PHz, and the sampled

spectrum is attenuated at the valleys centered at 0.263 PHz and 0.441 PHz. Finally,

when the gate consists of 10 cycles, the non-symmetric field becomes even more

distorted, resulting in a sampled pulse duration of 13.4 fs. Several additional side

lobes appear at ± 5.5 fs, ± 11.4 fs, and ± 17.2 fs with normalized intensities of

0.73, 0.29, and 0.05, respectively. The frequency response with a 10-cycle gate has a

bandwidth of 0.04 PHz and causes the previous valleys, which were observed with a

5-cycle gate, to approach 0, resulting in a further broadening of the sampled field.
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6.3 Experimental Setup

6.3.1 Nanofabrication and measurement methods

The same measurement setup and devices in Chapter 5 were used for the work pre-

sented in this chapter.

6.3.2 Generation of 1.5-cycle supercontinuum

Figure 6-2: Schematic of the experimental setup for the degenerate mea-
surement of the supercontinuum generated using the 10-cycle 𝑓 = 0.177
PHz pulse. The laser light was split using a beamsplitter (BS1). One arm had a
delay stage and was used as the gate pulse, while the signal arm was chopped and
neutral density filters were used to attenuate the signal. Eventually, the two pulses
were recombined using an identical beamsplitter before passing the linear polarizer
(LP) and sent to a reflective objective where they were focused onto the nanoantenna
devices.

To start we utilized a LightConversion Cronus-3P operating at 1 MHz and an

endlessly single mode, large mode area photonic crystal fiber (ESM12, NKT Pho-

tonics) to self-compress 100 nJ of a 10-cycle (57 fs) pulse with a center frequency

of 0.177 PHz using soliton self-compression. The 0.177 PHz fundamental is identi-

cal to that in Chapter 5. Due to the balance between the dispersion and self-phase

modulation, we were able to generate a 1.5-cycle (8.5 fs) supercontinuum with a
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center frequency near 0.17 PHz with continuous spectral coverage from 0.13 to 0.35

PHz. The self-compression process significantly influences the direct output duration,

which was predicted to be 6 fs based on generalized nonlinear Schrödinger (NLSE)

simulation results. To validate this, we measured this nearly transform-limited pulse

through frequency-resolved optical gating, interferometric autocorrelation (IAC), and

the nanoantenna harmonic mixer as demonstrated in the previous chapter. This su-

percontinuum was then split and recombined using an identical pair of beamsplitters.

Each arm had an ND filter with the same thickness of glass to control the pulse energy

focused onto the nanoantennas. After the pulses were recombined, the pulse pair was

passed through a linear polarizer as shown in 6-2.

6.4 Results and Discussion

Figure 6-3: Experimental schematic. An overview of the field-resolved measure-
ment of a 1.5-cycle supercontinuum using a 10-cycle pulse.

We measured the sampling bandwidth using a non-CEP-stable 1.5-cycle pulse as

the gate and signal to demonstrate that CEP-stabilization is not required even in the

few-cycle limit (Fig. 6-3). To further explore the spectral and temporal properties

of the sampling response (and thus the electronic emission response), and investigate
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how the choice of gate pulse influences these properties, we then measured the sam-

pling response using the 10-cycle pulse as the gate while keeping the 1.5-cycle pulse

as the signal.

We used the supercontinuum to measure itself (herein referred to as short-gate-

measured SCG) as shown in Fig. 6-2. The measured trace with its spectrum is shown

in Fig. 6-4c (blue curves). A gate pulse energy of 0.6 nJ (1.1 V/nm) was used for the

gate pulse and a pulse energy of 80 fJ (37 V/𝜇m) was used for the signal (see Fig. 6-2

for measurement schematic). The temporal shape of the short-gate-measured trace

is in good agreement with the retrieved FROG trace as shown in Fig. 6-4b (for more

details see Fig. 6-10), with a central pulse duration of 8.5 fs FWHM (compared to 9 fs

and 8.4 fs for the FROG and IAC results, respectively). Moreover, the measurement

of the short-gate measured trace using a non-CEP-stable laser highlights the mixing

effect discussed in our earlier work shown in Chapter 5. Since the CEP undergoes

stochastic drift, one would anticipate substantial variations in the emitted current

and resultant sampling response from pulse-to-pulse. However, these variations are

averaged away as each sampling trace corresponds to integration over 1.8 ×107 pulses,

and the signal waveform is reproduced containing only the relative CEP difference as

discussed in Chapter 5. Our results demonstrate that the measurement is insensitive

to shifts in the absolute CEP of the driving waveform in the few-cycle limit so long

as the gate and signal exhibit relative CEP stability.

To study the impact of the gate pulse on the sampling response, we next compare

the case of the few-cycle gate to that using the 10-cycle pulse with a central frequency

of 0.177 PHz as the gate while leaving the signal pulse fixed. As touched on in Sec-

tion 6.2, the bandwidth of the integer harmonic peaks in 𝐻̃(𝜔) can be adjusted by

varying the cycle count of the gate pulse. When the cycle count decreases (i.e. the

pulse duration is shorter), the frequency bandwidth of the pulse expands, leading to

a wider bandwidth of the integer harmonic peaks in 𝐻̃(𝜔). Conversely, increasing the

cycle count narrows the bandwidth of the integer harmonic peaks. The field enhance-

ment, nonlinearity of the emission response, and gate pulse waveform all contribute

to impacting the precise shape of 𝐻̃(𝜔). By maintaining the same broadband signal
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Figure 6-4: Sampling measurements of the 1.5-cycle supercontinuum. (a)
Using the short-pulse gate (blue curve) and long-pulse gate (orange curve), the 1.5-
cycle supercontinuum was measured along with a simulation of 𝐼cc(𝜏) using the ex-
perimentally measured 1.5-cycle signal and 10-cycle gate as inputs (yellow curve).
(b) Comparison between the short-gate-measured supercontinuum and the FROG
retrieved pulse envelope. (c) Normalized intensity spectra of the supercontinuum
when measured using the short-pulse gate (solid blue curve); through a commercial
spectrometer (solid green curve); a full simulation of the sampling spectrum (solid
purple curve) incorporating the simulated supercontinuum spectrum, the calculated
short-gate sampling response |𝐻̃SG(𝜔)|

2
(dashed blue curve), and the intensity en-

hancement from the nanoantenna (solid light blue curve); the measured long-gate-
measured spectrum (solid orange curve); the calculation of the long-gate sampling
response |𝐻̃LG(𝜔)|

2
(dashed orange curve); and the simulated long-gate-measured

cross-correlation response (solid yellow curve).
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Figure 6-5: A schematic of the experimental setup for the measurement of
the supercontinuum generated and measured using the 10-cycle 𝑓 = 0.177
PHz pulse. The laser light was split using a beamsplitter (BS), such that one path
is for the gate and the other path is for the supercontinuum signal pulse. The gate
pulse was directed through a delay stage to enable temporal control of the two pulses.
Eventually, the 10-cycle gate and supercontinuum signal were recombined and passed
through a linear polarizer before being focused onto the nanoantennas.

while altering the gate pulse waveforms, we can examine precisely how 𝐻̃(𝜔) impacts

the resultant time and frequency content of the underlying electronic response, and

how well our emission model captures this electronic response.

A schematic of the long-gate-measured SCG is shown in Fig. 6-5. We split the

gate pulse into two arms such that one can be used to generate the exact continuum

used for the short-gate-measured SCG. We add a telescope on the gate arm to control

the beam spot size difference before being focused on the nanoantennas. We kept the

same ND filter and transmitted the beam through the same beamsplitter to ensure

the pulses accumulated nearly the same phase as the degenerate supercontinuum

measurement. After the two pulses recombined at BS2, they passed through the

same linear polarizer as used before.

The long-gate-measured trace is shown in Fig. 6-4a with its spectrum in Fig. 6-4c

(solid orange curves). For the measurements shown, we used a 6.6 nJ (0.94 V/nm)

gate and a 2 pJ (52 V/𝜇m) signal pulse. Note that the peak field strengths of the gate
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and signal are comparable to those of the short-gate-measured case when accounting

for the increased pulse duration.

Due to the longer gate pulse, a longer train of sub-cycle current bursts were

generated causing the long-gate-measured trace to have an increased pulse duration.

Along with the increased electron pulse duration, we also see the expected bandwidth

reduction in the spectral response shown in Fig. 6-4c. While the central frequencies

are faithfully retrieved, with a similar structure to the short-gate-measured result,

NLSE, and measured spectrum, there is a sharp dropoff moving towards higher and

lower frequencies. We observe dips at 0.156, 0.186, and 0.190 PHz in the spectrum

which is due to a combination of the gate pulse shape and localized fields at the tip.

The dashed orange curve shows the sampling response |𝐻̃LG(𝜔)|
2

of the long gate

with a peak field of 30 V/nm and field enhancement of 32. Through the simulation,

we estimate the window of emitted current from the 10-cycle gate pulse to be roughly

32 fs under the conditions in the measurement, still significantly shorter than the

original pulse duration of roughly 57 fs. We emphasize that operating at lower peak

field values or with materials having higher workfunction could further shorten this

duration and increase the bandwidth response due to larger nonlinearities, at the cost

of lower current yields and thus lower signal-to-noise ratios.

Lastly, to test the validity of our measurements and accuracy of our sampling

response simulations, we took our experimentally measured 10-cycle gate pulse from

Fig. 5-11a and the short-gate-measured supercontinuum from Fig. 6-4a and used

these to calculate the current cross-correlation 𝐼cc(𝜏) using Eqn. 5.1. We accounted

for a peak gate field strength of 30 V/nm for the 10-cycle gate pulse and a signal-

to-gate peak field ratio of 0.03. The simulated 𝐼cc(𝜏) is shown in Fig. 6-4a, and its

corresponding spectral intensity is shown in Fig. 6-4c (solid yellow curves). While

certain details of the temporal tails of the calculated result are different in comparison

to the long-gate-measured measurement, the central lobe is faithfully reproduced.

The calculated response has a central lobe centered around t = 0 fs of duration 20

fs FWHM, whereas the measured long-gate-measured supercontinuum has a central

lobe duration of 18 fs FWHM. The calculated spectral response also reproduces the
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bandwidth limits and key features observed in the measurement, indicating that our

simplified Fowler-Nordheim model provides a reasonable estimate of the underlying

current response.

In Fig. 6-4c, we see that the spectrum of the short-gate-measured trace spans from

just below 0.16 PHz to roughly 0.24 PHz. Near the central spectral peak, the structure

is observed with several peaks and more prominent dips at 0.167, 0.175, and 0.180

PHz. To understand the response, we compare the spectrum to the supercontinuum

spectrum measured with a spectrometer (green curve), as well as a full simulation

of the spectral response (purple curve) that incorporates our NLSE simulation result

𝐸̃NLSE(𝜔), the sampling response 𝐻̃SG(𝜔) (dashed blue curve) and the calculated

antenna response 𝐻̃pl(𝜔) = 𝐸̃tip(𝜔)/𝐸̃inc(𝜔), where 𝐸̃tip is the excited field at the tip

and 𝐸̃inc the field incident on the antenna. The intensity enhancement at the antenna

tip |𝐻̃pl(𝜔)|
2

is shown as the solid light blue curve for reference. We note that the

NLSE simulation describes the details of the measured supercontinuum spectrum very

accurately, with the only major difference being that the spectral structure near the

center of the pulse is more pronounced as in our sampling result (for direct comparison,

see Fig. 6-8).

It should be noted that for the simulated frequency responses 𝐻̃(𝜔) shown in

Fig. 6-4c, we used a sech centered at 0.17 PHz with a pulse duration of 8.5 fs with the

same center frequency as the measured SCG and with a field enhancement of 30× for

the short-gate-measured SCG. For the long-gate-measured SCG we used a 0.17 PHz

Gaussian with a pulse duration of 60 fs and a field enhancement of 32×.

The spectral response of the short-gate-measured trace generally agrees well with

the full simulation. While the spectral dips near 0.17 PHz are more pronounced in

the measured trace spectrum, their frequency locations align well with the NLSE

simulation result. Here 𝐻̃SG(𝜔) was calculated assuming a perfect sech pulse with a

peak field of 28 V/nm, corresponding to a field enhancement of 30. We recognize that

for the measured short-gate-measured trace, the spectral cutoff at lower frequencies is

a bit sharper than expected. We attribute this discrepancy to two possible causes: (1)

our limited scan range resulting in an underestimation of long-wavelength spectral
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components; and (2) weaker focusing of the long-wavelength components onto the

nanoantenna detectors.

Figure 6-6: Electron gate dependence on time resolution. In blue is the
electron gate when the short-gate pulse is used and orange is when the long-gate
pulse is used. The FWHM corresponds to 1.1 fs and 18.3 fs, respectively.

To understand what is occurring to the temporal electron gate when using the

short-gate and long-gate, we took the experimentally measured long-gate pulse from

Chapter 5 and the short-gate pulse as shown earlier, then input this into the Fowler-

Nordheim emission model. As seen in Fig. 6-6, the electron gate using the short-gate

pulse results in a FWHM of 1.1 fs, whereas the long-gate pulse results in a FWHM of

18.3 fs. The FWHM of the electron gate dictates the time resolution for actual field

sampling measurements which can be seen in Fig. 6-4a.

To demonstrate non-degenerate waveform analysis of a lower frequency using a

higher frequency and to show that lower frequencies that are not integer harmonics

can still be measured, we used a separate few-cycle supercontinuum source with details

that can be found in [140]. After supercontinuum generation, an SF10 prism pair was

used to spatially disperse the beam. After the prism pair, the Er pump was spatially

filtered, and the soliton and dispersive wave contributions were spatially separated.

The higher-frequency dispersive wave portion of the supercontinuum was returned

through the prism pair for compression and the removal of spatial chirp and was used

as the gate. We note that the lower-frequency soliton, which was used as the signal,

was not returned through the prism pair leaving some residual spatial chirp.
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Figure 6-7: Lower frequency waveform analysis using a 2.5-cycle supercon-
tinuum pumped by a 78.4 MHz Er fiber laser. (a) The experimental schematic
for the measurement. (b) Degenerate measurements of the dispersive wave. (c) The
non-degenerate measurement of the soliton using the dispersive wave. (d) The corre-
sponding Fourier transformed measured fields.

For the gate pulse, 19 pJ (0.21 V/nm at focus) of the 3-cycle (12 fs) dispersive

wave (0.250 PHz, 1200 nm) was used. For the signal, 30 pJ (0.15 V/nm at focus)

of the 11-cycle (65 fs) soliton (0.166 PHz, 1600 nm) was used. The measurement

configuration is shown in detail in Fig. 6-7a. Degenerate waveform analysis of the

dispersive wave was performed and is shown in Fig. 6-7b. Next, we performed non-

degenerate waveform analysis measurement of the soliton and measured an optical

period of approximately 6.0 fs as expected as Fig. 6-7c. Lastly, the normalized

Fourier-transformed time-domain measured waveforms are shown in Fig. 6-7d. This

emphasizes the ability of the nonlinear mixing process to also sample lower frequency

contributions at non-integer harmonics in the few-cycle regime without CEP locking.
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6.5 Modeling the Influence of Nanoantenna on Sam-

pling

Figure 6-8: Breakdown of phase imparted by electron emission and gold
antenna. (a) Simulated supercontinuum in frequency with the simulated frequency
response, and gold antenna intensity enhancement (right y-axis). (b) The correspond-
ing time-domain SCG with and without interacting with the gold nanoantenna.

We then used the simulated supercontinuum electric fields and added the electro-

magnetically simulated gold field enhancement amplitude and phase to understand

how the gold nanoantenna modified the supercontinuum. We add the gold field en-

hancement amplitude and phase into the frequency spectrum and normalized the

squared modulus of the corresponding frequency spectrum which is shown in Fig.

6-8a. After incorporating the gold antenna response, we also looked at how the sim-
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ulated frequency response plays a role in the simulated frequency spectrum. We

observed that there is a reduction of intensity which is mainly attributed to the gate-

dependent frequency response. Also, it can be seen that where the measured (blue)

and gold antenna intensity enhancement (teal) curves intersect at 0.217 PHz, the

measured field starts to increase and is related to the intensity enhancement from the

nanoantenna. Afterward, we took the inverse Fourier transform of the simulated fre-

quency spectrum and normalized the squared modulus of the time-domain spectrum

to understand how the gold nanoantenna affects the pulse duration which is shown in

Fig. 6-8b. We observe that the gold nanoantenna does not significantly modify the

supercontinuum in frequency or time since the devices are being operated away from

their resonant wavelength.

6.6 Measurement Comparison

We then compare our field-resolved measurements to interferometric autocorrelation

(IAC) and frequency-resolved optical gating (FROG). Harmonic frequency mixing,

with its high nonlinearity, enables time-domain pulse characterization over many

octaves. This capability is far from trivial and cannot be replicated with standard

techniques.

We performed interferometric autocorrelation measurements (IAC) on the super-

continuum (Fig. 6-9) by focusing the supercontinuum into a 40 𝜇m thick BBO and

detected the IAC using a silicon photodiode after passing through a linear polarizer.

We measured a duration of 13 fs FWHM, which corresponds to an 8.4-fs pulse width

considering a deconvolution factor of 1.54 assuming a sech2 pulse shape. To vali-

date the field-resolved measurements, we compared the measured IAC trace to the

reconstructed IAC trace obtained using the measured field shown in Fig. 6-4. The

two traces share comparable features, both having a sub-two-cycle component in the

center part of the IAC trace along with pronounced side lobes. The second-order

dispersion-induced chirp was not observed to be significant in either trace. The IAC

traces both show significant side lobes, which are explained by the long tails observed
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Figure 6-9: Interferometric autocorrelation of the 1.5-cycle supercontin-
uum. The measured (blue) and reconstructed (orange) interferometric autocorrela-
tion of the supercontinuum source. Both show the 8 to 1 ratio expected from an IAC.

in the time domain of the measured waveform. These time-domain tails were also

observed in the simulation of the nonlinear pulse propagation. They are primarily

induced by higher-order dispersion accumulated during spectral broadening between

normal and abnormal dispersion regimes as well as complex higher-order dispersion

during nonlinear compression [141], [142].

We then performed Frequency-resolved optical gating (FROG) measurements on

the SCG as shown in Fig. 6-10 using the same setup as shown in Fig. 6-2. Fig. 6-10a

and b are the measured and retrieved spectrograms of the supercontinuum pulse used

in the measurements. For the reconstruction, we utilized a grid size of 256 × 256

and obtained a reconstruction error of 1.910−2. The degenerately measured fields in

Fig. 6-10c show relatively good agreement with the pulses retrieved from the FROG

measurements in the time domain. The retrieved pulse duration was 9 fs FWHM and

the measured pulse duration was 8.5 fs FWHM. Lastly, shown in Fig. 6-10d is the

frequency domain comparison between the measured intensity, retrieved intensity,

simulated intensity spectrum, and the grating-based spectrometer. The measured

pulse intensity and retrieved pulse intensity are also shown and show good agreement

considering that the SCG spans more than an octave of bandwidth.
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Figure 6-10: Frequency-resolved optical gating (FROG) of the 1.5-cyle su-
percontinuum. The (a) measured and (b) retrieved spectrograms. (c) A comparison
of the squared modulus of measured optical fields and the retrieved pulse versus time.
(d) A comparison of the squared modulus of the Fourier transformed measured fields,
retrieved pulse versus frequency, a spectrometer reference, group delay from the mea-
sured optical fields, and the retrieved group delay.

6.7 Conclusion

Our previous work on harmonic frequency mixing experimentally and mathematically

demonstrated that optical field-resolved waveform analysis does not require few-cycle

pulses or CEP stabilization using multi-cycle pulses. Here, we have demonstrated

that field-resolved waveform analysis can be performed with a few-cycle pulse on

an unstabilized CEP laser system and that the bandwidth dependence of optical

tunneling is dependent on the optical pulse used. While using a longer pulse results

in loss of continuous bandwidth, the bandwidth due to the high nonlinearity is broader

than the bandwidth of the optical pulse itself. This work studies the bandwidth of

optical field emission from nanoantennas, achieving measurement bandwidths outside

of the input multicycle local oscillator through the measurement of a 1.5-cycle pulse

(8.5 fs) using a 10-cycle pulse (57 fs), resulting in a measurement of a 20 fs pulse.



Chapter 7

Leveraging the Inherent Polarization

Sensitivity of Optical Field Emission

The work presented in this chapter builds upon asymmetric half-wave rectifying an-

tennas shown in Fig. 3-3i-l by leveraging the inherent polarization sensitivity of the

electron emission process. Just like in conventional RF electronics which use the

shape antennas to be sensitive to specific polarizations, we do the same at PHz fre-

quencies using the nanoantenna platform. The work was done in collaboration with

Drs. Lu-Ting Chou, Marco Turchetti, and Mina Bionta. They provided help on the

circular polarized measurements, fabrication, and writing, respectively. Code and

data can be found in the following repository: https://github.com/qnngroup/manu-

polarization-and-phase-sensitive-sampling.git

Abstract

Polarization plays a crucial role in high-speed, high-bandwidth RF electronics, often

observed in antennas for RF applications such as communication. Beyond its sig-

nificance in RF electronics, polarization serves as a valuable tool in optical science,

particularly in the study of matter with specific optical selection rules and dynamics

[143]–[148] or to determine the onset of cancer growth [149]–[151]. Although myriad

techniques exist to resolve the polarization states of light in the frequency domain, a

170
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complete vectorial mapping of the temporal polarization state of optical waveforms

remains challenging to measure. The lack of vectorial field-resolved polarization dy-

namics limits the straightforward studies involving circular or elliptical polarization

such as studying material properties [143], [146] or biomedical imaging [149]. In this

work, we demonstrate a compact detector for vectorial field mapping of few-cycle

optical waveforms directly in the time domain. Our results demonstrate a mono-

lithic nanoantenna network design that enables polarization-sensitive field sampling

over a broad range of wavelengths spanning from the near- to the mid-infrared. This

work has direct implications for the study of sub- to few-femtosecond, polarization-

resolved light-matter interaction dynamics. Furthermore, the newfound access to

sub-femtosecond polarization dynamics that our devices provide could benefit a wide

range of applications including bioimaging, remote sensing, and optical communica-

tions.

7.1 Introduction

It has been demonstrated in the THz and mid-infrared that time-domain spectroscopy

can provide insightful information such as the dynamics of the contracting or stretch-

ing of specific chemical bonds[35], [70]–[73]. This has led to the development and

widespread adoption of commercial systems for time-domain THz spectroscopy sys-

tems. Such a technique has been extended for polarization-resolved measurements

and has enabled studies of polarization-dependent properties of materials [143], [152],

[153], molecules [154], and devices[155]. The development of compact polarization

detectors is crucial for a wide range of applications [156].

The importance of time-domain spectroscopy in the THz spectral region has

spurred the more recent development of similar techniques for field-resolved detec-

tion in the visible to infrared spectral regions. Example techniques include Tunnel-

ing Ionization with a Perturbation for the Time-Domain Observation of an Electric

field (TIPTOE) [21], [123], on-chip multiphoton excitation [126], nonlinear photocon-

ductive sampling (NPS) [22], [81], or on-chip nanoantenna-based Fowler-Nordheim
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tunneling devices[45]. All of the previous optical field sampling techniques men-

tioned typically focus on single-polarization optical field sampling but some are able

to do polarization-resolved detection [17] with the caveat of requiring vacuum, large

pulse energies, or low-repetition rate lasers. The open challenge of an integrated

polarization-resolved detector applicable for bioimaging [121] or low-pulse energy mea-

surements remains.

Here, we focus on on-chip nanoantenna-based Fowler-Nordheim tunneling electric

field sampling devices. These devices are compact, can operate at room temperature,

and in ambient conditions as it has been shown that the electron mean free capture

path is longer than the 20-50 nm gap sizes used in these devices in these conditions

[14], [43], [45], [157]. Furthermore, the requirement for large pulse energies which is

typical for other cold field emission based devices is alleviated by the combination

of geometrical and plasmonic field enhancement, which can peak at ≥ 30x (900x

intensity enhancement) for gold nanoantennas. This leads to a sensitivity that is 6

orders of magnitude better than alternative approaches [21], [45], [81], [123], [134].

Figure 7-1: Experimental schematic. (a) An overview of the polarization-sensitive
sampling. (b) A representative scanning electron microscope image of one nanoan-
tenna network. (c) Finite-difference time-domain simulated field enhancement of one
nanoantenna. (d) The notional schematic shows gate pulse-controlled device activa-
tion. (e) The notional schematic shows bias-controlled device activation.
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7.2 Experimental Methods

7.2.1 Nanofabrication and antenna design

The same nanofabrication procedures used in Chapter 5 were used for the work pre-

sented in this chapter and are further detailed in the appendix.

However, in these measurements, the devices were operating resonantly such that

the field enhancements are ≥ 30. This is necessary to obtain the peak field strengths

required for optical field sampling using a high-repetition-rate laser system (described

in the next section).

7.2.2 Measurement setup and methods

A homebuilt Erbium-doped fiber laser operating at 78.4 MHz is used to generate

a supercontinuum source through a bulk germano-silica fiber [140], [158]. We first

split the laser into two arms using a beamsplitter. In the gate and signal arm, we

place a broadband waveplate to change the polarization and recombine them using

a beamsplitter made for p-polarized light. Splitting the two pulses enables temporal

control between the gate and signal pulse by using a closed-loop linear piezo stage

delay line (Smaract SLC2445-S with MCS2) with ± 40 nm (± 0.13 fs) repeatability.

Once collinearity is ensured between the gate and signal arm, the gate and signal

pulse are focused on the nanoantenna device through an objective. The time delay

between the pulses is scanned, allowing us to measure the signal pulse current-induced

change, which is amplified using a transimpedance amplifier (TIA) with a gain of 1

V/nA. The output of the TIA was fed into a lock-in amplifier. The lock-in reference

was obtained by chopping the signal arm operating at ∼ 277 Hz. The lock-in x-

and y-channel are sent into an oscilloscope which has a maximum sampling rate of 5

GSa/s. We auto-phased the lock-in before measurements. In the measurements, the

sampling rate was set to 25 kSa/s. We ensured that we were in the linear sampling

regime as when the pulse energy was too high, we observed the sampled waveforms

appeared more like an interferometric autocorrelation [10], [12], [14]. As a result, the
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small signal model used in Ref. [[45]] was no longer valid.

A motorized rotation stage was used to control the waveplate for the measure-

ments. The circularly polarized light was generated by passing the signal pulse

through a linear polarizer fixed at 45°, then passing a quarter waveplate. The ra-

tio of the projected horizontal and vertical polarization was measured using another

linear polarizer and the ratio was set to 1. Note that the beamsplitter does not

transmit the horizontal and vertical polarization equally. To apply a bias to the

nanoantennas, a sourcemeter was used to remotely control the adjustable bias volt-

age on the transimpedance amplifier input. The measurements were averaged 5-30

times depending on the signal-to-noise ratio. The time axis for the measurements

was determined using linear interference from a photodiode.

7.3 Results and Discussion

In this work, we leverage the inherent polarization sensitivity of on-chip nanoantenna-

based Fowler-Nordheim tunneling electric field sampling devices to make a broadband

field-resolved polarization-sensitive detector. Our device architecture is shown in Fig.

7-1. The experimental schematic and an image of a representative device are shown

in Fig. 7-1a, b. Networks of triangular nanoantennas were fabricated on a fused

silica substrate with various gap sizes ranging from 10 to 50 nm in a meandering

structure using electron beam lithography. The networks were illuminated using a

broadband supercontinuum which spans 950 nm to 1450 nm with pulse durations of

12 fs [140], [158]. An example of the measurement layout is shown in Fig. 7-2a where

the laser source was split into two arms, which will be referred to as the gate and

signal, respectively. The two arms were recombined with adjustable time delay, after

which both pulses were focused on the nanoantennas mounted on a printed circuit

board (PCB).

In the following sections, we demonstrate two schemes for which polarization-

sensitivity can be selected: (1) gate pulse-polarization-controlled device activation;

and (2) bias-controlled device activation. In gate pulse-controlled device activation
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shown in Fig. 7-1d, the gate pulse enhances the polarization that is sampled. In bias-

controlled device activation shown in Fig. 7-1e, the gate pulse is distributed between

the two types of nanoantennas, and the polarization selection is done by biasing the

device. Through these two schemes, we demonstrate the ability to sample linearly

polarized light, circularly polarized light, and elliptically polarized light with relative

phases between the projected vertical and horizontal linear polarizations.

7.3.1 Gate pulse-polarization-controlled device activation

Figure 7-2: Linear polarization measurements. (a) A schematic of the experi-
mental setup. The laser light is split using a group-delay-dispersion (GDD)-controlled
beamsplitter (BS). One arm has a delay stage and was used as the gate pulse. The
signal arm was chopped, including a waveplate (WP) to change the polarization,
and neutral density filters to attenuate the signal. Eventually, the two pulses are
recombined using an identical GDD-controlled beamsplitter before being sent to an
objective where they are focused onto the nanoantenna devices. (b) A typical sampled
electric field trace when the gate and signal pulses are parallel (red) and perpendicular
(blue) with respect to each other. (c) Polarization-dependent current from an network
of antennas with varying sensitivity tuned by applied bias. (d) The corresponding
polar coordinate plot (in degrees) of the polarization-dependent current.
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In gate pulse-polarized-controlled device activation, which is shown in Fig. 7-

1d, the gate pulse optically selects the sampled polarization by activating antennas

with the tip axis parallel to the gate pulse polarization. The polarization of the gate

pulse enhances the optical-field emission from the tip having its axis aligned with the

polarization of the gate (e.g. 𝜃 = +45° or -45°). When the polarization of the signal

pulse is parallel with the gate pulse polarization, the signal is enhanced. However,

when the signal polarization is orthogonal to the gate polarization, the optical-field

emission is unchanged. This was experimentally demonstrated and shown in Fig.

7-2a by adding a half-wave plate into the signal arm which allows us to tune the

polarization. In Fig. 7-2b the red trace demonstrates the electric field sampling

when both the gate and signal pulse polarization is parallel to the nanoantenna tip

axis. The sampled electric field is relatively symmetric, except for some dephasing

components around 20 fs, which is attributed to the electron dynamics due to the

plasmonic response of the nanoantenna [159]. When the half waveplate was rotated

by 45° such that the signal pulse was perpendicular with respect to the gate pulse,

only noise was observed as seen in Fig. 7-2b.

To further test the polarization sensitivity, the device was biased while continu-

ously rotating the half-waveplate. Corresponding traces are shown in 7-2c. As the

magnitude of the applied bias was larger, the polarization sensitivity was enhanced.

This can be seen clearly through the amplitude of the peaks and valleys of the red and

blue traces in 7-2c. In the red trace, the two valleys between 0° and 90° and between

180° and 270° (highlighted) can be seen to be broadband, and as the device was bi-

ased more, and the valley becomes more pronounced and more sawtooth-like. Shown

in Fig. 7-2d is the corresponding polar coordinate plot of the differential current with

varied bias. At 0 V, the polar plot shows mirror symmetry since there are two large

lobes. At -0.5 V, the corresponding polar plot shows that the detector is balanced

and has four-fold symmetry, meaning that it can measure 45° , 135° , 225° , and 315°

equally. At -1 V, the corresponding polar plot shows the same four-fold symmetry,

but the two lobes at 135° and 315° are less pronounced. This demonstrates that

the bias can be adjusted to measure polarization equally. This can also be used to
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compensate for non-idealities in the fabrication that can generate unbalance between

nanoantennas. For the gate pulse-polarization-controlled device activation measure-

ments, the pulse energy focused onto the tips for the gate pulse was ∼ 18 pJ, and the

energy for the signal pulse was 0.16 pJ.

7.3.2 Bias-controlled device activation

Figure 7-3: Voltage sweep with linear polarized light. (a) Schematic of the bias
voltage sweep with a linear polarized gate set to 0 ° and a signal which was set to 45
°. (b) The experimentally measured voltage sweep starts from -2 V and increases to
+ 3 V.

In bias-controlled device activation, the gate pulse polarization is rotated to 𝜃 =

0° such that an equal component of the electric field vector is projected onto the two

different tip orientations. This equal projection results in the equivalent activation

of each antenna as shown in Fig. 7-1e. First, we performed measurements where the

polarization of the gate pulse was set to 0° such that both types of nanoantennas are

activated while the signal was set to 45° linear polarized light as shown schematically

in Fig. 7-3a. The measurement results are shown in Fig. 7-3b. We start by using the

largest negative bias possible before background shot noise due to the bias dominating

the current output (-2 V) then sweep the voltage in increments of 1 V until the
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biasing dominates the current output. Taking the peak amplitude of the waveforms

also reveals that the charge neutral point (the point where the signal is nulled) resides

at +2 V. At negative voltages, the antennas facing 45° are activated. At -2 V, the

strongest response was observed and quickly decreased as the bias voltage was set to

0. Afterward, a positive bias was applied, and due to light not being exactly 45°

with respect to the sample, there was a weak finite response that is 𝜆/2 phase shifted

from the electric field waveforms obtained with a negative bias. This demonstrates

that the bias can be used to select the antennas of interest.

Circularly Polarized Light

Figure 7-4: Sampling with a signal pulse rotated by a quarter waveplate
(QWP). (a) Schematic for the sampling of circularly polarized light. The insets show
the zoomed-in differential current showing the measured phase shift between the two
types of antennas (b) An experimentally sampled electric field trace when the input
gate pulse was linearly polarized at 0° and the signal pulse was made into circular
polarization. The polarization sensitivity was selected by biasing the nanoantennas.
The positive voltage (orange) and negative (blue) correspond to the -45° axis and
+45° axis, respectively. The insets are the zoomed-in simulated results showing
similar phase shifts as seen in experimental results. (c) The simulated sampling
response with the corresponding antenna pairs.

To study the cross-polarization field and phase sensitivity of the device, we per-

formed sampling of circularly polarized light both experimentally and through simu-

lations. The setup for the experiments and simulation is shown in 7-4a. The gate is

distributed among the two types of antennas, and then a bias voltage is used to select

the sampled polarization while the signal pulse is made to be circular. The magnitude
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of the voltage applied was different since the gap between antennas may be slightly

different due to variations in the nanofabrication (e.g., slightly different gap sizes). A

corresponding bias voltage was chosen such that either the +45° or -45° antennas are

chosen. As seen in Fig. 7-4b is the sampled circularly polarized fields. There is a shift

of 1.3 fs, which is approximately 𝜆/4, between the two sampled electric fields that

were constant from -40 fs until 0 fs. Afterward, at times after 5 fs, dephasing occurs

which is attributed to a coupling of the two resonant plasmonic modes through the

connecting wires [159]. The shift observed is ∼ 2 fs, which corresponds to a 𝜆/2 shift

between the two sampled traces. Post-measurement, such as plasmonic dephasing

from the system response can be removed provided that the phase response through

electromagnetic simulations is accurate.

We also perform simulations to model the response observed in the experiments.

As the simulation starts, the phase shift is approximately 𝜆/4 and persists until t =

0 where it shifts to 𝜆/2, following the exact same trend observed in the experimental

measurements. This characteristic of a 𝜆/4 shift seen at the beginning of the sam-

pling is predicted by a coupled oscillator model where two modes exist [160]. Here,

the two types of nanoantennas are the two modes and the wire connecting the two

tips can be seen as a spring coupling the two modes. In any coupled oscillator system,

the system starts off with the same driven response and starts to change due to the

coupling of the two modes. This means that if we excite the coupled oscillator system

with a 𝜆/4 phase, we would expect to see a 𝜆/4 phase shift in the beginning, then the

system would relax to its natural phase. We note that the field sampling detector is

very sensitive to geometric effects (e.g., the width of the wire connecting the triangu-

lar nanoantennas together), we further systematically performed FDTD simulations

to understand the sensitivity of the actual electron beam lithography process when

compared to the computer-aided designed layout. Due to device fabrication, not all

devices result in a 𝜆/4 phase shift before t = 0 when expected.

Based on these results measuring a circularly polarized signal, it is expected that

arbitrary polarizations (e.g. elliptical) can be measured. In this proposed experiment,

we would systematically perform bias-controlled device activation measurements us-
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ing the same device and conditions as the circularly polarized experiments except we

would rotate the quarter waveplate while measuring the corresponding electric field

waveforms sequentially (i.e. measured one right after another, averaging for each

condition). First, this would be done using electromagnetic simulations and then

tested in the lab. We could then verify our results between the electromagnetic sim-

ulations and experimental results against the expected phase shifts calculated using

Jones matrices for the various quarter waveplate conditions.

7.3.3 Comparison of spectral measurements

Figure 7-5: Comparison of the spectral measurements with a reference. The
experimentally measured linearly polarized and circularly polarized squared Fourier-
transformed spectra compared against a commercial optical spectrum analyzer.

Finally, we compare the intensity spectra from the field-resolved measurements

obtained from linearly polarized and circularly polarized configurations, as illustrated

in Figures 7-2 and 7-4, respectively, with those acquired using a commercial optical

spectrum analyzer. We Fourier transformed the sampled fields into the frequency

domain and squared the result to obtain their intensity. As depicted in Figure 7-5,

the spectral characteristics of the sampled fields exhibit remarkable similarity, albeit
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with minor discrepancies observed around 0.275 PHz. These differences primarily

stem from slight variations in antenna resonance due to fabrication tolerances. Upon

closer examination, it becomes evident that the intensity disparities, particularly on

the higher frequency end, are attributable to antenna resonance roll-off or reduction

of nonlinearity due to biasing. Despite these differences, discernible intensity profiles

persist across the spectrum, albeit at differing ratios compared to the optical spectrum

analyzer reference.

7.4 Sensitivity Simulations on Fabrication Tolerance

We performed simulations to understand how the sampled waveforms and phase shifts

between the two polarizations occur as a function of geometric shifts. This provides

insight into what happens in a measurement when the fabrication of the devices is

not perfect.

7.4.1 Methodology

The optical response of the polarization-sensitive nanoantennas was simulated using

finite-difference time-domain solver Lumerical and MEEP [69]. For Lumerical simu-

lations, we used the data from the Lumerical library for Au (Palik) and SiO2 (Palik).

We define the wavelength minimum and maximum to be the same as our supercontin-

uum spectrum from an optical spectrum analyzer (see section 7.3.3). For the circular

polarization simulations, two sources of the same amplitudes are used except one has

a phase of 0° and another with 90°, and the source polarizations are offset by 90°.

For the sampling simulations, we directly take the local electric fields from Lumer-

ical for 𝐸gate and 𝐸signal which are separately simulated for the gate and signal. We

use the Fowler-Nordheim equation (Γ) and numerically calculate the current cross-

correlation by

𝐼𝑐𝑐(𝜏) ∝
∫︁ 𝑇rep/2

−𝑇rep/2

Γ(𝐸gate(𝑡) + 𝐸signal(𝑡)) 𝑑𝑡

using a ratio of signal to the gate of 0.001.
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7.4.2 Simulation results

Figure 7-6: Simulated sampling response of nanoantennas with a length of
0.8 𝜇m between the tips with the wire shifted toward or away from the tip
axis by 30 nm. (a) Schematic of simulation and the parameter that was changed.
(b) The simulated sampling response from the two types of antennas with a 30 nm
shift away from the tip axis when the antennas are activated with a linear 45° or
-45° gate. (c) The simulated sampling response with the wire lying at the center of
the triangle (d) The simulated sampling response with the wire shifted 30 nm toward
the tip axis.

Shown in the simulations are the simulated sampling waveform for the circularly

polarized light. For the circular polarization simulations, two sources of the same

amplitudes are used except one has a phase of 0° and another with 90° , and the

source polarization is offset by 90° with respect to each other. The gate was simulated

by using a single source that is parallel to the tip axis of the two antennas.

The schematic is shown in Fig. 7-6a. The gate is either +45° or -45° with the

signal being circularly polarized. In Fig. 7-6b, one curve looks at the response with

gate exciting one pair of antennas and inputting circularly polarized light. There is a

30 nm shift away from the tip axis and at the beginning at -60 fs, the two waveforms

start off as 𝜆/4 and evolve into being out of phase starting at -40 fs. In Fig. 7-

6c, there is no shift and this is what is intentionally written in the electron beam

lithography. We targeted the wire to be at the center of the antenna since it disturbs
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the plasmonic mode of the antenna the least [44]. The two waveforms start off as

nearly 𝜆/4 shifted with respect to each other and at -50 fs, they are nearly in phase

and then later evolve back to 𝜆/4. Lastly, in Fig. 7-6d when the wire is shifted 30 nm

towards the tip axis, the two waveforms start off as nearly 𝜆/4 shifted and are again

nearly in phase at -50 fs. It can also be seen at -45 fs that there are some dynamics

that occur in this situation that are not seen in Fig. 7-6bc. It is attributed to the

coupling between the two antennas. What is occurring can be modeled as a coupled

oscillator where there are two modes that exist [160]. As the wire connecting the two

tips is changed, the response of the coupled oscillator changes and is the superposition

of the two modes that exist. At later times beyond -35 fs, the waveforms are in phase.

The wire placement plays a large role in the phase shift of the sampled waveforms,

especially at later times.

Figure 7-7: Simulated sampling response with varied distance between the
tips. (a) The schematic of the distance between the tips. (b) The simulated sampling
response when the antennas are activated with a linear 45° or -45° gate from the
two types of antennas keeping a 0.8 𝜇m length between the tips. (c) The simulated
sampling response with the length between the tips set to 1.2 𝜇m

Shown in Fig. 7-7 is the effect of the length between the two tips and the length
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is defined as shown in the schematic in Fig. 7-7a. In Fig. 7-7 b, when the distance

between the two tips is set to 0.8 𝜇m, it can be seen that the phase shift between the

two antennas starts off as 𝜆/4 and by -50 fs, the shift becomes smaller and at later

times, it is in phase with respect to each other. However, in Fig. 7-7c, it can be seen

that the 𝜆/4 stays consistent between the two waveforms. The distance between the

two triangular nanoantennas can also play a role in the phase shift observed in the

sampled traces.

Figure 7-8: Simulated sampling response with varied wire thickness. (a-
c) The response of antennas with a circularly polarized source with a varied length
between the two types of tips. (d-f) The response of antennas with linear polarized
light with a varied length between the two types of tips.

Next, the wire connecting the triangular nanoantennas together is varied in thick-

ness as shown in Fig. 7-9a. As seen from Fig 7-9b-d, the thickness has a negligible

effect on the phase shift between the two waveforms and the amplitude of the current

density.

Lastly, the simulations shown above were using either 45° or -45° polarized light,
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Figure 7-9: Simulated sampling response with the experimental target de-
sign. (a) Simulated sampling response of the 50 nm thick wire, 0.8 𝜇m between the
tips, and no shift of the wire when a linear 45° or -45° gate is used with a circularly
polarized signal. (b) Simulated sampling response when a linear horizontal gate is
used with circularly polarized signal

selectively activating a pair of tips. We utilized the parameters that are targeted in

the electron beam lithography, specifically, a 50 nm thick wire, 0.8 𝜇m between the

tips, and no shift of the wire placement. There is a slight change in the phase shift

between -60 fs and -50 fs where the shift is 1.6 fs when the gate is set to be parallel

to the tip axis and the shift is 0.8 fs when the gate is split among the two antenna

types.

7.5 Conclusion and Outlook

We report a new device architecture for polarization-sensitive nanoantenna-based

on-chip time-domain spectroscopy. Our experimental results, using a pJ-scale 78.4

MHz laser along with simulations, show that light with different polarizations can be
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sampled such that the full field response can be retrieved in terms of relative amplitude

and phase. We also emphasize that device degradation was observed throughout

tens of minutes of constant illumination. In the future, further investigations of the

phase sensitivity and measurements at lower repetition rates should be performed to

understand the device degradation mechanisms of gold devices. Other more robust

metals, such as platinum or tungsten, could be used, but may not offer as large field

enhancements seen in plasmonic metals. A device such as this can be used for low

pulse energy polarization-resolved optical field sampling. We also show through a

combination of experimental results and simulations that the device geometry of the

triangular nanoantenna network can play a role in the ability to sample the phase

shift between two polarizations of light.



Chapter 8

Conclusion and Future Work

Revolutionary scientific and technological developments in lasers have opened the

door to the development of ultrafast optoelectronics. Demonstrating practical and

scalable all-optical switching with attosecond speed through optical transistors with

petahertz speed (a billion times faster than the clock cycle of commercial computers)

could revolutionize electronics. Thus, this thesis demonstrates the potential impact

of metallic nanoantennas as a platform for light field-driven electronics. Here, a

summary of the main results and future directions are presented.

8.1 Conclusion and Follow-up Experiments

The ability to control which oscillations of light contribute to a measurable current has

been demonstrated to be crucial in electronics found in daily life. Thus, rectification

control is also crucial in lightwave-driven electronics. A framework for understanding

how rectification, what order of nonlinearities are required for lightwave-driven elec-

tronics, and how the input lightwave affects the output characteristics of a lightwave

device is presented in Chapter 3. The power of nanoantennas is further illustrated

through the tunability in geometry and material choices.

Based on the nanoantenna platform, numerous experiments and applications can

be envisioned, leveraging both single nanoantennas and larger network structures.

Singular antennas hold promise for delving into PHz-bandwidth logic gates and mem-
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ory cells [47], [82]. Conversely, network structures offer unique advantages, with their

device size similar to the pixel dimensions found in contemporary Si-based CMOS

detectors. Coupled with reduced pulse energy requisites, this enables seamless in-

tegration of multiple nanoantenna networks within expansive pixel matrices. More

broadly, pushing the boundaries in PHz electronics will require future investigations

of new device classes such as transistors and logic circuits and also new material plat-

forms. With our results, we illustrate a path towards scalable and directly applicable

PHz electronics.

First, a nanoantenna device without rectification is demonstrated for the shot-

to-shot measurement of optical phase. More than 2000 CEP-sensitive electrons are

generated and read out on a shot-to-shot basis. Given the exceptional current den-

sities generated in these nanometer-sized devices, further studies will be necessary

to elucidate the role of electron-electron interaction during the sub-cycle emission

process [16].

This demonstration allows for a CEP-sensitive camera with further improved noise

performance (e.g. [161] but for CEP instead). Absolute single-shot CEP tagging can

also be implemented by adapting I/Q detection with two separate networks recording

𝜋/2 phase-shifted currents. The previously demonstrated techniques of attosecond-

resolved field sampling can be extended to single-shot readout, by making large line

arrays of individual networks [45], [126].

The next experimental demonstration is a nanoantenna-based frequency mixer

that enables the mixing of PHz frequencies beyond the input light bandwidth using

a commercial CEP-unstable laser. This is showcased through the field-resolved mea-

surement of the second harmonic of an optical waveform using the first harmonic.

Similar devices could be used to create compact and sensitive sampling optical os-

cilloscopes with bandwidths spanning multiple octaves. It is anticipated that such

optical field oscilloscopes will provide needed time-domain detection tools that will

help accelerate the development of ultrafast source technologies (e.g. compact fre-

quency combs and optical waveform synthesizers), and enable new approaches to the

investigation of nonlinear light-matter interactions. Given a single-cycle gate pulse,
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one can have continuous sampling bandwidth ranging from the sub-THz to the PHz.

Beyond field sampling, electronic optical-frequency harmonic mixers could also be

incorporated as fundamental components within future lightwave electronic systems

for PHz-scale communication and computation.

Lastly, polarization rectification is demonstrated for vectorial field measurements

by developing a new architecture that leverages the polarization sensitivity of the

optical field-driven process. Scaling up this approach to create a multi-channel im-

ager with multiple nanoantenna networks could enable spatial polarization-sensitive

electric-field detection with attosecond time resolution. It also opens opportunities

for polarization-resolved attosecond holography, allowing one to reconstruct optical

fields with amplitude and phase information. In regards to pulse characterization,

one unique demonstration of this platform would be to measure a single-femtosecond

pulse, something that is non-trivial for simple pulse characterization techniques [162].

Beyond ultrafast pulse characterization, such a detector will enable optical oscillo-

scope experiments that can have a profound impact on understanding dynamical

processes in chemistry, physics, and microscopy.

8.2 Future Work

In conventional electronics frequency mixers and phase detectors are pivotal in radio

and cellular technologies. Likewise, these devices are expected to be instrumental

in broadening the applications of lightwave devices. However, to realize the full

potential of universal optical frequency electronics, the development of an optical

transistor is imperative. While the planar structures demonstrated in this thesis

provide a promising foundation, it is conceivable that they may impose limitations in

the long run. Thus, new fabrication techniques may be necessary to create intricate

3D nanoantenna networks, thereby advancing the field toward its ultimate goal.

The demonstrations of a carrier-envelope phase detector and a harmonic frequency

mixer using gold nanoantennas in this thesis mark significant strides toward practical

lightwave electronics and can be extended to integrated lightwave electronics. Build-
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ing upon this work by understanding how the workfunction/electron affinity plays a

practical role in lightwave electronics (e.g. noise characteristics, emission regimes) or

how other nonlinearities can be utilized for on-chip lightwave electronics will be fruit-

ful. In principle, based on Fig. 3-2 and [21], [126], one can explore the work performed

in this thesis through the use of multiphoton absorption, offering an alternative to

relying solely on optical tunneling.

While speed often takes precedence in discussions about lightwave electronics’ ap-

plications [4], [103], [163], practical challenges in guiding information persist. Waveg-

uides or striplines, akin to those utilized for Auston switches [27], [28], [164]–[168] or

integrated photonics, offer one solution. However, electron dispersion during propa-

gation necessitates meticulous engineering of the waveguide or stripline to mitigate

pulse stretching while ensuring large bandwidths. Using the idea of apodized gratings

or double-chirped mirrors could potentially overcome this problem.

Although gold nanoantennas are employed for their fabrication simplicity in this

work, transitioning to a fully CMOS-compatible platform is imperative for practical

device realization and making the experimental demonstrations in this thesis commer-

cial. This transition may entail the adoption of alternative nanoantenna materials,

such as plasmonic or refractory metals capable of optical tunneling, as discussed in

Figure 3-5. Achieving bandwidths exceeding 1 PHz demands materials responsive

to such frequencies, while lower frequencies (∼THz) are already within reach of nu-

merous metals. Additionally, understanding the role of vacuum, encapsulation, or

tunneling through a thin dielectric is crucial for the longevity of devices.

Advancing on-chip sources, like THz generation photoconductive antennas, could

involve mid-infrared light generation, waveguiding, and amplification, coupled off-chip

for compact mid-infrared sources where parametric amplifiers could enhance output

power, offering a compact alternative to quantum cascade lasers.

Beyond on-chip electronics, the nanoantenna platform can be utilized as a tunable

bandwidth detector that can be integrated on any dielectric as seen in Fig. 3-4.

This platform translates the traditional materials problem into a geometric problem,

which is much more straightforward to tune. However, as a regular intensity detector,
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the emission mechanism will be very different than the optical tunneling/field-driven

emission mechanism used throughout this thesis. This idea was demonstrated in

Piltan et al [169] and requires further studies into the physical mechanism. Based on

the analysis of the data presented by Piltan et al, the main mechanism is Schottky

rather than pure field emission.

In the domain of fundamental science, as mentioned earlier, the nanoantenna

devices showcased in this thesis offer a direct avenue for exploring dynamics with

polarization sensitivity. Due to their field-sensitive nature, these detectors have the

capacity to measure phenomena inaccessible to traditional intensity detectors. Conse-

quently, envisioning experiments to investigate electromagnetic fluctuations (or corre-

lations) and collective excitations at quantum critical points or vacuum is now possible

(assuming that the noise characteristics are below that of the fluctuations or correla-

tions). This can lead to innovative approaches to actively manipulate fluctuations in

matter via nonlinear and non-thermal pathways.

While nanoantennas hold promise for various light-related applications, practical

lightwave electronics for everyday use remain distant. Nevertheless, niche applications

may emerge with time, reminiscent of microwave frequencies finding unexpected util-

ity in heating food, suggesting a bright future for lightwave technologies.



Appendix A

Modeling

A.1 Fourier Transform of a Cross-correlation

For Chapters 5-7, a cross-correlation is often used to analyze experimental data and

modeling. Here, the cross-correlation is derived

The cross-correlation of two functions 𝐴(𝑡) and 𝐵(𝑡) can be written as

(𝐴 ⋆ 𝐵)(𝜏) =

∫︁ ∞

−∞
d𝑡𝐴(𝑡− 𝜏)𝐵(𝑡). (A.1)

If we then take some function 𝐶(𝑡) = 𝐴(−𝑡), we find that

(𝐴 ⋆ 𝐵)(𝜏) = (𝐶 *𝐵)(𝜏), (A.2)

where * denotes a convolution. It is a well-understood property that the Fourier

transform of a convolution of two functions in the time domain is expressed as the

multiplication of the Fourier transform of each function individually in the frequency-

domain, i.e. that

ℱ{(𝐶 *𝐵)(𝜏)} = 𝐶(𝜔)𝐵̃(𝜔). (A.3)

Finally, we use the property that ℱ{𝑓(−𝑡)} = 𝑓(−𝜔) to conclude that

ℱ{(𝐴 ⋆ 𝐵)(𝜏)} = 𝐴(−𝜔)𝐵̃(𝜔). (A.4)
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This is the most general solution for the Fourier transform of a cross-correlation.

However, in the special case that 𝐴(𝑡) is purely real, we have that 𝐴(−𝜔) = 𝐴(𝜔)*.

Putting this all together, for a purely real 𝐴(𝑡) we have that

ℱ{(𝐴 ⋆ 𝐵)(𝜏)} = 𝐴(𝜔)*𝐵̃(𝜔). (A.5)

A.2 Modeling tools

The optical response of the nanoantennas used in Chapters 5-7 was simulated using

FDTD solver Lumerical and MEEP [69]. For Lumerical simulations, we used the data

from the Lumerical library for Au (Palik) and SiO2 (Palik).

For field enhancement simulations, we used the standard materials library in-

cluded in the MEEP Python package. We use periodic boundary conditions in the

nanoantenna on a silicon oxide plane with perfectly matched layers in the direction

of propagation of the plane-wave source to prevent multi-reflections affecting the sim-

ulation. We also ensured the nanoantenna tips had a 10 nm radius of curvature,

which corresponds to the measured radius of curvature of the as-fabricated antenna

network.

For the work described in Chapter 7, we define the wavelength minimum and

maximum to be the same as our supercontinuum spectrum from an optical spectrum

analyzer. For the circular polarization simulations, two sources of the same ampli-

tudes are used except one has a phase of 0° and another with 90° , and the source

polarizations are offset by 90 degrees.



Appendix B

Sample Fabrication

B.1 Device Layout

1 mm

100 μm 

10 μm Glass Substrate (BK7) Contact Leads (Au)
Nanoantenna (Au)

1:1 Size

10 mm

Figure B-1: Circuit layout. Layout of the microchip with various nanoantenna net-
works used in Chapters 5-7. Progression of sizes from a 1:1 scale down to 1:1000. Blue
areas mark the contact leads fabricated through photolithography in gold (Au). Red
areas mark the nanoantenna network fabricated through electron-beam lithography
in gold (Au). The grey area marks the substrate.

Fig. B-1 shows the complete layout of the tested chip that contains the nanoan-
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tenna networks. The chip layout is shown on a 1:1 scale with zoom-in on the relevant

network tested in the main text. The device is fabricated through a two-step pro-

cess which is discussed in detail in the appendix. The example shown here is for

gold nanoantenna networks which are fabricated on a dielectric substrate through

electron-beam lithography in gold. The second step, performed for all devices tested,

is the fabrication of larger-scale contact through photolithography in gold. The role

of the contact leads is to make electrical contact with the nanoantenna networks and

to provide large pads at the outer edge of the chip for wire bonding. After visual

analysis in a scanning electron microscope, 24 of the 48 networks are selected for wire

bonding to a printed circuit board.

10 μm 

10 μm 

1/e2

4C
4I

a b

FWHM
1/e2

FWHM

Contact Leads
Nanoantenna Array

Figure B-2: Device layout. The blue area shows the contact leads fabricated by
photolithography used in Chapters 5-7. The red areas show the nanoantennas made
by electron-beam lithography. The dashed circles mark the approximate spatial distri-
bution of the laser focus (Chapter 4, FWHM: 21 µm, 1/𝑒2: 35.5 µm). (a) A schematic
of the small area network used in Chapter 4. The nanoantenna network area of the
device measures 15 µm × 15 µm. (b) The large area nanoantenna network used in
Chapter 4 with an area of 30 µm × 30 µm.

The layout of the device presented in Chapter 4 is shown in Fig. B-1a. The

nanoantenna network, produced by electron beam lithography, is marked by the red-

shaded structure. The nanotenna network measures 15 µm × 15 µm. For comparison,
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Figure B-3: Liftoff process. Initially, positive tone resist is spun onto a dielectric
substrate (illustrated here using SiO2). Subsequently, the nanoantenna pattern is
written and developed, then the nanoantenna metal is deposited on top of the devel-
oped resist. Following this, liftoff is performed to remove the undesired region with
resist remaining.

the spatial dimension of the optical focus (FWHM and 1/𝑒2) is shown as dashed

circles. An additional device with an area of 30 µm × 30 µm is shown in Fig. B-2b.

The two devices show the case of a network smaller than the laser focus and larger

than the laser focus.

B.2 Gold Antennas

BK7 or Fused Silica (MTI Corp.) was cleaned by sonicating in acetone and isopropyl

alcohol for five minutes in each solvent. Afterward, the substrates are dried using

nitrogen and cleaned further using piranha. Before use, the substrates were ashed

with an oxygen plasma. For all electron beam lithography, various doses are assigned

to each fabricated chip to account for process variation, ensuring a diverse array of

nanoantennas with various characteristics for testing purposes.
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B.2.1 Electron beam lithography

125 keV

PMMA 950 A2 (Microchem) was spun onto the substrates and baked at 180° C for

two minutes. As these substrates are insulating, DisCharge H2O (DisChem Inc.) was

spun on top of the PMMA layer. Electron beam lithography with proximity effect

correction was then performed using an Elionix F125 with a write current of 2 nA and

a dose ranging from 4000 - 6000 𝜇C/cm2. After the exposure, the DisCharge H2O

was removed by rinsing the sample in deionized water and then the exposed PMMA

was cold-developed in a 3:1 ratio of isopropyl alcohol to 4-Methyl-2-pentanone at 0°

C.

50 keV

ZEP 530A (Zeon) was diluted with a 1 to 1 ratio (volume/volume) using anisole, then

spun onto the substrates and baked at 180° C for two minutes. As these substrates

are insulating, DisCharge H2O (DisChem Inc.) was spun on top of the ZEP layer.

Electron beam lithography with proximity effect correction was then performed using

an Elionix HS50 with a write current of 1 nA and a dose ranging from 250-325

𝜇C/cm2. After the exposure, the DisCharge H2O was removed by rinsing the sample

in deionized water and then the exposed PMMA was cold-developed in ortho-xylene

(o-xylene) at 0° C for 30 seconds, then rinsed in a bath of isopropyl alcohol for

another 30 seconds.

B.2.2 Antenna deposition and liftoff

For nanoantennas, electron beam evaporation was used to deposit a 2 nm Ti adhesion

layer followed by 20 nm of Au using a Temescal FC2000. The base pressure before

evaporation is 2×10−6 Torr. The target deposition rate is 1Å/second. Subsequently,

liftoff was performed at 65° C of n-methyl-2-pyrrolidone (Microchem).
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Figure B-4: Etch process. Initially, the nanoantenna metal is deposited onto
a dielectric substrate (illustrated here using SiO2). Subsequently, either a negative
tone resist is applied, written, and developed, or a hard mask with the desired pattern
is deposited on top of the metal film. Following this, etching removes the undesired
regions.

B.2.3 Contacts

To make contact with the nanoantenna networks, photolithography was performed

using nLOF 2035 (MicroChemicals GmbH) with a 𝜆 = 375 nm maskless aligner with

the dose set to 300 mJ/cm2. For development, the samples are immersed in AZ 726

MIF (MicroChemicals GmbH) at room temperature. Electron beam evaporation was

then used to deposit 10-40 nm Cr and 20-160 nm Au. The liftoff was performed in

n-methyl-2-pyrrolidone or acetone. Afterward, the antenna networks were checked

using a scanning electron microscope, then mounted onto a printed circuit board and

wire-bonded, which was used to connect the nanoantenna networks to an external

voltage source.
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B.3 Titanium Nitride Antennas

B.3.1 Deposition

Reactive sputtering was used to deposit a 50 nm TiN film on a 4-inch fused silica

wafer using an AJA sputtering tool. A pre-sputtering process is run with 3 mTorr, 20

sccm of argon, 15 sccm of nitrogen, and 300 W of RF power. The low deposition rate

of 0.3Å/second ensures that the titanium has sufficient time to react with nitrogen.

B.3.2 Electron beam lithography

A die saw (DISCO DAD3230) was used to cut 1 cm × 1 cm dies of the PMMA 950

A8 (spun at 3000 rpm) on 50 nm TiN on fused silica. After the dies were cleaned by

sonicating in acetone and isopropyl alcohol for five minutes in each solvent. Afterward,

the substrates are dried using nitrogen, and hydrogen silsesquioxane (HSQ) is spun.

HSQ, often referred to as FOx (flowable oxide), is a widely used negative-tone

electron beam resist known for its exceptional resolution capabilities, achieving sub-

nanometer resolutions in single-digit nanometers. Unlike conventional organic poly-

mer resists, HSQ is a spin-on-glass material that, upon development, leaves behind a

SiO2-like layer in exposed regions. Despite its remarkable performance, HSQ presents

certain challenges, notably in storage and shelf-life, requiring refrigeration at tempera-

tures as low as -60°C. The thickness of the spun layer can vary significantly depending

on its concentration, typically dissolved in methyl isobutyl ketone (MIBK). Clean-

room facilities, such as MIT.nano, offer pre-diluted HSQ vials with concentrations

ranging from 2% to 16%, enabling the fabrication of layers spanning from 40 nm to

600 nm.

HSQ Hardmask using a 50 keV system

2% or 4% HSQ is spun ensuring that the spin conditions accelerate as fast as possible

to 3000 rpm. If this is not done, then HSQ may not spin uniformly. Lithography was

performed using an Elionix HS50 with doses ranging from 1800-2100 𝜇C/cm2. After
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the exposure, the exposed HSQ was developed using 25% tetramethylammonium

hydroxide (TMAH) for 3 minutes. The film cannot be overdeveloped as HSQ becomes

an SiO2-like layer. After, the developed chip is rinsed in water for 30 seconds and

dried using nitrogen.

Metallic Hard mask

An alternative to HSQ is by depositing a metallic hard mask. Two choices are Cr/Al

[170] or nickel. First, positive tone resist such as ZEP or PMMA is spun and exposed

as previously mentioned for the gold nanoantenna fabrication section. Then the

metallic hard mask is deposited using ebeam evaporation and lifted off in heated

NMP. Subsequently, a dry etch can be used to remove the unwanted regions.

B.3.3 Dry Etch

Fluorine etches can be utilized for etching of the metallic hard mask, however, in

MIT.nano the problem of using Cr/Al is that it requires TMAH sonication [170]. A

chlorine etch was developed using a Samco RIE-200. Before etching, the chamber is

conditioned. A plasma spark step with 12 sccm of chlorine and 20 sccm of boron

trichloride with 120 W for the ICP source at 15 mTorr is run for 5 seconds, then the

etch is run using the same conditions with an RF bias of 40 W for 10 minutes. Once

the conditioning is completed, the developed HSQ on 50 nm TiN is etched for 105

seconds. Subsequently, the samples are rinsed with deionized water for 30 seconds.

Afterward, the samples are dipped into a 7:1 buffered oxide etch for 10 seconds. As

the oxide density is so low, the etch rate is relatively high when compared to denser

oxides [171]. Afterward, contacts can be made using gold as mentioned in the gold

nanoantenna fabrication procedure above.

B.3.4 Contacts

To make contact with the nanoantenna networks, photolithography was performed

using nLOF 2035 (MicroChemicals GmbH) with a 𝜆 = 375 nm maskless aligner with
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the dose set to 300 mJ/cm2. For development, the samples are immersed in AZ 726

MIF (MicroChemicals GmbH) at room temperature. Electron beam evaporation was

then used to deposit 10-40 nm Cr and 50-160 nm Au. The liftoff was performed in

n-methyl-2-pyrrolidone or acetone. Afterward, the antenna networks were checked

using a scanning electron microscope, then mounted onto a printed circuit board and

wire-bonded, which was used to connect the nanoantenna networks to an external

voltage source.
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