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Abstract 

The integration of chemical sensing into everyday life is a decades-old dream that has 
so far failed to come to fruition. Many sensor technologies have been proposed and 
developed, but few can claim to be non-destructive, reagent-free, and suitable for 
multiple applications while also enabling significant scale-up and remaining cost-
effective.  
 This thesis proposes a utility service model for chemical sensing using Swept 
Source-Raman Spectroscopy (SSRS) that addresses these challenges. First, we 
introduce the SSRS fiber-probe that allows to measure Raman spectra with a single-
point detector and only a few milliwatts of tunable laser excitation. We validate the 
probe design by monitoring nitrate fertilizer in a hydroponic setup, in environmental 
water samples, and in growing plants with sensitivity and resolution which are 
equivalent to benchtop systems. We further demonstrate the scaling up of SSRS into 
a sensor network by leveraging readily-available data communication optical fiber 
infrastructure. We showcase a 16-sensor network that uses the laser as a shared 
resource and develop an engineering-based cost model that supports the scaling up of 
this network to dozens of sensors deployed over kilometers. Lastly, we monitor 
metabolites in a therapeutic-producing cell culture, and use linear regression models 
and a-priori information of our samples to reduce the spectral acquisition time, 
making this sensor architecture competitive in both performance and cost to existing 
solutions. These findings represent significant progress towards achieving ubiquitous 
chemical sensing and facilitating the integration of chemical sensors into everyday life. 
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CHAPTER 1  

Introduction and Overview 

1.1 Chemical Sensing as a Utility 

For decades, the idea of ubiquitous chemical sensors that provide instantaneous 

molecular composition information, has captivated our imagination. Visors that 

analyze the composition of any material in the field of view, planetary and 

environmental monitoring, and prompt medical diagnosis have become a staple in 

the portrayal of futuristic technology1. Increased demand for bio-chemical sensors for 

medical, environmental, food production, and security applications, emphasizing 

point-of-sample operation and decentralization of chemical analytics labs2, have 

propelled research and ingenuity in this domain3.  

The multiple uses of such ubiquitous chemical sensing have many similarities 

with utility services. A utility is a service provided on a continuous basis by virtue of a 

physical infrastructure network - examples include water, sewage, electricity, and more 

recently, the internet. The infrastructure can be public or private but the service 

provided should be essential (necessary), scalable, sharable, generic, easy-to-use, and 

metered4,5.We see how these criteria can be applied to electricity, water, sewage, and 

internet but are also relevant for novel utility models such as edge or cloud 

computing5,6.  

One way to accomplish distributed chemical sensing is through a wireless 

network that connects various single-point sensors. Numerous miniaturized chemical 
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sensors have been designed and deployed3,7, often aided by mobile phones8, leveraging 

existing communication protocols to create the network. The chemical detection itself 

is based on traditional transductions mechanisms, predominantly electrochemical, 

electrical, optical, or mass-based. Despite significant advances, there are still many 

challenges with the operation of such sensors, that have so far prevented them from 

being acceptable replacements for lab-based analysis. In many cases the physical 

transduction interface has limited selectivity and would respond to several analytes 

simultaneously, without the ability to differentiate between them. Additionally, 

sensitivity could be low, meaning low analyte concentrations cannot be reliably 

detected. This has been reported to be the key problem with these conventional 

sensors, followed by repeatability  and longevity issues3,9.  

Another significant hurdle is centered around power consumption. While a 

wireless sensor network architecture is considered advantageous due to the ability to 

deploy sensors over large areas and perform in-situ measurements, or just mobilize 

deployment on demand, wireless sensors suffer from strict power consumption 

limitations. The power constraints dictate the selection of materials, mechanical 

components, electronics, light sources, and optical amplifiers, effectively limiting the 

applicable sensing modalities.  

Wired sensor networks, both in regards to power and connectivity, provide 

significant advantages for reliable, persistent, and high-performance measurements 

and enable more extensive sensing methods that demand higher power 

consumption10. Optical fiber networks that monitor strain and temperature by 

Brillouin scattering or Bragg gratings are notable examples of such wired networks10,11. 

These sensors persistently monitor kilometers of optical fibers embedded into 

structures like damns, bridges, tunnels, using laser sources with laser powers exceeding 

300mW12. Another common example is Closed Circuit TV (CCTV) where the 
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reliability and security of the network demand a wired architecture. However, many 

traditional and useful chemical sensing modalities, particularly optical spectroscopic 

methods cannot be easily adapted to perform in a network. A key example of this is 

Raman spectroscopy.  

Raman Spectroscopy is based on inelastic light scattering13, which is a weak 

non-linear scattering effect that occurs due to the vibrational motion of a molecule14. 

Raman spectroscopy is a purely optical sensing method, that is reagent-free, non-

destructive that can be implemented in-line14. It further stands out over other optical 

methods since it can detect multiple chemical compounds simultaneously, even in 

complex mixtures. These advantages have made Raman Spectroscopy a useful 

chemical analysis tool14–16.  

Over the last decade Raman has been adopted as a Process Analytical Tool 

(PAT) in pharmaceutical production and other chemical manufacturing processes17–

19. It is a valuable tool for chemical characterization and monitoring since sensors can 

be integrated into a specific production step and provide real-time data on dynamic 

processes. A notable example is the monitoring of cells that have been genetically 

modified to produce therapeutic proteins20, where Raman is used to continuously 

monitor metabolites such as glucose and lactate in the cell culture vessel. Raman is 

also gaining attention for environmental and in-line water monitoring21–24, for clinical 

applications25,26, chemical and material science27,28, geology and archeology29,30, ocean 

exploration31,32, forensics33, food, agriculture34,35, and many more27.  

Raman spectroscopy, however, is challenged by the inherently weak signal from 

Raman scattering (discusses in more detail in Section 1.3) demanding powerful lasers 

for excitation, multiple optical components for optimized signal collection, and 

cooled spectrometers for detection. 

Figure 1.1 shows a schematic illustration of a conventional Raman system 
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including a fixed laser wavelength, and a spectrometer (the collection optics are left 

out for simplicity). Benchtop spectrometers are often expensive and delicate because 

of micron-scale alignment required between components for optimal throughput and 

resolution. They cannot feasibly be deployed in many sensing points. Additionally, 

the use of a shared spectrometer for several sensors is significantly limited by the need 

to guide the weak Raman signal to the entrance slit of the spectrometer. Portable and 

hand-held versions offer limited sensitivity and lower spectral resolution, as is further 

discussed in Section 1.4.3. Raman spectroscopy has, therefore, been confined 

primarily to laboratories due to fundamentally weak interactions, equipment 

complexity and cost, hindering its widespread adoption. 

 
Figure 1.1: An illustration of a standard Raman system. A fixed wavelength 
laser is used to excite a sample. The scattered signal is collected and guided 
into a dispersive spectrometer. 

This thesis proposes to leverage a recent novel Raman spectroscopy 

architecture, Swept Source Raman Spectroscopy36 (SSRS), to overcome the traditional 

Raman instrumentation obstacles and create a Raman optical fiber sensor network.  

SSRS uses a tunable laser source and replaces the spectrometer with a single-point 

optically narrow-band photodetector. Instead of acquiring the spectrum in a single 

“one-shot”, the spectrum is sampled sequentially as the laser wavelength is tuned. A 

schematic illustration of SSRS is given in Figure 1.2. 
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Figure 1.2: A schematic illustration of an SSRS system with a tunable laser and 
a narrow line width filter in front of a photodetector. The spectra is acquired 
sequentially as the laser tunes. 

The benefit of removing the spectrometer from the system is two-fold: First, the 

optical throughput of the system is no longer limited by the spectrometer, but rather 

by other optical components such as the acceptance angle of the narrow line width 

filter or the area of the detector, effectively increasing the optical signal collection by 

up to a thousand-fold. Additionally, this collection improvement does not entail 

sacrificing the spectral resolution, which is typical in traditional dispersive 

spectrometers (see Section 1.4.2). Fourier Transform (FT) spectroscopy system that do 

offer enhanced light collection (discussed in Section 0) are significantly more complex 

than SSRS. 

Secondly and paramount to this work, the SSRS architecture allows one to 

implement a star-shaped optical fiber sensor network using a single tunable laser as a 

shared source and deploy multiple sensors37, as shown in Figure 1.3.  

 The use of established and readily available optical fiber infrastructure 

combined with SSRS unlocks the potential for ubiquitous large-scale deployment of 

Raman spectroscopy sensors. 
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Figure 1.3: An illustration of an SSRSS sensor network integrated for process 
monitoring into a continuous pharmaceutical production line. Sensors are 
integrated in multiple steps prividing real-time data. 

The next sections in this chapter will include a brief review of optical chemical 

sensing methods (Section 1.2) followed by a more detailed review of Raman 

spectroscopy (Section1.3). Étendue or light gathering (Section 1.4.1) and spectral 

resolution (Section 1.4.2) are introduced as key metrics for performance comparison 

of different spectral acquisition methods, namely dispersive (Section 1.4.3), and SSRS 

(Section 1.4.4). A review of Raman probes, their design considerations and 

applications is provided in Section 1.5. Section 1.6 will review common spectral 

decomposition algorithm and feature-selection methods that allow for the analysis of 

complex Raman spectra. Lastly Section 1.7 will review various use-cases of Raman 

spectroscopy. 

1.2 Chemical Sensing with Optical Spectroscopy  

Optical chemical sensing encompasses the detection, quantification, and 
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analysis of chemical compounds in diverse substances and environments. It plays a 

pivotal role in numerous fields, such as earth sciences, environmental monitoring, 

healthcare, food manufacturing, consumer safety, and material sciences, offering 

critical insights and enabling important advancements38,39.  

There are many spectroscopy techniques, each leveraging a different type of 

interaction of the electromagnetic field, such as nuclear and electronic transitions, 

molecular rotation and vibration, or spin of electrons and nuclei in a magnetic field.  

Each method offers unique advantages and limitations, driving their application in 

various fields19,40–43. Figure 1.44 shows a diagram depicting the energy level transitions 

and their respective wavelength range for spectroscopic methods43. 

From the wide array of spectroscopy methods those which use Ultraviolet (UV) 

or Infrared (IR) wavelengths, are a powerful tools for chemical sensing of the 

molecular structure since these wavelength correspond to energetic transitions  that 

can be detected and identified40,41,43,44. The spectra can be generated from emission, 

reflection, absorption, transmission, or scattering processes. Optical spectroscopic 

methods are often non-destructive, preserving the integrity of valuable or limited 

samples during analysis. They can also be used for real-time or near real-time analysis. 

With the comprehensive information they provide, optical spectroscopic methods 

facilitate the detection and quantification of trace amounts of compounds, even in 

complex matrices.  

Some of the more common methods, namely Ultraviolet-Visible (UV-Vis) 

absorption, IR absorption, Fluorescence spectroscopy, and Raman Spectroscopy, 

described in more detail below, stand out for their relative simplicity and wide array 

of applications. Over the last few decades, they have been used as PATs in many forms 

of manufacturing, and particularly for bioprocessing19. Bioprocessing refers to the use 

of living cells or their components to produce desired products such as therapeutics, 
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cosmetics, or food and beverage. Figure 1.65 (reproduced from reference20) shows the 

application of optical spectral methods along with their wavelength ranges in 

monitoring of bioprocess manufacturing.  

While this thesis focuses on Raman spectroscopy, which will be discussed in 

detail in the following sections, it is useful to briefly review the other key optical 

spectroscopy methods to provide context and benchmark against Raman 

spectroscopy. 

UV-Vis spectroscopy measures the absorption, transmission, diffraction, and 

refraction of light in the wavelength region of 200-780nm. The absorption of UV-Vis 

light is due to bonding electron transitions in certain molecular functional groups20,40. 

These functional groups are shared among many materials and so this method has 

limited specificity. UV absorption is widely used in bioprocessing to measure the 

concentration of a variety of substances such as proteins (240-280nm, 340, 410-450, 

550-600nm)20,41,45,46, amino acids (240-280nm)41, nucleic acids and DNA (350-

410nm)41. It is also used as a tool in the food and beverage industry, mostly for Optical 

Density (OD) or turbidity detection47, and is also gaining traction for water 

measurements of nitrates and nitrites and other water quality indicators48. 
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Figure 1.4: Schematic representation of molecular energy levels and types of 
possible transitions. Blue arrows denote the transitions involving a change in 
the electronic state (from left to right, thicker to thinner: electronic, vibronic 
and rovibronic transitions). Red arrows denote the transitions involving 
different vibrational states (from left to right: vibrational and ro-vibrational 
transitions). Green arrows denote the transitions only involving rotational 
energy levels. Dark grey arrows denote the transitions between energy levels 
obtained from magnetic field (reproduced from43) 

Many useful and intense absorbance spectral regions are in the UV range, as 

seen above, with a few weaker absorption bands in the visible range. The use of UV 

radiation is, nonetheless, detrimental due to mutagenesis, covalent bond breaking and 

the creation of reactive oxygen species49,50, making it destructive and unsafe for cell 

monitoring or in-vivo applications. Additionally, the instrumentation required for 

UV-Vis spectroscopy must be precisely calibrated and is particularly sensitive to 

fouling, which is very common in biological and environmental samples48,51,52.  
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A different type of absorption spectra is measured with IR wavelengths which 

are subdivided into Near Infra-Red (NIR), in the 800-2500nm wavelength range, Mid 

Infra-Red (MIR) in the 2500-25000 nm range, and Far Infra-Red (FIR) in the 25-1000 

µm wavelength range. The IR absorption bands corresponds to molecular rotations 

and vibrations frequencies, making IR spectroscopy a widely used technique for 

molecular structure characterization, concentration and purity 

measurements14,19,20,40,41. IR is mostly detected using Fourier Transform Infra-Red 

(FTIR) which allows us the use of a single point detector instead of an array which is 

expensive in the IR range40,41 (see Section 0). IR spectroscopy is extensively used as a 

PAT in production processes such as oil refinement, chemical production of polymers 

and plastics, food and beverage, semiconductors, pharmaceuticals, and many 

more19,20. IR absorption, however, has reduced performance in aqueous environments 

due to the water’s high absorption of IR energy in wavelengths larger than 1µm (see 

Figure1.5 ), limiting the usefulness of the method for certain environments and 

samples. 

 
Figure1.5: Absorption coefficient of water as a function of radiation 
wavelength. 
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Fluorescence spectroscopy has become one of the dominant techniques in the 

life sciences. It leverages fluorophores, which are chemical compounds that re-emit 

light when excited with light in the UV-Vis wavelength range20,53. Fluorescence occurs 

when light, matching certain electron transitions, is absorbed by the fluorophore and 

then relaxes back into the ground state by radiative recombination. The intensity of 

the emission is proportional to the concentration of fluorophores19,20,41,53. Many 

biological molecules naturally include fluorophores and are autofluorescent, e.g. 

flavins, vitamins, certain amino acids (tyrosine, tryptophan, phenylalanine), adenosine 

triphosphate, and more53. Fluorescent dyes are used extensively to selectively bind to 

target molecules which are then detected at the appropriate fluorescent excitation and 

emission wavelengths. Fluorescence is a relatively intense emission process with long 

radiative lifetimes (on the order of nanoseconds), making it a prime candidate for 

imaging and quantitative measurements20,53.  

Fluorescence spectroscopy, however, requires extensive sample preparation and 

manipulation. Often, selective fluorescent dyes need to be mixed into the samples in 

order to bind to target molecules. If several molecules are sought, then multiple dyes 

need to be used, each selectively targeting a unique molecule. Genetic editing of cells 

to express fluorescent proteins such as Green Fluorescent Protein (GFP) is also quite 

common, requiring sample perturbation. Last and not least, fluorescent tagging is a 

useful technique for in-vivo applications, particularly for large molecules. However, 

the tagging of small molecules such as glucose, while possible, prevents their normal 

function and so has limited usefulness54. 
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Figure 1.6: Spectral ranges and the corresponding methods for bioprocess 
monitoring  using spectroscopy (reproduced from20).  

Many materials such as proteins, collagen, and flavins naturally include 

fluorophores and are autofluorescent in the UV-Vis range, where absorption is high. 

Autofluorescence can be useful since it removes the need for sample tagging, however, 

it is quite challenging for Raman spectroscopy. Autofluorescence is much more 

intense than Raman scattering and it creates an emission background which interferes 

with the measurement of the weak Raman signal. This phenomenon has driven 

Raman excitation wavelengths to the NIR range, where autofluorescence is 

significantly weaker due to lower absorption of the exciting wavelengths14,19,41,42,55,56. 

In many cases optical spectroscopic methods require powerful light sources and 

extensive sample preparation such as tagging, filtering, dissolving, mounting, etc. 

These procedures are rarely automated and require significant work, making most 

spectroscopy methods laboratory-based, meaning samples have to be removed from 

their process or natural environment and transported to be analyzed19,40,41.  

The need to extract samples is in itself challenging. First, extraction of samples 

from a process might compromise their integrity as sampling can introduce 

contamination or alter the sample composition.  Second, manual sampling further 

increases the variability due to operator error and is costly and time consuming. Third, 
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any analysis that is done off-line or at-line (near the process but separate from it) 

reduces the speed of the analysis, making real-time feedback for control challenging19. 

Furthermore, in some applications such as monitoring of waste water streams, water 

from mining facilities, or other remote locations, removing and transporting samples 

is simply not feasible or extremely cost-prohibitive. 

In-line spectroscopic methods are advantageous since they do not require 

sample removal or transportation. UV-Vis, IR and Raman spectroscopy can be 

integrated as in-line sensors19,20,57. Raman spectroscopy, described in detail in the 

following section, has the added advantage of providing specific chemical fingerprints 

based on a unique molecular structure, even in aqueous environments.  

1.3 Spontaneous Raman Spectroscopy  

1.3.1 Theory 

Raman spectroscopy, like IR absorption spectroscopy, probes the vibrational 

states of a molecule14,26. However, their physical mechanism and operation is 

significantly different. IR absorption directly probes the molecule with excitation 

corresponding to the vibrational oscillations frequencies, and depends on a molecule’s 

dipole moment, 𝑃 [𝐶 ∙ 𝑚], which is the measure of the separation of positive and 

negative electrical charges14,41. Raman, on the other hand, uses visible to NIR 

wavelengths and depends on the polarizability, 𝛼 [𝐶 ∙
𝑚2

𝑉
], of the material, which is the 

tendency of a charge distribution (or electron cloud) to be distorted by an oscillating 

electrical field. As an example, we consider the symmetric stretch of CO2. A symmetric 

stretch mode is not IR active because there is no change in the molecular dipole, 

however, there is a change in the molecule polarizability as both oxygen atoms are 
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farther away from the carbon atom. The opposite occurs for the asymmetric stretch 

mode which is IR active but Raman inactive14. 

 𝛼 is defined by the ratio of the dipole moment to an electric field, 𝐸 [
𝑉

𝑚
], and 

while 𝑃 is a tensor, Equation 1.1 is written for an isotropic medium for simplicity15,16: 

𝑃 = 𝛼𝐸 (1.1) 

Let 𝑄𝑗 be the jth vibrational mode of a molecule, oscillating at frequency υj 

where the oscillation amplitude (spatial displacement) is given as 𝑄0 [𝑚]: 

𝑄𝑗 = 𝑄0𝑐𝑜𝑠 (2𝜋𝜐𝑗𝑡) (1.2) 

The polarizability of the electrons is modulated due to the molecular vibrations 

and can be expanded to a series:  

𝛼 = 𝛼0 +
𝛿𝛼

𝛿𝑄𝑗
𝑄𝑗 + ⋯ (1.3) 

We can write the laser induced electrical field oscillating at frequency υ0(the 

laser frequency) as: 

𝐸 = 𝐸0𝑐𝑜𝑠 (2𝜋𝜐0𝑡) (1.4) 

Combining Equations 1.3 and 1.4 we get the effective dipole moment: 

P = 𝛼0𝐸0𝑐𝑜𝑠(2𝜋𝜐0𝑡) + 𝐸0𝑄0 (
𝛿𝛼

𝛿𝑄
)

𝑐𝑜𝑠 2𝜋(𝜐𝑗+𝜐0)𝑡+𝑐𝑜𝑠 2𝜋(𝜐𝑗−𝜐0)𝑡

2
 (1.5) 

While Equation 1.5 does not provide a complete description of the Raman 

scattering, at a first glance we can see the elastic (Rayleigh) scattering as the first term, 

at the same frequency as the electric field, 𝜐0 and the terms relating to the beat 

frequencies of the electric field and molecular vibrations, corresponding to the Raman 

scattering, in the second term.  

Raman scattering occurs both for molecules in their ground state and in their 

excited state. When the interaction occurs at the ground state, exciting the molecular 

vibration and leaving the photon with lower energy (corresponding to a longer 

wavelength) the returning energy is Stokes-shifted. An Anti-Stokes shift occurs when 
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the photon interaction occurs at an excited vibrational state and the photon is 

scattered with more energy, corresponding to shorter wavelengths. Figure 1.7 shows a 

schematic energy diagram illustrating the energetic shift for Stokes and Anti-Stokes 

shifted Raman scattering along with Rayleigh scattering and IR and UV-Vis 

absorption. 

 
Figure 1.7: A schematic energy band diagram showing the energetic shifts for 
Rayleigh scattering along with Raman scattering for both Stokes and Anti-
Stokes shift as well as IR and UV-Vis absorption transitions.  

Equation 1.5, however, is incomplete since it does not include the frequency 

dependence of the scattered intensity for the Rayleigh and Raman scattering. First, we 

conveniently replace the frequency υ with the wavenumber ν = 𝜐 𝑐⁄ = 1 𝜆⁄   (c being 

the speed of light). The use of wavenumbers is the convention for Raman 

spectroscopy, allowing to describe the Raman spectrum as a function of energetic shift 

relative to the excitation, independent of the excitation wavelength. Now we can 

describe the intensity of a specific Raman line, related to 
δα

δQ
, in Equation 1.6, where 

K is a constant14–16: 
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𝐼𝑅 = 𝛫(𝜈𝑗 ± 𝜈0)
4

𝛼2𝑄𝑗
2 (1.6) 

The factor (𝜈𝑗 ± 𝜈0)
4
in Equation 1.6, derived from the classical treatment of 

scattering from an oscillating induced dipole14,16, bears great significance for the 

selection of excitation wavelength. With longer wavelength excitation, there is a 

fourth-power rapid reduction of the Raman scattering intensity. 

In addition to the strong wavelength dependence evident from Equation 1.6, 

there is an additional difference in intensity between the Stokes and Anti-stokes 

scattering. Due to the higher occupancy of lower energetic states, the ratio of Stokes 

to Anti-Stokes scattering is given in Equation 1.7, as described by the Boltzmann 

distribution14, where kB is the Boltzmann constant: 

𝐼𝑅(𝜈𝑗 + 𝜈0)

𝐼𝑅(𝜈𝑗 − 𝜈0)
=

(𝜈𝑗 + 𝜈0)
4

(𝜈𝑗 − 𝜈0)
4 𝑒𝑥𝑝 (−

ℎ𝜈𝑗

𝑘𝐵𝑇
) (1.7) 

From Equation 1.5 it is also evident that the Rayleigh scattering is dependent 

on α0 and that Raman scattering is dependent on 
δα

δQ
. α0 is orders of magnitude larger 

than 
δα

δQ
 due to the statistical probability of a scattering event. While Rayleigh 

scattering is a first order process, Raman scattering is a second order process requiring 

the simultaneous interaction of electrons in a molecule with optical photons and 

optical phonons (quanta of vibrational motion). Furthermore, Raman scattering 

selection rules make only certain energetic transitions possible, further limiting the 

likelihood of an inelastic scattering event. Overall only one out of every 108 − 109 

photons undergoes Raman scattering, usually amounting to mere femtowatts of 

optical power14,41. 

Raman scattering’s strong wavelength dependence is a pertinent aspect in the 

design of Raman systems. For example, aqueous samples are best excited in the NIR 

wavelength range (785-830nm) where radiation absorption is minimal (see Figure1.5)  
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and where autofluorescence is lower58,59. However, the Raman signal is severely 

diminished compared with visible wavelengths excitation. Additionally, common 

silicon detectors suffer from reduced quantum efficiency for NIR wavelengths 

(discussed further is Section 0).  

Despite the inherently low signal levels of Raman scattering, with the 

development of compact, powerful laser sources, sensitive detectors and cameras, the 

detection of Raman scattering has become significantly more accessible, yet requires 

careful consideration of many parameters, as is detailed in the next Section. 

1.3.2 Signal and Noise Model 

The Signal to Noise Ratio (SNR) is canonically defined as the ratio of signal 

power to noise power. Since optical photons are converted to electrons in standard 

detectors and cameras, the signal to noise ratio can be written in Equation 1.8, where 

S̅ is the mean of detected electrons and σ̅tot is the standard deviation in the number 

of electrons. 

𝑆

𝑁
=

𝑆̅

𝜎𝑡𝑜𝑡
 (1.8) 

 In order to evaluate the feasibility of using Raman spectroscopy for 

measurement of a specific analyte, a model of the SNR,  including the excitation, 

sample attributes, collection optics, and detection, needs to be constructed14,15,60. 

Figure 1.8 shows a general experimental setup with a sample comprising of analyte A 

and host material B which will be used to illustrate the model. 

We begin by estimating the signal resulting from Raman scattering of a sample. 

An excitation laser emitting 𝑛𝑝 photons illuminates a sample with spot size A𝑠(z). 

The excitation photon flux, 𝑃0  [
𝑝ℎ𝑜𝑡𝑜𝑛𝑠

𝑐𝑚2∙𝑠
], can be calculated from Equation 1.9, where 
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𝑛�̇� is the temporal derivative: 

𝑃0 =
𝑛�̇�

𝐴𝑠(𝑧)
 (1.9) 

We assume a specific analyte, A, with concentration 𝐶𝑎 [
𝑚𝑜𝑙𝑒𝑠

𝑐𝑚3 ], in a sample 

volume surrounded by another material, B, with concentration 𝐶𝑏. The number of 

analyte molecules in a cubic cm of sample is then 𝐶𝑎𝑁𝐴, and the number of background 

host molecules per cubic centimeter is 𝐶𝑏𝑁𝐴 , (𝑁𝐴 is Avogadro’s number). From 

Equation 1.6 we know that the Raman scattering intensity depends on the analyte’s 

specific molecular vibration as well as the excitation wavelength. We conveniently 

lump the total wavelength and analyte dependency into the Raman cross 

section14,15,61,62, 𝛾𝑎  [
𝑐𝑚2

𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒
] for analyte A and 𝛾𝑏 for the host material B. 

Assuming the total Raman scattering occurs in all directions into a sphere with 

a 4𝜋 solid angle, we can write the Raman radiance, 𝑅 [
𝑝ℎ𝑜𝑡𝑜𝑛𝑠

𝑐𝑚2∙𝑠∙𝑠𝑟
] from a sample depth 𝑑𝑧 

and area 𝐴𝑠(𝑧) by Equation 1.1014: 

𝑅 =
𝑛�̇�

𝐴𝑠(𝑧)
(

𝑑𝛾𝑎

𝑑𝛺
) (𝐶𝑎𝑁𝐴𝑑𝑧) (1.10) 

We now move to address the optical collection system, which we model to have 

an aperture 𝐴𝐷 with an acceptance angle 𝛺𝐷. The number of Raman photons collected 

per second are therefore: 

𝑁𝑆 = 𝑅(𝐴𝐷𝛺𝐷) (1.11) 

It is important to note that according to the Radiance theorem (discussed in 

detail in Section 1.4.1) the collection system’s ability to gather the scattered photons 

is bound by the component (or aperture) with the lowest product of ADΩD throughout 

the system.  

We now further consider transmission losses, 𝑇𝑥, in the optical collection 

system due to reflections, absorbance, and imperfections of the optical components 
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such as filters and lenses. Additionally, the detector (or camera), discussed in detail in 

Appendix B, has a finite quantum efficiency, 𝜂 [
𝑒−

𝑝ℎ𝑜𝑡𝑜𝑛𝑠
] , in which only part of the 

impacting photons are converted to electrons.  

 
Figure 1.8: An illustration of a general experimental setup where a laser light 
with photon flux PO excites a sample comprised of analyte A and host material 
B and an optical collection system with aperture AD and acceptance angle ΩD.  

We now combine Equations 1.10 and 1.11 to write the total detected electrons 

from the sample due to the Raman scattering from analyte A over an integration 

period of 𝜏 seconds: 

𝑆 = 𝜏𝜂𝑇𝑥 ∫
𝑛�̇�

𝐴𝑠(𝑧)
(

𝑑𝛾𝑎

𝑑𝛺
) (𝐶𝑎𝑁𝐴)(𝐴𝐷𝛺𝐷)𝑑𝑧   (1.12) 

Similarly, we can write the total number of electrons collected from the host 

background material with effective cross section 𝜎𝑏: 

𝐵 = 𝜏𝜂𝑇𝑥 ∫
𝑛�̇�

𝐴𝑠(𝑧)
(

𝑑𝛾𝑏

𝑑𝛺
) (𝐶𝑏𝑁𝐴)(𝐴𝐷𝛺𝐷)𝑑𝑧  (1.13) 

It is important to note that while this example models the background 

contribution as Raman scattering from another material, a similar effect could occur 

due to any other optical emission such as autofluorescence of the host material or the 



40 
 

target analyte itself. In that case, 𝐵 would have a different mechanism that could be 

modeled by using a different effective cross section, incorporating all other 

contributions. 

Now that we have a model for the signal intensity, we move to consider the 

noise in our model system. We assume the following noise factors in the system, each 

with a standard deviation associated with it: 𝜎𝑠 is the Raman shot noise, 𝜎𝑏 is the shot 

noise from autofluorescence and all other background Raman signals, 𝜎𝑑 and 𝜎𝑟 are 

dark noise (thermal) and readout noise, respectively, and 𝜎𝐹 is flicker noise14.  

Under the reasonable assumption that all noise factors are un-correlated 

random variables, their combined distribution can be modeled by Equation 1.14 

which provided the total standard deviation in the system: 

𝜎𝑡𝑜𝑡 = √(𝜎𝑠
2 + 𝜎𝑏

2 + 𝜎𝑑
2 + 𝜎𝐹

2 + 𝜎𝑟
2) ≅ √𝜎𝑠

2 + 𝜎𝑏
2 (1.14) 

Advanced cooled detectors and cameras have exceptionally low thermal, flicker 

and readout noises, which allows to reach a shot-noise limited system.  For example, 

a cooled Si CCD camera (Andor, Oxford Instruments) can have a readout noise of 6 

electrons per pixel, and thermal noise (cooled to -20C°) lower than 0.015 electrons 

per pixel per second.  

Shot noise, due to both the Raman signal and background contributions, 

follows a Poisson distribution14,40,63 and given in Equations 1.15a and 1.15b, 

respectively: 

𝜎𝑠 = √𝑆 (1.15a) 
 

𝜎𝑏 = √𝐵 (1.15b) 
 

Combining Equations 1.12, 1.13 and 1.15a, 1.15b we get: 
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𝑆

𝑁
=

𝑆

√𝑆 + 𝐵
= (𝜏𝜂𝑇𝑥 ∫ [

𝜕𝛾𝑎

𝜕𝛺
𝐶𝑎

𝜕𝛾𝑎

𝜕𝛺
𝐶𝑎 +

𝜕𝛾𝑏

𝜕𝛺
𝐶𝑏

] 𝑁𝐴

𝑛�̇�

𝐴𝑠(𝑧)
(𝐴𝐷𝛺𝐷)𝑑𝑧  )

1/2

 (1.16) 

A powerful conclusion from Equation 1.16 is that in a shot-noise limited 

system, the signal itself is the dominant cause of noise. Increasing the SNR for a given 

hardware system can be accomplished by increasing the excitation or by increasing the 

integration time.  

 Another common and efficient way to further enhance the SNR is by 

repeating the measurement 𝐾 times, yielding an SNR increase of √𝐾.  This holds true 

only when the signal power is constant, and the noise is un-correlated with a constant 

variance, 𝜎𝑡𝑜𝑡
2 , as is the case for shot-noise with a Poisson distribution. We assume the 

signal to be Si for each i out of K measurements. We further assume the noise is Ni 

for each measurement so that the average signal 𝑆 ̅is: 

𝑆̅ =
1

𝐾
∑ 𝑆𝑖 = 𝑆

𝐾

𝑖=1

 (1.17) 

And the average noise is �̅�: 

�̅� =
1

𝐾
∑ 𝑁𝑖

𝐾

𝑖=1

 
(1.18) 

The variance of a sum of uncorrelated random variables is the sum of variances 

since all cross-covariance terms cancel out so we can write: 

𝑉𝑎𝑟(�̅�) = 𝑉𝑎𝑟 (
1

𝐾2
∑ 𝑁𝑖

𝐾

𝑖=1

) =
1

𝐾2
𝐾𝜎𝑡𝑜𝑡

2 =
𝜎𝑡𝑜𝑡

2

𝐾
 

(1.19) 

Finding the Standard Deviation (SD) we take the square root of the Variance 

to get: 

𝜎𝑡𝑜𝑡 =
𝜎𝑡𝑜𝑡

√𝐾
 (1.20) 

And finally plugging Equations 1.17 and 1.19 into Equation 1.8 and 1.16 we 
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get the SNR for K averages to be: 

SNR=
�̅�

�̅�𝑡𝑜𝑡
=

√𝐾𝑆

𝜎𝑡𝑜𝑡
= (𝐾𝜏𝜂𝑇𝑥 ∫ [

𝜕𝛾𝑎
𝜕𝛺

𝐶𝑎

𝜕𝛾𝑎
𝜕𝛺

𝐶𝑎+
𝜕𝛾𝑏
𝜕𝛺

𝐶𝑏

] 𝑁𝐴
𝑛�̇�

𝐴𝑠(𝑧)
(𝐴𝐷𝛺𝐷)𝑑𝑧  )

1/2

 
(1.21) 

From Equation 1.21 it is possible to gain some fundamental understanding 

regarding the sensitivity of Raman systems; in a shot-noise limited system, the 

sensitivity is not linear with the signal but rather has a square-root dependency. A 

factor of 10 increase in any of the signal factors (excitation power, number of 

acquisition repetitions, étendue, integration time…), would enhance the sensitivity 

only by a factor of √10.  

Practically, it is often quite challenging to measure or accurately estimate all of 

the parameters required for Equation 1.21, particularly for commercial systems which 

are enclosed and don’t provide access to the internal optics. A common practical way 

to compare different systems’ sensitivity is done by measuring the Limit of Detection 

(LOD).  

The LOD is defined as the concentration (per specific analyte) for which the 

Raman signal is three times that of SD, �̅�𝑡𝑜𝑡 , (i.e. SNR=3) 14. Practically, measurement 

of the Raman spectra of several analyte concentrations in ranges similar to the 

expected LOD are performed. Each measurement is repeated K times to estimate 𝑆̅, 

and σ̅tot of the peak intensity (or the area under the peak) per analyte concentration. 

The selection of K is not arbitrary but rather meant to establish a reliable estimation 

of the noise SD.  

In order to calculate the LOD, a linear fit of the peak signal intensity as a 

function of analyte concentration is calculated, often by the Classical Least Squares 

(CLS) method (see Section 1.6.2.3). Figure 1.9 shows the data for an LOD of a glucose-

water solution with excitation power of 100mW at a wavelength of 830nm. The 

intensity of the strongest glucose Raman peak (at 1125 cm-1) is plotted vs. the glucose 
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solution concentration (blue error bars). The measurement was repeated 50 times for 

each concentration, from which the mean, 𝑆̅, and �̅�𝑡𝑜𝑡 are calculated. After a linear fit 

of the mean values is performed, the 3�̅�𝑡𝑜𝑡 line is plotted above the background signal 

(red dashed line). The intersection of the 3�̅�𝑡𝑜𝑡 line with the linear fit is the LOD 

concentration, corresponding to 7.6mmol/L of glucose in this example. 

 
Figure 1.9: A plot of a glucose 3σ LOD measurement showing the glucose 
Raman peak (1125 cm-1) mean intensity and STD vs. the concentration and 
the calculated LOD measured which shows the linear fit intersection with the 
3σ line. 

LOD can be used to benchmark a number of optical configurations for Raman 

spectroscopy14,42,64, varying in their excitation wavelength, their footprint, optics for 

both excitation and collection, confocality, and many other design parameters 65–70. In 

applications that have stringent environmental conditions such as in-vivo 

measurements, sterile environments, in-situ or submerged measurements,  high 

pressure or temperature conditions, Raman fiber probes are widely used70–72. A review 

of the most common methods for spectral decomposition and signal detection with 

the goal of optimizing the SNR is given in 1.4, followed by a detailed review of Raman 
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probes design and applications in Section 1.5. 

1.4 Spectral Acquisition and Detection Methods 

Spectral acquisition methods divide into three main groups: Dispersive 

spectrometers, interferometric methods and Swept Source Raman (SSR). Before 

diving into a review of common spectral acquisition methods, it is worth noting two 

key definitions for étendue and spectral resolution. This will allow us to quantitatively 

compare the spectral acquisition methods with clear performance metrics.  

1.4.1 Étendue 

The French word étendue translates literally to the English word extent. In the 

field of optics, étendue is a measure of the extent of a beam of light in both area and 

solid angle. Alternative names for étendue include optical throughput and light-

gathering power, but they are all one and the same since an optical system’s ability to 

gather light translates into the extent of beams it can gather with an aperture 𝐴𝐷 and 

acceptance angle Ω𝐷. 

 Étendue, G, is defined by Equation 1.22: 

𝐺 = 𝑛2𝐴 (𝑐𝑜𝑠 𝜃)𝛺 (1.22) 

Where n is the refractive index of the medium, A is the surface area or aperture 

with normal �̂�𝑎 and Ω is the acceptance solid angle through which light enters or exits 

the aperture at angle 𝜃 with normal �̂�𝑎, see Figure 1.10. 

Assuming the light travels in air and propagates parallel to normal  �̂�𝑎, i.e. 𝜃 =

0, we get a simplified Equation 1.23: 

𝐺 = 𝐴𝛺 (1.23) 

The solid angle of a cone with apex angle 2𝜑 is: 
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𝛺 = 2𝜋(1 − 𝑐𝑜𝑠 𝜑) (1.24) 

Many optical components and systems, including optical fibers, lenses, and 

spectrometers often specify their acceptance angle using Numerical Apertures (NA) 

which is defined in Equation 1.25:  

𝑁𝐴 = 𝑛𝑠𝑖𝑛 𝜑 (1.25) 

For small angles we approximate 𝑐𝑜𝑠 𝜑 ≈ 1 − 𝜑2 2⁄ ≈ 1 , 𝑠𝑖𝑛 𝜑 ≈ 𝜑 and 

conveniently re-write the throughput as follows: 

𝐺 = 𝐴 ∙ 𝜋(𝑁𝐴)2 (1.26) 

 
Figure 1.10: Geometrical illustration of surface (or aperture), A, emitting or 
reflecting a beam of light which is confined to a solid angle Ω, at an angle 𝜃 
with the normal 𝑛𝑎.  

Étendue is conserved in passive ray-optical systems73. This conservation is also 

called the Brightness Theorem74 or Radiance Theorem75 , or alternatively the “you 

can’t smoosh light theorem”76. The conservation can be derived from thermodynamic 

considerations77,78 or from Hamiltonian mechanics (Liouville’s theorem)79,80. 

Effectively, for optical systems the conservation takes a form limiting the ability to 

concentrate light into a spot or collimate light to a perfectly parallel beam. The use of 

lenses can focus a beam of light but as shown from Equation 1.22 that would require 

the solid angle to compensate for the change in beam size.  



46 
 

Figure 1.11 illustrates an example where light is emitted from aperture 𝐴1 

positioned at the focal length of lens 𝐿1 with focal length 𝑓1. The light is emitted with 

solid angle Ω1. For 2D representation, we take the half cone angle of 𝛺1to be 𝜃1. An 

intermediate image of the aperture 𝐴2 with radius 𝑟2 is created. The light is then 

focused by lens 𝐿2, with focal length 𝑓2, creating an image 𝐴3. We assume a thin lens 

approximation as well as a paraxial approximation, i.e. small angles in which  𝑡𝑎𝑛 𝜃 ≈

𝜃. 

 
Figure 1.11: An illustration of a collimation an focusing setup from a light 
source A1, being collimated by lens L1 and then focused down to a spot size A2 
by lens L2 demonstrating étendue conservation. The results are derived under 
the thin-lens and paraxial propagation approximations. 

For an extended incoherent source with a finite size, such as 𝐴1, the divergence 

angle after collimation can be shown to be: 

𝜃2 =
𝑟1

𝑓1
 (1.27) 

Since optical systems are reciprocal, the same can be said for lens 𝐿2 so that 

𝜃2 =
𝑟3

𝑓2
 (1.28) 

Combining Equations 1.27 and 1.28 we get: 

𝑟1

𝑟3
=

𝑓1

𝑓2
 

(1.29) 

From geometrical considerations we can also show that: 

𝑟2 = 𝑓1 𝑡𝑎𝑛(𝜃1) ≈ 𝑓1𝜃1 (1.30) 

And additionally, that: 
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𝑟2 = 𝑓2𝜃3 (1.31) 

Combining Equations 1.30 and 1.31 we get 

𝜃3

𝜃1
=

𝑓1

𝑓2
 

(1.32) 

And finally, we see from Equations 1.29 and 1.32 that: 

𝑟1𝜃1 = 𝑟3𝜃3 (1.33) 

Returning to the 3D scenario, according to Equations 1.23, and 1.24, we get:  

𝐴1𝛺1 = 𝐴3𝛺3 (1.34) 

Showing that the étendue of this system is indeed conserved and poses a 

limitation on our ability to gather and collect light. 

Generally, the Brightness Theorem can be shown to be applicable to arbitrarily 

complex optical systems, implying that the light collection of the entire system is 

determined by the component with the lowest étendue value. This value, G = ADΩD, 

(see Equation 1.2) sets the maximal bound of the system’s light collection efficiency.  

1.4.2 Spectral Resolution 

Raman spectral lines naturally take the shape of a Lorentzian41,81, see Equation 

1.35, which can be  derived by using a damped harmonic oscillator model for the 

molecular vibrations41,82,83: 

𝐿(𝜈) = 𝐿0

𝜈𝐿
2

(𝜈 − 𝜈𝐿0)2 + 𝜈𝐿
2 

(1.35) 

Where L0 is the Lorentzian’s maximal value, νL0 is the wavenumber for which 

the Lorentzian is at its’ peak, and 𝜈𝐿 is the Full Width Half Maximum (FWHM) point, 

for which L(ν𝐿) =
1

2
𝐿(𝜈𝐿0).  

Due to thermal effects or vibrational relaxation (in liquid solutions), there is 

usually a Gaussian broadening of the linewidth84,85. Equation 1.36 gives a Gaussian 
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function where Γ0 is the maximal value, νΓ0 is the expected value and where the 

Gaussian is at its’ peak, and νσ is the standard deviation. 

𝛤(𝜈) = 𝛤0𝑒𝑥𝑝 [−
1

2
(

𝜈 − 𝜈𝛤0

𝜈𝜎
)

2

] 
(1.36) 

Additionally, the instrumentation itself has a finite spectral resolution and so 

the Raman linewidth is further broadened. Both the sample and the instrumentation 

broadening results in a Voigt line shape82,86,87 which is the convolution of a Lorentzian 

and a Gaussian. Equation 1.37 gives the convolution for a case where the Gaussian 

broadening is symmetrical with the Lorentzian peak location, i.e. νΓ0 = ν𝐿0 = ν0: 

𝛤 ∗ 𝐿 = ∫ 𝐿0

𝜈𝐿
2

(𝜈 − 𝜈′ + 𝜈0)2 − 𝜈𝐿
2

∞

−∞

𝛤0𝑒𝑥𝑝 [−
1

2
(

𝜈′ − 𝜈0

𝜈𝜎
)

2

] 𝑑𝜈′ 
(1.37) 

 
Figure 1.12: A normalized Lorentzian line shape (blue), centered around 𝜈 =
0, with a FWHM of 5 cm-1, compared with a normalized Gaussian, centered 
around 𝜈 = 0 with a SD of 5 cm-1 (in red) along with their normalized 
convolution resulting in a Voigt line shape (black). 

Figure 1.12 shows a Lorentzian with L0 = 1, ν0 = 0 and 𝜈𝐿 = 5𝑐𝑚−1 (blue) 

and a Gaussian with 𝐺0 = 1, ν0 = 0 and νσ = 5𝑐𝑚−1(red).  Their convolution, 

resulting in a Voigt line shape and normalized to 1, is given in black. 

In mixtures and complex materials, there are often close and overlapping 



49 
 

Raman spectral lines in addition to various background signals such as fluorescence, 

resulting in complex spectra. Resolution is a measure of how close two different 

spectral lines can be but still be differentiated as separate signals44,88. Furthermore, 

resolution is subject to various definitions.  

While the relation is not always intuitive or straight forward, in many Raman 

spectroscopy systems there is a tradeoff between the étendue and the spectral 

resolution. These tradeoffs will be discussed in the following Subsections, detailing 

common Raman spectral acquisition instruments. 

1.4.3 Dispersive Methods 

Spectral decomposition by a dispersive element spectrometer is by far the most 

common method used for spectral detection14,88. There are a few possible dispersion 

elements such as prisms but diffraction-grating spectrometers are predominantly 

used40,88.  

 
Figure 1.13: A schematic diagram of an echellette diffraction grating by which 
the optical path difference between adjacent grooves determines the 
constructive or destructive interference which is wavelength dependent, 
creating the diffraction pattern on the detector plane. 

There are many types of gratings; holographic, echelle, grisms, concave, and 
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transmission gratings, to name a few89. While these gratings operate in slightly 

different ways, they achieve a dispersion of an incoming polychromatic beam of light 

into its constitutive wavelengths.  

Figure 1.13 is a schematic illustration of an echelle diffraction grating, which is 

grooved (or blazed). The angled reflections from each of the broad faces allows 

interference among the reflected beams to occur. Equation 1.38 describes the 

condition for constructive interference per a specific wavelength, 𝜆. 𝑚  is the 

diffraction order, and d is the distance between neighboring grooves 40,89. 

𝑚𝜆 = 𝑑(𝑠𝑖𝑛𝜃𝑖  −𝑠𝑖𝑛𝜃𝑚) (1.38) 

The number of groves per millimeter and their angle determines the spectral 

range on the spectrometer’s focal plane, which is set to coincide with the detection 

pixel array14,44.  

There are many spectrometer designs based on a single-grating geometry but the 

Czerny-Turner configuration, shown in Figure 1.14, is particularly popular. In this 

design there are two mirrors, acting as a collimator and as a focusing element. This 

design often houses several gratings on a rotating motor, providing flexibility in 

selecting both the spectral range and the resolution. Czerny-Turner is considered 

preferable since it also minimizes internal reflections, and generally suffers from less 

stray light14,89. Since this design is very common, it is beneficial to use it to demonstrate 

the resolution-étendue tradeoff.  

As seen in Figure 1.14, the light enters the spectrometer through an input slit 

which has height ℎ𝑠 and width 𝑤𝑠. The height of the slit is usually fixed to 

accommodate the finite size of the detection pixel array. The width, however, can be 

adjusted to allow various inputs and determine resolution. The spectrometer’s 

étendue, 𝐺𝑠, is therefore 𝐺𝑠 = 𝜋𝑤𝑠ℎ𝑠(𝑁𝐴)2 as shown in Equation 1.26. The 

spectrometer’s NA is determined by the optical components and the light that can 
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effectively be focused onto the detector pixel array. 

 
Figure 1.14: A diagram of a dispersive single-grating spectrometer in the 
Czerny-Turned configuration where light enters the spectrometer through a 
slit, and then collimated using the first concave mirror to hit the grating. The 
diffracted light is then refocused onto the detector using the second mirror.  

The theoretical spectral resolution (FWHM) in Czerny-Turner spectrometers 

can be approximated by Equation 1.39 if we consider we need at least 3 pixels to detect 

the spectral resolution14,44,90,91: 

𝛿𝜆 ≅ 𝑅𝐹
∆𝜆𝑤𝑠

𝑀𝑤𝑝
 

(1.39) 

Where ∆𝜆 is the spectral range of the spectrometer (dependent on the 

spectrometers focal length, dimensions and the specific grating used), 𝑤𝑝 is the pixel 

width, M is the number of pixels in the detector array (in the dimension parallel to 

the beam dispersion), and RF is a resolution factor which is determined by the ratio 

of the slit width and pixel width90. From Equation 1.39 it can be shown that the larger 

the slit width, 𝑤𝑠, the worse the spectral resolution becomes. If we were to fix the slit 

width and grating, and require greater resolution, only enlarging the spectrometer’s 

focal length and physical size could accomplish this goal.  

Figure 1.15 shows a simulation of the étendue-resolution tradeoff for a 
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benchtop spectrometer (Acton SP-300i) with a 300mm focal length and 0.13 NA. The 

spectrometer’s étendue changes with the slit’s opening and corresponds to a 

worsening of the spectral resolution (assuming a single fiber input, dashed blue line). 

A red circle marks the theoretical highest achievable resolution, ˜2 cm-1, as specified 

by the spectrometer specifications (corresponding to 0.1 nm at 830nm with a 

1200g/mm grating). 

 
Figure 1.15: Simulated étendue-resolution tradeoff resulting for a dispersive 
spectrometer with a 300mm focal length, NA=0.13 (blue dashed line) and the 
performance of a 200µm slit width setting (red circle) with a collection power 
of 0.013mm2/sr. 

Minimizing dispersive spectrometers and making them more compact, comes 

with a performance cost and non-trivial fabrication complexity24,92. Other 

spectroscopy detection methods, which are less sensitive to physical size, are more 

easily adapted to compact footprints. 

For interferometric and SSRS spectral acquisition methods, the resolution and 

étendue are determined by other system parameters which is given in Appendix A. 

The various detectors used for both dispersive, interferometric and Swept Source are 

given in Appendix B. 
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1.4.4 Swept Source Raman Spectroscopy 

 
Figure 1.16: a) A diagram illustrating the operation of SSRS. A different 
segment of the Raman spectrum is detected as the laser excitation tunes and 
the scattered photons are detected through a narrow optical filter with a fixed 
wavelength. b) A comparison of SSRS spectrum and one acquired with a liquid 
nitrogen cooled benchtop system 830nm excitation and 150mW of a mixture 
of urea and sodium nitrate. 

Swept Source Raman Spectroscopy (SSRS)36 is based on the use of a tunable 

laser that replaces the fixed wavelength laser for excitation. The detection of spectra is 

accomplished by using a large area photodetector and an optical Ultra Narrow Band 

Filter (UNBF) that is mounted in front of the detector, see Figure 1.2. As the laser 

tunes, the Raman scattering shifts relative to the excitation, and the fixed wavelength 

filter detects a different segment of the spectrum.  

Figure 1.16a illustrates the SSRS mode of operation. The blue spectra are those 
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acquired with a dispersive system at several fixed excitation wavelengths from 750 to 

830nm. The SSRS UNBF has a central wavelength of 884nm and a FWHM of 

0.45nm, represented by a semi-transparent screen. The data acquired by the SSRS 

photodetector is overlaid on the filter screen, in orange, showing how with the tuning 

of the excitation, the complete spectrum is acquired.  

Figure 1.16b compares the final normalized spectra of a urea and sodium 

nitrate mixture, acquired with the SSRS and that of an 830nm, liquid nitrogen cooled, 

dispersive system. Importantly, the SSRS spectrum has not been corrected to account 

for the varying Raman scattering intensity, as predicted by Equation 1.6 and so the 

longer wavenumber region appears elevated compared with that of the dispersive 

system. By removing the spectrometer from the loop, SSRS offers a significant, if not 

complete, decoupling of the throughput and spectral resolution, similar to that of FT-

Raman and SHRS, but without the complexity of added interferometry.  

In SSRS, the spectral range is determined by the tuning range of the laser and 

the wavenumber is determined by the difference between the excitation 

wavelength, 𝜆𝑒𝑥 and the UNBF central wavelength, 𝜆𝑈𝑁𝐵𝐹. Equation 1.40 gives the 

SSRS wavenumber: 

 𝜈(𝜆𝑒𝑥)[𝑐𝑚−1] = 107 (
1

𝜆𝑒𝑥[𝑛𝑚]
−

1

𝜆𝑈𝑁𝐵𝐹[𝑛𝑚]
) (1.40) 

The SSRS spectral resolution depends solely on the UNBF. The FWHM of the 

filter sets the hardware resolution limit. FP filters have a Lorentzian transfer function, 

as can be shown from Figure 1.17, showing the data from an 884nm PF interference 

filter with a FWHM of 0.448nm (specified as 0.45nm by the manufacturer, Alluxa 

Inc.). 

The étendue in SSRS is dependent upon the optical components used in the 

Raman collection path. Particular attention is given to the UNBF and the 
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photodetector: If a large area detector is used, and a filter that has a large area and a 

large acceptance angle, as was done by Atabaki et al. [36], see Figure 1.18, then a 1000 

fold throughput enhancement compared with a dispersive spectrometers can be 

achieved. The filter technology is therefore of the utmost importance as it could 

present the throughput bottleneck of the system.  

 
Figure 1.17: Normalized Lorentzian transfer function of an 884nm FP 
interference filter used as the UNBF in the SSRS system showing the measured 
FWHM of 0.448nm (specified by the manufacturer as 0.45nm) 

In order to calculate the étendue of the UNBF, we need to know both the 

aperture area and NA (see Equation 1.26). The first is straight forward but the latter 

requires some consideration. The central wavelength of FP interference filters shifts 

with the angle of incidence, 𝜃, according to the following equation: 

 𝜆𝑓
∗ = 𝜆𝑈𝑁𝐵𝐹√1 − (

𝑛0

𝑛𝑒𝑓𝑓
𝑠𝑖𝑛𝜃)

2

 

(1.41) 

Where 𝜆𝑈𝑁𝐵𝐹 is the central wavelength of the filter at 𝜃 = 0, 𝜆𝑓
∗  is the shifted 

central wavelength and neff is the effective refractive index of the filter. To find the 

acceptance angle of the filter, we calculate the incidence angle for which the shifted 

wavelength is no longer within the FWHM of the filter around λUNBF. For a filter 

centered at 884nm, with a FWHM of 0.45nm and 𝑛𝑒𝑓𝑓=1.58, the acceptance angle is 

2.04 degrees while for a FWHM of 0.75 the acceptance angle is 2.08 degrees.  
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From these results it’s evident that the NA (and étendue) of the UNBF does 

depend on the spectral resolution, but is not inversely proportional (as for dispersive 

systems). The use of Fabry-Perot (FP) interference filters guarantees relatively low 

sensitivity to the light incidence angle, and therefore SSRS has a performance 

advantage over dispersive spectrometers and Michaelson interferometers. 

 
Figure 1.18: A SSRS free-space setup: The input excitation light is collimated 
and filtered using a short pass filter. The beam is diverted using a LP dichroic 
beam splitter. The light is focused onto a sample placed in a quartz cuvette The 
back-scattered Stokes-shifted Raman photons pass the dichroic where the  thin-
film interference UNBF filtere allows only a small fraction of the photons 
through. The passing photons are detected using a large-area uncooled silicon 
detector (reproduced from [36]).  

Figure 1.19, reproduced from [36] compares the étendue-resolution tradeoff of 

dispersive, FT, and SSRS systems. The black arrow shows the performance of the free-

space SSRS system, using a 1mm diameter silicon photodetector (Femto, GmbH) and 

a 25mm diameter UNBF centered around 935nm with a FWHM of 0.45nm. 
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Figure 1.19: SSRS collection power vs. the resolving power and spectral 
resolution compared with those of both dispersive and Fourier transform 
spectrometers (reproduced from [36]) 

1.5 Raman Spectroscopy Fiber Probes 

 
Figure 1.20: (a) An endoscope system which contains a Raman probe for real-
time in-vivo imaging and (b) A commercial Kaiser Raman RXN4 4-probe 
system for bioreactor monitoring using 400mW of power at 785nm and 
switched channel operation 

Raman fiber probes are portable, miniaturized Raman optical setups that 
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replace the large, benchtop optical ones and allow measurements in challenging 

conditions such as in-situ inside a bioreactor17,93,94 or integrated into a catheter or 

endoscope for in-vivo measurements68,70,95,96. They often out-perform hand held 

Raman devices since they guide the light back to a benchtop spectrometer with 

enhanced resolution.  

An added benefit of probes is the ability to customize them to various 

configurations and measurement conditions, also integrating other sensing modalities 

such as Optical Coherence Tomography (OCT)68,97,98, or fluorescence and other 

imaging modalities60,99. Figure 1.20 (reproduced from [95]) shows (a) an endoscope 

incorporating a confocal Raman fiber probe and (b) a commercial Kaiser Raman Rxn2 

system (Endress and Hauser) with four probes meant for bioreactor monitoring. 

 
Figure 1.21: A diagram of a basic dispersive Raman fiber probe. The fixed-
wavelength light is collimated and filtered to remove ASE. A combination of a 
mirror and a LP dichroic beam splitter divert the light onto the sample and 
allows the back-scattered Stokes-shifted photons to pass. The light is then 
passed through a long pass filter to remove residual excitation after which it is 
focused into the collection fiber which is matched to the spectrometer input 
slit. 
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Raman fiber probes deliver excitation light onto a sample and then collect and 

guide the Raman scattered light back through an optical fiber to a spectrometer for 

detection. The need to guide the Raman light back to the spectrometer dictates the 

entire design of the probe.  

Figure 1.21 shows a diagram of a traditional Raman probe. On the excitation 

side, light enters the probe and passes through a narrow (“Linewidth”) optical filter 

that allows a single laser wavelength while attenuating Amplified Spontaneous 

Emission (ASE) from the laser source. A short-pass dichroic beam splitter allows the 

excitation to pass to the objective and onto the sample. The Stokes-shifted 

backscattered Raman light is collected through the same objective and passed through 

the dichroic into the collection path. An additional long pass filter further attenuates 

any residual excitation light and the beam is then focused into the collection fiber. 

Notably, some probes have completely separate optical paths for excitation and 

collection, particularly probes designed for Spatially Offset Raman Spectroscopy 

(SORS), which has benefits in highly diffusive and scattering samples100,101. 

The collection fiber is chosen to match the étendue of the spectrometer, thus 

limiting its’ core diameter and NA. In most benchtop dispersive spectrometers, see 

Section 1.4.3, a slit width guaranteeing sufficient spectral resolution is between 100-

200μm, posing an upper bound on the fiber core diameter. Additionally, as 

spectrometers usually have fairly low NA values, ranging between 0.1-0.2, any fiber 

with a higher NA would result in light missing the detector leading to reduced SNR. 

Since the signal collection is limited using a single fiber, it is quite common to 

use fiber bundles, comprised of anywhere between 7-64 fibers, to increase the 

collection area19,66,70,102. In order to detect the signal from all fibers, they are stacked, 

using the vertical dimension (height) of the spectrometer slit. Figure 1.22 shows the 

image captured on a spectrometer detector array with a 7 fiber-bundle input. The total 
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spectrum is computed via the summation of the vertical pixels in the array. 

 
Figure 1.22: An image created on the spectrometer’s detector plane when 
spectra is collected with a 7-fiber 200µm diameter core bundle. The vertical 
dimension of the slit is used to house the bundle while maintaining the slit 
width and corresponding resolution. This configuration allows to enhance 
collection but makes the use of simultaneous input detection impossible.  

Spectrometer detector arrays are, however, limited in size. When multiple fibers 

are used for a single probe, the spectrometer cannot be used for additional probes, 

limiting the operation to a single sensor at-a-time. The multiplexing of multiple signal 

channels comes at the expense of SNR, or by switching inputs, which does allow 

multiple probes operation, but not simultaneously. 

Étendue, however, is not the only limitation of the standard probe collection 

fibers. 100 and 200μm core fibers are not communication-grade fibers and they suffer 

from high attenuation, 𝑇𝑥, of 8dB/km (at 808nm)103. Since these fibers guide the 

already weak Raman scattered light, they must be limited in length to maintain SNR. 

There have been limited reports of long fiber probes, 100104,105 and 1000106 meters 

long, but these used laser sources with 1.25-2.5W output powers to compensate for 

the signal loss. Commercially available Raman probe systems limit the fiber length to 

5-10 meters in order to minimize signal attenuation. 

In summary, Raman probes offer many advantages and enable Raman 

measurements to be conducted in extreme conditions robustly and reliably. However, 

they are limited in both deployment distances and numbers due to the need to guide 

the collected light back to a spectrometer for detection and cannot be significantly 
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scaled up with traditional Raman spectroscopy instrumentation. 

1.6 Chemometrics: Spectral Signal Processing and 
Analysis 

Previous sections of this chapter described various hardware systems used in 

order to excite, collect and detect Raman spectra. However, acquiring spectra is only 

the first step, followed by the application of chemometric methods. Chemometrics is 

the term used for the various signal processing and analysis methods that detect and 

extract multivariate information from Raman spectra and other spectroscopy 

methods107. 

The first step in chemometrics is signal processing that ensures that the spectra 

is “clean” and ready for the analysis step. Common signal processing procedures 

include various filters and background removal algorithms which help to reduce noise 

and enhance the desired spectral features. In FT-Raman an additional mandatory step 

is of course a Fourier transform that produces the spectrum from the interferogram.  

In SSRS the spectral acquisition is performed without a spectrometer and with 

tunable excitation, fundamentally changing the sample fluorescence response and 

instrumentation-related artifacts. While these things result in different spectral 

features, similar approaches to those used for dispersive and FT-Raman can be 

applied, while adjusting their parameters (filter order, bandwidth, etc’). 

The majority of spectral analysis work, however, is the application of 

algorithmic methods to calibrate, classify, quantify, and predict multiple analyte 

concentrations in the sample in a reliable and robust manner. 

The following sections will give an overview of common signal processing steps 

of dispersive spectra (or post FT spectra), followed by a brief summary of spectral 
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analysis methods with key examples, and conclude with feature selection techniques 

that optimize predictive models. 

1.6.1 Spectral Signal Processing 

Raman spectroscopy systems are designed to enhance signal and reduce noise; 

however, the high sensitivity of the detectors introduces susceptibility to noise factors 

such as inter-pixel responsivity variations and cosmic rays.  

Cosmic rays are high energy particles, mostly atomic nuclei  arriving from space 

and travelling at velocities close to the speed of light108. Cosmic rays create spuriously 

positioned narrow peaks on top of the Raman spectrum. Figure 1.23a shows 

unprocessed 50 water spectra acquired with a liquid nitrogen cooled spectrometer 

where the cosmic rays are visible in some of the measurements. Cosmic ray related 

peaks are often only a single pixel wide and are removed using a 3rd order median filter 

or a 2D Laplacian filter107 operating on the same pixel of consecutive spectral 

acquisitions. Since SSRS operates with a single pixel detector, cosmic ray events are 

rare, but do occasionally create signal peaks that are uncorrelated with excitation or 

sample and are therefore removed using a conditional 3rd order median filter that 

operates for spurious outlier peaks. 

An additional filtering step is performed to smooth features that are below the 

spectral resolution limit. A common method is the Savitzky-Golay (SG) filter109, which 

is a local least squares method. The advantage of SG is that it does not introduce 

delays (i.e. peaks do not shift) and it handles some degree of missing data well. Figure 

1.23b shows a segment of water spectra before and after it has been smoothed by a SG 

filter. The inter-pixel variability along with detector reflection create the semi-periodic 

noise. The filter parameters - 2nd order polynomial with a span of 11 pixels in the filter 
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window- are chosen to smooth out any features that are below the spectrometer’s 

resolution limit (2-3 cm-1 in this particular case), but these need to be modified 

depending on the spectrometer, grating, and often the sample itself, due to spectral 

broadening (see Section 1.4.2).  

 
Figure 1.23: a) Unprocessed Raman spectra of water acquired with a benchtop 
liquid nitrogen cooled spectrometer showing spurious cosmic ray peaks. b) 
Top- raw partial spectra of water before smoothing and bottom- smoothed 
spectra using a 2nd order, 11th degree Savitzky-Golay filter which account for 
inter-pixel variability in the detector. 

Particularly for the case of SSRS, both the span and order of the filter need to 

be tailored for the UNBF to filter laser excitation variations while leaving the Raman 

features intact. There are alternative techniques that accommodate more sparsely 

sampled data or introduce regularization that controls the roughness of the smoothed 

spectra110–112.  

Once data had been smoothed, the signal and noise are estimated from the 

complete set of K spectral acquisitions (see Section 1.3.2, Equations 1.17-1.20). The 

signal, 𝑆̅, is computed from the arithmetic mean of the spectra. Let Y𝑖 be the 

measurement value and 𝑖 = [1: 𝐾] is the spectral repetition number then the signal 

(including background) is: 

𝑆̅ ≅ �̅� =
1

𝐾
∑ 𝑌𝑖

𝐾

𝑖=1

 
(1.42) 
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In some cases, a weighted mean can be used, where the weights are normalized 

power measurements of the excitation laser, correcting for fluctuations and drift. 

The noise �̅�𝑡𝑜𝑡 is estimated from the standard deviation of the measured 

spectra. However, since we only have access to the noise process sample and not the 

entire population, we use the formula for corrected sample standard deviation: 

𝜎𝑡𝑜𝑡 ≅ √𝑉𝐴𝑅(𝑌) = √
1

𝐾 − 1
∑(𝑌𝑖 − �̅�)2

𝐾

𝑖=1

 

(1.43) 

 
Figure 1.24: A histogram of the Raman water peak (1640cm-1) signal counts 
when repeated 50 times. A gaussian fit centered on the signal counts mean and 
with the computed STD is overlaid which represent the signal and noise 
estimation. 

Figure 1.24 shows a histogram of the Raman water peak signal (1640 cm-1). The 

signal mean and standard deviation are calculated as described in Equations 1.42 and 

1.43 and a Gaussian fit with those parameters is overlaid on the histogram to show 

the signal and noise estimations based on the measurement distribution. 

Background removal methods are used when there is a significant fluorescent 

background or Raman spectrum from the sample itself, the sample holder, or the 

optical components in the system (see Figure 1.25a). Algorithmic techniques are used 

to enhance the Raman features but the shot noise emanating from the background 

signal cannot be removed. Hardware methods for removing fluorescence signals exist 
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but these require significant system modifications such as time gating, SORS, and are 

outside the scope of this thesis113–115. 

If possible, the spectrum of an empty sample holder or one with the analyte 

matrix (and no analyte) is subtracted from the spectrum containing the analyte. This 

measurement is also useful for self-calibration. Figure 1.25a shows the spectra of 

various glucose solutions used for the LOD measurement and one sample of water 

(Figure 1.23). Figure 1.25b shows the glucose solutions spectra after the water 

spectrum has been subtracted. The main glucose peaks (800-1500cm-1) are visible and 

the water Raman peak is no longer present.  When it is not possible to have a pure 

background measurement, algorithmic methods are used to remove the background 

signal. Raman peaks have higher spectral variation (see Section 1.4.2) than 

fluorescence, and so a frequency-based separation of signals is possible.  

The Lieber116 algorithm is an iterative method that performs automatic 

polynomial curve fitting based on least squares and then removes the lower order 

components. The order of the polynomial is chosen to remove as much of the 

background without sacrificing the Raman features. Additionally, it is preferable to 

truncate the spectra before applying the Lieber fit since the filter does poorly with zero 

values at the spectral edges. Figure 1.25c shows the result of a 6th order Lieber 

polynomial fit over 200 iterations applied to the raw glucose solution spectra in Figure 

1.25a  in the range of 400-1700cm-1. The result shows that some residual fluorescence 

background remains but the Raman glucose peaks are clearly visible compared with 

the raw spectra in Figure 1.25a. The glucose double-peak structure (1000-1200 cm-1) 

is better accentuated in the water subtraction (Figure 1.25b) than with the Lieber fit 

due to a spectrometer artifact that overlaps with the peaks and is only partially 

removed with the polynomial fit. 
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Figure 1.25: (a) Spectra of glucose solutions of various concentrations with 
dominant water background signal. (b) The signal of the glucose solutions after 
the water spectrum has been subtracted, revealing the analyte Raman peaks. 
(c) Spectra after a 6th order Lieber fit algorithm has been implemented on the 
raw spectra in (a), removing low order polynomial signal from the spectra. 

Other algorithmic methods for background fluorescence removal implement 

spectral decomposition methods such as wavelet transform117–119, local spline-fitting 

techniques120, spectral derivatives, Bayesian modeling121, and more107,122. 

Often times, after all the previous steps have been performed, an additional 

spectral normalization is performed between different samples. This final processing 

step aims to remove inter-sample variations that are due to instrumentation drifts and 

defocusing, after inter-sample corrections have been performed.  

A simple and useful method uses a stationary Raman peak that is common to 

all samples and should not change in intensity, e.g. the water peak, see Figure 1.25a, 
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and normalize all sample spectra so that peak (single maximal wavenumber value) has 

an equal intensity for all samples. Variations of this method use the area under the 

peak, several Raman peaks, or even the mean of the entire spectrum107. 

1.6.2 Spectral Analysis   

The objective of spectral analysis is to use slight variations in spectra to classify, 

quantify and ultimately predict molecular variations in the sample solely based on 

spectra. In many cases the spectrum of each sample is in itself a complex superposition 

of multiple Raman peaks in addition to background signals. Furthermore, many 

factors can alter the spectra of a sample, not just variations in analyte concentration, 

and these need to be considered throughout the experiment steps; starting from the 

experimental design, continuing to the actual measurement methodology, and finally 

while analyzing the spectra107. Sample inhomogeneity, sample preparation (e.g. 

freezing, thawing), biological and environmental changes (e.g. temperature, pH), and 

sample degradation are a few of the factors that could introduce spectral variations. 

Additionally, system drifts, and external light sources contamination could all 

contribute to spectral changes that the analysis aims to distinguish from the target 

analyte variations.  

Spectral analysis methods are numerous and varied, spanning multiple 

mathematical and algorithmic approaches. There are several ways in which we can 

categorize these methods; Firstly, we can distinguish between classification methods 

and regression methods, although some techniques can do both. Secondly, we can 

separate linear methods and non-linear methods, and thirdly, a distinction between 

supervised, semi-supervised and unsupervised methods can be made60,123. Practically, 

there are a few analysis techniques that have gained more traction for Raman 
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spectroscopy124, namely Direct Peak Analysis (DPA)60, Principal Component 

Regression125 (PCR), Partial Least Squares Regression126 (PLSR), and more recently, 

unsupervised Machine Learning (ML) approaches107,127,128 including Support Vector 

Regression129 (SVR), and Neural Networks130.  

The following will define common terms regarding training, validation and 

prediction of models, followed by a brief description of some common methods, 

focusing on PLSR and feature selection methods that are particularly relevant for 

SSRS. 

1.6.2.1 Training, Validation and Prediction 

Most analysis algorithms consist of three steps: training, validation, and 

prediction. In order to perform these key three steps, a dataset that contains both 

spectra and an independent “ground truth” is necessary. Notably, these datasets are 

often a statistical sample of the population and considerable care needs to be given to 

making sure the sample size is adequate and not under-sampled or the model will 

perform poorly on new datasets107,121 (“over-fitting”).  

Training and Validation 

The training and validation steps, often performed together, are also termed 

the learning step, in which an estimation or classification model is constructed using 

both spectra and the ground truth measurements. We assume to have a total of NL 

samples in our learning dataset which are split into NT training samples and NV 

validation samples. We additionally have a separate dataset for prediction (also termed 

test set) including NP samples. Importantly, training, validation and prediction datasets 

have to contain different samples to ensure that the model isn’t biased. Particular care 

is given to the splitting of the training and validation sets while considering the 

scarcity, cost and time required to acquire adequate learning data107,131. 
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For simplicity, we describe a case where we wish to build a model estimating 

the concentration of a single analyte, A, with concentrations Ct  where t is the sample 

index number. Generally, a model may estimate any sample attribute which affects 

the Raman spectra including concentration, but also diagnosis95,132,133, or 

species26,60,134. The model produces an estimation �̂�𝑡 for the analyte concentration and 

we can measure the model agreement with the ground truth by the Root Mean Square 

Error of Estimation (RMSEE): 

𝑅𝑀𝑆𝐸𝐸 = √∑(𝐶𝑡 − �̂�𝑡)
2

𝑁𝑇

𝑡=1

 

(1.44) 

Following the model building, we apply this model to the validation dataset, 

which serves to estimate the model’s performance on previously unseen data. The 

model agreement is measured by the Root Mean Square Error of Validation (RMSEV) 

in a similar fashion as described in Equation 1.44. 

The validation step is often iteratively intertwined with the training step in 

order to create a more robust estimation model. In this technique, termed Cross-

Validation (CV)131,135, the learning dataset is split into different training and 

validation subsets in each iteration, creating numerous variations of models and their 

respective RMSEE and RMSEV values. The final model’s RMSEE and RMSEV are 

the averages of the values over all iterations, minimizing the likelihood of selection 

bias or over-fitting136.  

Within the family of CV methods, “k-fold” is very common where the learning 

dataset is randomly shuffled and then split into k equal parts. One segment is used as 

validation while the others are used to build k-1 models and this process is repeated k 

times, each time with a different validation set. For many biological experiments, in 

which technical replicates are made, it has been shown that splitting the datasets so 
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that training and validation are done on different technical replicates produces the 

most reliable models131. 

When the available learning dataset is smaller, (under 15-20 samples), an 

extreme version of k-fold is used where k=NL. This method is also called “Leave-One-

Out” (LOO) i.e. the learning dataset is repeatedly split so that NV=1 until all splitting 

permutations are accomplished. LOO is an exhaustive method that uses all available 

data to build a model and can be quite computationally prohibitive. In the LOO 

method, the model parameters (regression coefficients, estimation and validation 

errors) are the average of those computed in each round. Alternative CV methods that 

are more common with larger datasets include “Bootstrapping”135,136 which randomly 

samples the dataset in order to build a statistical model.  

Prediction 

 Prediction is in many ways similar to independent validation, i.e. the 

constructed model is tested on previously unseen data. However, the prediction step 

is not used to iteratively test the model but to benchmark the final model using the 

Root Mean Square Error of Prediction (RMSEP) 107,131,136, similar to Equation 1.44.   

1.6.2.2 Direct Peak Analysis 

The most fundamental way of analyzing Raman spectra is DPA60. The main 

benefit of this technique lies in its simplicity and the fact that no training dataset is 

required for the analysis algorithms, though a-priori information is required.  

Most DPA methods require the spectra to have visible Raman peaks, and some 

a-priori information regarding the peaks in the sample which are relevant for analysis, 

e.g. the target analyte pure spectrum or general curve fitting parameters. The relative 

increase or decrease of peak height or of the area under a peak can give both qualitative 

and quantitative estimations on analyte concentration. In fact, this is exactly how the 
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LOD of Raman systems is measured (see Section1.3.2).  

Often, libraries of pure analytes which are expected to be in the sample are pre-

compiled and the sample spectrum is then decomposed and fitted to the various 

components while estimating the relative analytes concentrations137. Other, more 

computational demanding methods use deconvolution (blind138 or based on prior 

knowledge139) to deconvolved the spectrum into Gaussian, Lorentzian and Voigt 

functions140,141, finding the likeliest ratios of components in a mixture. 

DPA, however suffers from some disadvantages. First, it uses a single peak even 

if the analyte has several known Raman peaks. Second, when SNR is low, peaks may 

not be visible above the noise or background signal, rendering DPA useless. 

Furthermore, in complex samples, multiple overlapping Raman peaks can create 

ambiguity as to the analytes affecting the spectral variation. In these situations, 

Bayesian modeling142 often complements DPA by estimating both the peaks and 

background signals using likelihood probabilities, often improving model 

performance121,143. 

1.6.2.3 Linear Regression Methods 

Linear Regression (LR) methods are the most popular Raman spectroscopy 

analysis techniques to date.60,107 Where DPA looks for direct peak--analyte agreement, 

LR assumes that multiple regions in the spectrum can vary in different ways which are 

not always straightforward. These methods are robust even for relatively small datasets 

(containing between10-20 spectra), which makes them a good fit for Raman spectra, 

particularly for biological datasets that tend to have a limited number of samples. 

Latent-variable LR (PCR, PLSR) have the added benefit of requiring no prior 

knowledge of the spectra or target analytes, making them extremely attractive for 

exploratory applications107,121,124.   
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Generally, LR methods assume that a linear system model, represented by 

matrix H, exists which connects the target analyte concentration, C, and the spectrum 

X. The spectrum contains M spectral data points (independent variables): 

[𝑥1, 𝑥2, … 𝑥𝑀], and has been mean-centered144, i.e. the mean of X and C equals zero.  

We can extend this formulation to a set of 𝑁𝐿 samples where 𝐶 is the analyte 

concentrations vector with dimensions [𝑁𝐿 × 1] (one for each of the samples), 𝑋 is a 

matrix of spectra with dimensions [𝑁𝐿 × 𝑀], forcing 𝐻 to be a vector  [𝑀 × 1]125,144. We 

assume ε to be the error or residual, also sized [𝑁𝐿 × 1] so that: 

𝐶 = 𝑋𝐻 + 𝜀 (1.46) 

Importantly, some LR methods support a formulation where 𝐶 is a matrix containing 

multiple analytes (each column represents the concentrations of a different analyte), 

and the model estimates the analytes simultaneously. However, model performance 

in these cases has been shown to do poorly compared with models tailored for a single 

analyte when the responses aren’t strongly correlated 145,146. 

The goal of LR is to find a model estimating H  by using a training and validation 

dataset, so that it could be used for the inverse problem to find estimations of the 

analyte concentrations from the spectra: 

�̂� = 𝑋�̂� (1.47) 

LR methods, described in more detail in the following, take different 

approaches for estimating �̂�, relying on various assumptions regarding the data. 

Multivariate Linear Regression   

Multivariate Linear Regression (MLR) is the multivariate version of Classical 

Least Squares (CLS). MLR is used as a standard fitting tool in order to find a 

straightforward linear relation between 𝐶 and X. In MLR we find �̂� according to the 

following equation144,147, where 𝑋𝑇denotes the transpose matrix of X: 

�̂� = (𝑋𝑇𝑋)−1𝑋𝑇𝐶 (1.48) 
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 Equation 1.48 alludes to a common problem with LR which is the need to find the 

inverse matrix (𝑋𝑇𝑋)−1 which may not exist or may introduce solution instability due to noisy 

data or significant variable collinearity144. Particularly for the common case where M>𝑁𝐿, i.e. 

there are more spectral datapoints than there are samples in the dataset, the problem 

is considered ill-posed without a single solution147.  Weighted Least Squares (WLS) 

and various regularization methods are designed to limit the possible solutions and 

produce reliable models148–150. For latent-variable models, variable deletion (also 

known as “feature selection”, described in more detail in Section 1.6.2.4) limits the 

number of variables in order to produce stable predictive models. 

Principal Component Regression  

PCR is based on Principal Component Analysis (PCA)125. PCA is a method by 

which a matrix X is projected onto a new coordinate system where the data’s variance 

is maximized along the new axes (latent variables). The maximal variance axes of X are 

found by computing the eigenvalues and eigenvectors of the covariance matrix: 

𝐶𝑂𝑉(𝑋) = 𝑋𝑋𝑇, and once those are found, they are ordered by the magnitude of 

variance. In the regression step, the number of principal components is limited based 

on cumulative variance explained in the data144. X is then projected onto the lower 

dimensionality representation, X*, and use it to ensure a solution to the regression 

problem posed in Equation 1.48. 

PCR is a semi-supervised method which allows the user to limit the number of 

input matrix components and reduce the dimensionality of the ill-posed problem. 

PCR is also used to easily identify key similarities and differences in spectra, and to 

simplify spectra and reduce noise as a pre-step before classification or other analysis 

algorithms are applied60,151. Importantly, PCR does not consider the output, C, and 

variance in the input data does not necessarily correlate to variance in the output data, 

limiting its usefulness in predictive applications.  
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Partial Least Square Regression 

 
Figure 1.26: A diagram of the PLS regression using intermediate variables z, r 
to maximize the covariance of the input and output. The training step models 
the latent variables and then uses the model to predict previously unseen 
spectra 

PLSR is the dominant analysis method for the estimation of analyte 

concentration from Raman spectra, particularly in biological applications60,107. The 

premise of PLS is that small principal components in the input (latent variables) may 

be highly correlated with the output and therefore should be incorporates in the 

estimation model. In PLSR, both the input (“predictor”) spectra matrix, X, and the 

analyte concentration C (“response”), are used in order to build the latent-variable 

model, maximizing their covariance126. The maximal covariance is found through 

intermediary variables, as shown in Figure 1.26. A complete mathematical 

formulation of the PLSR algorithm is found in Appendix C. 

PLSR is a supervised iterative algorithm that finds a single latent variable in 

each iteration. The user defines the number of latent variables, Ncomp, used for creating 

the estimation model. The cumulative variance explained in the output, (see Figure 
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1.27)  can be used to determine the number of required latent variables, and in most 

cases a cumulative variance of 80-90% is chosen to avoid over-fitting the model. 

 
Figure 1.27: A plot showing the percentage of explained variance in the output 
(analyte concentration) as a function of the number of latent variables 
(iterations) used for the PLSR algorithm. Choosing a component number that 
correspond to 80-90% of variance tends to perform well for regression without 
over-fitting the data. 

1.6.2.4 Feature/Variable Selection 

In many spectral analysis methods, and particularly PLSR and PCR, an 

additional step of Variable Selection (VS), also called feature or wavelength selection, 

is performed to mitigate the excess in spectral data points (variables) compared with 

the number of observations (samples). This step helps to identify high SNR regions 

and avoid incorporating noise and low-importance regions into the prediction model. 

It has also been shown to improve predictions for high-collinearity in the 

observations152,153. The success of VS methods is often measured by comparing the 

RMSEP of the full and trimmed spectra but could also incorporate other metrics such 

as total variance explained152,154. 
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There are three large categories of VS methods: filter methods, wrapper, and 

embedded123,155. Importantly, VS is extensively used for model optimization but rarely  

to affect the actual spectral acquisition156. In SSRS there is full control of the 

excitation wavelength and so VS could be used in order to direct the acquisition and 

reduce the total acquisition times while still maintaining low model errors. 

 The following will give a brief overview of VS methods used for Raman spectra 

and focus on the Variable Importance in Projection (VIP)126. 

Trimming 

 The most fundamental variable selection method is manual trimming (also 

truncating)153,157, meaning that areas that have no known Raman peaks (i.e. the “silent 

region” between 1800-2800 cm-1) are removed completely from analysis. In specific 

cases where a well-known Raman peak region is of interest, only that spectral region 

is considered in the analysis. In some real-time Raman imaging applications, only 

partial Raman spectra bands are acquired based on a-priori sample information to 

expedite acquisition156,158. While trimming is quite common, it is not strictly 

considered a VS method. It also assumes expert knowledge by the user, and tends to 

limit selection to regions which are visibly affected by changes, and are often collinear. 

VS Filter and Wrapper Methods 

In this family of methods, a model based on all variables is constructed and 

then only a subset of variables are selected based on some threshold criteria123,155. 

Common threshold metrics are the magnitude of the regression coefficient, |𝛽𝑚| ,VIP 

scores, and others155. The VIP score method, which quantifies the variance explained 

in the response for each spectral data point is described in detail in Chapter 4. 

 Wrapper and embedded VS methods extend filter methods and use 

optimization approaches, often iteratively, in order to find a subset of variables that 

produces the lowest RMSEP for a certain number of variables. Optimization 
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techniques include iterative-PLS (iPLS)152,153,155,159, Uninformative Variable 

Elimination (UVE -PLS)152,153,159, Artificial Neural Networks (ANN)152,159, and many 

more146,160–163.  

1.7 Example Applications of Continuous Optical 
Chemical Sensing 

In this section, two different applications of continuous optical chemical 

sensing are given. The first is the monitoring of nitrogen components, i.e. nitrate and 

urea in water sources. The second is the monitoring of the metabolic activity of cells 

in a pharmaceutical production process. These applications were chosen because they 

showcase the potential of SSRS NIR Raman spectroscopy while representing a diverse 

range of real-world applications, measurement setting, and analyte concentrations. 

Both cell metabolism and nitrogen compounds monitoring have previously 

been accomplished using traditional Raman spectroscopy apparatus, providing a 

benchmark for comparison with our SSRS system. However, they have not been 

equally adopted and implemented as PATs. Nitrate monitoring requires low LODs, 

which are challenging, particularly in field conditions, and with unprocessed or 

unfiltered samples. The high cost, and limited availability of rugged Raman 

spectroscopy apparatus have made it an unlikely choice for water monitoring so far, 

despite its many advantages. 

On the other hand, bioreactor monitoring has become a widely used PAT in 

pharmaceutical production and has gained acceptance in the scientific and 

pharmaceutical communities. Cell-based production has a highly controlled 

measurement environment with regards to temperature, pH, dissolved oxygen and 

other conditions, making Raman monitoring and model-based analysis a reliable 
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predictive tool. Additionally, as these production processes are meant for high-density 

cell cultures, reaching 30 million cells per milliliter, analyte concentrations are 

significant, providing good SNR data. 

1.7.1 Monitoring of Inorganic Nitrogen and other 

fertilizers in Water 

Inorganic nitrogen pollution has been shown to have many adverse effects on 

the environment164,165. The excess of inorganic nitrogen increases the density of plant 

life, promoting eutrophication of aquatic water systems, reducing oxygen levels 

necessary for the support of animal life. Additionally, excess nitrogen compounds, 

particularly nitrate (NO3), nitrite(NO2), and ammonium (NH4), can reach toxic levels 

that impair the reproduction, growth and survivability of many aquatic life-forms 

while also posing a health threat to humans as these chemicals reach surface and 

groundwater systems166–171. The excess of hydrogen ions from these compounds 

contributes to the acidification of fresh-water as well as to that of soil, impairing eco-

systems, reducing nutrients availability for crops, and increasing the mobility of heavy 

metals into the soil172–174. 

Industrial agricultural fertilizers along with animal manure runoffs, are the 

main contributors to the ten-fold increase in inorganic nitrogen flux over the last 

century, followed by industrial and wastewater treatment discharges175,176. However, 

fertilizers are also the driving force enabling increased food production that is 

paramount for supporting the world’s growing nutritional demands177. Nitrogen 

fertilizers vary in their nitrogen content, acidification tendencies, and are selected 

based on the crop, drainage, aeration, and price point. Nitrate, ammonia and urea are 

common and available forms of nitrogen that are frequently used in fertilizers. Nitrate 
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and ammonia can be directly absorbed by plants while urea has a delayed nitrogen 

release. Ammonia is also a known cell metabolite that is converted to nitrite as part 

of the natural nitrification process172,178. Common fertilizers, their nitrogen (N) 

percentage as well their nitrate percentage are provided in Table 1.1179.  

Fertilizer N [%] NO3 [%] 
ammonium-nitrate - NH₄NO₃ 35.0 77.5 

calcium-nitrate - Ca(NO₃)2 17.1 75.6 
ammonium-sulfate - (NH4)2SO4 21.2  

potassium-nitrate - KNO₃ 13.9 61.3 
sodium-nitrate - NaNO₃ 16.5 73.0 

Urea - CO(NH2)2 46.6 - 

Table 1.1: Common nitrogen fertilizers and their N and NO3 percentages 

Recommended total nitrogen quantities for crops varies greatly depending on 

soil type, irrigation and required yield. On the lower range, crops like cotton and 

tobacco require 55-65 kg /hectare of nitrogen (50% of which should be in Nitrate 

form) , while high yielding corn and hay require 400-450 kg/hectare 180. If we assume 

the weight of one hectare of soil in a depth of 20cm to be an average of 2.24e6 kg, we 

reach N concentrations of up 200 Parts Per Million (ppm) in soil. With the high 

density of farmland clustered around specific areas, and all excess fertilizer leeching 

into the same waterways, excess inorganic nitrogen accumulates171,176. 

The need to balance the use of fertilizers while mitigating their impact on the 

environment has led to a worldwide regulation of Maximum Contamination Levels 

(MCL) of nitrates in water. Table 1.22 shows MCLs for different countries and 

regions171. It is important to note that MCLs are often reported in units of nitrate-

nitrogen (NO3-N) but since nitrogen accounts for 22.6% of the nitrate molecule by 

mass, this implies that the total nitrate (NO3) is 4.43 times higher in concentration 

than that of the reported nitrate-nitrogen level.  
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Country/Region Nitrate-nitrogen MCL 
[NO3-N mg/L] 

Nitrate MCL 
[NO3 mg/L] 

USA, Canada181,182 10 44.3 
EU183 11.3 50 

WHO184 11.3 50 
India185,186 10.1 45 
China187,188 20 88.6 

Table 1.2: MCL of nitrate in various countries and regions, their monitoring 
method and frequency 

Surveillance and enforcement of the MCLs vary greatly depending on location. 

In the USA, the Environmental Protection Agency (EPA) is charged with 

implementing the regulations and goals set by the Clean Water Act (CWA)189. The 

actual monitoring and reporting is delegated to the State and Tribe levels 190,191 which 

follow the National Aquatic Resource Surveys (NARS) requiring an annual report192. 

In Europe the national authorities are charged with reporting once every 4 years to 

the European Commission while in India reporting is also done annually unless 

elevated levels are detected, where monitoring frequency is increased to once every 

quarter.  

Despite regulations and monitoring practices, nitrate levels have continued to 

increase globally in surface and subsurface water systems and are expected to continue 

rising without significant mitigation176,193. If nitrate runoffs are to be truly reduced 

and addressed as they happen, and not just detected in hindsight, then a continuous, 

real-time, measurement methodology needs to be implemented instead of periodic 

sampling194–196. 

Over the past 50 years, numerous methods have been developed to measure 

nitrate and nitrite in various matrices, many of which are aqueous environments196–

202. These methods largely divide into two main categories: direct measurements of the 

nitrate/nitrite contents, and indirect measurements that require the reduction of 
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nitrate or another chemical reaction that creates a new complex whose concentration 

is measured203. The nitrate or the chemical reaction product are then quantified with 

colorimetry196,204,205, ion chromatography196,200,206, High Performance Liquid 

Chromatography (HPLC)199–201,204, hyperspectral or multi-band imaging couple with 

in-situ data207–210, electrochemical methods196,200,201,205, optical fiber 

methods170,196,199,200, spectroscopic methods such as ultraviolet (UV) absorbance 

spectroscopy170,196,199,201, Fourier Transform Infrared spectroscopy (FTIR)170,197,198  and 

Raman Spectroscopy200,204,211–215. Out of the many methods in existence, only a 

handful are adequate for persistent, real-time nitrate measurement 196,197. 

Methods based on periodic sampling, requiring chemical reagents or those that 

require extensive sample preparation and specialized lab equipment such as HPLC, 

ion chromatography, UV spectroscopy, and FTIR are not suitable for continuous or 

real-time monitoring. Periodic sample collection coupled with cost of labor, of 

transportation, and of reagents and of specialized labs, make them economically 

infeasible to conduct more frequently. These methods are also likely to miss detection 

of short-term runoff events. Remote sensing methods or in-situ electrochemical and 

optical methods have  therefore emerged as possible alternatives196,205,216.  

Remote sensors, mostly based on hyperspectral data and Radio Frequency (RF), 

offering a global sensing scales and coverage of extremely remote locations are 

unfortunately not very well suited for nitrate detection due to its relatively low optical 

activity resulting in poor SNR and are also limited to surface water sensing. 

Electrochemical methods, that can be used in-situ, while reaching high sensitivity with 

Limits of Detection (LOD) lower than 1µg/L170,196,203, suffer from poor selectivity and 

can only operate in fresh-waters. Improved electrochemical selectivity requires the use 

of exotic materials such as foam-based graphene, carbon nanotubes, or nano-wires, as 

recent examples that often degrade with continued use170,196,204. 



82 
 

Raman has been used to detect nitrate and other chemicals in water since 

the1970s 204,214,215,217. Raman is a particularly favorable method for this application, 

for reasons previously mentioned in Sections 1.2 and 1.3. Additionally, Raman can 

be used in highly turbid samples, which is favorable for environmental samples that 

are affected by temperature, particles and other objects in the water. Lastly, Raman is 

agnostic to the water salinity, making it effective in fresh as well as salt water31,218.  

Spontaneous Raman has been reported to achieve a 62ppm LOD214 with a 90mW 

532 excitation whereas SERS has achieved an LOD of 0.5ppm using a gold particle 

substrate213. A water monitoring system that mitigates drinking water contamination 

should have a LOD which is equal or lower than that of the EPA (10 NO3-N mg/L). 

1.7.2 In-situ Monitoring of Cell Metabolism in 

Pharmaceutical Protein Production 

Raman spectroscopy has gained traction as a PAT in pharmaceutical 

production applications17–19,115,219. There are numerous ways in which Raman is used 

in multiple steps of production, both upstream and downstream157,219, but the most 

dominant example has been to monitor cell metabolism in the production of 

therapeutic proteins. Therapeutic proteins are a family of materials including 

antibodies, enzymes, coagulation factors, hormones, and cytokines220. Key examples 

out of the 350 FDA approved protein-based drugs221 include many recombinant 

insulin products, and numerous cancer treatments such as Herceptin (Tastuzumab) 

targeting breast cancer. 

Most therapeutic proteins are produced by recombinant technology, i.e. the 

genes that encode the desired protein are introduced into cells such as yeast94, 

bacteria222, and mammalian cells223,224, which then produce the protein as they 
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proliferate. The cells cultures are often grown in bioreactors, vessels that provide the 

cells with a sterile environment in which oxygen and nutrients e.g. glucose and amino 

acids, are supplied and the waste products (metabolites) like lactate and ammonia are 

removed.  

Most cell cultures today are grown in a fed-batch processes where nutrients are 

constantly added to the bioreactor and are slowly depleted. Alternatively, a perfusion 

process, also termed continuous manufacturing, aims to reach a chemical steady state 

(“chemostat”) where some of the culture is harvested, waste is removed and replaced 

with fresh media and nutrients, maintaining steady cell-culture conditions225. 

Perfusion requires an increased level of monitoring and control but has been shown 

to have significant financial benefits and also improve product uniformity226.  

 
Figure 1.28: Left- standard ports on a bioreactor for probes including pH, 
oxygen and Raman, Right - a bioreactor with the probes introduced into the 
cell culture. 

Sterile Raman probes, introduced into ports in the bioreactor, see Figure 1.28, 

provide continuous data on the concentration of nutrients and metabolites as well as 

other cell proliferation indicators and quantity of produced therapeutic227,228 in a 

sterile, non-destructive manor, without the need to physically remove samples from 

the culture. The incorporation of Raman probes enhanced visibility, safety and 

promotes enhanced control of the culture conditions to optimize the therapeutic 
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production228,229. 

Performing a sensitivity comparison of reported Raman spectroscopy in 

bioreactors is extremely challenging. First, the cell cultures themselves are varied in 

type and cell densities. Additionally, there are differences in reported instrumentation 

(probes optics, excitation wavelength and power, spectrometers), spectral acquisition 

parameters (integration time and number of repetitions), on top of multiple 

chemometric algorithms and feature selection methods used to analyze spectra154. 

Table 1.3 shows a summary of major analytes and other markers monitored by 

spontaneous Raman in Chinese Hamster Ovary (CHO) cells, which are commonly 

used mammalian cells, with their respective analyte concentration ranges (across 

multiple bioreactor scales)112. Notably, additional materials are monitored in other 

types of cell cultures that are not produced in mammalian cells such as alcohols, 

phenylalanine etc’.230–232. 

 Analyte/Marker Concentration  References 
Glucose 0-77.7 mM 112,137,145,233–238 
Lactate 0.5-100 mM 93,112,134,137,236–241 

Glutamine 0.2-15 mM 93,230,234,236,237 
Glutamate 1-6 mM 93,112,134,230,234,238 

Ammonium 1-20 mM 93,112,145,234,237,238 
Total Cell Density (TCD) 1-35 [x106 

cells/ml] 

93,112,145,234,238 

Viable Cell Density (VCD) 1-30 [x106 
cells/ml] 

93,112,145,157,234,238,239 

IgG Antibody 1-140 [g/L] 145,157,227,238,242 

Table 1.3: Analytes detected with Raman spectroscopy in bioreactors and their 
respective concentration in  

PLSR is predominantly used for the analysis of Raman spectra and analyte 

concentration prediction in CHO219, though other methods, including PCR, SVM, 

and others have been shown to be as successful in certain processes60,107,124,151. 
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1.8 Thesis Objectives 

This thesis aims to establish SSRS probes and sensor network as a chemical 

sensing method that not only serves as a practical utility but also matches or exceeds 

benchtop systems in sensitivity, resolution, scale, and efficiency. 

In order to accomplish these goals, and demonstrate the SSRS probe 

performance for both cell-culture monitoring and fertilizer run-off detection, the LOD 

for glucose should be around 1g/L, which is comparable to dispersive Raman systems, 

and required for most mammalian cell cultures. Similarly, the LOD for nitrate should 

be lower than the EPA standard for drinking water, which is 44ppm. Moreover, a 

spectral resolution of 5-10 cm-1 is needed, as it adequately addresses the requirements 

for most liquid samples and aligns with the capabilities of typical dispersive 

spectrometers with an input slit width of 200µm.  

 To demonstrate that SSRS is capable of providing a practical utility service, a 

proof of scalability is necessary. The design objectives include the operation of 

multiple probes (ideally, over a dozen) either sequentially or concurrently to monitor 

various processes. Furthermore, the deployment distances should accommodate 

monitoring in diverse settings, ranging from large industrial complexes to outdoor 

applications, spanning hundreds of meters. 

 Lastly, the duration of spectral acquisition needs to be on the same order of 

magnitude as that of dispersive or interferometric method for the same class of 

samples: 30-60 minutes for cell cultures and up to several hours for slow varying 

processes such as water monitoring. 

 Chapter 2 of the Thesis will detail the design and validation of the SSRS probe 

in regard to sensitivity, resolution and provide a demonstration of nitrate uptake 

monitoring in a small hydroponic system. Chapter 3 will describe the scaling up of 
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the SSRS to a 16-channel sensor network using a standard optical data 

communication switch and leveraging the tunable laser as a shared resource.  A 

demonstration of a 100m deployment distance is given as well as the economic models 

that support the superiority of SSRS over dispersive methods for multiple-sensor large-

scale systems. Chapter 4 will explore efficient spectral sampling methods to reduce the 

total acquisition time and demonstrate these techniques on CHO cell-culture 

supernatant samples. Finally, Chapter 5 will present potential new directions for SSRS 

for both a single and network level systems. 
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CHAPTER 2  

Swept-Source Raman Fiber Probe 

The SSRS network relies on the single SSRS sensor as a basic building block. 

The utility of the single sensor, and the successful expansion to a multi-sensor network 

depend on the sensitivity, robustness, ease of use, and cost of both a single sensor and 

the entire sensor network. 

This chapter will detail the design and fabrication evolution of the SSRS sensor, 

including the fiber probe and the receiver hardware (Section 2.1). A performance 

evaluation of the SSRS probe prototype is given and benchmarked against a dispersive 

benchtop system in Section 2.2. Finally, a proof of concept demonstration monitoring 

the nitrate in a hydroponic system and in unprocessed water samples is given Section 

2.3. 

2.1 SSRS Design Evolution 

SSRS aims to offer a small-footprint alternative to dispersive benchtop 

spectrometers without compromising resolution or sensitivity and while also 

maintaining or reducing the cost. On top of that, the goal of having an easy-to-use 

SSRS probe which is also autoclavable, compatible with standard bioreactor ports, 

and can be easily expanded to be used in a network formation, poses optical and 

mechanical limitations that need to be balanced. 

The SSRS sensor is comprised of two parts: the fiber probe and the optical 
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receiver which includes the UNBF assembly and the photodetector. The fiber probe 

houses the optical components that makeup a SSRS Raman system in a compact and 

user-friendly way (see Sections 1.5 and 1.4.4) while the receiver replaces the 

spectrometer and detects the back-scattered Raman photons.  

Moving from free-space SSRS36 and adjusting the design to a fiber-probe sensor 

was performed in a few steps detailed in the following table. Performance metrics for 

the Kaiser Rxn785 commercially available Raman probe system (Endress & Hauser) 

are provided for comparison. 

 Commercial 
system 

Previous 
work 

This work 

Raman System Kaiser 
 Rxn785 

Free Space 
SSRS 

Gen 1 Gen 2 Gen 3 

Laser and 
power  

400-500mw 250mW Superlum 
15mW 

Ti:Sapph 
100mW 

Superlum 
6mW 

Detector   NEP  Dispersive 
0.002fW 

Femto 
0.7 fW 

Femto 
0.7fW 

SPAD 
0.012fW 

SPAD 
0.012fW 

Normalized Probe 
collection efficiency  

1 900 3 12 12 

Glucose 3σ LOD 
[mM/L] 

-- 3.3 100 4.5 5.17 

Table 2.1: SSRS design evolution with various laser sources, detectors and 
probe optimization 

The design and testing of the SSRS probes were accomplished at MIT and the 

fabrication was done by InPhtonics (Norwood, MA). As seen from Table 2.1, two laser 

sources and two detectors were used, but the probe collection efficiency continued to 

increase due to design improvements, which are detailed in the following Section. 
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2.1.1 SSRS Fiber Probe  

The SSRS probe went through several iterations due to both changing design 

and fabrication issues. The design of the probe was affected by all the constraints 

previously mentioned. However, even after the design was agreed upon and sent for 

production, fabrication issues plagued the quality of the probes, resulting in 

performance variations between seemingly identical probes. The next sections will 

describe the design considerations of the probe as well as the fabrication iterations. 

2.1.1.1 SSRS Probe Design Space 

The need to balance the multiple design constraints led to engineering tradeoffs 

which are illustrated in Table 2.2. The lightly green shaded items the ones selected for 

the final design which was used for all the measurements given in the following 

sections. 

Part name and specifications Design Notes 

Excitation Fiber 

780HP Single Mode (SM) 
Attenuation: 4dB/km 

Both tunable sources are polarized SM lasers by default (but 
MM versions exist). Single mode probes were manufactured 
but had lower laser coupling efficiency (55% compared with 
> 80% for the MM options). Additionally, MM peripheral 
equipment is more readily available than SM. The 62.5µm 
fiber was selected due to the switch availability though the 
50µm Ø fiber has lower attenuation and should be 
considered for future revisions.  

50µm Ø Multi-Mode (MM) 
GRIN (low-OH) 
Attenuation: 2.3dB/km 

62.5µm Ø MM GRIN (Low-OH) 
Attenuation: 2.9dB/km 

Dichroic Beam Splitter 

Short-Pass (SP) 830nm Both dichroic beam splitters serve the same function of 
separating the excitation and collection photons into 
different optical paths. However, high Optical Density (OD) 
LP filters are more commonly available in all wavelengths. 

Long-Pass (LP) 830nm 

Objective Lens 

0.25NA,  
5mm Working-Distance (WD) 

Both probe versions were fabricated and used extensively. 
The 0.5NA objective has a higher throughput but is not 
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0.5NA,  
3.2mm WD 

suitable for the standard quartz cuvette with 1mm thick 
walls. However, it does improve collection efficiency for 
solid and opaque samples. 

Collection Fiber 

Low -Oh 600µm Ø 0.5NA MM 
silica-core/clad  

The collection fiber was chosen by balancing the need for 
higher étendue with the material constraints due to 
autoclaving. Increasing the size of the collection fiber is 
possible for different environmental measurement 
conditions. 

>1000 µm Ø MM silica-
core/Polymer clad 

Probe dimensions 

1/2” Ø stainless steel immersion 
probe 

The immersion probe dimensions were chosen to match 
existing 7/8” ports in commercially available Applikon 
bioreactor (also accommodating an immersion sleeve). 
Importantly, for étendue to be maximized, the internal 
optics need to be carefully chosen to match the collection 
fiber. The Box probe was mostly used to select internal 
optics but was not meant for practical use. 

1/8” Ø stainless steel hand-held 
probe 

“Box probe” (Demo) 

Table 2.2: Partial list of the design contingencies for the SSRS probe 

2.1.1.2 Probe Fabrication Evolution 

The probe evolution steps are described in Figure 2.1, marking in red the 

significant changes in each version. Having never designed a probe before, the first-

generation probe failed to recognize the internal structure of Raman probes which 

included a baffling pinhole and also had collection optics matching a smaller 

collection fiber. Our design focused on the filters and collection fiber without properly 

addressing the optical components to match those changes, resulting in only a x3 

collection enhancement compared with the theoretical predicted enhancement. 

Additionally, as is evident from Table 2.3, the SM input had the lowest excitation, 

aiding in the decision to move to MM fibers. 

In the second generation, the pinhole was removed and back propagation was 

suggested to aid the fabrication, helping to co-align the excitation and collection 

optical paths which resulted in a probe version with a x9 collection enhancement.  
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Finally, in the third probe generation the internal collection focusing lens 

(6.2mm focal length and a clear aperture of 3.7mm, C171TMD-B, Thorlabs, NJ) was 

replaced with a lens that has a 5mm clear aperture and a 0.4NA (355110-B, Thorlabs 

better matching the objective lens’ clear aperture and collection fiber NA. Moving to 

this lens proved helpful in reaching a x12 collection enhancement (see Section 2.2.2) 

but created difficulties with fabrication, resulting in moving to smaller collection fiber 

(500 µm Ø 0.5NA). 

 
Figure 2.1: The evolution of the SSRS probe due to design and fabrication 
iterations. 

After the SSRS probe iterations we had 5 operation probes whose performance 

was considered adequate, though not perfect. The probes were measured for the 

excitation efficiency by measuring the ratio of input power (785nm) and the power on 
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the sample plane. A similar measurement was performed by measuring the collection 

side by “back propagating” light (884nm) through the collection fiber and measuring 

the light on the sample plane. As the process is reciprocal, it gives a bound on the 

collection efficiency (Table 2.3) The product of these two efficiencies (right most 

column) gives the upper bound for the efficiency of the probe relative to a 100% 

efficient probe without insertion or collection losses. 

It is important to note that these efficiency measurements give maximal bounds 

for the insertion losses but cannot fully predict the Raman signal collection. One of 

the challenges in aligning Raman systems is the matching of the excitation focal point 

on the sample and the collection focal point (in back-propagation mode). Even when 

the optical paths are well designed and work well independently, their mutual co-

alignment sets the ability to effectively collect the Raman photons.  

These results demonstrate that fabrication had a crucial effect of probe 

performance and even with identical optical components the probe variability was 

significant, reducing yield.   

Objective 
NA 

Input fiber Output fiber 
core diameter  
and length  

Excitation 
efficiency [%] 
(@785nm) 

Collection 
efficiency [%] 
(@884nm) 

Bound 
efficiency [%]  

0.5 62.5µm MM 600 µm (2m) 85 80 68 

0.5 62.5µm MM 500 µm (1m) 82 36 29 

0.5 62.5µm MM 500 µm (2m) 79 38 30 

0.25 62.5µm MM 600 µm (2m) 90 60 54 

0.25 780HP SM 600 µm (2m) 65 55 36 

Table 2.3: Final SSRS probes input and output coupling efficiency 

The magnified illustration of the final SSRS fiber probe is given in Figure 2.2 

and pictures of the fabricated probes are given in Figure 2.4. Full technical details of 

the final probe (0.25NA, 600 µm fiber and marked in the green square above) which 
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was used for all following measurements are given bellow. 

The excitation input fiber is a low-OH Graded Index (GRIN) silica fiber with a 

62.5µm core diameter (GIF625, Thorlabs, NJ, USA). This fiber is a standard datacom 

optical fiber that has an attenuation of -2.9dB/km at 850nm103 compared with -

8dB/km for 105 µm fiber, often used for Raman excitation (FG105LCA, Thorlabs, 

NJ). The use of this fiber allows one to guide the excitation light to longer distances 

and leverage existing optical datacom components, as will be further detailed in 

Chapter 3. 

 
Figure 2.2: SSRS Probe Diagram showing the internal optical components. 
The tunable excitation light is introduced using a GRIN fiber with low 
attenuation. It is then collimated and filtered using a SP filter A combination 
of a mirror and a LP dichroic beam splitter divert the light onto the sample 
and allows the back-scattered Stokes-shifted photons to pass. The Raman light 
is then passed through a long pass filter to remove residual excitation after 
which it is focused into the collection fiber which is matched to the large core 
collection fiber and the large area-detector. 

Secondly, the excitation input filter is replaced by a short-pass or a bandpass 

filter that accepts a range of excitation wavelengths to illuminate the sample. In the 

prototype SSRS probe, a short-pass filter with a sharp cutoff at 840nm (see Figure 2.3) 

was chosen, allowing excitation in the 760-840nm range to pass (FWHM bounds), 

which matches existing NIR tunable laser sources (see Section 2.2.1). 
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The objective lens which focuses the excitation onto the sample while also 

collecting the Raman photons can be made to accommodate a variety of samples. Two 

variations of objective lenses were designed: a 5mm diameter 0.25NA objective with 

a working distance of about 5 mm, and a 5mm diameter 0.5NA objective with a 

3.2mm working distance. While the latter has a higher collection efficiency, it is 

sometimes beneficial to use a longer working distance and larger depth of field which 

corresponds to a larger illumination volume and is less sensitive to sample positioning.  

The collection path of the SSRS probe has similar filters to those in standard 

Raman fiber probes. An 830nm long-pass dichroic filter (shared with the excitation 

path) diverts the excitation beam onto the sample while allowing the Stokes-shifted 

Raman photons into the collection port. An additional 843nm (FWHM) long-pass 

filter attenuates any residual excitation from reaching the collection fiber. The SSRS 

probe’s collection path transmission was measured by “back propagating” light from 

the collection fiber port onto the sample and is shown in Figure 2.3 (orange curve). 

While it is possible to use shorter excitation wavelengths with these probes, a 

significant attenuation of the signal is expected because of the filters. 
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Figure 2.3: Measurements of the SSRS excitation transmission (blue) and the 
collection transmission (orange) in the expected NIR wavelength ranges of 760-
910nm, showing the broad range of possible tuning excitation wavelength and 
filter effect on the excitation and collection paths. 

The most significant change in the SSRS probe collection path is, however, the 

collection fiber and optics which is designed to maximize étendue. The collection 

silica fiber has a 600µm diameter core with 0.5NA (FP600ERT, Thorlabs, NJ). 

According to Equation 1.26, the probe étendue is therefore 0.22mm2, limited by the 

collection fiber. While larger core fibers exist, this was (at the time of the design) the 

largest available silica fiber, which allows the probe to be autoclaved, ensuring sterile 

conditions for use in cell cultures, or high temperatures (200C°). 
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Figure 2.4: a) An SSRS immersion probe with 2m of armored optical fibers b) 
Three SSRS immersion probes, all made with the same stainless-steel incasing, 
measuring 8” long and ½” in diameter. c) a top look at the probe objective 
lens. d) An immersion sleeve silica window 1mm thick. 

The probes were made 8” long and ½” in diameter (see Figure 2.4a, b), to match 

commercially available optical holders, and to also fit within a 7/8” stainless-steel 

immersion sleeve that matches standard port sizes on many commercially available 

bioreactors. A custom immersion sleeve with a 1mm thick fused silica window was 

made to accommodate the probes with either objective lens, allowing the focal length 

to extend beyond the sleeve window (see Figure 2.4b, c) 

A standard 830nm excitation Raman probe with a 0.25NA objective, and 

200µm, 0.22NA collection fiber was also fabricated to benchmark against the SSRS 

probes. 
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2.1.2 SSRS Optical Receiver 

Part name and specifications Design Notes 

Photodetector 

SPAD (cooled) 
Noise Equivalent Power (NEP): 0.012fW 
Diameter 500µm  

Initial design of the SSRS probe used high 
excitation power (>80mW) making the un-cooled 
Femto detector suitable achieving a glucose LOD of 
4.5mM/L. However, when moving to lower 
excitation powers using the Superlum the Femto 
noise floor proved too high and LOD was reduced 
to 100mM/L. The large area SPAD, despite its 
smaller area compared with the Femto, proves 
sufficient for the probe collection fiber and has 
significantly lower noise. 

Femto (un-cooled) 
Noise Equivalent Power (NEP): 0.7fW 
Diameter 1100µm 

UNBF 
853.75nm (central wavelength) 
0.75nm (FWHM) ~12cm-1 
(#853.75-0.75 OD6, Alluxa, CA) 

The UNBF filter selection affects three main 
performance metrics: spectral range (Equation 1.40), 
and resolution (see Equation 1.41). Additionally, as 
the detection is done at a longer wavelength, the 
silicon quantum efficiency decreases (see Figure 
B.1), affecting SNR. The final filter (884nm) was 
chosen since it allowed detection of the main 
Raman fingerprint region as well as other 
biologically and environmentally relevant samples in 
the 730-1670 cm-1 range even with the Superlum 
laser (see below). 

935.12nm 
0.45nm (FWHM) ~12cm-1 
(#935.125-0.45 OD5, Alluxa, CA) 

884.00nm (central wavelength) 
0.45nm (FWHM) ~7cm-1 
(#884.00-0.45 OD6, Alluxa, CA) 

Collimating/Focusing lenses 
Since the two different detectors used had significantly different active areas and mechanical 
specifications, the collimation and focusing had to be matched in regards to étendue, 
magnification and focal lengths that match the distance between the detector housing to the 
active area. The lenses chosen for the SPAD (detailed in the following) were the only 
commercially available options that allowed for all of these requirements to be met. 

Table 2.4: Partial list of the design alternatives for the SSRS receiver 

The SSRS receiver is designed to match the probe in regards to étendue and 

optical magnification, while also determining the spectral resolution with the UNBF. 

The mechanical dimensions of the detector play a crucial role in adjusting the receiver 

optics to make sure light is collected and focused efficiently onto the detective’s active 
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area. Additionally, if the detector noise floor isn’t sufficiently low, it affects the total 

SNR of the system (see Equation 1.14). Since the probe went through several design 

iterations, the receiver was also continually evolved to match the probe and tunable 

laser source. 

The final SSRS receiver is comprised of a small optical setup that collimates the 

light from the probe, passes it through the UNBF, and then focuses it back onto the 

detector (See Figure 2.5). Importantly, the optical receiver must match or surpass the 

étendue of the probe so that the collection enhancement achieved by the SSRS probe 

is not lost (see Figure 1.11). Additionally, the optical magnification of the receiver 

should guarantee that the beam spot size is smaller or equal to the detector’s active 

area.  

 
Figure 2.5: A diagram of the optical receiver which collimates the light from 
the probe, passes it through the UNBF and then focuses it onto the SPAD 
active area. 

The UNBF used in this setup was a ½” Ø, with a central-wavelength of 884nm 

and a FWHM of 0.45nm (Custom filter by Alluxa, CA). The acceptance angle of this 

UNBF was calculated in Section 1.4.4 and found to be 2.04 degrees. The étendue of 

this filter is therefore 0.5mm2 (see Equation 1.26), and does not pose a limitation on 

the light collected with the SSRS probe.  

The detector used is a large area, electrically cooled Silicon SPAD (ID 



99 
 

Quantique, Switzerland). This SPAD has a 500µm diameter active area and can be 

cooled down to -40C°. Additionally, this SPAD has very low dark count rate (<300Hz 

specified and measured ~50Hz), making it suitable for extremely low Raman signal 

detection. Previous SSRS fiber probe implementation37 as well as free-space SSRS36 

have used a un-cooled zero-biased high transimpedance photodetector (Femto, 

Germany). This was possible since the excitation power exceeded 80mW (for the fiber 

probe) or since the free-space SSRS system has a much higher étendue compared with 

the probe, ensuring high signal compared with detector noise (dark counts). However, 

moving to a lower excitation power (<12mW) while using the SSRS probe, requires 

the use of this ultra-low noise detector. The SPAD dark noise count (at -40C°) has an 

equivalent incident power of 0.012fW (~50 photons per second at 884nm) while the 

Femto’s is 0.7fW, making the SPAD almost 60 times more sensitive.   

 
Figure 2.6: The ratio of the polystyrene peak signal and the low-signal spectral 
point with various SPAD bias and threshold voltage settings, which allowed to 
determine the SPAD operating parameters to optimize SNR. 

The SPAD, which has an internal avalanche quenching circuit (see Subsection 

0) requires the setting of both the bias voltage and the quenching parameter 

(“threshold voltage”) which determines the SPAD recovery time after an avalanche 
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has occurred. If the threshold is set too high, the detector is idle for longer periods 

but if set too low, after pulsing from previous avalanches can create “false counts” and 

enhance the noise. In order to determine the optimal operation parameters, the SPAD 

was cooled to -40C° and signal of the polystyrene Raman peak (1001 cm-1) and of a 

low Raman signal area (970 cm-1) were measured (see Figure 3.2) using 100mW of 

excitation over an integration period of 10 seconds. The objective was to find the 

voltage settings for which the contrast between these values would be greatest, i.e. 

where the SNR would be the greatest. Figure 2.6 shows the contrast results where the 

darkest red colors achieved the best contrast. Based on these results, the bias voltage 

was set to -200V and the threshold setting to 0.1 for all future measurements. 

Importantly, SPADS sometimes exhibit signal instability, independent of 

incoming photons but rather due to trap states in the junction which are excited due 

to the high voltage applied243. This, and the device dark count rate, are unit-specific 

characteristics that need to be individually assessed before integration into the system. 

Figure 2.7 shows an example of trap-assisted bistability which was discovered in one 

of the SPADS.  

 
Figure 2.7:  A trap-assisted bi-stability phenomenon where signal levels are 
constant but SPAD output counts differ due to released trap states. This 
phenomenon is rare and dependent on the specific detector which requires 
testing of each SPAD unit. 

With the SPAD’s acceptance solid angle of 2π (NA=1), étendue is calculated 

from Equation 1.26 and is equal to 0.617mm2, posing no limitation on the collection 
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efficiency of the probe or the receiver in a fiber-based system. However, the SPAD’s 

étendue can pose a limitation in a free—space system. 

Since the probe’s collection fiber is 600µm in diameter, and the SPAD’s active 

area is 500µm in diameter, the collimating and focusing lenses in the receiver must 

create an optical magnification of 0.83 or less. For a system of two lenses as described 

in Figure 1.11, the optical magnification M is defined as the ratio of the lenses focal 

lengths: 

𝑀 =
𝑓2

𝑓1
 

(2.1) 

 
Figure 2.8: A picture of the SSRS optical receiver assembly from Figure 2.5, 
housed in a black anodized tube to reduce room-light leakage into the detector. 

 The collimating lens, 𝐿1, was chosen with a focal length of f1=7mm and a 

diameter of ½” (ACL12708u-B, Thorlabs) while the focusing lens, 𝐿2 was chosen with 

a focal length of 10.5mm, and a 12mm diameter (ACL1210u-B), ensuring a suitable 

magnification of 0.66. These lenses were also the only commercially available options 

that allowed for both the magnification, and mechanical constraints to be met. 

  The position of the focusing lens was fixed to be as close as possible to the lip 

of the SPAD housing, but remained unchanged afterwards. Both lenses have NIR anti-

reflective coating and the receiver assembly was housed in a black anodized tube to 

minimize room light from entering the detector, see Figure 2.8. Additionally, the 
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entire receiver was housed in a black box to prevent stray light from entering the 

detector.   

 Overall, the SSRS probe, UNBF and SPAD have theoretical étendue values of 

0.22mm2, 0.5mm2, and 0.617mm2 respectively. The total sensor étendue is therefore 

currently bound by the collection fiber. The spectral resolution, calculated from 

Equation 1.40 is 7 cm-1. Compared with a standard Raman probe, designed for 

dispersive spectrometer with a single collection fiber (200µm Ø, 0.25 NA), the SSRS 

probe has an expected 36-factor improvement in collection power. The measured 

collection and resolution the SSRS probe and receiver are given in Section 2.2.2. 

2.2 SSRS Proof of Concept  

This section will include the proof of concept demonstration of the SSRS probe 

and provide performance metrics, benchmarked against a dispersive benchtop system. 

The hardware implementation including two different tunable lasers is detailed in 

Subsection 2.2.1. The SSRS probe light collection efficiency, and sensitivity are given 

in Subsection 2.2.2. 

2.2.1 SSRS System Implementation 

The heart of SSRS is the tunable laser. It carries considerable weight in the 

design and performance of the SSRS sensor and network. Excitation power, excitation 

stability, total tuning range, tuning accuracy and repeatability are determined by the 

laser. Two tunable lasers were used in this work, showcasing opposite ends of the 

available tunable laser spectrum (pun intended). These lasers differ in every possible 

aspect: size, cost, pump method, output power, tuning range, tuning resolution and 

accuracy, yet they both produce successful Raman spectra (see Figure 2.18). 
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The first is a high power, Continuous-Wave (CW) Titanium:Sapphire 

(Ti:Sapph), (M Squared, UK) pumped with a 10W frequency-doubled 1064 diode 

laser (Coherent, CA USA), providing an output power exceeding 2W (approximately 

1.2W after fiber coupling). The laser tuning is controlled with a High Finesse WS7 

wavemeter, guaranteeing a wavelength resolution of 1e-5nm. The laser tunes between 

700-1000nm, corresponding to a theoretical spectral range of 0-4285 cm-1 but 

practically limited by the SSRS probe excitation filter to 0-2237cm1.  Importantly, the 

Ti:Sapph tuning mechanism, having an internal control loop requires between 5-30 

seconds to tune between wavelengths (depending on the distance between them) and 

so while the wavelength accuracy is very high, the tuning overhead is significant for 

multiple data points.  

 
Figure 2.9: An optical setup diagram showing the components required to 
couple the Ti:Sapph output beam into an optical fiber while controlling the 
power. An isolator prevents light from returning into the cavity. The polarized 
output of the laser can be rotated with a half wave-plate after which a portion 
of the power can be passed through a polarizing beam-splitter. A telescope 
adjusts the focusing point of the beam and two mirrors are used to adjust the 
beam angle and location to couple into an optical fiber. 

The cost of this laser system exceeds $200k and it takes a considerable amount 

of space on top of a vibration-damping optical table. Figure 2.9 shows a schematic 

diagram of the laser and fiber coupling assembly. This setup allows to adjust the power 

coupled to the fiber through a polarizing beam-splitter and control beam parameters 

(position, angle) to better couple the beam into an optical fiber (SM 780HP, Thorlabs, 

NJ) 
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On the other end of the spectrum lies the Superlum. This second tunable laser 

is an electrically pumped diode (OEM‐BS‐790‐1, Superlum, Ireland). The laser is 

followed by a booster amplification unit (OEM Booster, Superlum, Ireland), 

outputting 20mW. The Superlum tunes between 770-825nm in 0.1nm increments. 

The laser linewidth is 0.05nm and the tuning is done based on a lookup table without 

an active control or external wavelength measurement.   

This laser is compact, lightweight and arrives ready for fiber coupling with the 

provided Polarizing Maintaining (PM) SM fibers (PM780-HP, Thorlabs, NJ), proving 

easy to use without any optics know-how. Additionally, tuning between wavelengths 

is very fast, and takes less than 1 second, significantly shortening the tuning time 

overhead.  The optical fiber launch diagram and pictures of the laser and booster units 

are given in Figure 2.10a and Figure 2.10b, respectively.  

 
Figure 2.10: a) The Superlum laser and booster units connected to an 
additional fiber isolator unit minimizing laser output instability. b) A picture 
of the superlum laser and booster units 

As seen in Figure 2.10a, an isolator (IO-F-780APC, Thorlabs, NJ) was 

introduced after the booster since the laser showed power fluctuations due to internal 

reflections when the SSRS probe was connected (but not when inspected as a stand-

alone without additional devices connected). Figure 2.11 shows the power 

fluctuations recorded simultaneously in both the SPAD and a 1% SM tap and power 

meter (see details below). 
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Figure 2.11: Top: the SPAD counts showing the modulation caused by power 
fluctuations from the laser source, Bottom: the recorded power fluctuations as 
seen by the 1% tap and power meter. 

The total available optical power after the fiber isolator is approximately 12mW 

at the fiber launch and effectively limited to 6-8mW on the sample after coupling 

losses into the probe (due to butt coupling losses and probe insertion losses which will 

be detailed in the following section). 

Since the Superlum lacks an active wavelength measurement, the output 

wavelength of the Superlum was measured in 1nm steps and repeated 100 times per 

each wavelength using a wavemeter (Bristol 621, Bristol Instruments, NY). The results, 

given in Figure 2.12, show that the output wavelength is constantly shifted by 

+0.25nm compared with the requested wavelength. Additionally, towards the edges 

of the Superlum gain curve (see Figure 1.19a) the wavelength fluctuates significantly 

and can reach deviations of up to 2-3nm in the 770-785nm tuning range, limiting the 

effective tuning range of this source.  
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Figure 2.12: Superlum wavelength output stability vs. requested wavelength. 
The laser has significant wavelength fluctuations at the edge of the operation 
range and generally suffers from a +0.25nm offset compared with the requested 
wavelength, which needs to be calibrated for. 

These results are further illustrated in Figure 2.18, showing glucose spectra 

acquired with both tunable sources and showing the spectral shift due to the 

Superlum wavelength shift. 

 
Figure 2.13: The output power as a function of wavelength for the (a) Superlum 
and for the (b) SolsTis Ti:Sapph, showing the dependency of output power on 
wavelength which affects the spectra baseline. 

Both tunable lasers above have gain curves, i.e. the output power depends on 
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the wavelength. Figure 2.13 shows the output power as a function of wavelength for 

the Superlum (a) and the Ti:Sapph (b). To adjust and correct for the output power 

variation as well as power drifts, a 1:99 SM broadband fiber tap (TW805R1A1 for the 

Superlum and TW850R1A1 for the Ti:Sapph, Thorlabs, NJ) was introduced to 

continuously monitor the laser output using a power meter (PM101, with a s S120C 

power head, Thorlabs, NJ).  

The SPAD, power meter and Superlum are USB controlled while the Ti:Sapph 

control module is accessible via ethernet or internet connection. A complete system 

diagram is given in Figure 2.14. The instrumentation was controlled using python 

drivers and libraries (written by Gavin West, Jaehwan Kim, Dodd Gray, Nili Persits 

and Dahlia Dry) and had a webpage-based graphical user interface written by Dahlia 

Dry to facilitate instrumentation control and data analysis and visualization (see 

Figure 2.15). 

One of the concerns in the early stages of the design was that using a SM source 

and MM fibers would create mode instability in the excitation. Initially, a few SM 

probes were manufactured (see Section 2.2.2) but once MM fibers were found to be 

preferable in regards to coupling efficiency, attenuation and cost, the probes were 

made with MM excitation. To mitigate possible effects of mode instability, a mode 

scrambler was introduced immediately after the laser output SM fiber 

(#SMC085001014AS21011, AC-Photonics, CA). The scrambler has a SM 780HP 

fiber input and a 50/125µm MM GRIN output, which is also compatible with the 

62.5µm probe input fiber. When the scrambler was connected, a 1:99 broadband 

50µm MM tap (TM50R1F1B, Thorlabs, NJ) would replace the SM tap and be placed 

after the scrambler (see Figure 3.4). Notably, when the system was connected no effects 

of mode instability were detected without the scrambler and so it was removed from 

following measurements as it was introducing additional attenuation. 
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Figure 2.14: A single probe SSRS system diagram showing major components 
and connections. The laser power is monitored externally using a 1:99 optical 
tap connected to a power meter. The lion’s share of the light passes through to 
the input of the SSRS probe. The SRSS output is connected to the optical 
receiver which detects the light. All components: the laser, power meter, and 
SPAD are controlled via USB and a custom python script by the main 
computer. 

 

 
Figure 2.15: A screen shot of the Python GUI interface to control the 
measurement and perform quick data analysis written and maintained by 
Dahlia Dry. 
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Both lasers were measured for power output and stability in their relevant 

tuning range, and show output powers and fluctuations with wavelength dependency, 

as seen in Figure 2.16, that mostly follow the lasers gain curves (see Figure 2.13).  

 
Figure 2.16: Power output and stability as a function of wavelength in the range 
of 760-830nm for the Ti:Sapph (top) and 770-825nm for the Superlum 
(Bottom). 

From the above figures, a few additional important details emerge. The 

Ti:Sapph has a tuning hop around 818nm, which has to do with a coarse change in 

the laser cavity tuning (etalon). Attempting to tune to wavelengths in the immediate 

vicinity of this wavelength resulted in extreme wavelength instability and errors. 

Furthermore, the Ti:Sapph requires between 2-3 hours to heat up and reach thermal 
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equilibrium and should not be used before then.  Both lasers don’t show smooth 

power curves due to the step-wise tuning and while they are capable of continuously 

tuning the wavelength in a way that might increase tuning smoothness, the scanning 

speeds (>1nm/sec) are too fast for the SPAD and would compromise the spectral 

resolution. 

When comparing the power stability for a single wavelength, it was evident the 

Ti:Sapph has significantly higher power fluctuations compared with the Superlum (see 

Figure 2.17). The output was measured at the lasers’ fiber launch at a wavelength of 

800nm over 30 minutes. The Ti:Sapph power had a STD which was 1.1% of the mean 

value, while the Superlum had a STD of only 0.29% of the mean value, making the 

Ti:Sapph “noisier” by  a factor of 3.5. For comparison, the 830 nm IPS laser used with 

the dispersive system only has a 0.04% STD over mean value. Importantly, Ti:Sapph 

lasers are affected greatly by the optical laser pump that drives them. The measured 

fluctuations shown below are indicative of an old pump laser and can be reduced with 

a newer laser. 

 
Figure 2.17: Tunable sources output power stability versus time with the 
Superlum in blue and the Ti:Sapph in red for 800nm excitation. The 
measurements were normalized to the mean, showing the large variance in 
output power for the Ti:Sapph, introducing measurement noise. 
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These results further emphasize the importance of closely monitoring the 

output power for each measurement in order to evaluate the added noise and correct 

for significant power drifts or hops in the data during post-processing. 

2.2.2 SSRS Probe System Performance  

Figure 2.18 shows normalized unsmoothed spectra of a glucose solution (50 

g/L) taken with both the Ti:Sapph and Superlum lasers in the 770-825nm wavelength 

range (809-1675cm-1) with the 0.25. Both spectra were collected over 367 wavelengths, 

with 1 second integration time per data point, repeated 10 times and the sample was 

placed in a quartz cuvette with 1mm thick walls (CV10Q35, Thorlabs, NJ). The power 

on sample was 6mW for the Superlum and 60mW for the Ti:Sapph. The Superlum 

shows a slight wavenumber deviation of 2-4cm-1 compared with the Ti:Sapph since 

tuning is not based on active control but rather on a look-up table (see Figure 2.12). 

The spectrum is weighted according to the excitation power per wavelength so that 

the laser gain curve isn’t reflected in the spectra. 

 

Figure 2.18: Glucose solution, 50g/L in water spectra acquired with the SSRS 
probe using the Superlum with 5-6mW (dark green) and Ti:Sapph with 50-
60mW (light blue) showing slight wavenumber shifts due to tuning differences. 
Both spectra were acquired with 1 second integration repeated 10 times per 
data point using a quart cuvette 
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2.2.2.1 Étendue  

As calculated in Section 2.1.2, the SSRS probe system has an expected 

theoretical étendue of 0.22mm2, which is 36 times that of a standard dispersive Raman 

probe. Along with the insertion losses, and collection losses caused by misalignment 

and fabrication non-idealities (see Table 2.3), the collection is bound by 60% 

collection efficiency, effectively limiting the possible collection enhancement to a 

factor of x21. 

A pure comparison of the SSRS probe and a standard Raman probe is quite 

challenging since the standard Raman probe only allows 830nm excitation, and the 

SSRS probe cannot be used with a dispersive spectrometer (without adversely affecting 

the resolution).  

Therefore, a partial comparison is made solely for the throughput by using an 

830nm excitation source (IPS, NJ) and measuring the collected output power directly 

at the output fiber port from a highly fluorescent black frosted quartz cuvette 

(CV10Q14, Thorlabs, NJ) with a calibrated power meter (Thorlabs, NJ). In this 

manner, both probes, which have identical 0.25NA objective lenses, observe the same 

sample, with the same excitation, creating a strong signal so that it can be measured 

via a standard un-cooled power meter. 

The SSRS probe showed a consistent 12-factor enhancement in power 

collection compared with the standard probe, lower than the upper bound of x21. 

This discrepancy between theory and practice is attributed to misalignment of the 

large collection fiber that was reported as problematic by the probe manufacturer and 

was iterated upon several times (see Subsection 2.1.1.2). Even when the optical 

components are carefully considered and optimized, final alignment of the input and 

output should be done simultaneously while observing a Raman sample, and this was 
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not carried out during the probe assembly. 

2.2.2.2 Spectral Resolution 

 
Figure 2.19: Alluxa UNBF filters transmittance as measured in lab, and an 
inlay showing a manufacturing problem for the 853.75 filter showing an 
irregular jagged profile. The transmittance was measured by tuning the 
Ti:Sapph in the filter wavelength range and measuring the ratio of output to 
input power.  

The SSRS spectral resolution is determined by the UNBF. Our custom 884nm 

0.45nm FWHM filter was measured by the manufacturer (see Figure 1.17) (Alluxa, 

CA) and also verified in lab, by measuring the transmittance when the Ti:Sapph laser 

was tuning across the filter spectral range. The 853.75nm filter was also measured and 

both filters are shown in Figure 2.19.  

The 884nm filter showed similar results to the ones reported by the 

manufacturer, however, the 853nm filter shows a deviation from the expected 

Lorentzian profile (see small inlaid figure). These thin-film filters are made in batches 

by various coating layers and some processes can deviate from specification and result 

in artifacts. An evaluation of each batch should be performed to guarantee 

performance. 
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Figure 2.20: Spectral resolution for the dispersive Biomod system. Left- PSF 
estimation with a SM fiber input, center –laser line resolution with 200µm slit 
and 1200 lines/mm 750nm blazed grating, right – laser line resolution with 
200µm slit and 600 lines/mm 1µm blazed grating. 

The SSRS probe spectral resolution was benchmarked against our custom 

backscatter dispersive benchtop system (named Biomod). The Biomod uses 120-

150mW of 830nm excitation and a LN2 cooled spectrometer (Acton SP-300i), with a 

1µm-blazed grating with 600 lines per mm. A custom small-volume (40µL) sample 

holder with a 0.15mm fused silica window holds the sample. A 0.75NA objective is 

used for excitation and collection of the Raman photons which are then coupled into 

a 7-fiber bundle with 200µm, 0.22NA fiber cores (62% fill factor - BFL200LS02, 

Thorlabs, NJ).  

https://www.thorlabs.com/thorproduct.cfm?partnumber=BFL200LS02
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Figure 2.21: A plot of étendue vs. spectral resolution for the SSRS probe 
(orange line: theoretical bound) where the star shows the current UNBF filter, 
(red line – measured value) and our custom dispersive system with a 7 
collection fiber bundle (blue circle) and PSF in light blue star. 

The Point Spread Function (PSF) of the Acton spectrometer was estimated by 

measuring the laser-line width when inputted by a SM fiber (5µm core, P3-780Y-FC-

1, Thorlabs, NJ) into the spectrometer slit and using a 750nm-blazed grating with 1200 

lines per mm. This measurement stands for the highest resolution achievable by this 

spectrometer which is 0.284nm or approximately 4.1 cm-1. The laser line was also 

measured when the excitation was introduced using the 200µm 7-fiber bundle to show 

the resolution decrease with enhanced slit-width. This measurement was done for 

both gratings to show the effect of the grating on the resolution. Figure 2.20 shows 

the resolution of the Biomod and demonstrates that the SSRS resolution is better 

than that achieved with the dispersive spectrometer with a 200µm slit width. 

Figure 2.21 (based on Figure 1.15) compares the SSRS probe collection power 

and spectral resolution with that of our dispersive Biomod (assuming a x7 étendue 

enhancement due to the fiber-bundle collection). Since the collection is bound by the 

fiber, the SSRS étendue is constant, regardless of the spectral resolution which is 
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determined by the UNBF. The orange line and star show the upper theoretical bound 

for the SSRS probe, and the red line and star show the measured values, described in 

2.2.2.3. The blue light star shows the PSF of the Biomod and the blue circle shows 

the measured resolution and calculated étendue for the 7-fiber bundle. 

Importantly, by increasing the fiber diameter to 1000µm (FP1000ERT, 

Thorlabs, NJ), and using a 1” Ø UNBF, it is possible to reach the SPAD étendue value 

of 0.617mm2 and almost tripling the bound for the theoretical collection efficiency 

without compromising resolution. 

2.2.2.3 SSRS Probe Sensitivity (SNR) 

As detailed in Subsection 1.3.2, the sensitivity, i.e. the expected SNR of a 

Raman system for a known sample, can be evaluated by two methods: the analytical 

route, using Equation 1.21, by which many parameters of the setup and sample need 

to be measured or approximated, or by conduction an LOD measurement (see Figure 

1.9) which provides a fast and efficient estimate of the system sensitivity without 

getting into the weeds.  

The glucose LOD was measured with a NA=0.25 SSRS probe using both 

tunable sources. Due to the Superlum wavelength shift between command and 

output, the wavelength was first scanned for the glucose peak exact position (1125cm-

1) with a high concentration (50g/L) solution and found to be at 803.9nm (versus 

804.0nm with the Ti:Sapph). The Superlum was used with 5mW of output power (on 

sample) while the Ti:Sapph had approximately 32mW and the Biomod used 150mW. 

The glucose solutions were placed in a quartz cuvette.  

All spectra were acquired over 10 seconds, repeated 50 times to establish mean 

and standard deviation values and compared for the primary glucose Raman peak. 

Figure 2.22 shows the LOD plots for all measurements. 
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Figure 2.22: Glucose SSRS probe 3σ LOD results for the Superlum with 6mW 
(green, left)), Ti:Sapph with 40mW (red, center) and a dispersive benchtop 
using 150mW at 830nm excitation with a 7-bundle fiber collection. All spectra 
were acquired with 10 seconds integration repeated 50 times. 

The LOD values were 1.00g/L, 0.90/L, and 0.78 g/L for the Superlum, 

Ti:Sapph, and dispersive system respectively. Despite significantly lower excitation 

power (20% for the Ti:Sapph, and 4% for the Superlum), the SSRS glucose LODs are 

lower than 1g/L (5.55mmol/L) and on the same order of magnitude as that of the 

dispersive system. The SSRS probe proved to be over 4 times more sensitive than the 

custom benchtop dispersive system for every milliwatt of excitation. 

As a reminder, Equation 1.14, repeated below for convenience, lists the noise 

contributing elements in our system: 

𝜎𝑡𝑜𝑡 = √(𝜎𝑠
2 + 𝜎𝑏

2 + 𝜎𝑑
2 + 𝜎𝐹

2 + 𝜎𝑟
2) ≅ √𝜎𝑠

2 + 𝜎𝑏
2 (1.14) 

Where the background shot noise, σb
2 and the Raman peak signal shot noise, σs

2 are 

assumed to be dominant and the dark noise was assumed to be negligible. In the case 

of the Superlum water measurement (0g/L of glucose), the signal due to the water 

background was σb
2 ≅ 8030 counts per 10 seconds, and the dark counts σd

2 ≅

500 counts per 10 seconds, justifying our assumption that this measurement is shot-

noise limited. The theoretical total noise, σtot ≅ 90 closely matched the noise 

measured of 84 counts per 10 seconds. For the 50g/L glucose solution, the signal 
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intensity is sufficiently high, becoming the dominant shot noise factor and increasing 

the total noise to an expected 160 counts, with 141 counts measured. 

When using the Ti:Sapph with 6.4 times the excitation power compared with 

the Superlum, the water background signal increases to 60130 counts per 10 seconds, 

corresponding to an expected 𝜎𝑏 ≅ 250, however, the data is significantly noisier with 

measured values of  σtot = 310. The laser fluctuations were consistently measured to 

be between 3.4 and 4 times larger than those of the Superlum, as seen in Figure 2.17, 

adding noise to the process. 

 Despite the x6.4 increased power of the Ti:Sapph compared with the Superlum, 

and the shot-noise limited receiver, expected to yield a √6.4 ≅ 2.5 SNR enhancement 

(see Equation 1.21), the enhancement is impaired by the addition of laser fluctuation 

noise. Noting the added laser noise as σL
2, we can be model the total noise according 

to the following Equation: 

𝜎𝑡𝑜𝑡 ≅ √𝜎𝑠
2 + 𝜎𝑏

2 + 𝜎𝐿
2 (2.2) 

Looking at the Ti:Sapph water measurement, and plugging the values, we reach an 

estimation that σL
2 = 35470 counts per 10 seconds. 

 We can further calculate the expected SNR gain for the Ti:Sapph compared 

with the Superlum with the added laser noise when the excitation power is increased 

by a factor of 𝑝𝑥: 

𝑆𝑁𝑅 𝐺𝑎𝑖𝑛 =
𝑆𝑁𝑅 (𝑇𝑖: 𝑆𝑎𝑝𝑝ℎ)

𝑆𝑁𝑅 (𝑆𝑢𝑝𝑒𝑟𝑙𝑢𝑚)
≅

𝑝𝑥(𝐵 + 𝑆)

√𝑝𝑥(𝐵 + 𝑆) + 𝜎𝑑
2 + 𝜎𝐿

2

𝐵 + 𝑆

√𝐵 + 𝑆 + 𝜎𝑑
2 + 𝜎𝐿

2

 (2.3) 

Plugging the data from the Superlum water measurement where the signal due to the 

Raman peak is 0 and the background comprises the entire signal counts, the SPAD 

dark noise is negligible, as is the laser noise for the Superlum, we reach: 
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𝑆𝑁𝑅 𝐺𝑎𝑖𝑛 ≅

6.4𝐵

√6.4𝐵 + 𝜎𝐿
2

𝐵

√𝐵

 (2.4) 

The results are plotted in Figure 2.23 where the red dot stands for the measured excess 

laser fluctuation counts, reducing the SNR gain to 1.15, matching the results for the 

Superlum and Ti:Sapph LOD. 

 
Figure 2.23: SNR gain enhancement of the Ti:Sapph laser compared with the 
Superlum when accounting for both the excess laser power and additional laser 
fluctuations as described in Equation 2.4. The red dot marks the gain 
enhancement in the LOD measurements in Figure 2.22.  

These results illustrate the significance of the tunable source stability for the overall 

system sensitivity and the need to reduce power fluctuations. 

2.3 Application Demonstration: Nitrate Monitoring 

Now that the SSRS probe sensitivity has been verified and benchmarked, we 

move to show the usefulness of SSRS probes in monitoring nitrate in a hydroponic 
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setup and the monitoring of additional agriculture pollutants in water. 

2.3.1 Nitrate LOD 

 
Figure 2.24: Immersion sleeve insertion setup for nitrate in water 
measurements with the sleeve inserted into a custom fabricated bottle cap to 
allow easy replacement of measured liquids without disturbing the probe. 

Nitrate is an important agricultural fertilizer and a significant environmental 

pollutant (see Subsection 1.7.1). To establish the sensitivity for nitrate monitoring 

with SSRS, a nitrate LOD measurement was performed with the SSRS probe and 

using the Ti:Sapph at a wavelength of 809.2nm and our Biomod benchtop dispersive 

system (detailed in the previous Section). The SSRS probe was used with an 

immersion sleeve (1mm fused silica window) and inserted into a 100ml bottle with a 

custom-made cap that help the immersion sleeve in place. It is crucial to prevent any 

relative movement between the probe and sleeve since they create varying background 

spectrum counts (due to the changing distance to the sleeve window)  

The SSRS probe used 50mW with 1ml samples placed in a quart cuvette. The 

dispersive benchtop used 100mW illuminating a small 40µl droplet which was placed 

in a high-collection (0.7NA) free space system. As before, the integration period was 
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10 seconds, repeated 50 times. the LOD results for the dispersive system (blue) and 

SSRS probe (orange) are 48ppm and 22ppm respectively (see Figure 2.25), resembling 

previous works on the subject (see Subsection 1.7.1). Additionally, the EPA standard 

of 44ppm is represented by the gray-shaded area, showing the SSRS sensitivity is 

adequate to enforce regulatory standards in drinking water. 

 
Figure 2.25: Nitrate 3σ LOD measurement using the Ti:Sapph and the  SSRS 
probe with 50mW of excitation (orange) and the dispersive benchtop (blue) 
using 100mW of 830nm excitation for the nitrate peak at 1049cm-1 (10 second 
integration repeated 50 times) 

Notably, the nitrate LOD is higher for the SSRS compared with the dispersive 

system, in contrast to the glucose LOD. Firstly, the laser output power was 50mW 

compared with 32mW on sample and accounts for an SNR improvement of√50/32 =

1.25. Additionally, the laser power fluctuations at 809.2nm are a factor 2.2 lower in 

magnitude (STD over mean value) compared with the power stability for the glucose 

wavelength (804.0nm, see Figure 2.26), reducing the noise which impaired the glucose 

LOD measurement with the Ti:Sapph. 
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Figure 2.26: Ti:Sapph power fluctuations for the glucose peak wavelength 
(green) and the nitrate peak wavelength (red) showing the laser output power 
as well as stability depend on the wavelength. 

To illustrate the difference in sensitivity between the SSRS and dispersive 

systems, Figure 2.27 shows mean-normalized histograms of the 50-nitrate peak215 

(1049 cm-1) signal measurement repetitions for the 1000ppm standard nitrate solution 

(traceable to SRM from NIST, Millipore-Sigma).  

The histograms show the signal distribution, and a gaussian fit, which is used 

to estimate the measurement noise (see Equations 1.42, 1.43 and Figure 1.24). The 

narrower distribution for the SSRS correlates to a lower standard deviation and 

enhanced SNR.   

After the nitrate LOD was established for the SSRS, providing an important 

benchmark, a monitoring demonstration for a real-world application was necessary.  

The following Section describes the use of the SSRS probes to monitor the nitrate in 

a small-scale hydroponic setup. 
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Figure 2.27: Histograms of the normalized standard deviation of Raman signal 
measurements for both dispersive Biomod and SSRS system on the nitrate 
1000ppm NIST standard Raman peak signal with 50 repetitions and fitted 
Gaussian curves with the equivalent STD. 

2.3.2 Hydroponic Nitrate Monitoring 

 
Figure 2.28: Pictures of the Rise hydroponic lab setup used to grow a variety of 
plants. In the right-side picture, the nitrogen deficient system is on the left 
showing smaller, yellowing plants while the nitrogenous system on the right 
has large green plants. 

Two small-scale, 5-liter water-recycling hydroponic system (Rise Gardens) were 

used to grow Pak choy (Toy choy hybrid, 2 units), Chinese broccoli (Early jade hybrid, 

1 unit), mint (Peppermint, 2 units) and cilantro (Santo hybrid, 1 unit). The nutrient 
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media composition in the first system was nitrogenous and was prepared based on 

known recipes244,245. The second system had no nitrogen compounds and calcium 

chloride (CaCl) replaced the nitrogen salts. After media dilution in to the first water 

reservoir, the concentration of nitrate was 700ppm. Monitoring began exactly 5 weeks 

after planting and lasted for a week. Each hydroponic system contained 6 mature plant 

units, considered to be in a period of higher nitrate uptake246. Nutrient uptake 

depends on the plant strain and age and so is expected to vary throughout the growth 

cycle. 

 
Figure 2.29: SSRS Nitrate peak signal as a function of time with 10mW of 
excitation 5 seconds integration repeated 10 times, monitoring both 
hydroponics systems water reservoir after media with nutrients was introduced 
on Day 0. The nitrate deficient system nitrate peak is in gray and the 
nitrogenous system is o in red. 

 Water from both reservoirs was measured daily in immersion mode by the 

SSRS probe using 10mW of excitation over a 30 seconds integration period, repeated 

50 times to establish the standard deviation.  

Figure 2.29 shows the nitrate peak (1049cm-1) signal level for the two 
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hydroponic systems as it was recorded by the SSRS probe as a function of time (left Y 

axis), while also showing the approximated nitrate level (right Y axis) (Orange for 

nitrogenous and gray for nitrogen deficient). The nutrient media was introduced on 

Day 0 and a clear downward trend is visible through Day 6 where a replenishing of 

the media is necessary (The error bars on the control are not visible and are on the 

order of 1000 counts, approximately 0.2% of the signal level). 

 
Figure 2.30: Spectra of a Pak Choy Leaf (green) and a NIST standard 1000ppm 
nitrate solution (blue) acquired with the SSRS using 10mW of excitation with 
5 second integration repeated 10 times over 225 spectral data points between 
770-825 nm. 

The SSRS probe was also used to acquire the full spectrum of a Pak Choy leaf 

from the nitrogenous system with 10mW excitation, 5 seconds integration time 

repeated 10 times over 225 equally spaced data points between 770-825nm. Figure 

2.30 shows both the leaf spectrum and the spectrum of the standard nitrate 1000ppm 

solution. The nitrate peak is clearly visible in the solution and in the leaf, while the 

leaf spectrum additionally has known carotenoid247,248 (1521, 1153 cm-1 ) and 
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cellulose247 (1320 cm-1) peaks. The nitrate solution spectra shows an artifact of Lieber-

fit in the are of the water peak. 

2.3.3 Estuary Water Sample 

While nitrate is one of the most significant agriculture-related environmental 

pollutants, it is by no means the only one (see Table 1.1). Raman spectroscopy is 

particularly useful in identifying different compounds due to their distinctly different 

spectra. Figure 2.31 shows spectra of three common fertilizer compounds acquired 

with the SSRS probe (50mW, 1 second integration repeated 10 times): sodium nitrate 

(blue), urea (red) and ammonium sulfate (green). These compounds have clear Raman 

peaks that can be easily distinguished: nitrate (1049, 1382 cm-1), urea (1005cm-1), and 

sulfate (971cm-1) where ammonium has known Raman peaks in the longer 

wavenumber region, approximately 3276, 3380 cm-1. 

 
Figure 2.31: Raman spectra of fertilizer salts including Sodium nitrate(blue), 
urea(red) and ammonium sulfate(green), acquired with the SSRS probe with 
50mW of excitation with 1 second integration repeated 10 times. 

To prove the usefulness and utility of the SSRS probe on less familiar and 

controlled water samples, a sample was taken from the Falmouth estuary in Cape Cod, 
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Massachusetts in January 2022 (see Figure 2.32b) and measured in lab and compared 

to tap water and distilled water meant for cell culture (Gibco). Spectra were acquired 

with an immersion sleeve using 50mW with 5 second integration repeated 12 times. 

Figure 2.32a shows the comparison of these three water samples with a distinct sulfate 

peak centered on 971cm-1 in the estuary sample, exhibiting a spectral broadening 

compared with the solid sample in Figure 2.31 (see Subsection 1.4.2). While the tap 

water shows some spectral features, the distilled water sample shows no evidence of 

sulfate or other materials (other than the background signal generated by the 1mm 

thick fused silica immersion sleeve window). These water samples were not measured 

with any other method and so the results are not conclusive. However, sulfate 

enrichment in estuary waters has been documented249 and is assumed to be related to 

the biochemical activity which depends on the hydrological conditions, affected by 

drought and climate change. 

 
Figure 2.32: SSRS Spectra (50mW, 5 seconds integration repeated 12 times) 
of a a) Falmouth estuary water sample (green), tap water (blue) and distilled 
water (grey) showing a clear sulfate peak in the estuary water. b)  Location of 
the sample origin in the Falmouth Estuary in Cape Cod. 

2.4 Conclusions 

In this chapter the SSRS probe design and proof-of-concept demonstration 
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were discussed. The étendue of the probe, bound by the collection fiber, closely 

matches that of the SPAD and UNBF, with some room for theoretical improvement 

by a factor of 2.8 which is the SPAD limitation. The fabricated probe performance, 

achieved a x12 throughput enhancement instead of the predicted x36 enhancement 

which is attributed to alignment and non-idealities in the probe’s internal optics. 

 The probe’s sensitivity was benchmarked using a quantitative LOD against a 

custom, high-throughput, dispersive Raman system which uses a 7-fiber bundle 

collection and was found to be 4 times more sensitive for every milliwatt of excitation. 

Additionally, the system was used to monitor nitrate in a small-scale hydroponic setup 

in both the water reservoir and growing plants, monitoring the fertilizer uptake. Lastly, 

the utility of the system was demonstrated for environmental water monitoring by 

measuring an estuary water sample without any sample preparation. 
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CHAPTER 3  

Swept-Source Sensor Network 

The sensitivity and resolution of the SSRS probe have been established in 

Chapter 2, proving it is comparable to dispersive benchtop systems as well as FT-

Raman (see Section 1.4). However, in order for Raman to become a practical utility, 

a single-sensor system is insufficient. Utilities require a service to not only be essential, 

easy-to-use, and general, but also scalable 4,5. Scalability includes both the size of the 

service area and the economical scalability, both of which determine the cost-

effectiveness of the service. This chapter will demonstrate the scalability of SSRS using 

an optical fiber network, see Figure 3.1, and further illustrate the economic scalability 

of this approach. 

 
Figure 3.1: A diagram of the SSRS sensor network with multiple probes used 
with a single shared laser source. The laser is switched between different 
channels using a 1:N datacom switch and delivers excitation using GRIN 
optical fibers. The optical receivers can collect the data via USB ethernet or 
Wi-Fi modules.  



130 
 

Section 3.1 will detail the design and implementation of deploying a SSRS 

probe over large distances, enabling a large coverage area for sensing with a remotely 

positioned laser source. Section 3.2 will detail the optical data communication 

infrastructure enabling the use of a single tunable laser as a shared resource that can 

drive dozens of sensors simultaneously. Section3.3 will show a cost analysis of this 

method from a consumer stand-point and benchmark it against similar Raman sensor 

deployments using commercially available Raman systems. Finally, several potential 

applications for the SSRS sensor network will be given. 

3.1 Long Distance Deployment 

 
Figure 3.2: Polystyrene spectra (5mW, 2 seconds integration repeated 30 times) 
acquired for both a 10m long GRIN fiber (blue) and a 110 m long GRIN fiber 
(red), demonstrating the possibility of long-distance deployment with minimal 
changes to the acquired signal. 

The feasibility of long-distance deployment of SSRS probes is demonstrated 

through the acquisition of polystyrene spectra with two different fiber lengths 

connecting the laser to the probe: 10m and 110m (62.5µm NIR GRIN fibers, 

Thorlabs, NJ). The spectra were acquired using 5mW of excitation with the Ti:Sapph 
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laser in the 770-830nm range with 2 seconds integration repeated 30 times, see Figure 

3.2. The fiber attenuation is 2.9dB/km at 808nm250, and this value is used as an 

approximation for the entire wavelength range. 

The 110m polystyrene spectrum was attenuated by -0.74dB compared with that 

acquired with a 10m fiber, corresponding to 84.3% of the signal at 10m length. The 

expected attenuation due to the additional 100m length fiber is -0.29dB with two 

additional fiber butt-couples adding approximately -0.2dB each, totaling in -0.69dB, 

agreeing with experimental results. The silica Raman spectrum due to the fiber is not 

visible even with long fiber lengths since the probe has the cutoff filters integrated, 

attenuating the unwanted background. Mitigation of butt-coupling losses is easily 

accomplished by splicing the fibers together when the optical infrastructure is 

permanently deployed. 

Importantly, a deployment of 1km of fiber would result in approximately 50% 

of the excitation power reaching the probe. As shown from the sensitivity analysis in 

Subsection2.2.2.3, even the Superlum laser source (20mW) can be used to deploy a 

SSRS probe to distances extending a kilometer and still reach comparable sensitivity 

to that of a dispersive benchtop system. Using a more powerful laser source such as 

the Ti:Sapph with output powers extending 1W, can be used to deploy an SSRS probe 

to distances greater than 7km while maintaining performance. An additional 

enhancement of this range can be done by moving to a design relying on 50µm 

diameter MM GRIN fibers which have lower losses (2.3dB/km)250 and are also 

available Commercially Off-The-Shelf (COTS). 

With the spectral data collected by the receiver deployed remotely, the issue of 

communication and data collection become pivotal. If sensors are deployed very close 

to the laser and control computer, USB connections can be used since they are fast 

and extremely reliable. USB 3.0 cables can reach lengths of up to 15 meters and have 



132 
 

been used successfully with the SPAD which has a built in USB port for control and 

data communication. 

Alternatively, ethernet (using standard Cat5e or Cat6 cables) can reach lengths 

of up to 100 meters without requiring amplification. Most experiments in lab used 

either USB or ethernet to send the collected spectra from the receivers to the main 

control computer. Lastly, Wi-Fi module boosters with external antennas can reach 

distances of about 800 meters for reliable communication at speeds of up to 150Mbps. 

Longer deployment distances can leverage the optical fiber infrastructure already in 

place or require additional data communication installation which is beyond the 

scope of this thesis. 

3.2 SSRS Sensor Network  

On top of enabling remote deployment, the tunable source which has 

significant cost and considerable output power (particularly the Ti:Sapph), can be used 

as a shared resource to operate multiple sensors, thus allowing for physical and 

economical scalability of the SSRS network architecture. By additionally leveraging 

existing optical data communication infrastructure technology, chemical sensing as a 

utility is feasible. 

To demonstrate the potential for large scale, multi-sensor deployment, the laser 

excitation from the Ti:Sapph was connected to a 16 channel optical fiber MEMS 

switch which controls the output using a dual axis tilting MEMS mirrors (DiCon 

Fiberoptics, CA) The switch has a 20ms switching time between channels. The 

insertion loss is specifried as 1.4 dB max (measured with an LED) but was measured 

for each of the channels at both 785 and 800nm and was found to be between 0.1-0.3 

dB regardless of the wavelength, guaranteeing a high degree of uniformity between 
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the different network channels, see Figure 3.3.  

 
Figure 3.3: Insertion loss variation between all 16 channels of the DiCon 
optical fiber switch, not including insertion losses of the connectors, showing 
good uniformity between the channels. 

 Figure 3.4 shows a picture of the optical breadboard that hosts all the SSRS 

Raman network components connecting the laser and probes. Some of the 

components were introduced in early designs but are not part of the core design and 

their use is strictly optional. 

 
Figure 3.4: A picture of the SSRS optical board accepting the tunable 
excitation and delivering it to one of the 16 output switch channels with 
descriptions of the various components. 

 The first component of the network board is the tunable laser input (1), 

followed by a mode scrambler (2) (see Subsection 2.2.1). (3) An optical modulator 

(DiCon Fiberoptics, CA) with a Red Pitaya control unit was added to allow 

modulation of the excitation signal. Modulation of the laser allows us to perform lock-
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in-detection and improve the SNR of the system when ambient light leaks into the 

detector36. Since the SPAD was particularly sensitive to room light and had to be 

covered to prevent saturation. (4) To monitor the laser output power (with or without 

modulation), a 1:99 MM broadband optical tap was introduced, similar to the 1:99 

tap in the single-probe system. The 1% tap was connected to a Thorlabs power meter 

(5), connected via USB to the control computer. The 99% port was connected to the 

1:16 switch (6) which was controlled via an RS232 port. Software control allowed to 

choose the required channel through which the excitation would be delivered. 

 

 
Figure 3.5: Top: Individual urea spectra acquired through all 16 channels of 
the optical switch using 50mW and 1s integration repeated 50 times, and 
bottom: all 16 spectra overlaid together to show their similarity.  

To provide a proof of concept for the network operation, spectra of urea 
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(CO(NH2)2) solution (10g/L), were acquired through all 16 channels using 50mW of 

excitation and 1s integration per each data point repeated 10 times. Figure 3.5 shows 

the signal acquired through each channel separately (top) and also the signals overlaid 

together for comparison (bottom). 

 The results show the feasibility of deploying a large number of sensors over 

significant distances while maintaining the desired sensitivity and resolution for 

chemical detection and quantification. Notably, the 1:16 switch allows only one 

channel to acquire spectra while the other 15 channels are idle. This approach is 

useful when data acquisition is infrequent and the laser must be time-shared, which 

could also be used to reduce the overall laser cost and use a lower power laser option. 

However, it is also possible to drive many sensors simultaneously using the Ti:Sapph. 

A full analysis exploring the performance and cost of multi-sensor systems is provided 

in the following section. 

 This section successfully demonstrated the feasible large-scale deployment of a 

SSRS network comprising16 sensors and covering large distances. However, to make 

this a utility, physical scale must be accompanied by an economic justification which 

will be given in the following section. 

3.3 Cost Analysis and Potential Applications 

The cost of a utility is key to ensuring it is scalable and can serve multiple 

applications and users. The cost also determines which users are most likely to be first 

adopters of a technology, particularly when it is emerging and costs of parts, labor and 

installation haven’t been optimized. The following subsection will show a cost analysis 

of a few SSRS probe systems of varying size, followed by a few application examples 

that could be early adopters. 
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3.3.1 Economics of scale 

In order to assess the economic feasibility of SSRS as a chemical sensing utility, 

it is helpful to frame a few key scenarios and estimate the cost of the SSRS approach 

vs deploying COTS Raman solutions with equivalent sensitivity. To facilitate the 

comparison, we focus on fiber Raman probes and not large imaging systems which 

have significantly higher costs.  

The cost of the SSRS network can vary greatly based on system application and 

requirements. For example, if spectral measurements are infrequent and sensing can 

be performed by switching the laser between nodes, then a single laser can be used 

but the switch insertion losses and fiber attenuation need to be taken into 

consideration. 

The following cost analysis is built around three main cases, each with some 

degrees of freedom regarding the system parameters: 

i. Single probe system with a low power tunable source.  

ii. Switched multi-probe system 

iii. Simultaneous multi-probe system 

 Each case is analyzed from an engineering stand-point, detailing the design 

restrictions based on available component and their associated costs. The underlying 

assumption is that at least 6mW (on sample) of excitation is required for each node, 

guaranteeing equivalent sensitivity, resolution and spectral range described in Chapter 

2. Additionally, we assume all fiber connections are spliced and not butt-coupled to 

reduce excess attenuation. 

For the following analysis, it is assumed that fiber Raman probes, both SSRS 

and dispersive, are manufactured in the same manner and have equivalent optics. All 

prices are based on quotes received between 2021 and 2023 from various vendors and 
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are cost estimates, rounded to the nearest thousand and do not account for any recent 

price increase. 

3.3.1.1 Single probe system with a low power tunable source 

  From the case of a single probe system, which has been described in detail in 

Chapter 2, and given in Figure 3.6, we can learn about the critical components in the 

system. The general power link budget is given in following Equation when quantities 

are in logarithmic scale: 

𝑃𝑙𝑎𝑠𝑒𝑟[𝑑𝐵𝑚] + 𝐼𝑠𝑜𝑙𝑎𝑡𝑜𝑟𝑙𝑜𝑠𝑠[𝑑𝐵] + 𝑡𝑎𝑝𝑙𝑜𝑠𝑠[𝑑𝐵] + 𝑝𝑟𝑜𝑏𝑒𝑙𝑜𝑠𝑠[𝑑𝐵]

+ 𝑓𝑖𝑏𝑒𝑟𝑙𝑜𝑠𝑠[
𝑑𝐵

𝑘𝑚
] ∙ 𝐿𝑠[𝑘𝑚] = 𝑃𝑠𝑎𝑚𝑝𝑙𝑒[𝑑𝐵𝑚] 

(3.1) 

 First, the Superlum laser outputs a maximum of 20mW (13.0dBm). The 1% 

fiber tap loss including insertion loss and excess loss is 0.5dB251. The isolator (IOF-

850, Thorlabs, NJ) has an additional insertion loss of 1dB252. The probe insertion loss 

was measured to be 10%, equivalent to -0.45dB (see Table 2.3), resulting in 12mW of 

available power in the best-case scenario. Maintaining a minimal power of 6mW 

(7.78dBm) on the sample suggests we cannot allow any additional loss beyond 3dB.  

 
Figure 3.6: A diagram of a single probe system and an optional range extending 
booster at a minimum cost of $34K and maximal range of 1.3km without the 
booster.  

 The above calculation sets the bound on the deployment distance, LS [km], of a 

single probe. Assuming we use the lower-loss 50µm Ø MM GRIN fiber attenuation of 

2.3dB/km, the probe must be deployed at distance no greater than 1.3km from the 

laser source. A bare 50µm Ø GRIN optical fiber is $1.2/meter but one with a jacket 
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is approximately is $6/meter. 

 In Figure 3.6 an option for the extension of the deployment range is presented. 

It is possible to add an additional booster to amplify the laser. The booster unit 

requires a minimal input optical power of 1mW253 and has a maximal gain of 13dB. 

If we position the isolator after the last booster, these specifications limit the distance 

to the range-extending booster to 3km from the tunable laser source.  

 The input to the booster has to be a 780nm or 850nm Polarizing Maintain SM 

fiber (PANDA) which has an attenuation of  4dB/km254. A bare PANDA optical fiber 

is $23/meter but one with a jacket is approximately $178/meter which adds 

considerable cost to the system. 

  Component  Cost [$K] # items Total [$K] 

SSRS 

Fiber Probe 6 1 6 

Tunable Laser (Superlum) 17 1 17 

Fiber Isolator 2 1 2 

SPAD 6 1 6 

UNBF (1" Ø) 2 1 2 

Optics (lenses, tubes) 1 1 1 

 Optical fiber 0.006 Ls 0.006Ls 

  34 + 0.006LS 

Dispersive 

Fiber Probe 6 1 6 

Fixed wavelength Laser 6 1 6 

Spectrometer 20 1 20 

grating 2 1 1 

Detector 35 1 35 

  68 

Table 3.1: Cost estimates for a single probe Raman system comparing SSRS 
and an equivalent sensitivity dispersive system, reaching a max range of 1.3km. 

The cost of a single probe system without a range extension is presented in 

Table 3.1. The table shows that for this case, there is a clear cost advantage for the 

SSRS probe architecture. The use of a single tunable laser, which is the most 

significant cost factor, is still lower compared with a cooled, high-end detector and 
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spectrometer which are able to compete with the sensitivity and resolution of the 

SSRS. However, the point can be made that resolution and required sensitivity are 

dependent on the application and for some applications, lower-cost spectrometers 

with reduced performance can be in the same cost-range as the tunable laser. 

Additionally, as the SSRS requires slow tuning of the wavelength, monitoring fast-

dynamic processes might also be better matched with dispersive solutions, despite the 

cost differences. Approaches to mitigate the extended acquisition time are presented 

in Chapter 4. 

3.3.1.2 Switched Multi Probe System 

 One of the key advantages of the SSRS architecture is the ability to deploy 

multiple sensors using a single tunable source and a MEMS switch which directs the 

excitation to one of the channels. The switch has an insertion loss which depends on 

the number of channels and type of fibers used255 but is below 0.8dB for all SM 

switches, and under 1.4dB for all MM switches. SM switches are available in 

configurations of 4-32 channels (~$6k) but is also available with 128 channels 

(~$18k).  

 If we use the Superlum laser as our shared laser, and add the SM switch 

insertion loss to the link budget calculation in Equation 3.1, we achieve 10.6mW of 

excitation per probe. This excess power can be used to enhance SNR or deploy sensor 

to distances of up to 1km. 

 Table 3.2 shows the cost analysis for a system using up to 32 switched channels. 

The base cost of the laser, booster and isolator are shared for all sensors and the cost 

of the system increases only as a function of the supported sensor number, KS. For 

both SSRS and the dispersive options, a 1: KS switch is assumed since using a cascade 

of switches would increase attenuation and the available switches are sufficient to 
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support over a hundred channels. Importantly, we have demonstrated in Subsection 

3.2 that using a SM switch with MM fibers was technically possible.  

For the dispersive option, it is assumed that an additional switch is placed at 

the input of the spectrometer. As detailed in Subsection 1.5, the option to have 

multiple spectrometer inputs is limited to about 4 probes with standard 200µm Ø 

collection. Most dispersive Raman probes have fiber bundles to enhance signal 

collection and so have to be replaced with single-fiber probes to take advantage of 

switches.  

  Component  Cost [$K] 
# 

items Total [$K] 

SSRS 

Fiber Probe 6 KS 6KS 

Tunable Laser (Superlum) and 
booster unit 17 1 17 

isolator 2 1 2 

SPAD 6 KS 6KS 

UNBF (1") 2 KS 2KS 

Optics 1 KS  KS 

*Switch (1:k) 6 1 6 

 Optical fibers 0.006 Ls KS  0.006Ls 

  25+15KS+0.006Ls KS 

Dispersive 

Fiber Probe 6 KS 6KS 

Laser 6 1 6 

Spectrometer 20 1 20 

grating 2 1 1 

Detector 35 1 35 

switch (1:k) 6 2 12 

  74+6KS 

Table 3.2: Cost estimates for a Switched Multi-Probe System with 1km max 
range and up to 32 nodes in both SSRS and dispersive architectures  

Importantly, the dispersive option requires the probes to be at close proximity 

to the spectrometer, due to the Raman signal attenuation. If the sensors are positioned 

far from the laser or far from the spectrometer, the dispersive option becomes 

technically challenging requiring extremely powerful excitation lasers.  
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Figure 3.7 plots the price of a Raman sensor system vs. the number of sensing 

nodes. The plot assumes short deployment distances (LS<10m) with anywhere between 

1-32 probes. In the COTS option, the majority of cost is the spectrometer and so 

additional probes have a lower impact on the overall system cost. In the SSRS, the 

system cost scales with the number of sensors. Importantly, the actual market cost of 

a 4-probe dispersive system such as the Kaiser RXN4 includes much more than the 

price of components and includes labor, overhead and profit, reaching a price of 

approximately $240K.  

 
Figure 3.7: Cost comparison for a system comprising between 2-10 probes 
working one-at-a-time with either SSRS or dispersive COTS architectures 
showing both systems scale linearly with the number of probes but with 
significant excess cost for the dispersive spectrometer. 

The above figure implies that for applications where all the sensors are 

positioned very (very) close together, and they do not need to be used simultaneously, 

there is an advantage for a dispersive system with more than 5 sensors. However, this 

option negates the utility model since it prevents the use of multiple sensors at the 
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same time or the deployment of such a system in any space larger than a medium-sized 

room.  

3.3.1.3 Simultaneous multi-probe system 

 This last case describes an envisioned application where a number of sensors 

operate simultaneously. For dispersive systems this scenario is only possible by 

deploying multiple systems at each sensing point, multiplying the price of a single 

system given in Table 3.1. For the SSRS system, the burden falls on the tunable source. 

 In medium sized systems, it is possible to use the Superlum with additional 

booster units acting as amplifiers for each sensor.   

 
Figure 3.8: A diagram of a multi-probe simultaneous implementation using the 
Superlum and multiple booster units where each sensor branch requires laser 
amplification. This mid-scale system can support up to 10 sensors with a single 
amplification level but can be expanded using more amplification steps. 

As discussed in Subsection, 3.3.1.1, each booster needs a minimum of 1mW to 

operate. Following the power tap and first isolator we have 14mW of available power. 

COTS 1:4 or 1:2 SM splitters (TWQ850HF, TW850R5F1, Thorlabs, NJ)256 have 

approximately  0.6dB of insertion loss. If we cascade two splitters we are left with 

10.3mW which enables a maximal of 10 sensors in this architecture. Following each 

booster an isolator has to be introduced leaving us with 15.8mW per probe, allowing 

for remote deployment of up to 1.7km or additional splitting into more sensor nodes.  

 In this method, the cost of each sensor node has an additional booster ($7K) 

and isolator ($2K) costs associated with it. Table 3.3 shows the cost breakdown for 
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this system in the SSRS architecture and with a dispersive COTS alternative. 

 Since the extra cost per sensor is significant when using the Superlum and 

booster design, above a certain number of sensors it is preferable to use a powerful 

laser such as the Ti:Sapph. Table 3.4 shows a comparable cost breakdown of a multi-

sensor system using the Ti:Sapph and Figure 3.10 plots the Superlum, Ti:Sapph and 

dispersive COTS system costs for 2-20 sensor probes with a 200m deployment. 

 

   Component  Cost [$K] # items Total [$K] 

SSRS 

Tunable Laser (Superlum) 17 1 17 

Splitters 1 Log2(KS) Log2(KS) 

Isolators 2 KS +1 2+2 KS 

Boosters 7 Ks 7KS 

Optical fiber 0.006xLs KS 0.006KSLs 

SPAD 6 KS  6KS 

Fiber Probe 6 KS 6KS 

UNBF (1") 2 KS 2KS 

Optics 1 KS  KS 

  19+ Log2(KS)+24KS+ 6e-3KSLs 

Dispersive Single dispersive system (Table 3.1) 68 Ks  

         68KS 

Table 3.3: Cost estimate for a medium-scale sensor system with Ks probes 
operating simultaneously in dispersive and SSRS architecture. 

  Component  Cost [$K] # items Total [$K] 

SSRS 

Tunable Laser (Ti:Sapph) 160 1 160 

Splitters 1 Log2(KS)  Log2(KS) 

Optical fiber 0.006xLs KS 0.006KSLs 

SPAD 6 KS  6KS 

Fiber Probe 6 KS 6KS 

UNBF (1") 2 KS 2KS 

Optics 1 KS  KS 

  160+15KS+ Log2(KS)+ 6e-3KSLs 

Table 3.4: Cost estimates for a large-scale sensor system with Ks probes (10-
100) operating simultaneously in SSRS and dispersive architecture. 
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  Figure 3.10 shows that a dispersive solution is never cost effective for 

simultaneous measurements. Additionally, the Superlum approach is preferable for 

up to 15 sensors after which using the Ti:Sapph has a lower overall cost. The Ti:Sapph 

has additional benefits in regards to a broader spectral range, and the benefit of not 

requiring multiple amplifiers. 

 It is helpful to also illustrate the system maximal capability using the Ti:Sapph. 

Ti:Sapph lasers output more than 2W in either SM or MM versions. Approximately 

60-80% of the Ti:Sapph output power can be efficiently coupled into a fiber. Using  

 
Figure 3.9: A cost comparison for a simultaneous multi-sensor system with the 
Superlum (green), Ti:Sapph (red), and dispersive COTS (blue) for KS=2-20 
sensors and LS=0.2km deployment (Table 3.3) showing the clear advantage of 
SRSS over dispersive solutions. 

60% as a conservative estimate, we have about 900mW of available power, 𝑃𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 , 

after the power tap and switch. Again, assuming a minimum of 6mW on sample 

(effectively 6.7mW at the probe input), we can calculate the maximal number of 

supported probes per every deployment length according to the following Equation:   

𝐾𝑆 = 𝑃𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 ∙ (𝐹𝑖𝑏𝑒𝑟 𝐿𝑜𝑠𝑠)𝐿𝑆  (3.2) 
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Where the fiber loss is the linear loss per meter calculated as 10(−2.4𝑒−3 10⁄ ). Figure 

3.10 plots the results showing that more than 126 sensors can be supported at 

distances of 100m and down to 10 sensors at 5km deployment. 

 
Figure 3.10: A plot showing the tradeoff between number of supported sensors 
and the maximal deployment distance for large-scale simultaneous operation 
illustrated in Table 3.4 using the Ti:Sapph. 

This analysis demonstrates that SSRS provides a much more scalable solution 

for sensor deployment in regards to cost compared with dispersive systems in both a 

switched or simultaneous operation. Notably, these sensors are still not at a point to 

be priced for consumers but neither were many utilities when they first emerged such 

as computers or mobile-phones and it took many years of technological improvements 

and the reduction of material and fabrication costs to drive the prices down.  

Now that we have demonstrated the scalability of SSRS in both size, number of 

sensors, and cost, we move on to explore potential applications. 

3.3.2 Potential Applications  

The integration of a multiple-sensor system is financially justified when it can 

provide added value to an existing process or when it can enable a completely novel 

process which was previously impossible. The added value can certainly be financial 
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in the form of reduction of consumables, shortening the process time, and optimizing 

process conditions in regards to energy use or product yield. However, value can also 

take the form of increased safety, quality assurance, and provide an insurance of sorts 

for the wellbeing of the process (see Section 1.7.2). 

 
Figure 3.11: A possible application of the SSRS network integrated into a 
continuous pharmaceutical production line, monitoring the quality of 
consumables, providing visibility into the dynamic process of cell growth and 
metabolism, and aiding in the purification, and formulation steps. 

 As one example for a large-scale network application, we consider a possible 

integration of the SSRS network into a continuous pharmaceutical production line of 

therapeutic proteins (see Figure 3.11). Traditionally, pharmaceuticals have been made 

in batch processing225. Continuous manufacturing has been shown to reduce 

manufacturing costs by more than 55% as well as require a much smaller facility size257 

while also improving product uniformity since the process is kept at a chemical steady-

state with enhanced monitoring and control226. However, continuous manufacturing 

comes with challenges of ensuring sterility, and requiring significantly more 

monitoring to maintain steady-state or to diagnose the root cause of deviations if they 
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occur.  

 Currently, Raman probes are mostly used in monitoring of the fed-batch 

bioreactor, however, the SSRS network system presents an opportunity for integration  

in multiple steps throughout production - in both upstream and downstream phases. 

In this application, a large-scale simultaneous network (Figure 3.9) would be required. 

Cell doubling-times are on the order of 24 hours, requiring monitoring of several 

times per day. Additionally, active control of feed, waste and product would demand 

simultaneous sensing architecture to provide adequate response times. SSRS probes 

could persistently monitor quality of the base media components and nurtients137, 

provide metrics regarding cell metabolism and expansion inside the bioreactors18, 

various purification and formulation steps, as well as provide quality and safety metrics 

in the final product17,18,258. In this application the number of sensors can be anywhere 

between KS =10 for a process-development facility or KS>50, for large scale production. 

Similarly, for small facilities the deployment distance, LS, could be dozens to a few 

hundreds of meters, connecting different production halls.  

 The cost of therapeutic proteins can reach thousands of dollar per gram226,257, 

so a strong financial incentive exists to increase production throughput while also 

enabling flexible production using a continuous process. The use of the SSRS probe 

on CHO perfusion culture samples is discussed in Chapter 4. 

 A different type of potential application, better suited for the switched network 

architecture (Figure 3.8) is where monitoring was not previously feasible, but it carries 

a great environmental and regulatory impact. The need to mitigate nitrogenous 

fertilizer leeching into water streams has been established in Section 1.7.1.  The SSRS 

has successfully demonstrated the monitoring of nitrate levels and other fertilizer 

compounds in water in a small lab-scale hydroponic setup and estuary water (Section 

2.3). This application can be significantly upscaled to large hydroponic and other 
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agricultural facilities to minimize fertilizer use, monitor the incoming and outgoing 

water quality concurrently with crop optimization. Particularly for agricultural use 

cases where monitoring frequency is low, and concurrent measurements are not 

essential, the lower cost switching multi-probe system is a promising solution. 

 Figure 3.12 shows an illustration of the integration of the SSRS sensors in a 

hydroponic facility where  SSRS probes monitor the various nutrients concentration 

in aqueous media, the uptake of nitrate by the plants247 and the residual fertilizer in 

the reservoir, aiding in minimizing excess fertilization and providing real-time 

measurement of  the waste stream to mitigate environmental impact. In this type of 

system which requires deployment distances of hundreds of meters, and numerous 

sensors that do not to operate simultaneously, there is a cost benefit to the switched 

system. 

 
Figure 3.12: Visualization of a possible application of the SSRS network to 
monitor a greenhouse in which water quality, fertilizer and produce are 
monitored continuously to optimize growing conditions and reduce waste. 

 Certainly, for most production agricultural facilities, produce price is far lower 
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compared with pharmaceuticals. However, process development in agriculture 

requires high-throughput phenotyping to develop the most successful strains and 

optimize growth conditions. Integration of a large-scale monitoring system can reduce 

both the development time and cost while also providing measurable metrics for 

process success.  

 An additional incentive for system integration could be to adhere to regulation 

and ensure compliance. This approach requires that governing agencies lead the path 

by increasing enforcement of polluting industries and impose penalties linking the 

environmental damage with a financial one. Additional industries that could similarly 

make use of continuous chemical monitoring for both process optimization and 

adherence to regulation are for example petrochemicals, food and beverage, cosmetics, 

and wastewater treatment. 

3.4 Summary 

In this chapter, we validated the SSRS network architecture's viability as a utility 

service, examining both its technical capability and economic feasibility. We 

confirmed the efficacy of a network comprising 16 sensors, leveraging a single laser 

source alongside COTS infrastructure such as optical fibers and switches. We also 

established the network's capability for long-distance deployment across multiple 

sensors.  

Our analysis included the exploration of cost models tailored for small and 

large-scale systems. These models show that SSRS is a superior alternative to dispersive 

systems, underscoring the economic advantages inherent in the SSRS architecture.  
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CHAPTER 4  

Minimal Spectral Sampling 

The SSRS sensor network presents a considerable advantage in regards to 

number and range of Raman sensors that can be deployed and operated. However, it 

is important to emphasize that spectral acquisition with SSRS is done sequentially. 

Raman spectra acquisition often require both a considerable integration time (1-30 

seconds) and between 10-50 acquisition repetitions to enhance SNR (see Section 

1.3.2). The throughput enhancement of the SSRS allows us to shorten the integration 

time (or alternatively reduce the excitation power) but total acquisition time is still 

considerably longer than with dispersive Raman because sampling must be repeated 

for each spectral datapoint. Dispersive benchtop systems have anywhere between 

1300-3600 pixels and if we were to try and acquire spectra in the same spectral density, 

each spectrum would take days to complete. This challenge is exacerbated when 

considering the use of a single laser which is time-shared between multiple sensors. 

This chapter describes the data acquired from a CHO-cell continuous 

manufacturing testbed and proposes the use of a-priori information regarding the 

spectra to minimize total spectral acquisition time. Three different approaches are 

proposed and examined: Down-sampling, Raman peak sampling and VIP-informed 

sampling. These methods are evaluated through a simulation using dispersive spectra 

and using SSRS to validate them.  
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4.1 CHO-cell Continuous Testbed 

The samples presented in this chapter were all part of an integrated CHO-cell 

continuous testbed producing Adalimumab259 (also commercially named Humira) a 

monoclonal antibody (mAb) used for treating various forms of arthritis. The 

continuous testbed was part of a collaboration between the Sinskey Lab at MIT, and 

Sartorius Stedim Cella GMBH which provided the CHO cell line.  

 
Figure 4.1: A diagram showing the main components of the upstream section 
of the CHO-cell continuous testbed which was produced samples of spent 
media and supernatant measured with three Raman systems. (Courtesy of 
Jackie Wolfram) 
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Figure 4.1 shows a diagram of the main components in the upstream section of 

the testbed. The cell culture was maintained in a 3-liter Applikon bioreactor. An 

automated MAST autosampler system (MilliporeSigma, USA) drew samples daily and 

transported them to an automated analyzer (Nova, FLEX2) measuring key metabolites 

including glucose, lactate, glutamine, glutamate, ammonium, as well as ions, gasses, 

cell densities, and pH. Online analytics were integrated into the bioreactor including 

a Viable Cell Density (VCD) sensor (Aber Futura capacitance sensor), an off-gas sensor 

(BlueSens) and a Kaiser Raman RXn2-785nm probe system which measured the 

spectra inside the bioreactor using 400-500mW of power (10s integration repeated 75 

times). When mAb was produced it was measured off-line using an Octet RED96e 

biolayer interferometry system (Sartorius, USA). 

Run # Total 
Days 

Maximal 
VCD (Nova) 

[cell/ml] 

Number of spectra 
/Nova (Usable sets*) 

Notes 

R2 56 
 

68.9e6 1329/ 214 
(149) 

1. Spectra was measured hourly 
2. Samples were drawn manually for 

analysis 

R3 32 41.4e6 187/289 
(146) 

Spectra and metabolites were 
automatically measured every 2 hours 

R1 25 66.3e6 143/192 
(133) 

Spectra and metabolites were 
automatically measured every 4 hours 

Table 4.1: Details regarding the three-perfusion cell culture runs conducted in 
the CHO testbed. 

Three perfusion runs were conducted and are described in Table 4.1. As the 

testbed was also being developed as the runs were taking place, the runs were quite 

different from one another in regards to length, culture parameters and unexpected 

events which affected the in-line Raman spectra. As an example, see Figure 4.2 

(courtesy of Naresh Mohan) which illustrates the progression of the first and second 

perfusion runs (R2, R3) and some of the unexpected events such as foaming and 

changes in media composition. Run R2 predates the automation using the MAST 
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system so samples were drawn manually once a day from the perfusate and measured 

in the Nova metabolite analyzer while spectra were acquired hourly. 

Samples were drawn daily, approximately at noon, manually or automatically. 

A small volume was analyzed with the Nova while the rest was spun down to remove 

the cells and the supernatants was measured for mAb titer. The supernatant samples 

were frozen and kept in a -80C° freezer. 14 samples from run R3, each 1.5ml in 

volume, were aliquoted and measured with the Biomod and the SSRS probe using 

the Superlum laser (5 second integration, repeated 12 times with 5-6mW of power).  

 
Figure 4.2: Chronological description of two CHO perfusion runs (R2, R3) in 
the testbed, illustrating the complexity of the process and multiple steps 
required to maintain the culture along with some unexpected events that 
required troubleshooting (courtesy of Naresh Mohan) 

 In order to train models based on Raman data from the integrated Kaiser 

probe, both spectra and ground truth, measured using the Nova analyzer are needed. 

To make sure spectra reflects the most accurate data, only spectra that was acquired 

up to an hour from the Nova measurement is used to build the models (this mostly 
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affected data for R2 since sampling was not automated). Additionally, some of the 

Nova measurements suffered from errors due to clogging, or calibration issues and 

could not be used. Table 4.1 shows the total number of Raman spectra and Nova 

measurements acquired during each run while noting the available dataset for model 

training as “Usable sets”.  

 Ideally, the use of Raman spectra to build prediction models should be made 

with a well-characterized process, minimizing significant deviations from the training 

dataset to reduce model errors. However, that is not always possible both in process 

development or when malfunctions occur. The following sections explore several 

options for data acquisition and predictive-model building, illustrating the 

performance tradeoffs in “ideal” and non-ideal scenarios. 

4.2 A-priori Information from Kaiser Spectra 

 Figure 4.3 shows spectra acquired with the Kaiser probe in-situ for all three 

runs. Since most of the relevant data for key analytes and the data we can currently 

acquire with the SSRS is in the fingerprint region (600-1800 cm-1) the remainder of 

analysis will only use data from the Superlum spectral range between 810-1670 cm-1. 

Ideally, spectra in the 400-810 cm-1  and  2700-3600 cm-1 ranges would also be acquired 

since it also holds important information regarding water, ammonium and other 

compounds61.  

 The R2 spectra (top in Figure 4.3) shows sharp peaks that are attributed to 

room-light leaking into the bioreactor, which was corrected for future runs. All of the 

spectra exhibit an increase in the fluorescence background with time, which is a sign 

of increasing bio-mass as cells expand in the bioreactor.  The output data from the 

Kaiser system is given in 1cm-1 intervals, (the inherent system resolution is 4 cm-1). 
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Figure 4.3: Kaiser spectra of all three CHO runs, focusing on the fingerprint 
region with an inlay of the entire spectral range (100-3425 cm-1). All spectra 
were acquired using 400mW and 10 second integration repeated 75 times.  

 To establish a baseline for comparison, we preform PLSR for 7 analytes: 

glucose, glutamine, glutamic acid, lactate, ammonium, Cell Density (CD) and mAb 

(see Section 1.6.2.3) in the 810-1670 cm-1 spectral range which includes 861 data 

points. Spectra from all three runs is used for the creation of the regression models.  

PLSR was chosen since the algorithm does not rely on background removal, which is 

significant in these spectra as seen from Figure 4.3. Additionally, PLSR performs 

better than PCA for highly colinear spectra, which has been shown to be the case for 

many cell-culture processes107. 

 Two model-training methods were explored: In the first, the training set is 

chosen to be half of all usable dataset, but uniformly distributed throughout the runs’ 

duration. This creates an evenly sampled process and the model represents all stages 

of the cell culture. The second method similarly used half of the usable dataset but 

chosen to be only at the beginning of the perfusion culture. The validation (in this 
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case also the prediction) is performed on the rest of the dataset, not including any of 

the data used for training. The number of PLSR components, Ncomp, is chosen 

automatically for each analyte separately to correspond to 83-90% percent of 

cumulative variance (see details in Table 4.2 )  

Analyte 

Ncomp 
(Cumulative 

variance 
explained %) 

# samples 
in 

training 
dataset 

Uniformly 
Sampled 

First Half 

   RMSEE RMSEP RMSEE RMSEP 

Glucose [g/L] 7 (87.49%) 214 0.61 0.60 0.680 1.51 

Glutamine [mmol/L] 16 (84.7%) 189 0.43 0.56 0.44 3.14 

Glutamic acid 

[mmol/L 

19 (84.93%) 
214 0.52 0.83 0.39 3.65 

Lactate [g/L] 8 (85.43%) 214 0.38 0.44 0.21 0.94 

Ammonium [mmol/L] 13 (83.88%) 195 0.76 0.63 0.42 3.71 

CD [x105 cells/ml] 5 (86.89%) 213 51.4 62.8 37.62 109.90 

mAb [mg/L] 7 (85.99%) 38 96.97 170.34 67.04 337.55 

Table 4.2: PLS model parameters and results from two type of training 
methods 

The above PLSR results on the spectra show that a process should be sampled 

uniformly throughout its duration in order to improve predictive modeling 

performance. All future PLSR models in this chapter use the uniformly-sampled 

training. 

4.2.1 Down Sampling 

The Kaiser spectra includes 860 data points in the Region of Interest (ROI). If 

we were to acquire equivalent spectra with the SSRS with 10 seconds integration time 
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and 10 repetitions for each spectral point, it would take approximately 24 hours. As 

the signal intensity cannot be changed with the Superlum, it is impossible to reduce 

integration or further decrease the number of repetitions without compromising the 

sensitivity. Therefore, a reduction in the number of acquired data points is necessary.  

First, we explore uniform down-sampling of the spectra and identifying the 

largest interval that allows us to reduce the number of data points while trying to 

minimize the effect on our signal resolution and predictive model performance. To 

evaluate this method, a simulation was created in which the data from the Kaiser 

system was down- sampled in increasingly larger intervals between 2 and 20cm-1. The 

performance was evaluated by performing PLSR on the original (see Table 4.2) and 

decimated spectra and comparing the RMSEE and RMSEP values Table 4.2. 

 
Figure 4.4: Simulation results in which the Kaiser spectra was sampled in 
increasingly larger intervals (decimation) and the effect of this decimation on 
the RMSEE and RMSEP of the PLSR model for all 7 analytes (normalized to 
no decimation data results).  

Figure 4.4 shows the simulation results for all 7 analytes with RMSEE in the 

top panel and RMSEP in the bottom panel. The results are normalized to the RMSEE 

and RMSEP values when no decimation is performed. Dashed gray lines mark 5% 
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and 10% increase in error. Decimation by a factor of 4 had minimal effect on errors, 

resulting in only 1% increase for RMSEE and 1.2% for RMSEP. This result is 

expected as the resolution of the Kaiser system is 4cm-1, meaning that each data point 

contains information from a spectral range of 4cm-1. Adjacent pixels contain some 

overlapping information that can be recovered from sampling at larger intervals that 

overlap with the system resolution. 

A factor of 4 reduction in sampling rate is equivalent to sampling in intervals 

of 4cm-1, corresponding to 0.24nm (at 770nm) and 0.27nm (at 825nm). Since the 

Superlum tunes in 0.1nm intervals it was decided to sample spectra at 0.2nm intervals, 

which would also provide some margin for laser wavelength instability (see Figure 

2.13).  

The suggested sampling interval results in 276 spectral datapoints in the 

Superlum spectral range and still requires significant sampling time. In order to 

acquire spectra in a somewhat reasonable time frame, each spectra data point was 

acquired for 5 seconds and repeated 12 times to establish mean and STD. The SSRS 

spectra acquired and the signal processing pipeline for the spectra is described in the 

following section. 

4.3 SSRS Spectra Signal Processing  

After the minimal sampling parameters for the SSRS were found, spectra were 

acquired for 14 CHO-cell supernatant samples using a quartz cuvette using 5-6mW of 

power. Spectra of the same samples were acquired with the Biomod system using 

150mW 10s integration repeated 50 times. Figure 4.5 shows the spectra for 12 of the 

14 days using all three systems.  

Two of the SSRS spectra (corresponding to days 12 and 27 of the run) suffered 
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from severe power fluctuations which was traced back to issues with the AC power 

supply and are excluded from the analysis.  

 
Figure 4.5: Comparison of 14 spectra from days in run R3 for the Biomod 
(top), Kaiser (middle) and SSRS (bottom). The Biomod (150mW, 10s repeated 
50 times) and SSRS spectra (5-6mW, 5 s repeated 12 times for 276 data points) 
are of supernatant samples while the Kaiser spectra is of the in-situ culture 
(400mW, 10s repeated 75 times). All spectra were smoothed but no additional 
processing was performed. 

The Kaiser spectra is presented after some internal processing that we are not 

privy to (presumably median filtering and smoothing) and had not gone through any 

additional processing steps. The Biomod data had been smoothed as described in 

Subsection 1.6.1 with a 3rd order median filter and a 2nd order, 11th degree Savitzky-

Golay filter.  

The SSRS spectra also requires some signal processing steps to enhance SNR 

and remove system artifacts. First, since the SPAD is a single-point detector, it is far 

less prone to cosmic rays than a CCD array. A median filter is applied conditionally 

only if extreme peaks are present in the signal (where the peak value is over 10 

standard deviations above the mean signal for a specific wavelength). 
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Figure 4.6: SSRS Spectra of one of the CHO supernatant before (red) and after 
(blue) smoothing with a Savitzky-Golay filter order 2, 3rd degree. 

 Secondly, due to the laser power fluctuations and wavelength dependency (see 

Figure 2.16) a Savitzky-Golay filter, 2nd order, 3rd degree, is applied to the spectra (see 

Figure 4.6). These filter parameters were chosen to filter out laser fluctuations which 

are below the SSRS resolution while minimally attenuating the Raman peaks.  

 To better illustrate the differences of spectra acquired with all three systems we 

inspect spectra acquired on Day 8 of the R3 run. 

 
Figure 4.7: Normalized Spectra comparison of samples from day 8 of the R3 
run, with the Kaiser in-situ (green), Biomod supernatant (blue) and SSRS 
supernatant (red) with acquisition parameters as mentioned before.  

Figure 4.7 shows normalized spectra from three different Raman systems where 

the Kaiser data was acquired in-situ (green line) and includes both the supernatant 

and cells, while the SSRS (red) and Biomod (Blue) show spectra of the supernatant 

sample drawn that same day, frozen, and then thawed and measured by both systems. 



161 
 

All spectra have been smoothed as described above, but no additional processing steps 

were performed.  

Notably, the slow-varying fluorescence background curve is similar for the 

dispersive Biomod and Kaiser systems, (830 and 785nm excitation, respectively), 

where the higher fluorescence is closer to the excitation (0 cm-1). For the SSRS, 

however, the short wavenumber region is acquired at longer excitation wavelengths 

and the long wavenumber region is acquired with the shorter wavelengths (see 

Equation 1.40). This results in a “reverse” fluorescence curve.  

 Furthermore, the effective Raman cross-section is different for each spectral 

datapoint because each is acquired with a different excitation wavelength, and is 

proportional to 1 𝜆4
𝑒𝑥⁄  (see Equation 1.6). In the case of photon counting detection 

(and not optical power), the dependency becomes 1 𝜆3
𝑒𝑥⁄  due to the factor of ℎ𝜈 

(photon energy) in the calculation14. This further exacerbates the background slant 

since the shorter wavenumbers suffer from a lower cross-section.  

 

Figure 4.8: Normalized spectra of samples from Day 8 of the CHO R3 run 
from all three systems (as in Figure 4.7) after background removal using an 
empty sample holder subtraction and a 6th order polynomial Lieber fit. 

 In order to account for the Raman cross-section wavelength dependency, each 

spectral datapoint j, using excitation wavelength 𝜆𝑗 is multiplied by a correction factor 
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given in Equation 4.1, where 𝜆0 is the shortest wavelength used (i.e. 770nm).  

𝑤𝑗 = (
𝜆𝑗

𝜆0
)

3

 (4.1) 

Standard background removal methods, i.e. spectral background subtraction of 

an empty sample holder (possible for SSRS and the Biomod) and a following Lieber 

algorithm (6th order, see Subsection 1.6.1) to remove residual fluorescence (for all 

systems) are used to reach the final spectra of Day 8 for all systems in Figure 4.8. 

 
Figure 4.9: Comparison of 14 samples from different days in CHO run R3 for 
the Biomod (top), Kaiser (middle) and SSRS (bottom) after background 
removing techniques and cross-section correction has been applied. (see 
Figures 4.5-4.8). 

The SSRS, Biomod and Kaiser all have distinct similarities with the amide III 

region260 (around 1350cm-1), glucose (1125, 1060 cm-1) and Glutamine (850 cm-1) 

clearly visible, while the Kaiser spectra is expected to have some differences due to the 

presence of cells. The SSRS spectra has better peak contrast in the lower wavenumber 

region due to reduced fluorescence,however, there are some unexplained peaks in the 

900-1000cm-1 region, which do not appear in the Biomod or Kaiser data and need 
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further investigation. 

 Figure 4.9 shows the same 12 spectra presented in Figure 4.5 after background 

removal and cross-section correction. The final spectra of all systems is extremely 

sensitive to the backround removal algorithm, making diresct apectra analysis without 

the use of training data challeging. The next sections explore analyte concentrations 

analysis based on both DPA and PLSR. 

4.4 Direct Peak Analaysis 

DPA (see Subsection 1.6.2.2) is a relatively simple method of detecting trends 

in analyte concentrations where the location of Raman peaks is known in advance 

and the signal is strong enough, i.e. surpasses the background shot-noise, and can be 

detected.  

Figure 4.10 shows an example for DPA of glucose and mAb. The top panel 

shows spectra of 50mg/ml glucose, the middle panel shows the spectra of Days 5,6 

and 8 in run R3 and the bottom spectra is of 10 mg/ml NIST mAb (RM 8671, IgG1κ). 

While the NIST mAb is not the mAb produced in the CHO cells, it shares similar 

structure in the amide I, III regions260. All spectra were acquired in a quartz cuvette 

with the SSRS using 5s integration repeated 12 times. The blue shaded region is the 

location of glucose’ Raman peaks (1060, 1125 cm-1) and the green shaded shows some 

of the significant spectral region of mAb (995, 1250 cm-1).  
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Figure 4.10: SSRS spectra of 50mg/ml glucose (top), R3 run supernatant from 
Days 5,6 and 8 (middle), and 10mg/mL of NIST mAb (bottom). All spectra 
were acquired with 506mW, 5 seconds integration and 12 repetitions with 276 
wavelengths. 

Importantly, the image also illustrates one of the challenges of DPA. The mAb 

spectra has other significant peaks, for example at 1650 cm-1 which is the Amide I 

band. However, it overlaps with the O-H stretching peak in water261 making it 

extremely difficult to detect with the excess noise. Similarly, glutamine262 has a Raman 

peak at 850cm-1 while lactate263 has a primary peak at 860 cm-1, making them very hard 

to distinguish. Furthermore, with varying fluorescence background levels, as is the case 

for cell culture (see Figure 4.5) prevent DPA from being useful without extremely 

accurate and consistent background removal methods. 

Figure 4.11 shows the glucose peak (1125cm-1) DPA as a function of time for 

the R3 run. The left Y axis shows the SPAD counts and the right Y axis shows the 

ground truth measured with the Nova analyzer. 
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Figure 4.11: SSRS DPA of the main glucose peak (1125 cm-1) with the SSRS 
signal values (red) presented on the left Y axis and the NOVA metabolite 
analyzer (blue) on the right Y axis for 12 samples of the CHO R3 run, showing 
good correlation of values. 

Observing the SSRS data error bars in the glucose plot, we see a STD (1σ) of 

approximately 1g/L. Recalling the glucose 3σ LOD measurement (see Figure 2.22) 

which was also 1g/L (but with 10s integration and 50 repetitions), we reach good 

agreement, expecting the SNR to be a factor of 2.8 lower in the CHO glucose 

measurement due to half the integration time and only a quarter of repetitions: 

(√0.5 ∙ 0.25 = 0.35 = 1/2.8.  

Another two examples are given in Figure 4.12a and Figure 4.12b, where the 

mAb peak (1250 cm-1) and lactate peak (850cm-1) are monitored with DPA. While 

general trends of the lactate Raman peak are similar to those measured with the Nova 

analyzer, they do not have the same granularity and resolution, but are still able to 

provide useful information regarding the process without any training data. For mAb, 

however, the DPA fails to track the titer and is not correlated with the Octet data. 

Despite the successful trend detection shown above for glucose and partially for 

mAb and lactate, these results generally do not transfer to other analytes since they 

typically have low concentrations, have lower Raman cross sections, or lack observable 

peaks in the ROI.  
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Figure 4.12:  SSRS DPA for 12 samples of the CHO R3 run, a) of mAb peak 
(1250 cm-1) with the SSRS signal values (red) presented on the left Y axis and 
the Octet mAb titer (blue) on the right Y axis and b) Lactate Raman peak 
(850cm-1) with SSRS signal values(red) on the left and Nova metabolite analyzer 
on the right(blue). 

Importantly, the main challenge around acquisition time is not resolved by 

using decimation and DPA. The total acquisition time for all Raman systems was 

75x10s=750 seconds for the Kaiser, (3400 data points), 50x10s=500 seconds for the 

Biomod (1340 data points) and an overwhelming 16,560 seconds for the SSRS (5s 

repeated 12 times for each of the 276 datapoints). With the laser tuning overhead, the 

total measurement took 5 hours to complete. Such a long acquisition time makes the 

measurements more susceptible to drift due to the laser and also to changing 

environmental and sample dynamics, emphasizing the need to reduce the acquisition 

time to even shorter durations.  

Figure 4.13 shows the effect of extended measurement time on a supernatant 

sample. The sample of Day 8 from run R3 was measured repeatedly with the SSRS 4 

consecutive times. The spectra show clear changes in the fluorescence background 
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level, particularly for longer wavenumbers, and also changes in peak structure. 

Importantly, the sample placement in a quart cuvette, without the constant mixing 

which occurs in bioreactors, contributes to the degradation of the sample due to 

extended exposure to the excitation radiation. 

 
Figure 4.13: Example of sample degradation with extended acquisition time. 
Spectra of the Day 8 sample from run R3 acquired 4 consecutive times with 
each acquisition lasting 5 hours, showing sample degradation and varying 
fluorescent levels indicating denaturation. 

If we attempt to perform a limited Raman peak acquisition, as was 

demonstrated for nitrate (see Subsection 2.3.2) or urea (see  Figure 3.5), we discover 

the fluorescence background to be a limiting factor. In order to remove the 

background, polynomial fitting methods such as Lieber or other algorithms are used 

(see Subsection 1.6.1). These methods require a significant number of data points, 

particularly for complex spectra with many overlapping peaks and if we acquire only 

the peak region, we risk misinterpreting the data. Signal processing and spectral 

analysis methods that do not rely on background removal have a distinct advantage 

particularly for bioprocess monitoring.  
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4.5 Informed Sampling by Variable Importance in 
Projection 

4.5.1 VIP  

VIP, which was briefly introduced in Subsection 1.6.2.4 is a metric by which 

the importance of variables (spectral data points) on the output variance (analyte 

estimation) is measured123,126,264. The mathematical equation describing the derivation 

of the VIP scoring is given in Appendix C.  

Once VIP scores are calculated, a threshold is set (often 1) and only variables 

above the threshold comprise the final model. Figure 4.14 shows the regression 

coefficients and VIP scores for a PLSR model estimating the glucose concentration in 

a cell culture dataset (see Section 1.7.2) 

 

 
Figure 4.14: top: PLSR regression coefficients (β) computed from Kaiser 
Raman spectra of CHO cell culture, estimating the glucose concentration. 
Bottom: the VIP scores computed for each of the spectral data points, 
indicating their significance on the overall explained variance of the output. 
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In this Section we explore the use of a-priori Raman data for minimal spectral 

sampling, in order to further reduce the SSRS acquisition time. We propose to create 

an adaptive and selective sampling technique by which only high significance areas of 

the spectrum are sampled. The assignment of significance to spectral data points can 

be done in many ways, however, for this work we selected the use of PLSR and VIP 

scores. This approach supports the SSRS utility model for applications where a known 

set of analytes are used as metrics for a process progress or success. Importantly, if 

random samples are measured each time with different target analytes, a full spectrum 

would need to be acquired. 

PLSR is an example for a widely-used spectral analysis technique that does not 

rely on fluorescent background removal. The PLSR algorithm (given in Subsection 

1.6.2.4 and Appendix C) uses mean-centered spectra, X, as inputs, i.e. the smoothed 

spectra which includes the fluorescent background shifted to have mean=0. The mean 

value of each spectrum is not lost, but used to build the regression coefficients). The 

regression coefficient vector, 𝛽, given in Equation C.10 and repeated here for 

convenience, provides the “weight” each data point is given for the final analyte 

prediction, Ĉ: 

�̂� = 𝑋𝛽 = 𝑋 [ ∑ 𝑧𝑖�̅�0,𝑖

𝑁𝑐𝑜𝑚𝑝

𝑖=1

] 

(C.10) 
 

In addition to the regression coefficients, we can calculate the VIP for each 

analyte (see Equation A.11 and Figure 4.14). The VIP allows us to map the useful 

parts of the spectra for the modeling of each analyte, but does not include information 

regarding the direction of correlation. As an example, we look at the regression 

coefficients and VIP scores for lactate which were calculated in Section 4.2 and given 

in Figure 4.15. 
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The regression coefficient and VIP show resemblance to lactate spectra263 with 

a dominant peak in 860 cm-1. This peak is marked as an area of importance by the 

VIP, with a value larger than 1, and also with a 𝛽 > 0, indicating this peak positively 

contributes to the lactate concentration estimation. On the other hand, different 

regions marked as significant in the VIP map (910, 1130, 1348, 1542, 1635 cm-1) have 

significantly lower 𝛽 values which are even negative. 

 
Figure 4.15: Lactate regression coefficients (top) marking the 0 line in dashed 
gray and the VIP scores (bottom) showing the highly correlated spectral points 
with the prediction of lactate concentrations. The two figures show that VIP 
alone might not be the best method to direct selective spectral acquisition since 
it also includes regions which are negatively correlated with the regression 
coefficients. 

Inherently, for spectra containing hundreds of data points, Equation C.11 

describes an ill-posed problem and so feature selection methods are used to reduce 

the dimensionality of the system. For the sake of predictive modeling, it is worthwhile 
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selecting high importance VIP regions as all the spectra had already been sampled, 

even regions with negative 𝛽 values. Low VIP areas which are likely to add noise can 

safely be ignored. However, the same cannot be said for selective sampling.  

 With SSRS, the objective is to minimize the number of acquired points and so 

it is worth considering avoiding sampling points with negative 𝛽 values all together. 

In order to test this hypothesis, a simulation based on Kaiser data was constructed, 

which is describe in the following Section.  

4.5.2 VIP-Informed Sampling Simulation 

 
Figure 4.16: Diagram illustrating the selective VIP-informed spectral sampling 
and validation with SSRS. The first step of the algorithm calculates the full 
PLSR model after which selective points are chosen based on VIP scores or 
VIPxBeta scores, after which a reduced spectra is used to recalculate the PLSR 
model. 

In order to assess the selective VIP sampling method a simulation and 

validation process was constructed, described in Figure 4.16. In the first step all data 

(861 data points) in the 810-1670 cm-1 spectral range was used to compute VIP scores 

and regression coefficients for all 7 analytes (see Section 4.2). The RMSEE and 
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RMSEP values (see Table 4.2)  are used to benchmark the performance for future 

iterations. Figure 4.17 shows the VIP scores in the first step, where the colored 

markers indicate the significant VIP regions for which VIP >1.  

The user then inputs the analytes for which selective sampling should be 

performed so only their respective VIP scores and 𝛽 values are considered. In the 

simulation results presented below, all 7 analytes were considered. 

The second step assigns a value for each data point. Two methods are used to 

evaluate the significance of each data point. In the first, the VIP scores of all analytes 

(Figure 4.17) are summed, creating a shared “VIP heat map” (Figure 4.18), where red 

markers indicate where the cumulative VIP score was greater than 1 for all analytes. 

In the second method, termed VIPxBeta, the products of the VIP scores and 

normalized 𝛽 values are calculated for each analyte. Normalized 𝛽 values allow us to 

compare analytes without accounting for their different units of measurement. Figure 

4.18 shows the data point ranking of the second method in light blue. 
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4.5.2.1 Spectral Data Point Selection 

 
Figure 4.17: PLSR VIP scores for all 7 analytes in the full spectral range 
between 810-1670cm-1 where the colored markers correspond to VIP scores 
greater than 1. 

After the VIP heat maps are created, the user selects the number of required 

spectral datapoint, KP, and they are ranked according to their value.  

Importantly, both VIP scores and regression coefficients have been previously 
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used to minimize spectral sampling156, however, their combination has never been 

explored and the use of a weighted score sum for multiple analytes is also proposed 

and tested here for the first time. 

 
Figure 4.18: Two methods of ranking spectral data point significance. The first 
in red, using the sum of all analyte VIP scores, and the second, in light blue, 
which is the sum of products of VIP and regression coefficients.  

Figure 4.19 shows an example of selecting 50 data points in both methods. The 

red values show the position of the highest-ranking scores in the VIP method and the 

blue shows the ranking in the VIPxBeta method. 

 
Figure 4.19: Example for the 50 selected spectral points in both methods 
showing the VIP method in red and the VIPxBeta method in blue. 
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In the third and final step of the simulation, the PLSR is computed again, but 

only on the reduced spectra with KP data points. The PLSR models were computed as 

before with 50% of the CHO data used for training and 50% for prediction. The 

number of principal components, Ncomp, was recalculated for each analyte to guarantee 

at least 83% explained variance based on the new partial spectra. For glucose, lactate, 

CD and mAb, Ncomp remained fairly consistent, changing by 1 or 2 components even 

for 30 data points.  

 
Figure 4.20: The percentage of variance explained in Kaiser spectra for glucose 
concentration as a function of number of PLS components for both a full-
range spectra (black) and only 50 data points (red) showing the the number of 
components changes for the partial spectra. 

An example of this is given in Figure 4.20 that shows the variance explained in 

glucose concentration estimation as a function of number of PLS components for 

both the full spectrum and a 50-point reduced spectrum. However, for glutamine, 

glutamic acid and ammonium, which require a larger number of components, there 

was a significant increase and particularly for KP<60, the maximal variance explained 

did not reach 80% even for the maximal number of components. This is also 

attributed to the limited spectral range we examined in this simulation. 
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4.5.2.2 Simulation Results 

The simulation was run for KP values between 215 and 30 for all 7 analytes. 

Table 4.3 and Table 4.4 show the results in the VIP and VIPxBeta methods 

respectively.  The results show that for both methods, it is possible to significantly 

reduce the number of spectral data points and have a relatively small effect on the 

RMSEE and RMSEP values where the VIPxBeta method tends to perform slightly 

better. As an example, for KS=80, which signifies an order of magnitude reduction in 

acquisition time, results show only an average 19.6% increase in RMSEE and 12.4% 

increase in RMSEP (VIPxBeta). 

VIP KP 

Glucose 
[g/L] 

Glutamine 
[mmol/L] 

Glutamic 
acid 

[mmol/L 

Lactate 
[g/L] 

Ammonium 
[mmol/L] 

CD [x105 
cells/ml] 

mAb 
[mg/L] 

RMSEE 

861 0.61 0.43 0.52 0.38 0.76 51.40 96.97 

215 0.67 0.45 0.55 0.38 0.76 51.06 96.18 

100 0.71 0.48 0.99 0.41 0.81 58.41 96.24 

90 0.68 0.56 1.06 0.40 0.83 58.65 95.26 

80 0.67 0.64 0.98 0.40 0.86 54.40 94.71 

70 0.63 0.67 0.75 0.38 1.00 55.11 93.42 

60 0.69 0.64 0.77 0.37 0.97 57.32 94.61 

50 0.77 0.56 0.80 0.40 0.99 58.58 98.96 

40 0.75 0.57 0.83 0.38 1.03 56.15 99.98 

30 0.78 0.59 0.88 0.37 1.06 57.42 99.11 

RMSEP 

861 0.61 0.56 0.83 0.44 0.63 62.81 170.34 

215 0.68 0.71 1.10 0.45 0.83 67.85 159.83 

100 0.69 0.93 1.16 0.46 1.31 74.92 169.54 

90 0.67 0.89 1.28 0.46 1.36 79.70 170.34 

80 0.66 0.90 1.25 0.46 1.34 156.99 170.17 

70 0.65 0.95 0.99 0.44 1.32 103.31 173.88 

60 0.70 0.87 1.01 0.43 1.35 93.79 175.45 

50 0.90 0.76 0.96 0.45 1.08 127.84 170.22 

40 0.89 0.69 0.97 0.43 1.10 89.12 170.48 

30 0.87 0.66 0.92 0.46 1.10 76.89 188.57 

Table 4.3: Simulation results for analyte concentrations with various number 
of spectral data points with the VIP ranking method. 
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Figure 4.21 a-d show the predicted PLSR values versus the measured values for 

KP =40 data points (40 minutes per spectrum) for glucose, lactate, total CD and mAb 

in the VIPxBeta method. Each color on the plots represents data from different CHO 

runs that were monitored using the Kaiser system (see Figure 4.3). 

 

VIPxBeta KP 

Glucose 
[g/L] 

Glutamine 
[mmol/L] 

Glutamic 
acid 

[mmol/L 

Lactate 
[g/L] 

Ammonium 
[mmol/L] 

CD [x105 
cells/ml] 

mAb 
[mg/L] 

RMSEE 

861 0.61 0.43 0.52 0.38 0.76 51.40 96.97 

215 0.70 0.45 0.55 0.34 0.75 51.50 96.61 

100 0.63 0.45 0.67 0.36 0.76 51.20 93.80 

90 0.71 0.45 0.65 0.35 0.77 50.36 94.17 

80 0.70 0.47 0.68 0.38 0.78 49.57 96.13 

70 0.68 0.49 0.69 0.37 0.77 50.35 99.28 

60 0.69 0.54 0.72 0.38 0.78 49.38 101.48 

50 0.70 0.56 0.75 0.40 0.90 50.77 95.88 

40 0.71 0.57 0.77 0.40 0.95 49.11 96.21 

30 0.70 0.59 0.83 0.40 0.99 57.36 87.93 

RMSEP 

861 0.61 0.56 0.83 0.44 0.63 62.81 170.34 

215 0.65 0.69 1.11 0.43 0.77 61.61 158.37 

100 0.62 0.75 1.16 0.45 1.03 60.31 144.52 

90 0.70 0.77 1.06 0.45 0.98 59.40 148.17 

80 0.69 0.83 1.02 0.48 0.97 57.37 129.12 

70 0.68 0.77 1.01 0.46 1.02 59.27 152.08 

60 0.69 0.71 0.96 0.46 0.98 57.85 167.64 

50 0.70 0.66 0.93 0.48 1.07 60.75 149.02 

40 0.72 0.67 0.92 0.48 1.06 59.24 157.94 

30 0.70 0.70 0.95 0.48 1.10 69.49 191.86 

Table 4.4: Simulation results for analyte concentrations with various number 
of spectral data points with the VIPxBeta ranking method. 
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Figure 4.21: Kaiser spectra PLSR models results showing the estimated and 
predicted analyte concentration results for a) glucose, b) lactate, c) total CD 
and d) mAb with only 40 datapoints ranked in the VIPxBeta method. The 
different colors represent data from the three different CHO perfusion runs 
that were monitored using the Kaiser system. 

The above results suggest that it is possible to significantly reduce acquisition 

time from approximately 5 hours to 40 minutes, and still maintain good prediction 

values using VIP-informed sampling. The following section will put this theory to the 

test by selectively sampling with the SSRS. 

4.5.3 Validation by SSRS Measurement 

It is generally quite difficult to transfer PLSR model results between different 

runs, let alone different Raman systems. Any Raman spectrum includes specific system 

spectral features from the lenses, filters, or optical windows, which are captured along 

with the sample under inspection. Particularly for the SSRS and Kaiser, which have 

completely different hardware and were also inspecting different samples 

(supernatants versus media with cells) it’s extremely unlikely one model can be used 

to inform another. However, we can use the acquired SSRS spectra of the 12 CHO 

samples from run R3 (see Section 4.4) to evaluate the VIP-informed sampling strategy. 
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4.5.3.1 PLSR parameters for SSRS Spectra 

Since only 12 CHO samples from run R3 were available for SSRS 

measurements, the data was not split into equal data sets of training and validation 

but rather a “leave-2-out” cross validation was performed iteratively. In each iteration, 

10 of the 12 spectra were used for training and 2 spectra were used for validation until 

all permutations were exhausted (12*11/2=66). The regression coefficients and final 

RMSEE and RMSEP are the mean values computed in all iterations. 

The number of PLSR components for each analyte were determined 

automatically to be the lowest number for which the explained variance would exceed 

83%. 

4.5.3.2 SSRS PLSR results 

The reduced number of samples limits the PLSR ability to predict analyte 

concentrations from previously unseen spectra and also limits the number of possible 

PLS components, further hindering performance. Additionally, as was established 

before, the SNR of the SSRS spectra was lower compared with the LOD measurement 

due to short integration times (5 seconds) and a low number of repetitions (12). Table 

4.5 and Table 4.6 show the measurement results for VIP informed sampling and 

VIPxBeta informed sampling respectively. 

Overall, the RMSEE values were quite good, and remained so even for KP<70 

for both selection methods. There appears to be no advantage to sampling using 

VIPxBeta, however, there is not enough data to draw definite conclusions.  
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SSRS 
VIP KP 

Glucose 
[g/L] 

Glutamine 
[mmol/L] 

Glutamic 
acid 

[mmol/L 

Lactate 
[g/L] 

Ammonium 
[mmol/L] 

CD [x105 
cells/ml] 

mAb 
[mg/L] 

RMSEE 

276 0.48 0.08 0.17 0.24 0.15 18.35 86.90 

100 0.51 0.09 0.22 0.27 0.17 21.64 60.54 

90 0.52 0.14 0.24 0.27 0.17 21.91 62.65 

80 0.52 0.14 0.24 0.27 0.17 22.54 66.04 

70 0.52 0.13 0.26 0.28 0.22 25.25 75.71 

60 0.45 0.12 0.27 0.18 0.17 25.62 77.68 

50 0.45 0.12 0.17 0.20 0.19 25.90 78.39 

40 0.45 0.12 0.19 0.12 0.14 27.58 79.28 

30 0.35 0.13 0.22 0.14 0.10 24.73 66.99 

RMSEP 

276 1.65 0.61 4.41 1.96 1.42 238.71 609.52 

100 1.60 0.64 4.45 2.05 1.43 243.54 606.10 

90 1.60 0.64 4.46 2.05 1.43 243.02 605.66 

80 1.62 0.63 4.44 2.03 1.42 244.16 606.55 

70 1.65 0.62 4.42 2.01 1.41 241.59 611.68 

60 1.69 0.62 4.40 1.94 1.41 238.46 615.09 

50 1.70 0.63 4.41 1.92 1.42 236.01 615.55 

40 1.70 0.63 4.41 1.96 1.42 235.52 616.03 

30 1.66 0.64 4.40 1.96 1.45 241.26 609.28 

Table 4.5: SSRS measurement results for analyte concentrations with various 
number of spectral data points with the VIP ranking method. 

 

 

 

 

 

 

 

 

 

 



182 
 

SSRS 
VIPxBeta KP 

Glucose 
[g/L] 

Glutamine 
[mmol/L] 

Glutamic 
acid 

[mmol/L 

Lactate 
[g/L] 

Ammonium 
[mmol/L] 

CD [x105 
cells/ml] 

mAb 
[mg/L] 

RMSEE 

276 0.48 0.08 0.17 0.24 0.15 18.35 86.90 

100 0.37 0.08 0.16 0.23 0.17 22.89 64.98 

90 0.38 0.10 0.19 0.24 0.17 23.84 90.59 

80 0.39 0.11 0.21 0.24 0.18 24.91 68.69 

70 0.40 0.07 0.23 0.25 0.15 21.47 69.72 

60 0.52 0.07 0.22 0.25 0.16 21.71 69.94 

50 0.52 0.07 0.23 0.25 0.16 22.19 71.11 

40 0.52 0.06 0.23 0.19 0.17 14.98 72.62 

30 0.43 0.07 0.16 0.19 0.12 18.90 73.80 

RMSEP 

276 1.65 0.61 4.41 1.96 1.42 238.71 609.52 

100 1.61 0.64 4.50 2.00 1.45 236.20 607.46 

90 1.60 0.65 4.53 2.04 1.45 236.79 605.36 

80 1.59 0.66 4.56 2.04 1.44 235.40 605.63 

70 1.59 0.65 4.54 2.03 1.44 235.38 605.38 

60 1.64 0.65 4.54 2.03 1.46 234.23 605.33 

50 1.61 0.64 4.54 2.04 1.45 234.50 605.94 

40 1.62 0.64 4.52 1.99 1.45 235.53 607.93 

30 1.65 0.66 4.44 1.98 1.43 231.89 609.54 

Table 4.6: SSRS measurement results for analyte concentrations with various 
number of spectral data points with the VIPxBeta ranking method. 

 The RMSEP errors are significantly higher than RMSEE, attributed to the 

limited capacity of the PLSR model with such a limited sample number. However, the 

prediction errors remain similar even for a reduced number of KP spectral points, 

indicating the usefulness of VIP informed sampling.  

 A “sanity check” was performed by sampling KP random data points and 

comparing to the VIP-informed methods (Table 4.7). The random RMSEE errors were 

quite low, but RMSEP values were significant for all analytes and all values of KP. The 

random selection method produced larger errors compared with the VIP-informed 

methods, further indicating that there is value in VIP- informed sampling.  
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Generally, the large differences between RMSEE and RMSEP values is indicative of 

over-fitting, which is not surprising due to the sample size. Conclusive validation of 

VIP -informed sampling requires additional SSRS measurements. 

Random  KP 

Glucose 
[g/L] 

Glutamine 
[mmol/L] 

Glutamic 
acid 

[mmol/L 

Lactate 
[g/L] 

Ammonium 
[mmol/L] 

CD [x105 
cells/ml] 

mAb 
[mg/L] 

RMSEE 

276 0.48 0.08 0.17 0.24 0.15 18.35 86.90 

100 0.52 0.08 0.19 0.22 0.15 18.32 93.49 

90 0.38 0.08 0.21 0.13 0.12 21.23 70.86 

80 0.49 0.08 0.17 0.23 0.15 18.81 89.00 

70 0.49 0.09 0.29 0.16 0.15 17.77 87.17 

60 0.39 0.07 0.20 0.23 0.15 20.42 90.68 

50 0.51 0.07 0.19 0.25 0.10 14.63 93.12 

40 0.53 0.08 0.18 0.16 0.17 21.21 71.06 

30 0.52 0.09 0.29 0.17 0.15 21.95 59.65 

RMSEP 

276 1.65 0.61 4.41 1.96 1.42 238.71 609.52 

100 1.85 0.72 4.59 2.06 1.47 249.99 649.74 

90 1.91 0.67 4.56 2.04 1.47 249.18 653.99 

80 1.85 0.67 4.60 2.07 1.47 249.94 649.40 

70 1.89 0.67 4.56 2.03 1.45 246.72 652.27 

60 1.87 0.71 4.58 2.05 1.47 248.53 654.09 

50 1.86 0.68 4.58 2.07 1.49 252.47 648.33 

40 1.81 0.68 4.59 2.04 1.47 249.50 656.11 

30 1.83 0.69 4.57 2.01 1.46 247.24 652.95 

Table 4.7: SSRS measurement results for analyte concentrations with various 
number of randomly selected spectral data points. 

Notably, the SSRS PLSR still allows us to track trends in analyte concentrations, 

despite errors. Figure 4.22 shows the SSRS PLSR results for KP=40 and the ground 

truth of the Nova analyzer. These results mostly reflect the RMSEE errors and the 

model as a descriptive tool and not a predictive tool due to the limited dataset 

available. 
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Figure 4.22: SSRS PLSR results with KP=40 points for 12 CHO supernatant 
samples from Run R3, reflecting the model’s RMSEE estimation errors of the 
data. The empty circles represent the Nova analyzer values and the stars 
represent the PLSR estimation results. 

4.5.3.3 Summary 

In this Chapter, samples from a CHO perfusion culture were measured using 

the SSRS and also two dispersive Raman systems. The SSRS achieved comparable 

spectra to the dispersive systems and enabled monitoring of key metabolites including 

glucose, lactate and also cell density and mAb titer using direct Raman peak analysis. 

 The hypothesis of using VIP scores and regression coefficients calculated by 

PLSR to minimize sampling time was investigated using a simulation with dispersive 

spectra and showed that VIP-informed sampling has potential to reduce acquisition 

time by a factor of 7, with minimal or no increase to estimation errors.  
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The Kaiser simulation data showed that based on VIP or VIPxBeta sampling, 

estimation and prediction errors were consistent, supporting this method for analyte 

prediction. While the RMSEE errors were larger than those of SSRS (e.g. glucose had 

an RMSEE value of 0.6-0.7 g/L and SSRS only 0.4-0.5 g/L), the Kaiser data was 

monitoring the testbed development processes that suffered from large variability in 

culture conditions. SSRS results, particularly in regards to validation errors was 

limited due to the small dataset but shows promise capturing essential metabolite and 

mAb values with as little as 40 data points. 

VIP and regression coefficients informed sampling can support the use of SSRS 

as a utility, particularly when a sensor system is integrated into a well-defined process, 

e.g. a chemical manufacturing facility or pharmaceutical production where the process 

monitored has a set of analytes the indicate the process success. However, if multiple 

users monitor random and unrelated samples, a full spectrum would need to be 

acquired. 
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CHAPTER 5  

Conclusion and Future Work 

The pursuit of ubiquitous chemical sensing has long been a central objective 

within the scientific community, accelerated by increasing demands from both 

regulatory bodies and industrial stakeholders. Despite this, conventional chemical 

sensing predominantly takes place in centralized analytic laboratories and relies on 

reagent-based techniques. The deployment of wireless bio/chemical sensors, while 

promising, is hindered by constraints in sensing methodologies, data acquisition, and 

power consumption, limiting their practical utility. 

In this thesis, a novel utility model for chemical sensing is introduced, building 

upon swept-source Raman spectroscopy to address previous challenges in the field. 

Drawing inspiration from recent advancements in cloud and edge computing, the 

proposed model is designed to meet the criteria of a utility service, encompassing 

hardware infrastructure, scalability, essential service provision, support for generic 

applications, and user-friendliness. 

Demonstrating the feasibility of this chemical sensing utility service, Chapter 2 

underscores the sensitivity of the SSRS network sensor system's basic component, the 

SSRS probe. Remarkably, this sensitivity matches that of high-end dispersive benchtop 

systems, with significantly reduced laser power. Validation was achieved through 

measuring LODs for glucose and nitrate, alongside monitoring nitrate concentrations 

in a hydroponics system reservoir and environmental water samples. 

 



187 
 

Chapter 3 demonstrates the scalability of the sensor network, leveraging readily 

available optical fibers and switches to extend sensor deployment over kilometers. 

Economic viability is assessed through cost analyses across various system sizes, 

comparing with commercially available Raman systems of similar performance. 

Furthermore, samples from a CHO-cell line perfusion culture were evaluated 

using the SSRS, with comparisons drawn against both custom and commercially 

available Raman systems. Adaptation of linear regression algorithms, tested through 

simulations and SSRS measurements, demonstrated the potential to optimize spectral 

acquisition, reducing duration by an order of magnitude without compromising 

predictive accuracy. 

These promising results warrant exploration of near and long-term directions 

for advancing SSRS technology further. 

5.1 Near Term Applications 

Continuous manufacturing Monitoring 

Chapter 4 has shown the usefulness of SSRS for the monitoring of cells cultures 

producing therapeutic mAbs. The sensitivity of the SSRS probe with only 6mW of 

power to monitor metabolites and mAb production was demonstrated. However, 

PLSR informed sampling was validated only as a descriptive model due to the limited 

availability of samples. In order for SSRS to be a predictive tool, additional samples 

need to be tested to create a more robust model. An integration of the SSRS probes 

into a bioreactor and additional points in the mAb continuous testbed would enable 

the exploration of real-time data collection, analysis, and modeling. 

Novel Cell-Therapy Development 

An additional emerging category of therapies in which SSRS Raman can be 
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instrumental is cell-based therapeutics. In this family of products, the cells themselves 

are the therapeutic agent265. These cells can replace damaged tissue or produce 

compounds in-vivo such as hormones or cytokines which modulate the response of 

the immune system. Examples for such therapies are Chimeric Antigen Receptor T-

cells, (CAR-T) which is a treatment for Leukemia266, or Mesenchymal Stromal Stem 

Cells (MSCs) used to treat Graph Versus Host Disease267.  

The development of cell-based therapies often includes many iterations in 

which cells are harvested from a donor, genetically altered or activated, and then 

expanded in culture. These cell therapies depend not only on the cell culture process 

itself, but also on donor variability, which can be significant, particularly when cells 

are derived from sick donors. Cell therapies require an additional level of monitoring 

and control in both process development and manufacturing to enhance product 

uniformity and assure quality and safety.   

Raman spectra of supernatant from MSC cultures or T-cell cultures can be used 

to build predictive models even for different donors and has been successfully 

demonstrated using the dispersive Biomod system with prediction errors of 0.15g/L 

of glucose and 0.2g/L lactate using PLSR268 (see Figure 5.1).  

A SSRS sensor network can be used to monitor multiple culture conditions 

and various donor products in a synchronized manner to optimize therapeutic 

development and also to monitor production in either large scale or in small, 

personalized manufacturing facilities. Excitation powers, particularly for small volume 

cultures, need to be kept as low as possible to reduce any harmful effect on the cells 

and their environment. The use of smart adaptive sampling techniques, as were 

described in Section 4.5, to minimize acquisition time but maintain model accuracy 

is paramount for fast culture screening. 

Lastly, while Raman for 16-96 well plates has been developed269, it relied on 
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sequential scanning using a single Raman probe to acquire the spectra. This process 

is extremely time consuming and could pose a threat to the samples due to high laser 

power. The SSRS could be integrated onto a robotic arm and enable fast spectral 

acquisition of all samples with significantly lower power and a short illumination 

period.  However, a miniaturized probe would need to be fabricated for this 

application.  

The high cost of such therapies along with their life-saving potential could 

justify a mid-level simultaneous sensor system or even a large-scale simultaneous 

system as describes in Chapter 3. 
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Figure 5.1: PLSR prediction results from MSC supernatant spectra taken with 
the Biomod which used cross-donor validations. The results show the model’s 
predictive concentrations for (a) glucose and (b) lactate as learned from Donor 
2 and used to estimate the values for Donor 1 along with the ground truth data 
from the Nova metabolite analyzer. Similarly, Figures (c) and (d) show the 
predicted values for glucose and lactate respectively, as learned from Donor 1 
and used to predict values for Donor 2. 

Agricultural and Horticular Monitoring  

The SSRS has been demonstrated on a small-scale hydroponic system but full 

large-scale integration would benefit from several modifications. First, the SSRS 

probes were designed for sterile liquid immersion and while they perform well for free-

space samples, but they can be significantly simplified. Probes can be modified for 
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longer probing distances on the order of centimeters and not millimeters by 

introducing new objective lenses or even using a collimated beam for probing large 

areas. A combination of probes can serve different sensing needs: liquid immersion 

or screening of plants in free space. Additionally, the fabrication of the probes can be 

facilitated if strict port dimensions do not pose a mechanical limitation and if 

autoclaving isn’t necessary. These modifications might also allow for better internal 

alignment of optics and fibers. 

 Second, deployment of a large system requires housing the main laser and 

deploying a network of fibers which may be intrusive and expensive and require 

maintenance (beyond the cost of components). Calibration, multi-sensor acquisition 

protocols and multi-sensor data fusion need to be developed to both manage the 

system and to gain as much value from its’ deployment. As illustrated in Chapter 4, 

large amounts of data would need to be collected for models to become reliable and 

provide good predictive assessments.  

5.2 Long-Term Development 

Medical Diagnostics 

SSRS is unique for allowing the acquisition of Raman spectra with low 

excitation power. Low illumination is crucial in medical applications since high 

excitation can cause tissue damage due to phototoxicity or protein denaturation270. 

NIR Raman is used to monitor blood, serum and other bodily fluids for fast 

chemical screening or detection of infections. It is also used to classify various tissues 

as healthy or malignant during endoscopies, gastroscopies or other surgical operations.  

In all of these use cases, excitation levels must remain under the safety guidelines to 

ensure patient safety and are enforced by the FDA. These guidelines have so far 
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prevented the use of NIR Raman for human ophthalmic in-vivo measurements due 

to the high sensitivity of the eye. 

Cytochrome C is a crucial heme protein which bears resemblance to 

hemoglobin271,272. This protein is abundant in mitochondria and exhibits a 

conformational change when it is oxidized, which alerts to the redox state of the tissue. 

This structural change has been previously monitored by resonant UV-Raman and is 

indicative of tissue health273. While UV-resonant Raman is destructive, SSRS can 

detect structural changes safely. Figure 5.2 shows the normalized spectra of 1mg/ml 

cytochrome C in PBS in oxidized and reduced forms for both our Biomod (120mW, 

50x10s) and a resonant Raman spectrum (414nm, 4mW, 100x1s, provided by Dr. 

Bertan Cakir from MGH and the Harvard Medical School Department of 

Ophthalmology). Though the resonance Raman has spectral features which are not 

found in NIR Raman (1350-1400 cm-1), both spectra show changes in the spectral 

range between 1500-1700 cm-1 when oxidized. 

 
Figure 5.2: Comparison of spectra of cytochrome C in reduced (light blue) and 
oxidized (orange) forms acquired with the Biomod dispersive system (120mW, 
10s integration repeated 50 times) and UV-resonant Raman of the same 
samples (in blue and red respectively, with 4mW at 414nm using 1s integration 
repeated 100 times, courtesy of Dr. Cakir Bertan) 
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The SSRS probe acquired spectra of 5mg/ml cytochrome C and found similar 

feature changes (770-800 nm, 5mW, 30x1s), see Figure 5.3. 

Cytochrome C is abundant in the mitochondria-packed fovea layer of the retina 

which is the most energy demanding tissue in the human body. Monitoring the redux 

state in this tissue could provide an early diagnostic tool for age-related macular 

degeneration in which the tissue is unable to properly oxidize, leading to cell death 

and ultimate blindness. 

In order for SSRS to become a viable diagnostical tool, the cytochrome C limit 

of detection needs to be improved and acquisition time shortened to approximately 

120 seconds, which is the limitation for inspection recommended by medical doctors. 

Additionally, the redox state of cytochrome C needs to be measured in complex 

environments which include hemoglobin, which may interfere with the detection of 

conformational changes. Lastly, a system that can probe an area of the retina and not 

limit the inspection to a single point would allow to map the retina in an efficient and 

comprehensive way.  

 
Figure 5.3 SSRS spectra of 5mg/ml cytochrome C in reduced and oxidized 
forms acquired with 5-6mW with 1 scond integration and 30 repetitions 
showing conformational chnages in the 1500-1650 cm-1 wavenumber range. 
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Remote and Mounted Sensing  

SSRS significantly increases the scale of Raman systems but it has so far been 

limited to immersion or very close-range measurements due to the optics of the probe. 

Remote Raman sensing has been previously demonstrated by designing telescope-like 

probes that illuminate distant samples with a pulsed laser and employ gated 

detection61,274. Tunable sources are often used as pulsed sources with sufficient 

excitation powers to travel several meters (collimated) and scatter off a sample with 

enough intensity to provide adequate SNR for chemical detection. 

 Since SSRS already employs tunable lasers, SSRS could be similarly designed 

to enable standoff detection. A significant redesign of the detection would need to 

allow gating to determine the sample distance from the probe and distinguish between 

different samples, much like a radar pulse.   

Remote systems can be mounted on combines or harvesters and be used for 

precise agriculture in which watering, fertilization and pest-control is done by-demand 

and only ripe produce is harvested. Remote detection of hazardous materials, or 

environmental monitoring using unmanned vehicles in the air or sea could 

significantly enhance our efforts to mitigate pollution. 

To conclude, apart from the SSRS probe and sensor network extensively 

discussed in this Thesis, there are several other promising avenues for advancing SSRS 

technology, such as imaging, remote sensing, and medical applications. The most 

immediate and promising direction involves further integrating and measuring the 

CHO perfusion testbed and expanding PLSR-based minimal sampling for robust 

predictive modeling, which would significantly enhance monitoring capabilities.  
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APPENDIX A  

Interferometric Methods 

Fourier Transform Spectrometers 

Fourier Transform (FT) spectroscopy was developed in the 1950’s to study IR 

spectra of stars in astronomical measurements40. The basic principle relies on the 

interference of two beams of light in an interferometer and performing a FT to detect 

the spectral features275, as is detailed in the following. The technique was adapted to 

chemical measurements in the FIR and MIR regions, where detector sensitivity is 

inherently low.  

The main advantage of FT spectroscopy for Raman is the increased étendue 

compensating for the low detector sensitivity. Since the spectral resolution is 

decoupled from the size of the input aperture, more light can be collected into the 

system while maintaining resolution. Additionally, as the detection is based on the 

interference of coherent light, stray light is much less likely to introduce unwanted 

spectral artifacts. The étendue limitation of FT spectroscopy stems from the small 

acceptance angle required to align two beams of light in order to measure their 

interference. If the beams have an angular misalignment, an off-axis path difference 

error is introduced which affects the spectral resolution276. Effectively, in order to 

achieve a spectral resolution of 4 cm-1, the acceptance angle is limited to approximately 

1°. 

 It is worth noting a second advantage of FT spectrometers that is pertinent in 
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general but not applicable for shot-noise limited measurements, which is the case for 

Raman spectroscopy. In FT, all 𝑀𝑤 spectral wavelengths, are observed simultaneously 

(multiplexed) and so the SNR is calculated for all spectral bands together in the 

interferogram. In cases where the noise is random and independent of the signal, the 

SNR would increase by √𝑀𝑤. However, in a shot-noise limited regime, the noise 

increases as the squared root of the signal and so the noise would also increase by 

√𝑀𝑤, offsetting the multiplexing advantage56,275. 

 
Figure A.1: An FT spectrometer based on a Michaelson interferometer 
showing the light input which is collimated using a lens and split using a beam 
splitter to two arms. One half of the light hits a reference fixed mirror and the 
other a movable mirror, creating a difference in path length leading to an 
interference pattern which is recorded on the detector. 

Figure A.1 shows a top-view of an FT spectrometer based on a Michaelson 

interferometer used for detection of Raman spectra. The light from the sample is 



197 
 

collimated and enters the interferometer. A beam splitter halves the incoming light so 

that one beam is reflected of a fixed mirror and the other is reflected off a moving 

mirror, creating a modulation of the Optical Path length Difference (OPD). The 

beams interfere and hit the detector where an interferogram is created with M data 

points that correspond to M positions of the movable mirror from 𝑥0 to 𝑥𝑚𝑎𝑥. If we 

assume for simplicity that the movable mirror as at distance 𝑥0 from the mirror, then 

the maximal OPD is 𝑥𝑚𝑎𝑥. 

The spectral resolution, Δ𝜈, in a FT spectrometer depends on the OPD 

according to the Nyquist theorem277,278: 

 𝛥𝜈 =
1

2𝑥𝑚𝑎𝑥
 (A.1) 

As seen from Equation A.1, Δ𝜈 is completely independent of the spectrometer’s 

input aperture, allowing for significantly larger throughput compared with dispersive 

spectrometers. Spectral resolution values between 1-4cm-1 are very common in 

commercially available benchtop instruments with an OPD of a few centimeters, and 

custom instruments with an OPD extending 10 meters and a spectral resolution of 

0.001cm-1 are also available279. 

The enhanced throughput allows the use of longer excitation wavelengths such 

as 1064nm, where fluorescence is negligible, and to compensate for lower Raman 

scattering, as seen from Equation 1.6. However, for these longer wavelength 

excitation, Ge or InGaAs detectors are used but as they are narrow direct bandgap 

materials, they suffer  from significantly higher noise, limiting their sensitivity248,280,281.  

Furthermore, the use of a moving mirror to modulate the optical path 

difference comes with strict requirements of accuracy and repeatability, making 

instrumentation bulky and expensive. Alignment is of utmost importance in 

interferometry and is also particularly sensitive to temperature, humidity, and other 
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environmental conditions, making them extremely difficult to operate in the field. 

Another significant disadvantage has to do with aqueous samples, which absorb more 

of 1064nm excitation (see Figure1.5) limiting the usefulness of this technique. Lastly, 

only a single input can be introduced into the interferometer at any given moment 

and so the use of multiple signal channels (including multiple pixels for imaging), is 

accomplished by sequentially sampling each channel. 

Spatial Heterodyne Raman Spectroscopy   

 
Figure A.2: a SHS spectrometer where two fixed gratings replace the moving 
mirrors of the FT spectrometer, creating multiple 2D diffraction patterns that 
interfere with one another, and a CCD array detects the interferogram of all 
OPD simultaneously, making the scanning redundant. 

Spatial Heterodyne Raman Spectroscopy (SHRS)282,283 is a fairly new technique, 
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based on the Spatial Heterodyne Spectrometer (SHS)284. This technique leverages the 

advantages of interferometry and enhanced throughput, while alleviating the 

complexity of a moving mirror operation by using tilted gratings and a detector array.  

Figure A.2 shows a SHS. It resembles an FT spectrometer but instead of 

mirrors, there are two tilted grating and the interferogram is created on a CCD array 

so that all OPDs are simultaneously detected. A 2-Dimensional (2D) FT interprets the 

detector image to compute the Raman spectrum.  

The spectral range of SHS is limited by the highest spatial frequency that can 

be recorded on the CCD array without aliasing284. Similar to dispersive systems, the 

spectral resolution of SHS depends on the physical dimensions of the setup: the 

dispersive grating size, tilt angles, and CCD. It has been shown that the étendue of 

SHS is equivalent to that of FT spectrometers285 and that the resolution achievable is 

better than 5cm-1 in most systems282.  

The dimensions of the interferometer, gratings, and the CCD, usually limited 

to a few centimeters, dictate that this technique is most effective for UV and short 

visible wavelengths excitation283,284,286. The “one-shot” spectral measurement that 

negated the use of mirror tuning, further enables gating of the detection, crucial for 

standoff  Raman measurements283.  

SHRS is still not widely used, certainly in comparison to established FT or 

dispersive systems, however, it is a fairly new Raman architecture and there have been 

interesting recent advancements. A monolithic SHRS287 using a 532nm excitation 

reaching a resolution of 8cm-1 was demonstrated in 2021. Hyperspectral Raman 

imaging was performed combining SHRS and a micro-lens array288. In-situ 

measurements using a custom Raman probe with a 300μm core have also been 

reported289. 

SHRS leverages the throughput enhancement that FT spectrometers offer, 
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while mitigating alignment challenges with improved system robustness. However, it 

is mostly a method suited for short wavelength excitations that leave out applications 

with biological samples or highly fluorescent samples. Similar to FT Raman, it still 

only allows a single signal channel.   
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APPENDIX B  

Common Detectors 

In the early days or Raman experiments, before the invention of semiconductor 

devices and detector arrays, spectra were acquired by a scanning monochromator 

followed by a sensitive single-point detector based on vacuum tubes290. Today, 

detectors are predominantly built with semiconductors, either as single-point 

detectors, but most commonly as detector arrays comprising of many adjoint pixels. 

Detectors are chosen first and foremost by their material responsivity, which 

determines the conversion rate of photons to electrons. Figure B.1, reproduced from 

reference [291] shows the photon-electron conversion efficiency curves of common 

semiconductor materials. Silicon, which is a non-direct bandgap material, is the most 

common material for detection of UV, VIS, and NIR wavelengths because of its low 

noise and low cost. 
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Figure B.1: Photon-electron conversion efficiency curves of solid-state materials 
(Reproduced from [291]) showing the appropriate wavelengths in which each 
material can function. 

As mentioned in Section 1.3.2, there are many noise factors contributing to the 

overall noise in photon detection. The most significant noise in the detector itself is 

the thermal noise or Johnson noise. The Root Mean Square (RMS) value of the 

thermal noise current is given by Equation 1.43 and it is a uniformly distributed 

(“White Noise”) process, where T is the temperature, ∆f is the measurement 

bandwidth and RΩ is the resistance value of the MOS element. 

𝜎𝑑 = √
4𝑘𝐵𝑇∆𝑓

𝑅𝛺
 

(B.1) 

Since Raman is such a weak scattering process, most detectors need to be cooled 

in order to reduce the thermal noise and improve the SNR. Air or liquid convection 

cooling systems, Thermoelectric Cooling (TEC), and the use of liquid nitrogen are all 

methods used to reduce detector noise. Additional detector noise factors such as read-

out and flicker noise, depend on the geometry and on the detector’s architecture. 
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Single Point Detectors 

Single point detectors are used today in many spectroscopy methods including 

FTIR, FT-Raman, CARS, and SSRS where spectra are acquired through scanning or 

tuning and only a single detector is used for signal acquisition. Single point detectors 

often have larger areas, and can accommodate additional amplification or photon 

counting modules. 

Photon Multiplier Tubes  

Photon Multiplier Tubes (PMT) are a class of vacuum phototubes that are one 

of the oldest single-point detectors. PMTs  amplify the detected photon flux using 

secondary electron emission through the photoelectric effect291. When a photon 

impacts the photocathode, electrons are emitted and then amplified through a series 

of dynodes, which are high-voltage biased electrodes inside the tube. The amplified 

electrons reach the anode where they are detected. PMTs have a high gain (~108), low-

noise, high frequency response, and a large active area, making them extremely useful 

for a host of low-light applications in UV, VIS and NIR wavelengths. While PMTs 

have many advantages, they are fragile detectors that require vacuum tubes and have 

both a high voltage (~1kV) and a considerable power consumption. The quantum 

efficiency of PMTs depends on the photocathode material, but is often limited to 25% 

in the VIS-NIR ranges. 

Semiconductor Photodiodes 

In semiconductor photodiodes, light is absorbed in the detector material 

creating charge carriers, holes and electrons, which are then transported from the 

device and measured. There are many photodetector architectures bases on 

semiconductor doped junctions (p-n, p-i-n) and on capacitor structures like Metal-

Oxide-Structure (MOS), to name a few. Without getting into detailed descriptions of 
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photodetector technologies, we can largely separate these detectors into two groups 

based on their mode of operation: Photovoltaic (PV) and Photoconductive (PC), 

where some devices can be operated in both modes. 

PV mode is preferred for low bandwidth low-light applications. When the 

device is unbiased, light is absorbed in the active area (depletion region) of the device, 

and charge carriers are formed. These charge carriers are measured either as current, 

producing a linear response between the light power and detected current or as voltage 

on a resistor. PV mode has a lower signal bandwidth but also lower dark and thermal 

noise. Often, transimpedance amplifiers are attached to these detectors, creating an 

electronic gain and producing a measurable output voltage external to the photodiode 

which can be on the order of 108-1012 V/A. 

In PC mode, a reverse bias is applied to the diode, creating a larger depletion 

region for the charge carriers. When light impacts the diode, charge carriers form, and 

are immediately transported due to the electric field on the device. PC mode produces 

both a smaller capacitance, thus increasing the detection bandwidth, but 

simultaneously increased the dark noise.  Importantly, when the reverse bias is further 

increased (100-200V in silicon) close to the junction breakdown voltage, an 

“avalanche” effect occurs in which charge carriers gain enough kinetic energy to ionize 

other atoms, creating an amplification of charge carriers. This phenomenon is used 

to create a class of photodiodes called Avalanche Photodiodes (APD), discussed in the 

following. Figure B.2 shows a simplified diagram of the current created in a 

photodiode in PV, PC and avalanche mode for increasing illumination levels P0, P1, 

and P2. 
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Figure B.2: A diagram showing the different modes of operation for 
semiconductor photodiodes in both PC, PV and avalanche modes. P0 P1 and 
P2 stand for different illumination levels. 

Avalanche Photodiodes and Single Photon Avalanche Detectors 

APDs are the solid-state alternatives for PMTs. When they are combined with 

photon counting modules, they form Single Photon Avalanche Detectors (SPAD). 

The main difference in the operation of APDs and SPADs is the magnitude of the 

applied reverse voltage. In SPADs, the reverse bias exceeds the junction breakdown 

voltage, leading to a “Geiger-mode” operation, whereas APDs have a more linear gain 

characteristic292. SPADs are preferable for extreme low-light (single-photon) scenarios, 

where the amplification gain is significant and noise is fairly low. However, SPADs 

can saturate in the presence of noise or ambient light and require a quenching circuit 

that temporarily reduces the applied voltage to allow recovery. 

Most SPADS have a smaller active area (junction) compared with PMTs, on the 

order of 10-100μm in diameter, but their quantum efficiency is often much higher 

reaching 50-70% in the UV-VIS-NIR regimes, depending on the semiconductor 

material. Recently, large-area SPADs with diameters between 200-500 μm have 
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emerged, opening the use of these detectors for high collection efficiency applications, 

including SSRS293. 

Detector Arrays 

Most modern spectra detection, particularly that of dispersive Raman systems, 

is accomplished with Charge Coupled Device (CCD) arrays, located at the focal plane 

of the spectrometer. Each pixel in the CCD array is an independent MOS element 

that converts the incoming photons to electrons which are then read by a separate 

circuit to produce the electronic signal291.  

CCD technology is often mentioned alongside Complementary Metal Oxide 

Semiconductor (CMOS) technology. CMOS architecture has many benefits in regards 

to lower power consumption and readout speed, but suffers from reduced pixel 

uniformity, increased noise and often has smaller active pixel areas. For these reasons, 

spectrometers, particularly those used for NIR, and very low light levels, use CCD 

arrays. 

The benefit of detector arrays is of course the ability to detect large spectral 

regions simultaneously in dispersive systems and have integrated readout circuitry. 

However, arrays have finite sizes, limiting the spectrometer’s input aperture, and are 

expensive, often becoming the most significant cost components in Raman systems.  
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APPENDIX C  

PLSR and VIP Mathematical 

Formulation 

The following mathematical PLSR formulation is provided for a general case 

where C is a response matrix, i.e. including J analytes for each sample in the learning 

dataset and sized [𝑁𝐿 × 𝐽] . In most PLSR Raman spectroscopy applications, C  is a 

single analyte vector (i.e. J=1), but some have reported modeling several analytes 

simultaneously, often referred to as PLS2145,146,294 

For iteration i we assume there are a pair of unit vectors, 𝑣𝑖 in the input space 

and 𝑤𝑖 in the output space so that: 

𝑧𝑖 = 𝑣𝑖
𝑇𝑋𝑖 (C.1a) 

 
𝑟𝑖 = 𝑤𝑖

𝑇𝐶𝑖 (C.1b) 
 

𝑧𝑖 and 𝑟𝑖 are called the input and output scores, respectively.  We wish to find 

𝑣𝑖 and 𝑤𝑖 which maximize the correlation of 𝑧𝑖 and 𝑟𝑖, which is equivalent to maximizing 

the covariance of the mean-centered matrices Xi, and Ci: 

𝐶𝑂𝑉(𝑋𝑖, 𝐶𝑖) = [𝑋𝑖 ∙ 𝐶𝑖
𝑇]  (C.2) 

 

By using Equations C.1a, C.1b and C.2 we get the following expression: 

𝑚𝑎𝑥 (𝑧𝑖 ∙ 𝑟𝑖) = 𝑚𝑎𝑥(𝑣𝑖
𝑇𝑋𝑖 ∙ 𝑤𝑖

𝑇𝐶𝑖) =  𝑚𝑎𝑥(𝑣𝑖
𝑇[𝑋𝑖 ∙ 𝐶𝑖

𝑇] 𝑤𝑖) (C.3) 
 

There are several algorithms used for finding the unit vectors which maximize 

the scores correlation. Nonlinear Iterative PLS (NIPALS)126 was the original method 
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used and it is still used for large datasets where the computational cost of other 

methods is prohibitive. PLS-Singular Value Decomposition (PLS-SVD)295 takes a 

different approach for finding latent variables and is considered precise yet 

computationally costly. Simultaneous PLS (SIMPLS)296 is the most commonly used 

method which also imposes orthogonality on the unit vectors, making the 

interpretation of latent variables easier. 

 After finding the scores, we wish to predict the concentration �̂�𝑖 from our score 

𝑧𝑖 using the output loading vector �̅�
𝑖
: 

�̂�𝑖 = �̅�𝑖𝑧𝑖 = �̅�𝑖𝑣𝑖
𝑇𝑋𝑖  (C.4) 

 

By minimize the estimation error (Equation C.5) a solution for the optimal loading 

vector q̅0,i is found (Equation C.6): 

𝑎𝑟𝑔𝑚𝑖𝑛 {|𝐶𝑖 − 𝐶�̂�|
2

} = 𝑎𝑟𝑔𝑚𝑖𝑛{(𝐶𝑖 − �̅�𝑖𝑣𝑖
𝑇𝑋𝑖)(𝐶𝑖 − �̅�𝑖𝑣𝑖

𝑇𝑋𝑖)
𝑇} (C.5) 

 

�̅�0,𝑖 =
𝐶𝑂𝑉(𝐶𝑖, 𝑋𝑖)𝑣𝑖

𝑣𝑖
𝑇𝐶𝑂𝑉(𝑋𝑖, 𝑋𝑖)𝑣𝑖

 
(C.6) 

 

In order to find the next latent component, we must first remove the first latent 

component from both the predictor (input) and response (output), a process called 

“deflation”. The deflated output, 𝐶𝑖+1, can be found from Equations C.4 and C.6: 

𝐶𝑖+1 = 𝐶𝑖 − �̂�𝑖 = 𝐶𝑖 − �̅�0,𝑖𝑣𝑖
𝑇𝑋𝑖  (C.7) 

 

The derivation for the deflated input, 𝑋𝑖+1, is beyond the current scope but can be 

shown to be:  

𝑋𝑖+1 = 𝑋𝑖 − 𝑋�̂� = 𝑋𝑖 − �̅�0,𝑖𝑧𝑖 = 𝑋𝑖 − �̅�0,𝑖𝑣𝑖
𝑇𝑋𝑖 (C.8) 

 

Where the input loading vector, p̅0,i, is defined as: 

�̅�0,𝑖 =
𝐶𝑂𝑉(𝑋𝑖, 𝑋𝑖)𝑣𝑖

𝑣𝑖
𝑇𝐶𝑂𝑉(𝑋𝑖, 𝑋𝑖)𝑣𝑖

 
(C.9) 

 

And finally, after Ncomp latent variables have been computed, the final 
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regression coefficients vector, β = Ĥ, is given by296,297: 

�̂� = 𝑋𝛽 = 𝑋 [ ∑ 𝑧𝑖�̅�0,𝑖

𝑁𝑐𝑜𝑚𝑝

𝑖=1

] 

(C.10) 
 

 

The VIP score can therefore be described by C.11a-b, where the index i stands for the 

index of latent variable so that 𝑖 = [1,2, … , 𝑁𝑐𝑜𝑚𝑝] and the index 𝑚 = [1,2, … , 𝑀], stands 

for the variable index: 

𝑉𝐼𝑃𝑚 = √𝑀
∑ 𝑆𝑆(

𝑁𝑐𝑜𝑚𝑝

𝑖=1
�̅�0,𝑖, 𝑧𝑖) ∙ (𝑣𝑚,𝑖/‖𝑣𝑖‖)

2

∑ 𝑆𝑆(
𝑁𝑐𝑜𝑚𝑝

𝑖=1
�̅�0,𝑖, 𝑧𝑖)

 

(C.11a) 
 
 

𝑆𝑆(�̅�0,𝑖, 𝑧𝑖) = �̅�0,𝑖
2𝑧𝑖

𝑇𝑧𝑖 (C.11b) 
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