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ABSTRACT

Graph sampling extracts representative samples of a graph, so that approximate graph
algorithms can be used in place of expensive, exact algorithms while still achieving high-
quality results. Thus, graph sampling plays an important role in many modern graph-based
applications, such as graph machine learning and graph data mining. However, because of
unstructured sparsity in the graph data and the randomness in the sampling algorithms,
graph sampling often is the computational bottleneck. To accelerate it, there exist parallel
graph sampling methods on multicore CPUs or GPUs. However, limitations arise at both
sides. Due to lower throughput, CPU implementations are much slower than GPU ones,
while GPU memory capacity is limited to only being able to handle small input graphs.

We present the idea behind a scalable graph sampling framework, ScaleGPS, to support
high performance graph sampling on huge graphs in a single machine with a CPU and a GPU.
The key idea is to cooperatively employ data caching and compression to reduce memory
footprint and data movement overhead, and thus achieve high performance and scalability.
The challenge in applying caching and compression for graph sampling is two-fold. First, the
randomness in sampling leads to redundant computation and memory accesses, and thus low
work efficiency. Second, real-world graphs often exhibit skewed degree distribution, where a
fixed strategy cannot optimally handle various cases.

We propose a hybrid and adaptive strategy to address this challenge. First, we split the
vertices in the graph into two groups based on their degrees. For each group, we store the
neighbor lists in different formats, to make full use of the scarce GPU memory resources.
Based on this hybrid compression method, we use the GPU memory as a cache of the CPU
memory, and adaptively cache hot data to minimize the data movement overhead between
the CPU and GPU. We implement our strategy in ScaleGPS and evaluate it on a single
machine with a 48-core CPU and an A100 GPU. Our experimental results on various sampling
algorithms show that ScaleGPS is able to support billion-edge graphs (up to 84-billion) in a
single machine. While the performance benefits over these large graphs are still undetermined,
ScaleGPS achieves an average of 33.4× (up to 93×) speedups for smaller graphs over
state-of-the-art parallel CPU implementations.

Thesis supervisor: Xuhao Chen
Title: Research Scientist
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Chapter 1

Introduction

Graph representation has become an increasingly popular method to model and solve impor-

tant computing problems, where data entities (vertices) are interconnected with relationships

or inter-dependencies (edges). Real-world graph applications include product recommen-

dation [1], social recommendation [2], [3], protein design [4], drug discovery [5], financial

forensics [6]–[8], chemical engineering [9], anomaly (e.g. spam, fake news) detection [10],

circuit design [11], etc. For many of these applications, they have to deal with massive scale

datasets, e.g., giant graphs with hundreds of billions of edges, putting a lot of pressure on the

computer system. As a result, efficiently scaling graph computation of massive sizes becomes

a key challenge in this domain.

One widely used method to combat the high computational costs in processing massive

graph data is graph sampling, which extracts a representative portion of the input graph

data, in order to reduce the total amount of computation and storage consumption. Graph

sampling has been widely used in graph machine learning [12]–[17] and graph pattern mining

[18]–[48]. Although it significantly reduces the computation algorithmically, plain graph

sampling alone is not enough to address the inefficiency in graph computation. Instead,

because of the unstructured sparsity in the graph data and the randomness in the sampling

algorithms, graph sampling often becomes the computational bottleneck in those applications.
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For example, it has been observed that in GraphSAGE [14], a popular graph neural network

(GNN) model, graph sampling ends up taking at least 45% of the model’s end-to-end training

time [49].

To accelerate graph sampling, parallel graph sampling methods on multicore CPUs [50]–[53]

and accelerators like GPUs [49], [54]–[56] and FPGAs [57]–[60] have been proposed. However,

all these approaches have their limitations. Due to lower throughput, CPU implementations

are usually much slower than GPU solutions. On the other hand, accelerators can achieve

impressive speedups with high throughput, but they are usually limited in memory capacity

and thus are only able to handle small input graphs.

In this thesis, we aim to address the efficiency and scalability issue in graph sampling.

We present a scalable graph sampling framework, ScaleGPS, to support high performance

graph sampling on massive-scale graphs in a single machine with a CPU and a GPU. The key

idea is to cooperatively employ data caching and compression to minimize data movement

overhead and reduce memory footprint, at the cost of extra computation on decompressing

the graph data. The rationale behind this design is that computation is cheap on GPU, but

data movement is often the real bottleneck, and also memory space is a scarce resource on

the GPU.

The challenge in applying caching and compression for graph sampling is two-fold. First,

the randomness in sampling leads to redundant computation and memory accesses, as only

a small portion of the data is sampled out of all the decoded data, which leads to wasted

decoding computation and thus low work efficiency. Second, real-world graphs often exhibit

skewed (e.g., power-law) degree distribution. Because of this skewness, any fixed compression

or caching strategy may not be able to optimally handle various cases. So generally there is

a tradeoff between data decoding speed, work efficiency and memory consumption.

To address the challenges, we propose a hybrid compression and adaptive caching (HCAC)

strategy. First, we split the vertices in the graph between two groups based on their degrees:

high-degree and low-degree. For each group, we store the neighbor lists in different formats.

14



We compress the neighbor lists of low-degree vertices using a SIMD-friendly compression

scheme, while for high-degree ones we add auxiliary indexing to reduce decoding overhead. In

addition to this hybrid compression method, we use the GPU memory as a cache of the CPU

memory, and adaptively cache hot data in the GPU memory to minimize the data movement

overhead between the CPU and GPU.

We implement our HCAC strategy in ScaleGPS and evaluate it on a single machine with

a 48-core CPU and an A100 GPU. We test a representative graph sampling algorithm, k-hop

neighborhood sampling. Our experimental results show that ScaleGPS can support fast

sampling on billion-edge graphs (up to 84-billion) in a single machine. ScaleGPS achieves

an average of 33.4× (up to 93×) speedups for smaller graphs over state-of-the-art parallel

CPU implementations and at most 3.9× slowdown compared to in-GPU-memory sampling,

which requires up to 2.26× more GPU memory space. As of this time, the performance

benefits over large out-of-memory graphs are still undetermined. We analyze possible reasons

for slowdown in our system, and provide ideas for moving forward.

The major contributions of this thesis are:

• We propose a hybrid graph compression strategy for graph sampling to reduce GPU

memory footprint and improve GPU memory efficiency.

• We propose an adaptive data caching approach to minimize data movement overhead

between CPU and GPU.

• We build ScaleGPS that implements our proposed hybrid, adaptive data management

strategy, and demonstrate the potential for high performance and scalability for various

graph sampling algorithms.

15
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Chapter 2

Background and Related Works

There have been a large volume of studies on graph sampling. For example, Graph sampling

has been used in graph neural networks [14]–[17], triangle counting [20]–[28], clique/cycle

counting [27], [29], [30], butterfly counting [31], motif counting [32]–[43], and frequent subgraph

mining [44]–[48].

In this chapter, we first go over the representative graph sampling algorithms in Section 2.1

and existing graph sampling frameworks in Section 2.2. Since our proposed approach leverages

compression and caching techniques, we also introduce existing data compression techniques

in Section 2.3 and data caching techniques in Section 2.4.

2.1 Graph Sampling Algorithms

We start this section by introducing a high-level overview of the general process for many

graph sampling algorithms. The algorithms we touch on sample sets of vertices sequentially

for a fixed number of steps N . To begin generating a sample, or subgraph, we populate the

first layer of our sample with our chosen initial frontier vertices. Frontiers are the set of

vertices that were sampled during the most recent layer, and are also the vertices that will

aid in choosing the vertices for the next layer to be added to our sample. To determine the

frontiers for the next layer, we typically have some way of sampling from the neighbors of

17



Algorithm 1 k-hop neighborhood sampling
1: Input Graph g
2: Output vector<Vertex> sampled frontiers in order
3: procedure khop_samples
4: frontiers := vector<Vertex> of size total frontiers to be sampled
5: Enter initial frontiers into head of frontiers
6: current_step_size := number of initial frontiers × batch size
7: for step = 0 to N do
8: Multiply current_step_size by fanoutstep
9: for t_idx = 0 to current_step_size do

10: int oldt_idx := Calculate the index of the previous frontier
11: int oldt_degree := Get outgoing degree of frontiers [oldt_idx ] from g
12: Vertex new_t := Randomly sample from oldt_degree neighbors
13: frontiers [t_idx ] = new_t
14: return frontiers

the current frontiers to maintain the connectivity of the original graph. The fanout number

mi at step i is the number of new vertices per frontier that we will add to the next layer of

frontiers. By the end of our sampling, we should have sampled
∑N

i

∏i
j mj × b total vertices,

for a batch size (number samples) of b.

While there are many different sampling algorithms that are each better suited for different

purposes, we describe the four algorithms highlighted in NextDoor [55] for their simplicity

and popularity. Below is an overview of each of the sampling methods.

• k-hop neighbors [14]. This algorithm samples N = k layers. For every frontier t at

step i, mi new edges are sampled from t’s outgoing edges to decide the next layer’s

frontiers. These sampled edges are also included into the sample.

• Random Walk [51]. For every frontier v and its previous frontier t that we used it to

sample from, we determine the probability of picking one of v’s neighbors u depending

on three conditions in this respective hierarchy: (i) if u = t the probability is p, (ii) else

if u is connected to t then the probability is 1, (iii) else the probability is 1/q. Both p

and q are fixed hyperparamters. Using these probabilities, u is finally selected through

rejection sampling [13]. Note the fanout mi = 1 for every step i.

18



(a) k-hop
(b) Random Walk

(c) Multi Dimensional Random Walk (d) Importance

Figure 2.1: Illustration of four different sampling methods.

• Multi Dimensional Random Walk [61]. This type of random walk similarly has

mi = 1 for every i. The main feature of this algorithm is that starting with our initial

frontiers set, every newly sampled vertex is a random neighbor of a randomly chosen

frontier t from the layer. This new frontier will then replace t in the set, and the process

repeats N times. The specialty of this feature is that we can continue our sample

expansion in the direction of old frontiers as well, such that not every root frontier in

our sample will end up with the same length path like in a normal random walk.

• Importance Sampling [16], [17]. Importance sampling is the only algorithm that

practices collective sampling, meaning that new frontiers are selected from the collection

of all neighbors from the current frontiers. So for every layer, we sample a fixed number

of frontiers from the neighbors of the layer previously, and add an edge between any

19



new frontier and previous frontier if that edge existed within the original graph as well.

Fig. 2.1 illustrates each of the algorithms listed above. K-hop and the random walks are

all node-wise [49] sampling algorithms because each frontier is individually used to sample

new ones. On the other hand, importance sampling is layer-wise, which picks its new frontiers

from the collective set. There is no right or wrong answer as to which sampling method

is better, but depending on the application one method might be preferred over the other.

For example, GraphSAGE [14], [62] is one of the first works to include mini batching from

sampling into GCN training. They use node-wise neighborhood sampling to increase training

efficiency. In contrast, LADIES [16] uses layer-dependent importance sampling to reduce

variance which improves GCN model accuracy.

Of these four, we evaluate the design of our system in the context of k-hop. Algorithm 1

contains the pseudocode for sequential k-hop sampling. In order to parallelize the code, one

can change line 9 to use Parallel For instead.

2.2 Graph Sampling Systems

This section highlights different existing graph sampling systems and their novel contributions,

implemented on either CPU or GPU.

2.2.1 CPU Sampling systems

For random walk algorithms specifically, the majority of sampling time comes from calculating

the probabilities of selecting an edge. In conventional random walks like node2vec [13],

sampling the next frontier involves examining every outgoing edge from the current frontier and

assigning a probability of accepting each if the edge gets selected. To address this inefficiency,

KnightKing [51] is a distributed random walk engine with its own edge probability re-weighting

process. With the novel incorporation of rejection sampling into their implementation, their

algorithm neared O(1) complexity for edge sampling compared to the O(|Ev|) complexity of

20



previous random walk iterations such as node2vec.

SALIENT [53], [63] is another work that opts to modify a basic sampling algorithm

for better performance. Focusing on k-hop neighbor sampling, this paper makes two main

contributions with their implementation. The first is optimizing k-hop neighbor sampling

itself, and notably having the code run in parallel on different threads for separate mini-

batch samples. The sampling in SALIENT is meant specifically for iterative GNN batch

training. Thus, the second main contribution is reducing the communication overhead of

fetching sampled vertex features from memory by implementing an analysis of vertex inclusion

probabilities (VIP analysis) to optimize caching frequently accessed neighbors. One area of

future work that the paper notes is improving on how vertex features are partitioned across

machines, to scale for even larger graphs.

Other than SALIENT, there are plenty other graph frameworks that are also motivated

by reducing the latency caused by the communication overhead between different memory

levels. ThunderRW [50] stores its large graphs in-memory, and limits the number of random

accesses when sampling an unvisited edge using a work balanced step-centric model. The

step-centric model breaks up individual edge queries into three different steps, and because

steps within a single query must happen sequentially, they find a method to parallelize the

steps between queries instead called step interleaving. So while a step in one query is halted

while waiting to fetch data from memory, the thread switches to handle the step of another

query first before returning to complete the original query’s step. FlashMob [52] is another

paper published around the same time under the same motivations as ThunderRW, except

they adopt the opposite approach as ThunderRW for handling irregular memory accesses.

By dividing the graph into alike partitions and batching queries by partition, FlashMob

directly reduces the number of cache misses rather than hiding their latency behind other

computations. However, unlike ThunderRW, FlashMob has not been tested on disk-resident

graphs.
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2.2.2 GPU Sampling Systems

The first paper that we explore makes many contributions towards graph sampling and

random walk algorithms, but the biggest one of interest to our thesis is their multi-GPU

thread allocation. Their framework, C-SAW [54], uses what they call workload-aware partition

scheduling. The process starts by partitioning the input graph into subgraphs with an equal

count of contiguous vertices to store on the separate GPUs. Different partitions will generally

offer different workloads due to the difference in frontiers of each. To make sure a single

workload does not become the bottleneck, the system keeps track of the frontiers of each

partition and loads these partitions onto GPUs asynchrously. Each GPU kernel is also

allocated a proportional number of thread blocks to the number of frontiers in its partition.

Thus, a partition that likely has a bigger workload is scheduled to start sampling first and

with more parallelism.

Similarly, the NextDoor framework aims to optimize the parallelism of GPUs. NextDoor

[55] proposes a new thread assignment system for sampling frontiers of a single layer in

parallel on GPUs. The idea that they introduce is frontier-parallelism, which is an alternative

assignment paradigm to the conventional individual frontier sampling in which the frontiers of

the same sample are assigned to consecutive threads. However, this method is prone to warp

divergence and load imbalance due to graph irregularities. Additionally, the entire graph

must be stored in memory because of the different neighborhoods that must be accessed. In

contrast, frontier-parallelism regroups samples into samples of the same frontier. Consecutive

threads now access the same neighborhood of a single frontier that is able to fit in shared

memory, and these threads also follow the same set of instructions. This implementation

addresses the inefficiencies in thread parallelism on GPU, and works for various sampling

algorithms. While the majority of their results showed noticable speedup in both isolated

sampling and when applied to GNN training, when run on graphs with only millions of

vertices the GPU already begins to run out of memory.
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In response to C-SAW and NextDoor, Skywalker [56] attempts to create a new framework

to address the inefficiencies within the two algorithms. Skywalker’s primary focus is to reduce

the time of the sampling algorithm itself by using a parallelizable alias table on GPU. The

alias table stores the biases of selecting a new frontier prior to sampling, so that the sampling

itself would only take constant time. On the other hand, methods like rejection sampling

used in NextDoor [55] could take many trials before accepting a frontier to the sample. By

leveraging a way to parallelize the alias table construction and learning to compress their

alias table to save space, Skywalker was able to show an average speedup of 5.2× while also

being able to handle larger input graphs compared to NextDoor.

Finally, Gong et al. poses one of the most recent GPU-based sampling systems named

gSampler [49]. gSampler boasts a matrix-centric API, meaning that the graph data is either

parsed as matrices or tensors throughout every step of the sampling process, so that the

system is able to utilize matrix computation optimizations to reduce performance costs.

Significantly, this design also allows the system to be compatible with a variety of different

sampling algorithms due to the global view of the entire sample that a matrix abstraction

provides. The system uses a generalizable 4-step Extract-Compute-Select-Finalize (ECSF)

programming model to characterize each algorithm. However, one limitation of gSampler

is that it sacrifices performance on certain algorithms in exchange for this generalizability.

Some algorithms such as node2vec [13] that require fine-grained operations are just better

suited with a more customized approach.

2.3 Data Compression

A vital factor in the performance of our implementation is the compression scheme we choose

to implement our data structure with. The better the scheme’s compression ratio, the more

of the graph that can fit onto GPU memory and the less data that must constantly be

transferred between CPU and GPU. Unfortunately, schemes that are better at compressing
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Figure 2.2: Stream VByte Encoding: (a) Original, uncompressed edge list of 32-bit unsigned integers;
(b) Compressed egdelist using Stream VByte.

are also generally more complex, resulting in a more expensive decoding step. In this section

we look into the different existing compression techniques.

2.3.1 Integer List Compression

One of the compression schemes that we implement performs integer list compression from

Lemire et al. [64], named Stream VByte. Stream VByte is an encoding method that stores

the difference between contiguous neighbors rather than their values. Based on the fact that

most real world graphs demonstrate relative locality between neighbors and their vertex

labels, Stream VByte is well-suited for encoding graphs originally stored in Compressed

Sparse Row (CSR) format. Additionally, the differences are encoded using only as many

bytes as are needed to represent them. The number of bytes taken to encode each delta is

then stored in a fixed number of bits which we call a key. We illustrate how to encode an

edge list originally in CSR form using Stream VByte in Fig. 2.2. In the first chunk of the

edge list, the vertex’s degree is always stored as a 32-bit unsigned integer. The second chunk

then contains our 2-bit keys in sequential bytes and the final chunk contains the actual data

stored as their delta values.

When reconstructing the neighbor set, we first decode the first four bytes to get the degree.

Then using the degree, we can easily calculate the offset to the data pointer since each key is

a fixed length. Continuing with our running example from above, once we get a degree of 6
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we find that the data starts (6 + 3)//4 bytes away from our key pointer, rounded up to the

nearest byte. At this point we can simply perform prefix sums over the data chunk to get

the neighbor labels. While the computation to recover the data is simple, performing the

decoding sequentially can end up being a bottleneck for vertices with giant degrees. Later

works such as SIMD-BP128* and SIMD-FastPFOR* [65] utilize vectorization over SIMD to

achieve better decompression performance for arrays with billions of integers. Unlike Stream

VByte which encodes the deltas between every contiguous element, the SIMD variations

encode deltas in batches of four because current processors had the capacity to operate on

four 32-bit integers in a single SIMD instruction. SIMD Galloping [66] is another paper that

similarly takes advantage of SIMD vectorization, in this case by combining the unpacking

and prefix sums instructions during decompression.

Most of the techniques to date were created with the intention of being executed on

CPU. Recently, however, there has been growing interest in integer list compression for

GPU optimization. GPU-VByte [67] is the GPU counterpart to the Stream VByte method

described above. In this paper, the main contribution is how the work for compression

and decompression gets balanced among threads. Each thread is assigned to decode a

single element in a block, and once complete a parallel prefix sums is executed over these

thread groups. GPU-VByte boasts impressive decompression speedups of up to 60× its CPU

implementation. Other work balancing models like tile-based integer decompression [68] and

cascading decompression [69] have emerged since then.

2.3.2 Graph Compression

Integer list encoding happens to work well for compressing CSR data, however there are

also compression schemes catered towards graph compression. One of the more well known

techniques is Compressed Graph Representation (CGR) [70]. CGR similarly encodes the

delta value between consecutive neighbors like Stream VByte, but first divides the data into

intervals and residuals. An interval is formed from consecutive neighbors, and residuals are
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Figure 2.3: CGR Encoding.

any of the remaining neighbors. Fig. 2.3 illustrates the encoding process using the same

Stream VByte example. Once the intervals and residuals are found, they are reshuffled and

encoded using variable length bytes to be next to other intervals or residuals. CGR, being

made for graph compression, takes advantage of vertex locality in graphs such that contiguous

vertices are often neighbors. A scheme with a similar blocking technique to CGR is CGC

[71]. In CGC, the edge list is compressed in chunks like CGR, however to faster access any

neighbor within the edge list CGC comes up with a novel format to store these chunks called

Linear Estimation (LE). LE is a linear function that approximates neighbor IDs using only

three decoded values.

There are many other schemes besides the popular difference encoding schemes that we

have mentioned so far. Ligra+ [72] uses run-length encoded byte codes, storing blocks of

continuous elements that use the same amount of bytes to read. MPLG [73] is a log-encoding

scheme for GPU optimizations which reduces the storage of individual neighbors by removing

leading zero bits. There is also partial-decoding [74] better suited for accessing entire neighbor

lists by decoding CGR encoded graphs into intervals and residuals to use, first introduced

by Ye et al. for the context of graph label propogation. CompressGraph [75] follows a

rule-based encoding scheme. Rule-based encoding finds patterns in graphs that lead to rules
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with repeated computations, such that these computations can be saved in memory and

reduce the amount of overall intermediate computations necessary when decoding.

2.4 GPU Memory Oversubscription & Data Caching

In response to the low storage capacity of GPU machines, there have been lots of research

done to mitigate expensive data transfers between devices. GMT [76] proposes a new 3-tier

memory hierarchy for GPUs which extends GPU memory to utilize host memory and SSDs

as well in the case of oversubscription. They make many contributions, mainly a GPU-hosted

page access prediction system to handle page evictions between tiers. Previous frameworks

that also combine CPU memory [77]–[79] before GMT deferred data transfers to be handled

by the CPU, which is slow in the case of large simultaneous page faults.

Other solutions to reduce the expensive overhead caused by data migration is to introduce

smart caching techniques. DeepUM [80] is a framework meant for Deep Neural Networks

(DNNs) that also utilizes unified memory but also innovatively exploits the fact that DNNs’

follow the same memory access patterns in a kernel during different training iterations.

Throughout every kernel launch, DeepUM manages correlation tables that remembers a

kernel’s page access history. The framework’s driver can then prefetch pages based on these

correlations. Because DNNs offer some basis of access regularity, there have been lots of

other works for DNNs which offer page caching and prefetching [81]–[83].
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Chapter 3

System Design and Implementation

In this chapter, we present ScaleGPS, a scalable graph sampling framework that leverages

GPU to accelerate sampling on massive-scale graphs. We first give an overview of the

ScaleGPS system in Section 3.1, and then introduce our proposed two main contributions in

ScaleGPS: (1) the hybrid graph compression technique in Section 3.2 and (2) the adaptive

data caching strategy in Section 3.3. Finally, we describe our GPU parallelism strategy,

using k-hop neighbor sampling as an example, to demonstrate the usability of ScaleGPS in

Section 3.4.

3.1 ScaleGPS System Overview

Fig. 3.1 illustrates the general structure of ScaleGPS. We begin with a preprocessing step

that separates the input graph into two subgraphs, Gl and Gh. The first subgraph Gl holds

the neighbor lists of vertices that we define to have a low-degree, while Gh contains the

remaining high-degree neighbor lists. Both subgraphs are also compressed using different

compression schemes. ScaleGPS is a hybrid system that allows unified virtual addressing

(UVA), which is a storage space that permits communication between the CPU and GPU

devices. Prior to the start of using ScaleGPS to run a graph sampling algorithm, we load

Gl onto UVA and copy Gh to GPU’s static cache. We also utilize the GPU’s automatic
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Figure 3.1: High-level overview of ScaleGPS.

dynamic caching system throughout the program.

For the graph sampling step, the actual computations for graph sampling is done on GPU,

while the CPU is used solely to initiate data transfer. After having loaded the neighbor lists

and any other necessary graph properties into their allocated memory spaces, we can then

execute the graph sampling algorithm.

3.2 Hybrid Graph Data Compression

Figure 3.2: Illustration of how segment prefix are incorporated into a compressed edge list.

In order to leverage the GPU to accelerate graph sampling, we have to first copy the

graph onto the GPU memory. When the graph is large, GPU memory is only able to store

a subset of vertices. We then turn to graph compression techniques in order maximize the

amount of data that can be put onto fast memory. However, there are still two main problems
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with normal compression schemes as is, which we propose our own solution to.

The first problem is actually due to the nature of k-hop sampling. At any time step i,

we want to sample mi new frontiers from the current frontier t, only we do not know t nor

which mi neighbors of t until step i occurs. This means that when we go to decode the

neighbors of t, we need to have already allocated a buffer of size ∆ to store any possible set

of neighbors sampled from any t, where ∆ is the maximum degree of G. For large graphs

with a huge ∆, they will most likely be out of memory (OoM) just by allocating these buffers.

Our solution is to store the prefix sums of every β neighbors, such that when we decode we

can simply start from the nearest prefix so that the most we need to store at any given time

are the β neighbors before the next prefix sum. To quickly access the queried prefix sum

from the compressed array, we store prefix pointers at the beginning of the array. They work

in the same way as keys do described in Section 2.3.1, storing byte offsets. Fig. 3.2 shows the

arrangement of a compressed edge list using our prefix sums.

Storing prefix sums also helps to solve our second problem, which is simply the fact that

decoding takes time and can slow down performance. With prefix sums, not only is the

auxiliary space we need for decoding capped at O(β) but so is the number of neighbors

needed to decode. By decreasing β, we can decrease the decoding time but at the cost of a

worse compression ratio. Because memory is still a large concern for our system, we only

use prefix sums to compress the higher degree vertices. We call this subgraph Gh for the

high-degrees, and the remainder of the vertices get compressed using a normal scheme into

our low-degree subgraph, Gl. The degree threshold, α, for deciding which vertices belong to

which subgraph is a tuneable parameter we discuss more in our evaluations.

We create Gl and Gh when we first load in the graph, and then deallocate the space from

the original graph afterwards it no longer gets used.
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3.3 Adaptive Graph Data Caching

Even after compression, graphs with hundreds of billions of edges will still need to be at least

partially moved onto the UVA space. We design ScaleGPS such that the vertices we expect

to be accessed the most frequently are the ones we prioritize caching into memory. While

we can never exactly predict which frontiers will be sampled beforehand, we can make an

educated guess using the degrees of vertices. It is a well known fact that almost all real world

graphs follow the power distribution law [84],[85], which states that only a small subset of

vertices account for most of the graph’s edges. With this in mind, we can expect that these

well connected vertices get accessed the most and that we can save the most data movement

between devices by directly caching them onto the GPU.

Thus, our construction follows that we load as many vertices as possible onto GPU in

order of decreasing degree before running any algorithms. The remaining vertices make up Gl

which we store on UVA. Although the power law also tells us that this would end up putting

a majority of the graph onto UVA, we do this with the expectations that communication

overhead should still be tolerable because of the inherent small amount of neighbors these

vertices have. Prior to sampling, we also launch a warm-up kernel to move some vertices

from UVA onto GPU’s fast cache. The warm-up kernel performs a simple read and write for

all initial low-degree vertex neighbor lists to decrease the number of immediate cache misses

at the start of our execution.

3.4 GPU Parallelization Scheme for Graph Sampling

With our new subgraphs, we now describe how to use ScaleGPS to implement differ-

ent graph sampling algorithms. The main modification to any algorithm would be that

we now pass in two graphs instead of one. In order to sample from each graph accord-

ingly, we need to keep track of our new parameters α and β. We use α to decide which
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Algorithm 2 ScaleGPS k-hop (Single Sample)
1: Input CompressedGraph Gl, Gh, Int α, Int β
2: Output vector<Vertex> sampled frontiers in order
3: procedure khop_samples_by_warp
4: frontiers := vector<Vertex> of size total frontiers to be sampled
5: Enter initial frontiers into head of frontiers
6: prev_step_size := number of initial frontiers
7: for step = 0 to N do
8: for oldt_idx = 0 to prev_step_size do
9: oldt = frontiers [oldt_idx ]

10: int oldt_degree := Get outgoing degree of oldt
11: buffer := vector<Vertex> of size α
12: if oldt_degree < α then
13: Gl.decode_vbyte_warp(oldt, buffer)
14: for t_idx = 0 to fanoutstep do
15: int n_idx = Get random index between 0 and oldt_degree
16: if oldt_degree < α then
17: Vertex new_t := buffer [n_idx ]
18: else
19: Vertex new_t := Gh.decode_vbyte_prefixes(oldt, n_idx, β)
20: frontiers [t_idx ] = new_t
21: prev_step_size *= fanout
22: return frontiers

graph the vertex belongs to, and β for decoding the compressed prefix sums using the

correct interval. We also introduce two new functions, decode_vbyte_warp and de-

code_vbyte_prefixes. decode_vbyte_warp decodes our base compression scheme

normally, while decode_vbyte_prefixes is modified to be able to read our prefix pointers

and decoding from there.

In Algorithm 2, we demonstrate the pseudocode for applying ScaleGPS to k-hop on

a single warp. In lines 7-21 we perform k-hop sampling in order of its steps. We allocate

buffer space for decoding neighbors from Gl at lines 11-13. Then, if the the current frontier

has degree less than α, we pick our new frontier from Gl else from Gh. For every frontier

in the warp at each step, we repeat this sampling process for the fanout size. Comparing

the pseudocode to Algorithm 1, we only add a few more branches for checks. Incorporating

existing sampling algorithms is easy with ScaleGPS, since the logic of the algorithm need
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Figure 3.3: Work is divided between samples in ScaleGPS.

not change.

To avoid warp divergence during sampling, we adopt sample parallelism [55] for our work

balancing strategy. Each warp is assigned a single sample for the entirety of the algorithm,

and each warp also only works on sampling one frontier from its set of current frontiers at a

time. For the low-degree subgraph, we achieve this by having each thread decode a single

neighbor delta from the compressed array. Then after syncing all of the threads within the

warp, we perform a parallel prefix sums to recover each neighbor. For the higher degree

subgraph, we parallelize threads over fanout size. We include an illustration in Fig. 3.3, where

for example at step 1, Warp 0 would sample from 2 and 5 sequentially. We do note that if

the fanout size is less than the warp size, this could cause wasted parallelism since not all

threads are used. However, we make this tradeoff so that threads within a warp can share

the same neighbors and reduce repetitive decoding.
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Chapter 4

Experimental Results

In this chapter, we first describe the experimental setup in Section 4.1. We then compare the

sampling performance with the baseline implementations on CPU and GPU in Section 4.2.

Finally we conduct an ablation study in Section 4.3 to show the performance impact of our

proposed mechanisms. The artifact of our evaluation can be found in Appendix A.

4.1 Experimental Setup

All of our GPU experiments are performed on a single Nvidia A100 GPU 80GB machine

with 256GB DDR4-3200MHz RAM (from an Intel Xeon Gold Icy Lake 6338 CPU) while

our CPU-only experiments are run on an Intel Xeon Gold Cascade Lake 6248R with 1.5TB

DDR4-2933MHz RAM. To benchmark the performance of our hybrid CPU-GPU approach,

we implemented an optimized CPU k-hop sampling algorithm parallelized across 48 cores. We

also implemented two other baseline GPU solutions, one that takes the original uncompressed

graphs as input and another that uses VByte compression without our prefix sums modification.

The goal efficiency was that our implementation would outperform the CPU implementation

and only experience slight slowdowns compared to the other GPU versions. The datasets

that we chose to test on are shown in Table 4.1. We carefully selected this set of graphs

to include both small datasets that fit into GPU memory as well as large datasets which
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Dataset |V| |E| Max Degree CSR Size

livej 4,847,571 85,702,474 20,333 327MB
orkut 3,072,441 234,370,166 33,313 895MB

twitter40 41,652,230 2,405,026,092 2,997,487 9.0G
friendster 65,608,366 3,612,134,270 5,214 14G
uk2007 105,896,435 6,603,753,128 975,419 25G

mag240m 121,751,666 2,595,497,852 242,655 9.7G
gsh-2015 988,490,691 51,381,410,236 58,860,305 192G
clueweb12 978,407,686 74,744,358,622 75,611,696 279G
uk-2014 787,801,471 84,928,431,100 8,605,492 317G

Table 4.1: Description of graphs used in our evaluation.

Dataset CPU
(48-core)

GPU
in-memory

GPU
UVA

ScaleGPS
(Low on UVA)

ScaleGPS
(Cached)

ScaleGPS
(All on UVA)

livej 26.8 0.911 42.2 18.2 2.02 34.6
orkut 30.8 0.906 110.2 10.1 3.13 73.4

twitter40 110.7 0.902 713.7 175.3 3.57 721.1
friendster 125.4 0.964 855.8 229.6 3.42 1,455
uk2007 52.3 0.935 1090.4 361.2 3.06 1,558

mag240m 207.3 0.818 677.2 419.3 2.23 1,278
gsh-2015 102.1 OoM 19,622 5,612 5,746 8,751
clueweb12 61.7 OoM 35,093 9,581 9,529 13,566
uk-2014 507.0 OoM 23,547 12,286 12,412 10,463

Table 4.2: Time (ms) taken for k-hop sampling using different schemes, blanks are out of RAM.

typically run out of memory in only-GPU solutions.

Note that for any experiments running k-hop sampling, we use parameters N = 2,

b = 40, 000, and m0,m1 = {25, 10}. We include Table 4.3 for additional experiments run on

a different set of parameters as well.

4.2 Overall Sampling Performance

4.2.1 Comparison with CPU Implementation

The motivation of this thesis stems from wanting to leverage the compute powers of a GPU

for large graphs that would normally exist on CPU. So at the bare minimum we expect

ScaleGPS to outperform the fastest CPU implementation. To compare our results, we

implemented an optimized, parallel CPU k-hop solution that follows the sample parallelism
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Dataset CPU
(48-core)

GPU
in-memory

GPU
UVA

ScaleGPS
(Cached)

livej 40.5 2.60 43.9 14.4
orkut 59.5 2.63 115.4 18.2

twitter40 72.2 2.73 1,059 17.7
friendster 75.1 2.76 1,191 20.6
uk2007 73.1 2.79 1,386 15.7

mag240m 46.8 2.32 892.9 17.6
gsh-2015 227.7 OoM – 53,169
clueweb12 137.6 OoM – 162,419
uk-2014 367.0 OoM – 197,356

Table 4.3: Time (ms) taken for k-hop sampling (N = 3, b = 40, 000, m = {15, 10, 5}) using different
schemes.

technique described in NextDoor [55]. Table 4.2 shows the speed of our different solutions.

Our three largest graphs, gsh-2015, clueweb12, and uk-2014 were our main areas of interest

since none of them fit into GPU memory (>80GB) even when using any of the compression

schemes. Unfortunately, we see that ScaleGPS actually poses slowdown for these large

graphs. Even when caching as many vertices as possible by copying the high-degree graph to

GPU memory and reading the low-degree data into dynamic cache before sampling, we see

between a 24.4× to 154× slowdown. This is largely due to the fact that a lot of the data still

resides on CPU. For our largest graph uk-2014, we still end up being almost 60GB over the

GPU’s memory capacity, which is why our pre-fetching ends up showing little to no impact.

On the other hand, a secondary goal we had for ScaleGPS was that we did not want our

small datasets to suffer from optimizations catered towards larger inputs either. In our tests,

we do find significant speedups for all of the graphs that can originally fit into GPU memory

without compression. The smallest graph, livej, still demonstrated 13.3× speedup over CPU,

and on average all of these graphs had 33.4× the speedup. This was the case when we used

prefetching to dynamically cache the entire low-degree neighbor lists. Without prefetching,

we only saw between 0.14×−3.06× speedup to CPU, with performance decreasing as the

graphs grew larger.
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4.2.2 Comparison with GPU Implementations

In this final section we compare ScaleGPS to other GPU solutions that do not involve any

sort of compression or special scheme. As a benchmark, we implemented an in-GPU-memory

solution and an on-UVA solution. As expected, we ran into OoM kills when trying to sample

gsh-2015, clueweb12, and uk-2014 in-memory. When this happens, an easy alternative is to

simply move the graph onto UVA and to move pieces of data to the device as needed. We

show that this is an undesirable method, however. For the big graphs that did OoM, we see

46×−568× slowdown from moving the uncompressed graph to UVA compared to the CPU

version. Compared to the uncompressed UVA implementation, ScaleGPS still reports up

to a 3.6× speedup.

Unlike the comparison to our CPU version, we observe that ScaleGPS when fully cached

shows slowdown for the small graphs compared to running k-hop sampling on uncompressed

the in-memory GPU solution. ScaleGPS observes 2.22×−3.96× slowdown compared to

the in-memory implementation but 20.9×−356.6× speedup compared to the UVA one. This

is unsurprising however, since the added decompression time is the trade off we make for

being able to store the graphs in-memory. So for small graphs that already previously fit

in-memory, we lose any new benefits from compression or from moving onto UVA.

4.3 Ablation Study

4.3.1 Performance Effect of Segment Prefix

The next part of our preliminary research involved testing to see the effect of adding segment

prefix to our compression scheme in practice. Table 4.4 shows the speedups achieved

by incorporating segment prefix into Stream VByte during k-hop sampling. The main

achievement we see here is that decoding from the nearest prefix balances the workload

between each warp rather evenly. On the contrary, without a segment prefix each warp can
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Dataset VByte VByte w/
Pref. Sums

livej 16.6 2.05
orkut 71.1 3.11

twitter40 14,300 3.59
friendster 33.4 3.42
uk2007 8,900 3.07

mag240m 2,060 2.25

Table 4.4: Time (ms) taken for k-hop sampling using normal VByte compression versus VByte
compressed with prefix sums.

Dataset VByte Comp.
Ratio

CGR Comp.
Ratio

VByte
Speedup

livej ×0.73 ×0.72 ×2.53
orkut ×0.56 ×0.63 ×1.81

twitter40 ×0.54 ×0.53 ×1.53
friendster ×0.69 ×0.79 ×1.08
uk2007 ×0.35 ×0.26 ×1.01

gsh-2015 ×0.51 ×0.41 –
clueweb12 ×0.45 ×0.32 –
uk-2014 ×0.41 ×0.24 –

Table 4.5: Comparison between CGR and VByte. Lists decompression ratios compared to CSR
format and speedup of VByte over CGR decompression by thread.

take work ranging from between the graph’s minimum degree and the graph’s maximum

degree. To quantify, the table shows an almost 9,000 ms difference in sampling using normal

VByte on the slowest executing graph and the fastest executing one. Using prefixes drops

this number to 1.54 ms. Therefore we demonstrate the scalability of using segment prefix

and justify the extra memory needed to store them.

4.3.2 Performance Effect of Various Compression Schemes

Lastly for our preliminary research we ran experiments comparing CGR [70] and Stream

VByte [64] compression. We looked at the two schemes in the contexts of compression power

and decompression efficiency. The first condition is important for minimizing communication

overhead while the second makes sure that compression remains useful at all. We present the

compression ratios for multiple real world graphs and their decompression times that we will
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Dataset l Low Grp. (GB) Low Grp. |V| Pref. Grp. (GB) Pref. Grp. |V|

livej 32 0.12 4,194,409 0.13 653,162
orkut 32 0.06 1,184,290 0.50 1,888,151

twitter40 32 1.10 31,827,777 4.31 41652230
friendster 32 1.40 45,270,115 9.00 20,338,251
uk2007 32 2.30 68,995,952 9.53 36,900,483

mag240m 32 2.40 96,969,738 6.25 24,781,928.00
gsh-2015 64 41.30 733,060,968 63.63 255,429,723
clueweb12 128 63.28 884,042,998 72.31 94,364,688
uk-2014 256 66.70 748,593,297 73.71 39,208,174

Table 4.6: Description of graph partitions.

use in Table 4.5. While compression ratios for both schemes will always vary from graph to

graph, in general we see that CGR does better than Stream VByte for larger graphs. For

the small graphs with less neighbors per vertex, the intervals are likely smaller as well which

makes the extra interval encodings less beneficial. Based on this information, we opted to

use Stream VByte to encode the low-degree group.

Additionally, when running k-hop sampling we found that CGR’s slower decompression

times either canceled out or completely outweighed its in-memory benefits in every case. We

were unable to test the speedup against larger graphs because of OoM, but for the smaller

graphs Stream VByte was up to ×2.53 faster. This observation led us to believe that it would

be more advantageous to use Stream VByte as our means of compression for the high-degree

group as well. Its simple structure makes it easier to store and fetch prefix sums for this

group in particular and its decoding time is faster.

4.3.3 Effect of Various Caching Policies

Even after compression, the largest graphs in our test suite surpass the size constraints of

GPU memory meaning that some of the graph would still need to be in CPU memory. Thus,

we need a strategic caching policy to minimize communication overhead. We wished to

identify which vertices get accessed the most, since these are also the vertices that would

benefit the most from fast caching. Lesser accessed vertices would then live on UVA.
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(a) livej (b) orkut

Figure 4.1: Relating vertex degree to how many times it gets sampled in a round of k-hop sampling.

In Fig. 4.1, we look at the effect of a vertex’s degree size on how often the vertex gets

accessed during a round of k-hop sampling for two of our graphs. Our plots show that both

examples illustrate a mostly linear relationship between the two variables. This matches our

expectations because real world graphs typically follow the power law distribution [85]. Thus,

while there are lots more low-degree vertices, their accesses are distributed among them while

the few vertices with the highest degrees repeatedly get sampled by their many neighbors.

For the remainder of the experiments we then choose to store the low-degree neighbor lists in

UVA while the remaining vertices are copied cached into GPU memory.

The value for α is chosen to maximize GPU memory usage. We start with α = 32, and

depending on the graph size increment α by 32 until all of the higher degree neighbor lists is

able to fit onto GPU. We choose to increment by 32 (warp size) to maximize parallelism when

sampling from the low-degree group which does decompression by warp. The partitioning

information is reported in Table 4.6. The table shows that most vertices reside in the

low-degree group in UVA, but from this ablation study we believed that each of these vertices

individually would not be frequently accessed.

However, during our performance evaluations we realized that even single time accesses to

data on the host are extremely costly. In Table 4.2, we provide three versions of ScaleGPS:

one where the data fully resides in UVA, one where only the low-degree neighbor lists resides in

UVA, and another where we attempt to fully cache both groups onto GPU by pre-fetching the
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low-degree neighbor lists before sampling. When on UVA, the small graphs only experience a

single miss when read for the first time and then remain cached in memory for the remainder

of the algorithm. Yet we still observe that the UVA version showed up to 573.4× slowdown

in these cases, meaning that a difference of one in the number of misses per vertex is still

extremely significant. As is, our caching methods are unable to negate this latency from

transferring data.
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Chapter 5

Future Work

There are many improvements we can make to ScaleGPS, as well as multiple extensions

that we would like to add to make it a more complete framework. We outline some of the

possibilities in this chapter.

5.1 Different Graph Compression Techniques

By the end of our experiments, we were unable to obtain the speedups over CPU that we

originally sought after. However, based on our ablation studies and failures, we still believe

that the underlying principle for ScaleGPS of combining graph compression techniques with

adaptive caching can help us to create a fast GPU solution. The first direction of change we

would make to ScaleGPS is to implement a more powerful compression scheme than Stream

VByte. After seeing the results in Section 4.3.3, where a single cache miss per vertex slows

the algorithm down by more than a hundred fold, we realize now that our trade off between

compression ratio and decompression time was too imbalanced. One option is to use CGR

[70] which we originally were considering as well, or one of the other schemes mentioned in

Section 2.3.2. Alternatively, we could also go down the route of incorporating more complex

caching. For example, vertices frequently get resampled both within the same sample and

different samples across every step. Storing intermediate computations like CompressGraph
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[75] does would save effort and reduce the number of memory accesses required.

5.2 Generic Sampling Framework

Currently, ScaleGPS has only been tested to support k-hop sampling. To become a more

comprehensive framework with support for a variety of different graph sampling algorithms,

we intend to create a generic API such as NextDoor’s [55]. This includes allowing user-defined

functions and parameter tuning, so that ideally users would need minimal involvmement in

the backend coding.

5.3 CPU-GPU Co-sampling

Outside of using the CPU for overflow storage, we did not consider other forms of a CPU-

GPU cooperative system. A very recent work published at the time of this paper introduces

CGgraph [86], an alternative hybrid CPU-GPU solution which also offloads work onto the

CPU as well. The idea behind CGgraph is similar to ScaleGPS, in that their first step

uploads a dense subgraph that contains vertices expected to be frequently accessed onto

GPU. However, to combat the problem of slow unified memory data transfer that we ran into

when accessing vertices not in this subgraph, CGgraph opts to do part of the sampling on

CPU instead. It would be worthwhile to try making ScaleGPS a CPU-GPU heterogenous

system while still utilizing graph compression.
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Chapter 6

Conclusion

In this thesis, we aimed to create a graph sampling system that takes advantage of GPU

accelerators while overcoming the classic problem of GPU memory over-subscription. Our

system ScaleGPS attempted to do so by creating a hybrid graph compression strategy

paired with data caching. Although we did not obtain the speedups we wanted for large

graphs in specific, our preliminary results show great potential for improvement. The smaller

graphs we tested on were still able to benefit up to 93× over a state-of-the-art parallel

CPU solution, and we were able to isolate the bottleneck of our implementation to be the

memory accesses from our low-degree neighbor lists on UVA. With more testing and better

compression methods, ScaleGPS can become a powerful graph sampling tool in the future.
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Appendix A

Artifact

Abstract

This artifact appendix helps the readers reproduce the main evaluation results of ScaleGPS.

Scope

The artifact can be used for evaluating and reproducing the main results of the thesis,
including Table 4.2, Table 4.3, Table 4.4, Table 4.5, and Table 4.6, in Section 4.2 and
Section 4.3.

Contents

The details of the contained code and how to run ScaleGPS are described at
https://github.com/chenxuhao/GraphAIBench/blob/mjcai/src/compressing/README.md.

Hosting

The source code of this artifact can be found at
https://github.com/chenxuhao/GraphAIBench/tree/mjcai.

Requirements

Hardware dependencies
This artifact depends on an 80GB Nvidia A100 GPU with a 256GB DDR4-3200MHz Intel

CPU.
Software dependencies

This artifact requires CUDA 11.8.0 and GCC 11.2.0 or greater.
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