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ABSTRACT

Holding the judicial system accountable often demands extensive effort from auditors who
must meticulously sift through numerous disorganized legal case files to detect patterns of
bias and systemic errors. For example, the high-profile investigation into the Curtis Flowers
case took nine reporters a full year to assemble evidence about the prosecutor’s history of se-
lecting racially-biased juries. Large Language Models (LLMs) have the potential to automate
and scale these accountability pipelines, especially given their demonstrated capabilities in
both structured and unstructured document retrieval tasks. We present the first work elab-
orating on the opportunities and challenges of using LLMs to provide accountability in two
legal domains: bias in jury selection for criminal trials and housing eviction cases. We find
that while LLMs are well-suited for information extraction from eviction forms that have
more structure, court transcripts present a unique challenge due to disfluencies in transcribed
speech.
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Chapter 1

Introduction

The criminal legal system is known to be structurally biased in ways that amplify existing

patterns of social inequality [1, 24, 25]. While most evidence of this state of affairs comes

from the diligent work of reporters spotlighting egregious cases [14] and medium-scale stud-

ies by academics [13], not much is known about the frequency of bias that exists over large

jurisdictions or that is exhibited across time by individual lawyers. While such bias may or

may not be considered illegal, regular audits are known to improve adherence to standards

by discouraging improper behavior through implied oversight [31]. Legal structures such as

malpractice claims, the Department of Justice’s Office for Professional Responsibility, and

more recently, prosecutorial conduct committees, are in place to monitor these biases. How-

ever, these structures fail to impose consequences for biased behaviors, largely because they

are unable to uncover and process the documents that track the biased actions. We argue

that a substantial opportunity exists for AI to greatly enhance the existing accountability

mechanisms by allowing lawyers and academics to more rapidly conduct audits and reform

injustices.

There are a number of challenges to automating parts of the existing data-driven ac-

countability mechanisms. First, data is difficult to access due to a lack of centralization and

modernization. Clerk’s offices hold onto printed casebooks until they reach their expiration
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date, and, while the information is made public, accessing court files can all too often require

going to courthouses, pulling relevant files, and manually scanning them. A second concern

is the difficulty in processing data. The kind of data collected by the legal system varies

greatly. In criminal proceedings, most state courts require some kind of record keeping such

as court transcripts, but the specifics of the level of documentation required varies from state

to state, and the data is non-standard and incomplete in a variety of ways. Even within

a jurisdiction, court data is largely unstructured and often poorly annotated and logged;

building technologies robust enough to handle such high variance is a challenge. Even the

conversion of court documents into fully readable formats remains a large problem in many

parts of the legal system.

A key example of this data-driven accountability is an audit done by journalists working

on the American Public Media (APM) Reports podcast “In The Dark,” who spent a year

gathering and analyzing court records in the Fifth Circuit Court District of Mississippi from

1992 through 2017 to build a dataset of peremptory strikes [14]. With this data, APM was

able to uncover patterns of discrimination in a series of trials that culminated in a man’s

exoneration. According to one of the lead reporters, it took a team of several reporters almost

a year to translate the court documents into a legible dataset [14]. The process consisted of

showing up with a scanner to each courthouse, going through each courthouse’s docket book

and writing down the names of each trial, then pulling the relevant case files. The team then

spent months entering information for every trial from their respective case files.

Large language models (LLMs) show promise in enhancing accountability through their

abilities in information retrieval tasks. LLMs have successfully performed document sum-

marization across various domains, such as news articles [42], books [10], electronic health

records [35], and financial documents [26]. However, their application in the legal domain

faces limitations, especially in tasks that require logical reasoning or precise calculations.

For instance, LLMs struggle with totaling costs in financial documents [32] and can intro-

duce errors by inaccurately contextualizing medical terms in clinical notes [27]. The state
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of Washington recently used LLMs to mine court-based evictions to identify biases in the

eviction system, echoing the need to accurately extract age, gender, and race from court

documents [34].

Our work is one of the first to use LLMs to improve accountability in two important court

processes: criminal jury selection and eviction cases. Concretely, we make the following

contributions:

• We define a taxonomy of information retrieval tasks tailored to unstructured legal

documents that are needed for robust audits.

• We evaluate LLM performance across these tasks and surface several challenges, such as

the difficulty in parsing transcribed speech in court transcripts, as well as opportunities,

such as the use of LLMs to speed up the synthesis of eviction information.

• We contextualize how LLM accuracy and error metrics relate to real-world assessments

of bias in the legal system.

• We call for investments on both the legal and technical sides to make automated

accountability and auditing mechanisms more feasible.

1.1 Thesis Structure

This thesis is structured as follows:

Chapter 2 introduces the key legal processes investigated within this thesis as well as the

foundations of machine learning relevant to the work.

Chapter 3 describes the previous work done in the fields of information retrieval, legal

AI, and LLM reasoning.

Chapter 4 describes the data and the framework through which we’ve defined tasks for

the purposes of this research problem.

Chapter 5 describes the experimental setup of our study.

15



Chapter 6 presents our results verifying our performance analysis and our framework’s

generalizability.

Chapter 7 provides insights into the challenges and limitations of LLMs uncovered during

this process and details future work in this area.

16



Chapter 2

Case Studies and Opportunities

2.1 Legal Accountability

Accountability in the legal system is endlessly important to prevent exploitative practices

and other biased behaviors from perpetuating injustices through the system. Accountability

can be defined as "the duty of a public decision maker to explain, legitimate, and justify

a decision and to make amends where a decision causes injustice and harm" [30]. Fine-

grained accountability when tied to a repercussion at any level of the legal process can

identify and remove legal practitioners acting in bad faith before their bias propagates too

far. Even when not tied to a repercussion, auditing has been shown to improve performance

on measured metrics by imposing a "surveillance state" that implicitly penalizes improper

behavior in processes [31]. Without accountability of any sort, hundreds of unjust cases

that have adverse effects on real people could slip under the radar. We focus on two legal

processes that have explicit histories of biased and exploitative practices: criminal case jury

selection and eviction.

17



2.2 Jury Selection

The process of jury selection holds paramount significance in ensuring the fair and impartial

administration of justice in the US and other countries with common law systems. It serves

as the cornerstone of the legal system, embodying the principles of diversity, transparency,

and unbiased representation. However, the traditional methods of jury selection have come

under scrutiny for their opacity and potential to perpetuate biases.

2.2.1 Jury Selection Process

In the US, the process of narrowing down a pool of potential jurors, or the venire, to the

final list differs slightly across different jurisdictions and courts. However, the core procedure

revolves around what is termed voir dire.

Initially, potential jurors are randomly sampled from a state’s voter and motor vehicle

registration lists. These potential jurors then proceed through the voir dire process, where

they answer a verbal questionnaire aimed to make sure all jurors are impartial and capable

of sitting on the jury for that case. Questions within the voir dire glean information such

as if any health issues could potentially stand in the way of serving on the jury, if the po-

tential juror has any pre-existing ties to the criminal justice system, and any demographic

information about the potential juror. Procedurally, this questionnaire should inform prose-

cutors and the state defense if a potential juror could be partial to the case; however, doubts

have been recently introduced as the demographic information can outweigh more relevant

information in deciding whether a juror is struck.

In a case, either the prosecutor or the state defense can strike a juror. Strikes can be

either for cause, in which legal basis for a juror’s dismissal, such as bias or inability to

understand the trial or effectively communicate with other jurors, is required to be given

to the judge by the striker. Alternatively, a juror can be struck using a peremptory strike,

where a lawyer may dismiss a certain number of jurors without reason.
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2.2.2 Exploitative Practices

Due to their lack of transparency and supervision, these peremptory strikes are where biased

and unjustified strikes are most salient. For example, prosecutors will oftentimes cite low

intelligence as a “race-neutral" reason for striking people of color [4]. A sample from the APM

dataset cited “He has an earring in his ear. I do not like to keep jurors, male jurors that wear

earrings" as a valid reason for striking a black male from the jury. In practice, prosecutors

often challenge jurors who seem biased in favor of the defendant, whereas defense attorneys

excuse those who seem biased against their clients. However, because a prosecutor does not

need to provide a reason unless specifically asked by the opposing party, peremptory strikes

are an easy loophole through which jury manipulation occurs.

2.2.3 Legal Implications of Unfair Juries

What is legally mandated to be a jury of one’s peers has loopholes that can be exploited,

mostly at the cost of Black and Brown defendants. It has been demonstrated time and time

again that a non-representative jury has the ability to alter the final disposition of a case.

Specifically withholding people from a jury is a form of manipulation of what is oftentimes

a high-stakes decision.

For example, in the infamous Curtis Flowers v. Mississippi case, Flowers was tried six

times for murder, four of which resulted in convictions and the death sentence. However,

these dispositions were later overturned for racial bias in the jury selection for his trials,

which ended up having all-white juries non-representative of the jurisdiction. Flowers is

the canonical example of the extent to which a biased jury can completely upend a case

outcome and thus an innocent person’s life. However, his case does not stand in isolation.

The Groveland Four in 1949 faced a similar outcome when four innocent African American

men were sentenced to death and life in prison for a crime they did not commit. Again,

the all-white jury that the prosecutors selectively assembled resulted in a case outcome that

19



only years later was overturned for racial bias. More recently, strikes against female [20] and

Jewish [2] jurors in death row cases have come under question as instances of illegal bias,

which could potentially lead to several high-profile overturned convictions.

Unjust actions like those during the Flowers case must be nipped in the bud to avoid

unfair trials and unnecessary retroactive recourse.

2.2.4 Current Accountability Mechanisms

In the landmark 1986 Batson v. Kentucky case, the US Supreme Court ruled that peremptory

strikes could not be used to exclude a potential juror solely on the basis of race, and later

the ruling was extended to include gender and sexual orientation as well. This is currently

the only form of accountability in the jury selection process, whereby the opposing party can

challenge a peremptory strike if they are suspicious of biased striking. A challenge requires

the suspected party to provide a race- and gender-neutral reason for why they struck the

juror. These Batson challenges, however, are often deemed unsuccessful as more lenient

judges can allow striking reasons that appear racially neutral but are clearly discriminatory.

The ineffectiveness of Batson challenges to uphold legal accountability alone suggests that

technological involvement or other more invasive methods may be promising for maintaining

a fair and just jury selection process [6].

More generally, there are no concrete mechanisms for accountability. Journalists and

social scientists have until now borne the brunt of the manual work of consolidating and

parsing court documents into something comprehensible and useful. Several studies have

taken place to better understand the dynamics of jury selection.

At a larger scale, there are no concretized mechanisms for accountability. Journalists and

social scientists have until now borne the brunt of the manual work of consolidating and pars-

ing court documents into something comprehensible and useful. Several studies have taken

place to better understand the dynamics of jury selection. Most notably, and the study that

contributed the data this thesis is founded on, is the American Public Media investigation
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into the Curtis Flowers case. APM collected 418 trial dockets and trial transcripts from the

Mississippi court system spanning from 1992 to 2015 – the years around the Curtis Flowers

case. A team of 9 reporters took nearly one year of visiting courthouses, manually pulling

out court cases, hand scanning every page of their casefiles, and then reading all documents

and assembling the dataset. This process, while unduly burdensome, allowed the reporters

to get insights about Doug Evans, the main prosecutor of the Flowers cases, and learn bout

how biased his peremptory challenges were. However, it also provides insight into the extent

of manual labor necessary to get even a minor glimpse into the court process.

For example, the Jury Sunshine Project at Wake Forest University conducted a similar

case study [39] in which they collected felony trials from 2011 in 100 of North Carolina’s

counties. A large team of undergraduate students, law students, and law librarians manually

traveled to clerk’s offices across North Carolina from 2013 to 2015 and took notes on the

1,306 trials they were able to access. While they were able to conclude that non-white jurors

were excluded in a “persistent” and “predictable” way, their study focused far more on the

lack of accessibility of public records. According to them, there exists “no vantage point from

which one might see the whole of jury selection, rather than the selection of a single jury”

and “poor access to records is the single largest reason why jury selection cannot break out

of the litigator’s framework to become a normal topic for political debate.” [39]

However, current accountability mechanisms largely surround high-profile cases or sus-

pected districts. No progress has been made to provide accountability across jurisdictions

en masse in the US. A pipeline that allows for centralized live tracking of legal patterns

could potentially be a solution for auditing biased behaviors; however, movement in that

area is severely limited by a lack of data access. Furthermore, from the justice perspective,

the everyday person who faces biased behaviors has no form of recourse without proper

investigation with current mechanisms. Only those lucky enough to become a high-profile

case have the potential for their court process to be audited, but the broader impacts of the

unseen cases
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That is, data accessibility and data processing are the two main limiting factors in creating

a pipeline that allows for auditing for biased legal patterns.

2.3 Eviction

Similar to jury selection, the process of eviction is both a complicated and opaque process

outside of the court.

2.3.1 Eviction Process

Evictions begin with a landlord issuing an eviction notice, commonly called a Notice To

Quit (NTQ), to a tenant demanding removal from the property. There are three grounds

on which a landlord could evict a tenant. The first, and most popular, is standard non-

payment of rent, which warrants a 14-day eviction notice. The second is an at-fault eviction,

in which the landlord claims the tenant has violated the terms of the lease or otherwise

caused disruptions and damages to the property. The final case type is a no-fault eviction,

in which a landlord does not claim any faults by the tenant but is asking for repossession of

the property. No-fault evictions are commonly used to vacate properties in order to gentrify

cities [17]. Both fault and no-fault evictions tend to warrant 30-day eviction notices.

Following the NTQ issuance, the tenant either vacates without disputing the notice,

stops doing the behavior that resulted in the fault, if applicable, or is summoned to court.

If the latter, a landlord will issue a Summary Process Summons and Complaint (S&C) to

the tenant, informing them of the legal action being taken. If a tenant meets the landlord in

court, several outcomes could occur – either the tenant wins and no actions are taken or the

landlord wins and forcibly removes the tenant from the property. From recent work in un-

derstanding patterns in eviction pathways, it known that corporate landlords and landlords

with legal representation in court account for the majority of forced-move-out settlements

[33].
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2.3.2 Exploitative Practices

There are several situations in which evictions are deserving of additional scrutiny. First, a

constructive, or “self-help" eviction occurs when a landlord intentionally does not keep the

property up to livable standards. Prevention of electricity or heating access, coercion, and

creating a hostile environment fall under this type of eviction. The tenant must successfully

prove this in court using counterclaims to defend their non-payment of rent. However, tenants

are usually not represented by a counsel in court, making this process difficult, especially

for those with disabilities, language barriers, or who are otherwise unable to make a strong

case for themselves in court. An exploitative landlord also has the power to make living

conditions so unbearable that a tenant voluntarily evicts themselves rather than having to

go through a formal process. A study conducted in Milwaukee from 2009 to 2011 showed

that only approximately 24% of evictions during the time period went through the formal

court system.

Similarly, landlords may conduct retaliatory evictions where they evict a tenant as a

consequence of complaining about poor living conditions. Finally, landlords may exploit

tenants’ lack of legal knowledge in order to intimidate them during the eviction process.

All of these methods would require strict documentation in order to potentially catch

harmful patterns; however, a complete view of evictions often requires access to documents

beyond the court files. In particular, surveys, including ones from the American Housing

Survey (AHS), which collect information on formal and informal evictions, offer a more in-

depth understanding of true nature of evictions and their impact. Another example is the

Milwaukee Area Renters Study (MARS), which developed a survey to more closely examine

reasons for previous evictions. To summarize, shedding light on evictions requires gather-

ing housing and court documentation, foreclosures and mortgages, and tracing individual

connections between landlords and the properties that they own through different landlord

corporations.
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2.3.3 Legal Implications of Unfair Evictions

Being evicted can make it considerably more difficult to find future housing and other oppor-

tunities. Furthermore, bias in eviction decisions maintain structural inequalities that only

further perpetuate housing stability. For example, Desmond and Gershenson [17] write that

large families and tenants with children, low-income tenants, and tenants in disadvantaged

neighborhoods are disproportionately affected by evictions. Additionally, in Milwaukee’s

Black inner-city neighborhoods from 2009 to 2011, Black renters were twice as likely to be

evicted through the courts than white renters, and female renters were more than twice as

likely to be evicted as male renters [16, 18]. Unfair evictions maintain structural inequal-

ities that only further perpetuate housing stability. For example, Desmond & Gersherson

(2016) write that large families and tenants with children, low-income tenants and tenants

in disadvantaged neighborhoods are disproportionately affected by evictions.

2.3.4 Current Accountability Mechanisms

Similar to the accountability in jury selection, most current mechanisms are retroactive,

occurring after an eviction case has concluded and a tenant files for wrongful eviction. Cur-

rently, there are few proactive measures to prevent constructive eviction, except when a

tenant is able to present a strong counterclaim during the eviction proceedings.

In addition, there are no large-scale accountability procedures in place. Legal academics

such as the Eviction Lab at Princeton University have been able to construct large datasets

throughout the years through vigorous effort by large teams [21]. The Eviction Lab has

been at the forefront of accountability work in eviction thus far, combining public eviction

records with census data and proprietary individual records to assemble the largest dataset

covering all 50 US states [21]. Other examples of academic efforts to track evictions include

researchers at Georgetown Law and MIT’s Department of Urban Studies and Planning, who

have conducted a similar process of manually pulling eviction files from the Boston Housing
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Court, scanning them, and hand-coding them over several years [33]. Both efforts entail

the resource-intensive step of aggregating large numbers of documents and assembling large

teams to create datasets from them to analyze for bias.

2.4 Difficulty of Reform

The legal system is one of the most pertinent places where accountability and transparency

need to exist, yet do not. The implications of biased judgments and opaqueness in the court

system have the potential to affect people’s lives and futures.

2.4.1 Prosecutorial Misconduct

Prosecutorial misconduct is defined as when a prosecutor intentionally breaks a law or com-

mits an action that is otherwise against the lawyer’s code of ethics during active prosecutions.

Existing auditing mechanisms are oftentimes unsuccessful in both identifying perpetrators

and enforcing repercussions. The Innocence Project’s Nina Morrison explains, “[We] have

found documents or notes hidden in a prosecutor’s case file containing information that would

have directly supported our client’s innocence defense, but which was held back by the prose-

cutor at trial and kept hidden for decades. And in other cases, credible leads to suppressed

evidence can’t be pursued because the original files are destroyed, or witnesses have died or

gone missing...It is very difficult to find proof of misconduct that by definition is designed to

stay hidden – especially when prosecutors hold so much power to control access to what’s

in their files and to witnesses...Often, the bar discipline committees that are charged with

investigating these cases are overwhelmed with other cases, lack expertise in criminal law or,

in some cases, are biased in favor of prosecutors and give them every benefit of the doubt”

[41]. This only further supplements our work that casefiles mask much of the important pro-

cesses that occur in legal practices, and being able to parse casefiles before their expiration

dates can help to uncover legal biases.
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2.4.2 Unstructured Data

Unstructured data adds another layer of complexity to the accountability pipelines. Most

legal documents, especially those relevant to everyday, non-high-profile cases, are hastily

compiled and thrown into a clerk’s office to remain unkempt and disorganized for years

until the case file reaches its legally mandated retention period. These documents are often

unstructured, which for our purposes is defined as having a non-standardized form of how

the information is stored (e.g. a mixture of tables, checkboxes, and plaintext), and a non-

standardized form of how the information is presented (e.g. a mixture of handwritten and

typed material).

2.5 Large Language Models

With the recent surge in popularity of Large Language Models (LLMs) such as OpenAI’s

GPT series, Anthropic’s Claude, and Google’s Gemini, many questions have arisen regarding

the application of this technology to automate and support different domains. It is well

known that novel advancements in AI have allowed for innovation in diverse domains, from

robotics to workforce automation to the legal sector. In the legal domain, however, most of

the progress to date lies in using AI to support lawyers by providing recommendations for

future steps, conducting contract analysis, explaining legal concepts, or serving as a legal

knowledge bank.

2.5.1 Fundamentals

LLMs are designed to understand, generate, and manipulate human language with high accu-

racy. Based primarily on the transformer architecture, LLMs have allowed for sophisticated

text processing and generative capabilities. Transformers use self-attention mechanisms to

parse the entire context of an input simultaneously in order to form better long-range de-
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pendencies between language elements as compared to previous versions of language models

such as RNNs and LSTMs [36].

2.5.2 Emergent Behaviors

Due to the high number of learnable parameters in a LLM (e.g. GPT3 has 1.76 trillion

parameters), LLMs are able to be highly performant in language generation and contextual

understanding, but also this concept of emergent behaviors. These behaviors, initially in-

troduced by Wei et al., refer to unpredictable capabilities in downstream tasks that are not

explicitly coded for in the model’s architecture or learned during training. Some notable

emergent behaviors in LLMs include creative abilities, contextual and logical abilities, and

few-shot learning.
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Chapter 3

Related Work

The incredible proliferation of data-driven technologies across the U.S. criminal legal system

is well-documented [5, 37]. These technologies have mostly prioritized the risk manage-

ment of crimes, and work from the algorithmic fairness community has largely focused on

ensuring these risk management tools satisfy technocratic notions such as accuracy and un-

biasedness [7, 8, 12, 19].

Our work aligns with those who call to reimagine how AI systems are used in legal con-

texts. Specifically, as several works have pointed out, a more substantive understanding of

what it means for AI to benefit carceral contexts would go from ensuring the measurement

of defendants’ pathologies and deficiencies are “fair” and “accurate" to serving decarceral

ends [5]. As Chelsea Barbaras further describes: “an abolitionist re-imagining of AI in

criminal law would require shifting away from measuring criminal behavior and towards un-

derstanding processes of criminalization, from supporting law and order towards increasing

community safety and self-determination, and from surveilling risky populations towards

holding accountable state officials.” [5]. Our work seeks to hold state officials accountable.

Much has been made about the new generative AI technologies, including LLMs [9], and

a growing amount of research has explored using LLMs for information retrieval from legal

documents. Many of these works focus on automating manually-arduous tasks currently
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performed by lawyers, such as legal contract review [23] and case summarization [3]. To

this end, Guha et al. [22] built a benchmark dataset to measure six different types of legal

reasoning: issue-spotting, rule-recall, rule-conclusion, rule-application, interpretation, and

rhetorical-understanding. They found that GPT-4 has the strongest overall performance

among 20 different LLMs, and that rule-recall and interpretation were the most difficult

tasks. This corresponds with the high error rate discovered by Dahl et al. [15] for tasks

related to the recall of various information from legal cases that are in the public domain

(not from case files).

Only a few studies have explored using LLMs for accountability or transparency in the

legal domain. Chien and Kim [11] focus on the potential for LLMs to make legal processes

and information more accessible to low-end consumers. Specifically, they developed a GPT-

powered chatbot to extract information on Arizona’s eviction rules and provide guidance to

users on eviction forms and procedures. Pereira et al. [29] investigate the ability of GPT-4

to streamline the processing of Brazilian audit cases. In a pipeline similar to ours, they start

with raw case documents and attempt to determine the allegations made as well as the legal

admissibility and plausibility of the case. While they hope to assist audit courts in speeding

the processing of cases, we differ in our goal of providing accountability of court cases after

their resolution. We contribute a novel application of LLMs for automating accountability

mechanisms in how cases are adjudicated.
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Chapter 4

Data and Methods

4.1 Datasets

We sourced two pre-assembled datasets for this work: one to investigate jury selection in

criminal cases and one for eviction cases.

4.1.1 Jury Selection Dataset

We used the aforementioned public dataset of Mississippi criminal trials published by Ameri-

can Public Media (APM) Reports [14], which consists of scanned court records. In particular,

the dataset consists of information about 305 criminal trials from 1992 to 2017 in Mississippi’s

Fifth Circuit Court District.

The jury selection information for each case was present in either (1) a court transcript

of the jury selection process or (2) a jury strike sheet.1 Court transcripts include the voir

dire questionnaire process for each juror, as well as the final jury roll call. Both sections of

the transcript possibly reveal which jurors were chosen and their gender (based on identifiers

like ‘Mr.’ or ‘Mrs.’ and other pronouns used to refer to them in the transcript). Jury strike
1The raw case files are available at: https://features.apmreports.org/in-the-dark/season-two/

source-notes.html
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sheets2 include a complete list of all summoned jurors as well as demarcations for who was

struck or chosen. Sometimes, the prosecutor for the case would also include handwritten

notes about why the juror was struck and their race and gender, usually coded as ‘W’ or ‘B’

for White/Black, and ‘M’ or ‘F’ for Male/Female. APM manually reviewed each of these files

in order to compile an aggregated dataset3 of jurors, whether they were selected or struck,

and demographic information (if present).

For our experiments, we focus on the feasibility of automating information retrieval from

court transcripts. We chose this because information retrieval from court transcripts is

more generalizeable to other legal accountability mechanisms and because there are Optical

Character Recognition (OCR) bottlenecks to extracting handwritten annotations from the

strike sheet (c.f. Discussion). APM coded information about the voir dire questionnaire, the

juror demographics, and the trial specifics for all trials. However, we still limit our analysis to

the 75 cases that have both a transcript and jury strike sheet for cross-referencing purposes

with the anonymized APM dataset of jurors. Among these, we further focus on the 50 cases

with a final jury roll call in order to be able to test the effect of fine-tuning (c.f. Experimental

Details). We used Adobe Acrobat’s OCR technology to extract the text from the scanned

transcripts, which ranged anywhere from 15 pages to 400 pages.

4.1.2 Eviction Dataset

For our eviction analysis, we used a dataset of 107 case files from the Boston Housing

Court in 2013 assembled by Summers and Steil [33]. Each case file included a Notice To

Quit, the Summons and Complaint, counterclaims from the tenant, court order information,

and information about the ultimate case disposition. Summers and Steil scanned each of

these files from the courthouse, and then manually reviewed each file in order to compile

an aggregated dataset of information about each case. We focus on automating information
2Figure 4.1 shows example strike sheets.
3APM’s aggregated dataset of jurors is available at: https://github.com/APM-Reports/jury-data
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retrieval from the S&C4, which includes key legally mandated information about the eviction

such as the landlord and tenant representation status, the grounds for eviction, and the

amount requested to be paid if relevant. From each case book, we extracted the first page

of the S&C and used Microsoft’s Azure OCR Model5 to extract the text from the scanned

documents.

4.2 Accountability-Related Retrieval Tasks

We tested a variety of information retrieval tasks related to accountability in both jury

selection and eviction. We chose these tasks for their potential to automate parts of the

real-world pipelines used by APM and Summers and Steil. Given the different challenges we

encountered, we categorize tasks into varying levels of “difficulty” (Table 4.1). We define easy

tasks as the retrieval of information directly stated in the document, where no logical or legal

reasoning is required. Medium tasks involve some logical reasoning, such as the synthesis or

categorization of information. Hard tasks involve the additional component of legal knowl-

edge or reasoning. We also separate out tasks that required parsing human handwriting into

their own category because of the OCR bottleneck to analyzing this information. Table 4.1

specifies the tasks by level of difficulty that we chose for each domain.

All tasks were motivated by their relation to accountability in their respective domain.

We framed our experiments in this manner to tether our results to potential real-world

applications of using LLMs for retrieval of information that influences different conclusions.

Applying our framework to our two domains results in the following task definitions.
4Figure 4.2 shows an example S&C.
5We originally tried Adobe Acrobat OCR on these documents as well, but found Microsoft Azure Docu-

ment Intelligence to have better performance.
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Com-
plexity

Logical
Rea-

soning

Legal
Rea-

soning

Handwrit-
ten

Informa-
tion

Jury Selection Eviction

Easy Selected Juror
Names Zip Code

Medium Jury Gender
Composition Case Type

Hard Batson Challenges Landlord
Representation

Other
(OCR) – – Jury Race

Composition Case Disposition

Table 4.1: Task complexity definitions and examples for each domain.

4.2.1 Jury Selection Tasks

For jury selection, we chose extracting the names of selected jurors as the easy task, gender

composition as the medium task, and Batson challenges as the hard task. Extracting the

names of the final venire of jurors selected to serve on a case is easy because it is always

present at the end of the voir dire transcript as part of a final roll call by the judge. The

medium task of determining the jury’s gender composition requires knowing which jurors

were selected (the easy task), finding their gender (specified through pronouns or prefixes

like ‘Mr.’ or ‘Mrs.’), and outputting the final count of female and male jurors. The hard

task of determining whether a Batson challenge occurred during a case and from which party

requires the LLM to understand the legal context of what constitutes a Batson violation. A

Batson challenge happens when the opposing party objects to the use of a peremptory strike

on the basis that race was used to exclude the juror. We additionally classify the ability to

parse racial demarcations from the jury strike sheets as an OCR task.
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4.2.2 Eviction Tasks

For eviction cases, we chose extracting the zip code as the easy task, the case type as the

medium task, and the landlord’s representation status as the hard task. The zip code of the

property is directly specified on the S&C and is important for unveiling spatial patterns in

discriminatory evictions. The medium task of determining the case type involves classifying

the listed reasons for eviction into one of the following categories: “Fault”, “No Fault”, or

“Non-Payment of Rent”. This is often not directly stated on the form but can be inferred

from simple logical reasoning (e.g., “Damage to the property” would constitute a fault evic-

tion). The hard task of determining the landlord’s representation status (whether they were

represented by an attorney) requires familiarity with legal signatures. Sometimes, this can

be inferred if the signatory name differs from the landlord’s name, but in other cases, this

can be deduced from whether the printed signature contains an ’Esquire’ or ’Esq.’ suffix

or if an attorney registration number is present. The key motions during the trial and the

final disposition of the case are found on the Docket Entries sheet of the casebook (example

shown in Figure 4.3), which we classify as an OCR task. All these pieces of information are

crucial for accountability into which types of landlords evict more and what reasons they

claim for eviction [33].
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Figure 4.1: Example strike sheets showing the variance in note-taking that occurs to
document juror demographics and strike status. Common demarcations include ’W’/’B’ for
race, ’F’/’M’ for gender, SX/DX for state and defense strikes, and ’C’ for for-cause strikes.
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Figure 4.2: Example Summary Process Summons and Complaint issued
by the landlord to call the tenant to court and inform them of the

grounds of eviction.
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Figure 4.3: Example docket entry page including the final disposition
(Agreement for Judgement) of an eviction case. The variability in

handwriting and format of this page makes it difficult to automatically
extract information.
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Chapter 5

Experimental Setup

We performed all our experiments using OpenAI’s GPT-4 Turbo model (gpt-4-turbo-2024-04-09).

We chose this model because prior work found it to have the best performance in the legal

domain [22, 29]. We use a zero-shot prompt structure for our main analysis. We also ex-

perimented with two-shot prompting and sequential prompting for the more difficult tasks,

as elaborated on in Table 6.6. Table 5.1 specifies the exact prompt we used for each task,

which we arrived at after testing variations on a few documents. For each case document

and task, we ran the query 5 times.

Performance Measures.

Our primary metric for all tasks is accuracy: the percentage of fully correct responses to the

prompt over all cases and iterations. For the jury gender composition task, we also report

the absolute error: the sum of the differences in predicted and actual counts of male and

female jurors. We further conduct downstream impact tests to check how well the LLM

predictions might be able to answer accountability questions in each domain.
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Figure 5.1: Overview of experimental pipeline from data processing through final evaluations.

Jury Selection Transcript Excerpts and Fine-Tuning.

In order to improve jury selection performance, we experimented with shorter input lengths

and fine-tuning. Instead of using the full court transcript, which ranged from 15 to 400

pages, we tried the easy and medium tasks with just the excerpt of the final jury roll call

(around 1 page). These excerpts could be extracted in an automated pipeline through

keyword searches. Querying the excerpt is still non-trivial because judges will often repeat

or mispronounce names in the roll call, as well as refer to jurors with the wrong pronouns.

We also experiment with fine-tuning on the excerpts1 for the medium task of jury gender

composition. Fine-tuning was done using gpt-3.5-turbo-0125, and results were averaged

over ten iterations of a 60/40 train-test split2.
1GPT does not currently support fine-tuning on large documents which is why we did not try this for the

full-length transcripts or for the hard task.
2In our sample of 50 cases, this corresponds to 30 cases in the training set and 20 cases in the test set.
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Figure 5.2: Example of a jury selection voir dire transcript excerpt. We extracted these
excerpts of the final jury roll call in order to improve performance on the tasks of extracting
selected juror names and determining the jury’s gender composition. The highlighted seg-
ment displays a disfluency that causes the model to miscount jurors.
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Task Zero-shot Prompt

Selected Juror Names Can you give me the names of the final list of jurors that were selected
to serve on this case as a comma separated list? Include alternate
jurors, if present. Do not output any other text, explanations, or
annotations, and make sure to give the juror names.

Jury Gender Composition Count the number of female and male jurors that were chosen to serve
on this case. Female jurors are denoted using Ms. in the transcript,
and males using Mr. Only count jurors that were chosen to serve on
the jury or serve as alternates. Only output the number as a comma
separated list. There should only be 12-14 jurors total. Do not output
any other text, explanations, or annotations.

Batson Challenges Can you output if there was a Batson challenge claim made by the
defense and state respectively? A Batson challenge happens when a
party objects the opposing party’s peremptory challenge on grounds
that it was used to exclude a potential juror based on race, ethnicity,
or sex. Output as a comma-separated value with ’Yes’ or ’No’ for each
of the parties. Do not output any text, explanations, or annotations.

Zip Code Can you give me the zip code of the property in this case? Do not
output any other text, explanations, or annotations.

Landlord Type Can you give me the type of landlord involved in this case? Output
either ‘Corporation’, ‘Individual’, or ‘Boston Housing Authority’. Do
not output any other text, explanations, or annotations.

Eviction Case Type Can you give me the type of eviction case this is? Output either
‘Nonpayment’, ‘Fault’, or ‘No’, if there is no fault. Do not output any
other text, explanations, or annotations.

Landlord Representation Can you output if the landlord was represented by a counsel. Rep-
resentation by counsel is if an attorney signed a pleading or court
document on behalf of the landlord/tenant at any point during the
case. Do not output any other text, explanations, or annotations. If
the information is not there, output ‘N/A’.

Table 5.1: Zero-shot Prompts
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Chapter 6

Results and Challenges

We begin by presenting the overall performance across the task gradations and then investi-

gating our more fine-grained experiments on the downstream impact tests. We then discuss

avenues to improve performance.

6.1 Performance Across Task Difficulties

Overall, we find that as the difficulty of the task increases, the performance across the

documents for both jury selection and eviction tasks decreases. We consider the relationship

between performance and our task stratification for both domains using zero-shot prompting

(Figure 6.1). Table 5.1 in the Appendix lists the prompts used for all experiments. LLMs

perform the best when solving the easy tasks in both domains, which is expected as the task

merely demands a simple search and return scheme. However, LLMs struggle when logical

reasoning is required, as in the medium and hard tasks in both domains. The variance of

the model’s performance is directly related to the task difficulty as seen with the 95% CI

(c.f. Figure 6.1).
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Domain # Cases Input Type Two-Shot Fine-Tuning Easy Medium Hard

Jury
Selection 50

Full Transcript 81.6 ± 4.8 3.6 ± 2.3 23.2 ± 5.2

Full Transcript 94.8 ± 2.8 18.4 ± 4.8 76.8 ± 5.2

Transcript Excerpt 100.0 ± 0.0 23.8 ± 5.3 –

Transcript Excerpt – 34.0 ± 6.6 –

Eviction 107 Summons & Complaint 95.9 ± 1.7 89.9 ± 2.6 70.7 ± 3.8

Table 6.1: Accuracy with 95% CI by domain, experiment type, and task complexity. Com-
puted over all iterations (5 per case).

6.1.1 Easy Tasks.

For the tasks that require no reasoning, the model achieves consistently good performance.

We track two different errors that occur at this level of task difficulty. The first, which is

only observed in jury selection cases, is incomplete recall, where the model “forgets” part

of the answer to the task. The other error, present in both jury and eviction cases, is an

incorrect output, such as outputting the juror IDs rather than their names, or the zip code

of the landlord’s office instead of the property.

6.1.2 Medium Tasks.

When the tasks demand logical reasoning, we see a drop off in performance, especially for

the jury selection case1. We also observe more complex failure points for these tasks. The

primary failure point in the jury selection task of gender aggregation is related to the speaking

patterns during the roll call. For example, sometimes a prosecutor will misread a name and

proceed to correct it, or call the same person twice (Figure 5.2 shows an example of this).

These prose patterns and mistakes have no bearing on gender aggregation but may introduce

errors if logic is not used to pick up on these mistakes. For the eviction task of extracting

the case type, the primary failure point is if rent is owed while another reason for eviction

is listed. For example, in fault cases, a missed payment amount may be included along with
1We elaborate more on potential hypotheses for the domain discrepancies in the Discussion.
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Figure 6.1: Accuracy by Task Complexity. Jury Selection results from the best experimental
types (c.f. Table 6.1). Error bars represent 95% CI over all cases and iterations (five per
case).

the descriptions of tenant fault; however, the fault would take priority as that is the grounds

for eviction.

6.1.3 Hard Tasks.

The hard tasks had differing performances across the two domains. In the jury case, the

accuracy was better than the medium task accuracy in the zero-shot case, though it was

still lower than the easy case standing at 23.2%. We elaborate more on the two-shot perfor-

mance in the Few-Shot Learning section. However, for the eviction documents, we observe

a strictly decreasing accuracy as difficulty increases, with the most difficult task achieving

70.7% accuracy. The performance in the eviction case is expected, since we hypothesized

that requiring both legal and logical reasoning would be more complex for the model. There

were also no observable patterns of errors in the jury selection case, while the main source of

error in the eviction case was outputting that “No information could be found,” when more

logical reasoning was required to understand whether or not a landlord was represented.
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6.1.4 Confabulation.

When checking the model to determine the distribution of errors, we also tracked if model

hallucinations were an issue, especially since [15] noted high rates of hallucination for high-

complexity legal queries. However, we found only one instance of a hallucinated response

across all the trials of all experiments, suggesting that information extraction queries do not

suffer from similar queries without any context provided.

6.2 Improving Jury Selection Performance

We ran additional experiments to explore different avenues of improving performance on the

jury selection tasks. We primarily focus on the medium jury selection task given that it had

the worst performance across all tested tasks.

Context Type Query Type # Cases Precision Recall F1
Transcript Zero Shot 75 0.83 ± 0.023 0.837 ± 0.023 0.83

Transcript Two Shot 75 0.92 ± 0.016 0.92 ± 0.046 0.92

Transcript Zero Shot 50 0.82 ± 0.037 0.82 ± 0.037 0.82

Transcript Two Shot 50 0.95 ± 0.014 0.95 ± 0.014 0.95

Excerpt Zero Shot 50 1.0 ± 0.0 1.0 ± 0.0 1.0

Table 6.2: Average metrics for the jury selection easy task of name extraction by context
type, query type, and the number of cases across 5 iterations per case. Reported with
standard error across the number of cases.

6.2.1 Few-shot Learning.

We investigated whether few-shot learning improved performance by providing examples to

the model of the logic required to accomplish the task. We only ran the few-shot experiments

for the jury selection tasks as the performance across the board was worse than the eviction

cases performance, and as the context length for the jury selection tasks is sufficiently long
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Context Query Type # Cases Female Error Male Error Total Error Accuracy

Transcript Zero Shot 75 2.08 ± 0.154 2.12 ± 0.154 4.20 ± 5.42 0.269

Transcript Two Shot 75 1.62 ± 0.139 1.55 ± 0.131 3.18 ± 0.251 0.144

Transcript Zero Shot 50 2.07 ± 0.172 2.01 ± 0.171 4.11 ± 4.67 0.360

Transcript Two Shot 50 1.28 ± 0.134 1.33 ± 0.141 2.61 ± 0.263 0.184

Excerpt Zero Shot 50 1.08 ± 0.114 1.09 ± 0.133 2.17 ± 0.233 0.238

Excerpt Fine-Tuned 50 0.63 ± 0.028 0.77 ± 0.04 1.40 ± 0.053 0.340

Table 6.3: Average metrics for the jury selection medium task of gender aggregation by
context type, query type, and the number of cases across 5 iterations per case. Reported
with standard error across the number of cases

Context Type Query Type # Cases Defense Accuracy State Accuracy Accuracy
Transcript Zero Shot 75 0.669 ± 0.035 0.464 ± 0.050 0.235

Transcript Two Shot 75 0.837 ± 0.026 0.872 ± 0.012 0.755

Transcript Zero Shot 50 0.684 ± 0.045 0.460 ± 0.062 0.232

Transcript Two Shot 50 0.848 ± 0.032 0.892 ± 0.02 0.768

Table 6.4: Average metrics for the jury selection hard task of identifying Batson challenges,
by context type, query type, and the number of cases across 5 iterations per case. Reported
with standard error across the number of cases.

enough to benefit from more concise examples. We found that, for all three task levels, the

performance improved with two-shot learning compared to zero-shot learning. However, we

observe that the hard task had the largest jump in performance, from 23.2% to 76.8%. This

result suggests that legal contextual information is easier to inject into the model than other

more nuanced forms of logic. We also experiment with other types of prompting, as described

in Section 6.6, but we find that two-shot prompting persists as the most performant query

type.

6.2.2 Performance Across Document Length.

Between the full transcripts and the excerpts without fine-tuning or few-shot learning accord-

ing to the 0-1 accuracy, we see an improvement in accuracy from 3.6% to 23.8%. However, if
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we examine the total absolute errors (Figure 6.2), we see improvements in the performance as

well as reduced variance across the documents. These results are expected since shortening

the query context to only the section of the text with the final roll call simplifies the syn-

thesis that needs to occur and removes the possibility of extraneous extractions. However,

shortening the excerpt does not have any substantial bearing on the ease of logical reasoning.

6.2.3 Fine Tuning.

The performance improvements between the full documents and the excerpts suggested that

fine-tuning would help the model learn the logic patterns to carry out the jury gender aggre-

gation task. In fine tuning on the 50 selected jury roll call excerpts, we observed an increase

of the overall accuracy from 23.8% without fine tuning to 34% with fine tuning. Fine tuning

for the medium-level logic was not successful in substantially improving the model’s overall

accuracy. However, the average total absolute error and variance reduced by 35.7% and

94.9% respectively after fine tuning (Figure 6.3). This suggests that the primary benefit of

fine tuning for this task is in the reduction of variance, while eliminating errors in logical

deduction may require more task-specific engineering.

6.3 Downstream Impact Tests

To contextualize the performance of our queries, we generated downstream impact tests for

both jury selection and eviction. These tasks aim to demonstrate the impact of the model’s

performance on tasks and questions that accountability work would ask. We framed our

downstream impact tests in the form of auditing questions, meaning tests that would be

useful for researchers and journalists to use to understand the legal system better.
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Figure 6.2: Absolute Error of Jury Gender Aggregation by Query Type (c.f. Table 6.3).
Error bars represent standard error over 50 samples.

6.3.1 Jury Selection.

In their original white paper, APM Reports wanted to understand the female-to-male selec-

tion ratios on the jury and how they differed across specific prosecutors. We replicated that

study for our downstream impact test to see if the errors made by the model impacted the

broader conclusions one could draw about the dataset. In doing this, we hope to elucidate

the real-world implications of these models being added to accountability pipelines.

We find that, when using the LLM to extract information from the corpus of docu-

ments, the big-picture conclusions are generally not affected. However, as the question

becomes increasingly fine-grained, the resultant answers are affected differently. The overall

Female:Male ratio across all cases decreased from 1.49 to 1.18, meaning the model still pre-

dicted female-dominance, but the margin of dominance decreased substantially. We found

large changes in the ranking of most female-biased juries by county and prosecutor (Tables

6.5 and 6.6). We see that, by county, the ranking changed for four of the seven counties,

whereas for prosecutors, the ranking changed for all but one prosecutor. Of the 75 total jury

cases, the dominant gender of the jury was flipped in 20 of them.
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County Original F:M Ratio

Attala 2.794

Montgomery 2.115

Winston 2.082

Grenada 1.642

Webster 1.605

Carroll 1.222

Choctaw 1.165

County Inferred F:M Ratio

Attala 2.391

Montgomery 1.468

Grenada ↑ 1.299

Winston ↓ 1.215

Choctaw ↑ 1.054

Carroll 1.037

Webster ↓ 1.027

Table 6.5: Original and inferred rankings of counties based on the average female-to-male
ratio of jury composition.

Prosecutor Original F:M Ratio

Greg Meyer 3.550

Mickey Mallette 2.859

Michael Howie 2.143

Susan Denley 2.088

Walter Bleck 2.058

Doug Evans 1.967

Kevin Horan 1.611

Prosecutor Inferred F:M Ratio

Doug Evans ↑ 2.180

Susan Denley ↑ 1.654

Mickey Mallette ↓ 1.494

Greg Meyer ↓ 1.383

Walter Bleck 1.263

Michael Howie ↓ 1.253

Clyde Hill ↑ 1.232

Table 6.6: Original and inferred rankings of prosectors based on the average female-to-male
ratio of jury composition.

While the overall gender dominance of juries seems to not have been changed using the

LLM’s outputs, it is evident that the errors introduced can substantially alter the outcomes

of a potential audit. For example, Doug Evans, who was originally ranked as the 6th most

female-biased prosecutor, was moved to 1st using the LLM extractions. A prosecutor that

was not included in the original top 7 was introduced in the inferred ranking. If applied to

a larger dataset that included more jurisdictions’ and states’ documents, these effects would

be further exacerbated, making it difficult to directly rely on LLMs for accountability in this

scenario.
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6.3.2 Eviction.

Similarly, Summers & Steil wanted to understand the breakdown of characteristics most

influential in determining which cases led to forced tenant move-outs. We replicate this

analysis to see if incorrect retrieval or misclassification of the case characteristics impacted the

legal conclusions drawn about eviction pathways. We focused specifically on the distribution

of the different eviction reasons and landlord representations resulting in a forced tenant

move-out.

In the original dataset, 72.2% of forced move-outs came from nonpayment cases, while

11.1% came from fault cases and 16.7% came from no-fault cases. Using the LLM inferences,

the distribution became 88.9%, 11.1%, and 0% respectively. We also find that in the original

dataset, 43.6% of forced move-outs came from individual landlords, while 51.2% came from

corporate landlords and 5.1% came from the Boston Housing Authority. Using the LLM

inferences, the percentages become 43.6%, 48.7%, and 7.7% respectively The percentages

were unchanged for the representation status of the landlord – 66.6% were represented.

Figure 6.3 visualizes the change in distributions for all three features. These modifications

fundamentally do not change the dominant narrative about this data – the majority of

forced move-outs still come from nonpayment cases, corporate landlords, and landlords that

are represented by a counsel. However, the lack of any predicted no-fault cases could mask

the effects of these types of cases in eviction pathways. This suggests that while eviction

data may lend itself better than jury selection data to opportunities using LLMs to extract

information, there are still downstream ramifications to be wary of.
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Figure 6.3: Eviction impact tests showing the change in distributions of key case features
in the original dataset and according to the predictions by the LLMs.

6.4 Additional Experiments

6.4.1 Correlations

In order to determine the relationships between the performance on the different tasks,

we calculated simple linear regressions on different features as follows. We conduct these

experiments on all 75 case documents for the jury selection domain.

Inferred vs. Original Medium Performance

To ensure that the model wasn’t randomly guessing the gender aggregation, we regressed the

inferred counts of females and males on the jury against their true counts. We perform this
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regression for both the zero shot and two shot queries, resulting in Figure 6.4. We observe

that in both cases, the two shot regression (r2 = 0.538 and 0.608) was significantly more

correlated than the zero shot parallel (r2 = 0.213 and 0.283). We observe a slight increase

from the female to male regressions, which is expected since the male prediction performs

slightly better (Table 6.3).
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Figure 6.4: Correlations between the true gender counts and inferred gender counts in the
medium task. Split by gender since we observed a general performance gap across the

genders.

Easy Task vs. Medium Task

The jury selection easy and medium tasks had an inherent logical relationship since the

medium task asked for a count of the genders of all the selected jurors, which would require

first completing the easy task of extracting the final list of jurors before aggregating their

genders. Thus, we hypothesized that cases with better performance on the easy task would

thus have better performance on the medium task. From the regressions in Figure 6.5 we

see a negligible relationship between both precision and recall of the name extraction and

the gender aggregation. Even if the model performs with perfect precision and recall on a

case, it does not necessarily perform better on the gender aggregation. That is, the model

struggles primarily during the logical step between extracting the names and aggregating

their genders.
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Figure 6.5: Correlations between the jury selection easy task performance and medium
task performance. Split by precision and recall for both the zero shot and few shot cases.

Transcript Length vs. Medium Task

The last regression of the absolute error in the medium task against the number of transcript

pages motivated the fine-tuning experiments in 6.2.3. We suspect that the variables are only

slightly positively correlated (r2 = 0.039 for zero-shot, r2 = 0.188 for two-shot) because of

the heavily left-skewed distribution of pages.
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Figure 6.6: Correlations between the number of transcript pages and the medium task
performance.
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6.5 Optical Character Recognition Analysis

As mentioned in 2.4.2, a large bottleneck for mass aggregation and synthesis of legal data

is the unstructuredness of data. We found that a lot of important information that would

be beneficial to automatically extract took the form of handwritten notes in and along the

margins of the printed documents. With current OCR technologies, it is nearly impossible

to reliably convert these notes into readable text as there is a lot of variance in both the

handwriting and the short-hand language that the notes are oftentimes written in. We

conducted a brief analysis of Microsoft’s Azure Document Intelligence OCR technology on

a few varying strike sheets.

We randomly sampled 10 strike sheets and manually reviewed Azure’s performance. Man-

ual review was necessary as even the state-of-the-art model’s outputs are unclean and diffi-

cult to parse algorithmically. Note that recall is defined by the proportion of demarcations

detected by the model and precision is defined by the number of correctly identified demar-

cations. We observe that while the detection of demarcations is relatively high, the accuracy

of the detections is incorrect (Table 6.7). Qualitatively, we also observe that of the race

demarcations (’W’ and ’B’), it is more common for the ’B’ demarcations to be incorrectly

identified. While this is more related to the physical characteristics of the demarcation and

not any source of real bias between the two letters, it is important to recognize the potential

downstream impacts of incorrectly detecting black compared to white jurors.

Context Type # Cases Precision Recall F1

Strike Sheet 10 0.551 ± 0.224 0.879 ± 0.167 0.678

Table 6.7: Average metrics for the optical character recognition of race and gender demar-
cations on strike sheets. Reported with standard deviation.
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6.6 Step-by-step Prompting

We explored the feasibility of using step-by-step prompting, where the query enumerates the

steps the LLM would need to undergo to arrive at the correct answer. An example prompt

for the medium jury selection task is below.

Extract the final list of jurors chosen to serve on this case.

Using that list, count the number of female and male jurors. Female jurors

are denoted using Ms. in the transcript, and males using Mr.

Only count jurors that were chosen to serve on the jury or serve as alternates.

Only output the number as a comma-separated list. Do not output any other

text or annotations.

We randomly selected 20 documents from the full list of 75 cases to conduct this experi-

ment. We compare the performance of the three types of prompting in 6.8. We observe that

the two shot query exceeds the other query types in minimizing error and standard error

and maximizing accuracy.

Prompt Type Female Error Male Error Total Error Accuracy
Zero-Shot 1.877 ± 0.071 2.170 ± 0.0718 4.048 ± 0.133 0.1

Two-Shot 1.613 ± 0.044 1.632 ± 0.039 3.245 ± 0.079 0.15

Step-by-step 2.00 ± 0.073 2.173 ± 0.079 4.173 ± 0.147 0.06

Table 6.8: Average metrics for the medium jury task using different prompt types aggregated
over 20 randomly sampled cases over all iterations (5 per case). Reported with standard error
across the number of cases.
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Chapter 7

Discussion

Our results indicate the feasibility of using LLMs to automate accountability pipelines in

legal documents. However, we uncover several challenges that require further investigation

before the wide-scale application of these methods in legal auditing.

How do limitations in logical and legal reasoning complicate information retrieval

tasks for legal accountability?

We add to prior research that distinguishes between the complexity of information retrieval

tasks, but we differ in our motivation for these capabilities by highlighting their relevance

to legal accountability. The logical reasoning in our tasks involves the synthesis or catego-

rization of information from documents – capabilities that have been shown to have success

in many domains. However, the limitations that we observe indicate the need to orient

benchmarks around more real-world tasks. For example, our jury gender composition query

highlights the difficulty of a simple counting task – a capability for which models demon-

strate high scores on toy datasets [40] that do not directly translate to real-world legal

documents. Similarly, we find that limitations in legal reasoning may require the need for

more training in the legal context. The improved performance for our few-shot and fine-

tuning experiments indicates that LLMs may be able to learn the legal knowledge required
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for accountability-related tasks.

Why is the performance better for eviction than jury selection?

Several reasons may contribute to the better out-of-the-box LLM performance for eviction

tasks. While the eviction Summons and Complaint forms are only one page, compared to

the much longer court transcripts, we still observed a performance gap when compared to

transcript excerpts that are only a few paragraphs. This suggests that the structure of the

eviction forms may be the primary reason for better performance. These forms may be more

similar to the internet-scraped data that LLMs are trained on than the court transcripts

of human speech. In our results, we highlight examples of how transcribed human speech

often contains disfluencies such as pauses, filler words, and repeated phrases. We find that

these disfluencies, while easy for a human to parse, can severely complicate understanding

by LLMs. These results demonstrate how training on internet-scraped data can limit out-

of-the-box LLM functionality on meaningful real-world tasks.

What technical investments are required to make automation of judicial account-

ability mechanisms more feasible?

For model developers, more reflection on the types of data used for training and bench-

marking needs to occur. Investment into more training on the types of unstructured data

that we highlight could drastically improve the out-of-the-box performance of these tools for

accountability use cases. However, this still requires a collection of labeled examples across

various accountability-related tasks. The investment by law firms into collecting data for

the types of tasks paralegals have traditionally performed (e.g., case summarization) may

be helpful, but even these tasks may not directly translate into accountability use cases. An

additional barrier to collecting this labeled data comes from the bottleneck of data access

and centralization.

In order for a mechanism using LLMs to be deployed in the US alone, it would require
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scalability and generalizability across court files nationwide. This means that the model

would need to be robust against the variance in possible formats and patterns of represent-

ing the information, implying that more data from different jurisdictions and across wider

spans of time would be necessary to collect. The demographic data collection conducted by

APM was also incredibly limited, only investigating Male-Female and Black-White analy-

ses. However, to be more meaningful, further work should also encode all protected groups

outside these binaries.

A large bottleneck for mass aggregation and synthesis of legal data is the unstructuredness

of data. Explanatory pieces of important information that take the form of handwritten notes

in and along the margins of the printed documents would be beneficial to automatically

extract to further the accountability claims. With current OCR technologies, it is nearly

impossible to reliably convert these notes into readable text as there is a lot of variance in

both the handwriting and the short-hand language that the notes are oftentimes written

in. Even state-of-the-art models fail to recognize legal notes accurately, motivating further

training of both vision and language models on representative real-world data.

What legal investments are required to make automation of judicial accountabil-

ity mechanisms more feasible?

There are several regulatory solutions that can help lay the groundwork for the aforemen-

tioned technical investments to be made. First, there exists a massive data accessibility prob-

lem. As described in Section 1, legal data cannot be accessed without submitting a request

to the courthouse and getting approval from the clerk to hand pull casefiles. Summers and

Steil share that attorneys registered with the Massachusetts Board of Bar Overseers (BBO)

can access all cases virtually through an electronic portal. However, while the limitation

of electronic access to registered state attorneys allows for more fine-grained jurisdictional

control and certainty of ethical use of the files, it does raise several concerns from the legal

accountability viewpoint.
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First, as long as limitations like these are upheld, substantial increases in legal fairness will

continue to be unobtainable. This means that pro se litigants and those who cannot afford

legal representation have a severe disadvantage to those with a state lawyer to understand

previous cases and prepare to defend themselves in court. Additionally, legal technological

reform is substantially complicated if digitized case files are not accessible to the public

through any means. A system similar to the Institutional Review Board (IRB) for human

research subjects could be beneficial to implement in order to maintain a review process

before accessing, but open up access to the public at large.

Another regulatory resolution that could be applied is standardization of case docu-

ments. While there is significantly more push back from legal practitioners to standardize

a format across jurisdictions, states, and even firms, standardization would alleviate many

legal shortcomings.

How can LLMs be pipelined into an automated legal accountability mechanism?

From our findings, we conclude that optimal performance comes from refined excerpts and

cleaner, more structured data. Legal documents could benefit from existing mechanisms

such as Retrieval Augmented Generation (RAG), which automatically identifies the most

relevant parts of the provided context to then be used to answer the query. This would

allow entire casebooks to be processed automatically instead of needing to isolate the most

relevant pages and forms. It is also possible for LLMs in their current state to be used in

conjunction with legal practitioners to assist with easier tasks that have less downstream

impact. However, our case studies suggest that the bulk of processing labor and time comes

from the medium and hard tasks where contextual reasoning is necessary. Additionally, the

overhead of a human needing to feed logic into the model and monitor for errors questions

the scalability of this technology.

Our findings also pose outstanding questions about the end users in the legal space who

are willing to adopt this technology into their pipelines. More high-stakes legal work would
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regard each individual error in information extraction as more costly than their lower impact

counterparts. We must continue to collaborate with social scientists and legal practitioners

in order to understand the hesitations in employing LLMs to assist their work.

Who can potentially be harmfully affected by this technology?

We emphasize the potential disparate impacts of deploying these technologies out-of-the-box

without further investigation into the failure points and direct implications. Higher profile

cases and crimes that interface with wealthier people, such as white-collar crimes, generally

have better-maintained documentation. This is due to the level of resources that private

lawyers and investigative agencies such as the FBI and SEC possess. However, minorities

are disproportionately represented by public def enders, who tend to be underfunded and

have notably fewer resources [28], leading to poorer keeping of casefiles. However, from

our experiments, we determined that automation pipelines such as LLMs are likely to per-

form better on well-maintained and structured data and less likely to retain performance

in messier data structures. This means that, without deeper insights, wealthier people are

more likely to be integrated into automated accountability pipelines, while minorities and

those who would benefit the most from more accountability still face higher barriers.

We call on members of both the technical and legal communities to invest in solutions

that can bring more accountability to the judicial system. By focusing efforts on legal

data centralization, training models on unstructured data, and remaining vigilant about the

implications of different classifications of errors, information extraction using LLMs can help

automate and make judicial accountability more accessible.
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