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ABSTRACT

In this thesis, we introduce innovative methodologies for connecting new deep learning
models, particularly models that integrate vision and language with human brain processing.
These models have shown remarkable advancements in tasks such as object recognition, scene
classification, and language processing, achieving near-human accuracy in some cases. This
raises intriguing questions about how closely the computations and geometric structure of
these models mirror that of the human brain. Our method starts with measuring brain
activity in response to vision and language stimuli and then exposes these stimuli to deep
learning models to collect their internal activations. We analyze the similarity between
these activations and brain activity using a specific representational distance metric. We
focus on introducing statistical algorithms to assess whether one model is significantly more
similar with the brain than another. Through our novel methodology, we assess whether
there’s a more significant correlation between brain regions and multimodal models compared
to unimodal ones. Our investigation reveals brain areas associated with vision-language
integration and models of vision-language integration that are potentially most similar to
the brain.

Thesis supervisor: Boris Katz
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Chapter 1

Introduction

Deep learning methods have led to several advances on a large number of tasks in computer
vision (CV) and natural language processing (NLP). Such methods involve training deep
neural networks on vast datasets, and this training has led to success on several unsolved
tasks such as object recognition, scene classi cation and semantic segmentation in CV, or
part-of-speech tagging, dependency parsing, or text classi cation in NLP. New approaches
using self-supervised training have found further success, creating a new paradigm where
general models of vision or language are pre-trained and then ne-tuned to apply to specic
tasks or domains.

With the current success of deep learning approaches for vision and language, we can
become more curious about the capabilities and similarities of these networks in comparison
with humans. Visual and linguistic processing are distinct human skills, and with the current
trends from deep neural networks, we can ask whether these networks are similar with human
processing of vision or language. Making these connections is relevant for both learning about
human processing and building better deep learning models. With deep learning models of
vision or language, we can localize psychological phenomena or neurological hardware that
is most similar with a particular network to better understand human processing of vision
or language. We can also localize motifs, computations, training styles, or datasets that can
be used to design deep learning models that are most similar to human processing. The aim
of this thesis is to develop methods that standardize and understand this mapping between
deep learning models and processing in humans.

Prior work has developed initial methods that extract activations from a deep neural net-
work processing either vision or language and compare the representational distance between
these activations and activity in the brain. An overview of what this looks like is as follows.
First, a set of stimuli are curated and presented to human subjects who have their neural
activity recorded. The stimuli are fed to a candidate deep neural network of vision or lan-
guage (or any modality), and activations are extracted from the network. These activations,
which lay in a representation space, are compared with the neural response from a specic
region of the brain using a representational distance. One example of this is ridge regression
where the activations are used to predict activity in a speci ¢ region of brain to measure
how well a deep neural network models activity in the brain. Using these methods, we have
learned that particular convolutional neural networks (CNNSs) trained on visual data model
early visual cortex and that transformer-based language networks such as GPT-2 model the
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superior temporal gyrus.

In this work, we standardize the methodology used in comparing deep neural networks
with the brain. Current approaches lack statistical algorithms necessary to con dently state
whether one neural network models the brain signi cantly better than another. We aim
to construct statistics to formalize these comparisons and apply these methods to new do-
mains including localizing multimodal processing in the brain. Our methods can be used to
identify areas of the brain associated with vision-language integration using newly designed
multimodal neural networks that synthesize vision and language inputs Furthermore, our
methods can compare between constructed multimodal networks to identify motifs that are
most brain-like and apply such motifs to downstream applications.

In summary, the main contributions of this thesis are:

1. Statistical algorithms to compare how well neural networks compare with the brain.
2. ldenti cation of areas in the brain associated with vision-language integration.

3. Brain-like motifs used in designing vision-language models.
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Chapter 2
Related Work

There has been considerable interest in investigating the e ectiveness of representations
from neural networks in modeling brain activity [1] [6]. These approaches have typically
employed various forms of linear regressions to predict brain activity from the internal states
of candidate models, with speci ¢ modi cations to the prediction depending on the type of
neural recording used. The majority of these works tend to focus on vision or language alone,
in large part because unimodal datasets [7] [10] and unimodal models (e.g. PyTorch-Image-
Models; Huggingface) are the most commonly available. Prior experiments have shown that
language-based unimodal networks and vision-based unimodal networks e ectively model
activity in the brain. Many prior experiments include comparisons between trained and
randomly initialized and have shown that trained unimodal vision networks model activity
better than randomly initialized networks.

Works that focus on language processing employ unimodal encoder language models
such as BERT as well as autoregressive models such as GPT-2. Representative work in
this domain [3], [4], [11] has shown that representations from the context-sensitive language
models BERT and GPT-2 tend to be better predictors of activity measured in the language
regions of the brain. Works that focus on vision processing employ unimodal networks based
on CNN-based architectures such as Alexnet or ResNet50 as well as transformer architectures
such as ViT and SWIN. They showed that the representations from all these networks predict
the brain activity from the visual cortex uniformly well.

The methods employed in this prior investigation of unimodal language networks have
di culty distinguishing trained and untrained networks. While [11] report that trained
networks perform better than untrained networks, they speci cally mean that, on average,
training networks improves their performance, while sometimes hurting it. This is di erent
from stating that the top-ranked networks are all trained, rather than randomly initialized;
which is not the case in prior work. In particular, when using ECoG recordings, the best
ranked model is actually untrained. Our methods show the opposite: a large, systematic
gap between trained and untrained networks where trained networks dominate the results in
absolute terms. If trained and untrained models perform similarly, one cannot attribute any
understanding to the weights of the model, only to the generic architecture, a much weaker
statement. We could not say that multimodal networks are better than unimodal networks,
merely that the presence of multimodal input is better than its absence. This is also why
we control for architecture in our second experiment.
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Multimodal vision and language processing in the brain is presumed to show some de-
gree of localization based on neuroscience experiments where subjects are presented with
multimodal visio-linguistic stimuli and the response is measured using functional Magnetic
Resonance Imaging (fMRI) against several control stimuli. For example, recent multivariate
fMRI studies have identi ed the superior temporal cortex to be associated with auditory
and visual processing [12] [16]. Furthermore, deeper integration of vision and language has
been seen in the middle temporal and inferior parietal cortex [12], [17], [18]. The inferior
prefrontal gyrus and occipitotemporal lateral cortex has been identi ed for the processing
of action using video and language processing [19]. Other areas include the supramarginal
gyrus, involved in emotion processing [20], the superior frontal lobe, commonly associated
with self-awareness [21], the caudal middle frontal cortex, commonly associated with eye
movements and scene understanding [22], and the pars orbitalis, which contains Broca's
area and is associated with speech processing [23]. More recent papers have emerged demon-
strating the ability for multimodal networks to predict fMRI activity in the higher visual
cortex in response to visual stimuli better than unimodal vision models [24], [25]. Our work
builds on using comparisons between multimodal and unimodal neural networks in identify-
ing areas of vision-language integration.
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Chapter 3

Connecting Neural Networks to the
Brain

For this work, we use a new dataset of neural recordings from intracranial electrodes while
subjects watch movies. In section 3.2, we describe our proposed methodology to perform
model comparison to understand how well particular models compare with the brain.

3.1 Data

Invasive intracranial eld potential recordings were collected during sessions fronT subjects
(4male,3female; agedt 19, =11:6, = 4:6)with pharmacologically intractable epilepsy.
During each session, subjects watched a feature length movie from the Aligned Multimodal
Movie Treebank (AMMT) [26] in a quiet room while neural activity was recorded using
SEEG electrodes [27] at a rate d?kHz. We give an overview of the movies watched by all
subjects in Table 3.1. An overview of our data collection methodology is given in Figure 3.1.

3.2 Statistical Algorithms for Model-to-Brain Compar-
isons

In this section, we detail our neural regression pipeline, which proceeds in 4 phases: feature
extraction, dimensionality reduction (via sparse random projection), cross-validated ridge
regression, and scoring. We then detail our plan to validate such regressions for good model-
to-brain comparisons.

3.2.1 Feature Extraction

This follows from approaches taken in [2]. We consider feature extraction to mean the ex-
traction of a separate feature vector atevery layerin a network in other words, each
distinct tensor operation module that progressively transforms model inputs into outputs.
This means, for example, that we consider not only the outputs of each transformer atten-
tion head, but also of the individual key, query, value computations that produce them. If
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Figure 3.1: (a) The electrode placements over all subjects. Each yellow dot denotes an
electrode collecting invasive eld potential recordings for further analysis in our experiments.
(b) An overview of our data collection procedure. Subjects are presented feature length Ims
while neural data is collected from these electrodes in the brain.

the layer has more than 1 dimension, then we atten the tensor such that each layer rep-
resents any given input as a 1-dimensional feature vector. (Note: This attening makes no
assumptions about the separation of a given feature space into spatial and semantic com-
ponents, and allows the subsequent regression to reweight all contributing components as
relevant). The output tensor thus constitutes a dataset ofi inputs (either images, sentences,
or image-sentence pairs) as an arrdy 2 R" P whereD is the dimensions of the feature
vector.

3.2.2 Sparse Random Projection

For certain attened feature vectors, the dimensionalityD is very large, and as such per-
forming ridge regression oifr is prohibitively expensive, with at best linear complexity with
D, speci cally O(n2D) [28]. We use the Johnson-Lindenstrauss lemma [29], [30] to project
F to a low dimensional representatiol® 2 R" P that preserves pairwise distances iR with
errors bounded by a factor. If u and v are any two feature vectors fronf , and u, and v,
are the low-dimensional projected vectors, then

(1 v viiZ<jiup  wii®< (1+ jju vjj? (3.1)
. . 4| .
Equation 3.1 holds provided thatp 2:2”(”3):3 [31]. To nd the mapping from F to P,

we usedsparse random projectiond SRPs) following [32]. The authors show & satisfying
Equation 3.1 can be found by? = FR whereR is a sparsen P matrix with i.i.d. elements
shown below:

8 q —
3 TD with prob. =
ri =_0 with prob. 1 sL 3.2
1= 37q 5 | Y PS (3.2)
' —>  with prob. -

If F has dimensionalityD that is less than the dimensionality of the Johnson-Lindenstrauss
lemma, then no projection is applied. In this case? = F.
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Subj. Age (yrs.) # Movie Recording

Elec- time
trodes (hrs)
1 19 154 Fantastic Mr. Fox 1.83
2 12 162 Venom 242
3 18 134 Cars 2 1.92
4 6 156 Fantastic Mr. Fox 15
5 16 162 Sesame Street Episode 1.28
6 4.5 106 Ant Man 2.28
7 12 216 Cars 2 1.58

Table 3.1: Subject statistics Age (second columns), number of electrodes (third column),
movie shown (fourth column) and recording time ( fth column) per subject. Electrode
placements are done for clinical purposes and the distribution of electrode locations di er
from subject to subject. The average amount of recording data per subject is 1.83 (hrs).

3.2.3 k-fold Ridge Regression

To determine how well vision and language networks predict activity in the brain, we ran
regressions from representations extracted from a specic layer of either a multimodal or
unimodal network to predict the average activity of the SEEG signals over a window of time
for all electrodes of our7 subjects. We detail the steps we took to run regressions per subject
below.

We use ridge regression to predict the average activity;, at a given electrode and
time point, from their associated DNN featuresP . Given the sequential nature of our
data, we used ab-fold cross-validation procedure. For each fold, we split our dataset of
representations into a contiguous training seg0%), Pu.in and yyain , @ contiguous validation
set (10%), Pvaigc and Yaiq, and contiguous testing set 10%), Pt and Yist- Each split
takes a contiguous chunk of inputs from our stimulus in order of their occurrence in the
stimulus, and each fold changes the starting point of the training, validation, and testing
set such that di erent contiguous chunks are assigned to a di erent set. We standardize
the columns ofPy4, and Pyaiq to have meanO and a standard deviation ofl and t this
standardization onP. We t the coe cients "} of a regression model on the train dataset
such that Yyan = Pyain i+ With minimal error jj jj. Ridge regression penalizes largi jj
proportional to a hyperparameter , which is useful in preventing over tting when regressors
are high-dimensional and highly correlated. Each is calculated by the xed ridge regression
solution:

"= (( Ptrain )T Ptrain + | d) l(Ptrain )Tytrain (3-3)
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Figure 3.2: We bootstrap our event structures and corresponding neural activity to derive
95% con dence intervals per time bin per electrode on our training, validation, and testing
set in our analysis.

The coe cients " are then used to predict the held out data where:

Yvaid = Pualid

N —
Yiast = Plest

(3.4)

We use theKFold function from [33] and implemented ridge regression in Pytorch [34]. In
this analysis we run the5-fold regression per value, where was varied using a logarithmic
grid search overl0 ! to 1(°. On each fold, we calculated &core for the prediction y Aiq
and y{st by computing the Pearson correlation coe cient. This score is averaged over tte
folds to get nal validation and test set scores. We choose the bestvalue using the cross-
validated scores and take the associated test scores with theralue. We run this regression
for all electrodes and time points simultaneously.

To analyze network performance over all layers, we select the best performing layer using
the validation set. Speci cally, per electrode, we average the validation correlation scores
over time and take the layer with the max average score. We then take the associated test
set correlation score as the overall score per model.

3.2.4 Bootstrapped Con dence Intervals across Time

In order to make model comparisons on a sound statistical basis, we use a bootstrapping
procedure over regression inputs in a given dataset to calculz228% con dence intervals on
the correlation scores per time bin for the training, validation, and test set alike as shown in
Figure 3.2.

In our bootstrapping procedure, we rst resample the input stimuli to our regression and
corresponding neural activity with replacement per movie and subject 1000 times. We use
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the same 1000 resampled regression input and corresponding neural activity across all models
(both trained and randomly initialized) to allow for model comparison in later analysis. We
denote this resampling with replacement as follows:

FPD)y D) (PE9)y ), (P UO0) y1¥)g £ Piyg (35)

For each (P @);y(®), we sort the resampled indices by their occurrence in the stimulus
(i.e. movie time) to maintain the autoregressive structure of data. We note that the scores
are skewed upwards when we do not sort.

We then rerun the regression for eactP );y(®) to derive the 95% con dence intervals
by taking the 2.5th percentile and 97.5th percentile on our score distribution pérper e
on the training, validation, and testing set. Upon inspection of bootstrapping scores on a
sample of time bins and electrodes, we note that the scores are normally distributed.

We use this information as a lIter, identifying time-bins and electrodes that do not have
meaningful response to our event structures. We interpret the lower con dence interval of
our validation set bootstrapping scores as the lower bound on our score parametefFor a
time bin where this lower bound is below 0, we can say that no meaningful mapping to the
brain has been learned.

3.2.5 Model Comparisons

Taking inspiration from fMRI searchlight analyses [35], [36], we next perform a series of
statistical tests on each electrode to determine whether or not they are better predicted by
multimodal or unimodal representations (or any general comparison of models) and whether
each electrode is better predicted by representations from trained models or randomly ini-
tialized models.

We rst lter all time bins in electrodes for models where the lower95% con dence
interval of the validation score overlapped with zero. This ensures that the analysis focuses
on time bins and electrodes where meaningful neural signal is occurring. We remove models
from further analysis on a particular electrode if that model has a con dence interval that
overlaps with zero for all time bins, on the validation set. If only one model has at least
10time bins with this requirement (a minimal threshold for bootstrapped comparisons), we
consider this model the best model by default and do no further processing on the electrode.

For electrodes without these default winners , we employ an additional statistical test of
model di erence between the rst and second-highest ranking models for a given comparison.
That is, we use a second-order bootstrapping procedure (this time across time bins, rather
than across regression inputs), calculating the di erence in the average score across resampled
time bins between the 2 candidate models in a given comparison. This procedure is designed
to minimize the possibility of one model producing a random peak of predictivity that does
not adequately re ect its predictivity more generally, and may arti cially give the impression
of being the superior model in a comparison. We run this for model pairs on electrodes that
have at least10 time bins remaining after ltering based on the lower con dence interval
of the validation set for both models. For the bootstrapping procedure of model di erence,

lwe emphasize that this is done on our validation set to allow for un Itered comparison on our test set
scores.
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we identify electrodes where the di erence in performance is statistically signi cant and use
FDR (Benjamni-Hochberg) multiple comparisons corrections to adjust the p-value associated
with the electrode on each test.
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Chapter 4

Revealing Multimodal Integration in the
Brain

We expand the use of deep neural networks for understanding the brain from unimodal mod-
els, which can be used to investigate language and vision regions in isolation, to multimodal
models, which can be used to investigate language-vision integration. Beginning with work
in the primate ventral visual stream [11], [37], this practice now includes the study of both
the human vision and language cortex alike [3] [10], [38], [39]. These studies, however, focus
on a single modality of input vision alone or language alone. Yet, much of what humans
do fundamentally requires multimodal integration.

As a product of this unimodal focus, we have learned far less about the correspondence
between biological and arti cial neural systems tasked with processing visual and linguistic
input simultaneously Here, we seek to address this gap by using performant, pretrained mul-
timodal deep neural network (DNN) models (ALBEF, BLIP, Flava, SBERT, BEIT, SImCSE,
SIMCLR, CLIP, SLIP) [40] [47] to predict neural activity in a large-scale stereoelectroen-
cephalography (SEEG) dataset consisting of neural responses to the images and dialog of
popular movies [26] collected from intracranial electrodes. The goal is to use systematic
comparisons between the neural predictivity of unimodal and multimodal models to identify
sites of vision-language integration in the brain.

We make the following contributions:

1. We introduce a statistically-rigorous methodology to compare multimodal models against
neural data, against one another, and against unimodal models. We release a code
toolbox to perform this analysis and enable future work.

2. We demonstrate that this method is su ciently ne-grained to distinguish randomly
initialized from trained vision, language, and multimodal models. Previously this had
been questionable for language models and never investigated for multimodal models.
Without this gap, we could not conclude that multimodal processing is taking place,
merely that multimodal architectures are generically helpful.

3. Using a wide array of models, we employ this method to identify areas associated
with multimodal processing, i.e. areas where multimodal models outperform unimodal
models as well as language-vision models with linearly-integrated features e.g. con-
catenation of vision and language features.

4. We then introduce an architecture-, parameter-, and dataset-controlled experiment
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Figure 4.1: (a) We parse the stimuli, movies, into image-text pairs (which we cadlvent
structures) and process these with either a vision model, text model, or multimodal model.
We extract feature vectors from these models and predict neural activity in 161 25ms time
bins per electrode, obtaining a Pearson correlation coe cient per time bin per electrode per
model. We run this regression using both trained and randomly initialized encoders and
for two datasets, a vision-aligned dataset and language-aligned dataset, which di er in the
methods to sample these pairs. (b) We design a bootstrapping test over input image-text
pairs to build 95% con dence intervals on scores per time bin per electrode. We Iter out time
bins in electrodes where the validation lower con dence interval is less than zero. (c) The rst
analysis of this data investigates if trained models outperform randomly initialized models.
The second analysis investigates if multimodal models outperform unimodal models. The
third analysis repeats the second holding constant the architecture and dataset to factor
out these confounds. Two other analyses are described in the text. The fourth analysis
investigates if multimodal models outperform models that concatenate language and vision
features.
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Figure 4.2: We construct two datasets for understanding vision-language integration in the
brain. (Left) The language-aligned dataset consists of choosing context segments and the
closest frame. Context segments choose each word and the corresponding sentence context.
(Right) The vision-aligned dataset consists of choosing a scene cut and the closest sentence
that occurs after a scene cut.

where two variants of the same model, one unimodal and the other multimodal, are
used to identify multimodal regions.

5. We catalogue a collection of areas which perform multimodal integration and are can-
didates for future experiments along with the time-course of that integration. We also
catalogue the best candidate multimodal models that best explain activity in the areas
associated with multimodal integration.

These experiments for the rst time connect multimodal networks and multimodal regions
in the brain and among the rst to explore multimodal integration and which current deep
neural networks of vision and language is best suited for modeling multimodal integration
in the brain. We give an overview of our approach in Figur@?.

4.1 Event Structures

We parse our neural activity into individual language and single movie-frame combinations
(which we call interchangeablyevent structuresor text-image pairg by discretizing the movie
stimulus, allowing us to feed inputs to our deep neural network models (which are not trained
on movie data). We de ne event structures by the guiding feature used to select a particular
text-image pair in the movie for analysis. So as not to unfairly prioritize one modality over
the other or impose a hypothesis over vision-language integration, we design two di erent
kinds of event structures: The rst kind of event structure consists of word onset times, a
language-aligned event. Word onsets have been used in prior work [3] and are commonly
associated with language processing. For each word onset, we take the prior sentence context
of the given word to add contextual information for the language models. We also take the
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closest frame after the word onset as the associated image input. The second kind of event
structure consists of visual scene cuts (i.e. camera cuts). We extract the frames associated
with a scene cut as proxy for visual processing given a shift in the pixel distribution between
frames. We then take the closest sentence that occurred after the scene cut. (Note that
by language-alignment or vision-alignment, here, we mean the anchoring of points in neural
time-series to points in the movie).

We use these two kinds of event structures to create two datasets. Our language-aligned
dataset consists of [context of a given word, closest frame pairs] with the associated neural
activity. Our vision-aligned dataset consists of [scene cut frames, closest sentence to a scene
cut frame] with similar processing on the neural activity. We analyze all results over the
datasets individually and then compare results across the datasets to identify electrodes for
multimodal integration.

We note that our two datasets cover many possible hypotheses of vision-language integra-
tion. The language-aligned dataset likely covers short-term integration as each corresponding
context segment has a nearby frame. However, our vision-aligned dataset likely covers long-
term integration since there is separation between the scene cut and corresponding sentence.
This design makes our experiments more di cult by considering many forms of possible
visio-linguistic reasoning.

We feed event structures from both datasets as our regression inputs and perform all
bootstrapping over said event structures for each dataset alignment independently.

4.1.1 Notes on Stimulus Independence (Autoregression)

Converting neural activity measured in response to naturalistic movie-viewing to a dataset
of nomimally 11D event-structures presents a particular challenge often explicitly avoided in
experimental designs that leverage otherwise unrelated natural images or language prompts:
that is, nonindependence in the form of autoregression. Movies (driven as they are by
common visuolinguistic themes) contain inherently autoregressive structure that can lead to
over tting in parametrized predictive models designed to predict neural response patterns
evoked by that structure. The parsing of our nal event-structures into training, testing
and validation splits was designed explicitly to assess for such over tting. When creating
the train-validation-test splits, we assign contiguous chunks of the movie to each split. In
practice, and especially for movies with more linear narrative structure, we assumed this
continguous splitting could provide at least a weak form of independence between sampled
event-structures. While this by no means fully accounts for the non-independence of the
stimulus set writ large, our results across the training, validation, and test splits suggest
that it does help to minimize potential over tting. In future work, we hope to revisit our
event-structure delineation and sampling, potentially leveraging movie-trained models like
Salesforce's ALPRO [48] to select stimuli that are more distinct not just at the level of pixels
or words, but in latent feature space.
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Model Modality Architecture  Parameters

ALBEF Architecturally Multimodal  Transformer 209.8M
BLIP Architecturally Multimodal  Transformer 223.5M
Flava Architecturally Multimodal — Transformer 241.4M
SLIP-Combo Vision Trained Multimodal Transformer 86M
SLIP-Combo Language Trained Multimodal Transformer 63.6M
SLIP-CLIP Vision Trained Multimodal Transformer 86M
SLIP-CLIP Language Trained Multimodal Transformer 63.6M
SBERT Language Transformer 109.5M
SImMCSE Language Transformer 109.5M
SLIP-SIimCLR Vision Transformer 86M
BEIT Vision Transformer 86.3M
ConvNeXt Vision Convolutional 109.9M

Table 4.1: A catalogue of the networks we include in this experiment. We compare ar-
chitecturally multimodal networks, trained multimodal networks, unimodal language and
unimodal vision networks. We mostly study transformers but also include ConvNeXt, a
CNN model. We tabulate the number of parameters in the model.

4.2 Candidate Deep Neural Network Models

We present a full set of networks in Table 4.1. Because they control for dataset and archi-
tecture (varying only the learning objective), comparisons amongst the variants of the SLIP
models are our most empirically rigorous test of multimodality.

However, given that the SLIP models contain only one kind of multimodal - unimodal
contrast (SLIP-SImCLR versus SLIP-Combo's visual encoder), we added a number of un-
controlled model contrasts to assess the predictive power of unimodal and multimodal rep-
resentations more generally. These models include ALBEF [40] (a two channel multimodal
encoder that uses a vision transformer and language transformer trained with a contrastive
loss followed by a multimodal transformer); BLIP [41] (a two channel multimodal enoder sim-
ilar to ALBEF but trained with an image-text matching loss and momentum model); Flava
[42] (a two channel multimodal encoder with a multimodal encoder that builds fused embed-
dings and trained reconstructively); SBERT [49] (a unimodal masked language transformer
for sentence embeddings); BEIT [43] (a unimodal vision transformer trained via masked im-
age reconstruction); SImCSE [44] (a unimodal language transformer trained via contrastive
learning); ConvNeXt [50] (a unimodal vision convolution network built by modifying the
ResNet architecture). These models provide a broader sample of multimodal and unimodal
networks, while still maintaining some core similarities with the SLIP models (transformer
backbones or contrastive learning.)

We also introduce twalinearly integrated vision-language model$/ultiConcat, and Multi-
Lin. MultiConcat consists of concatenating representations from SImCSE and SLIP-SImCLR,
and MultiLin extends MultiConcat by introducing a trained linear projection to project
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the concatenate representation to a dense vision-language vector trained using the NLVR-2

dataset [51]. By introducing these models, we aim to distinguish between areas that are

simply responding to the presence of vision and language features and areas that are inte-
grating vision and language in a rich, non-linear fashion using comparisons we describe more
in detail.

We assess both trained and randomly-initialized versions of these models rst and fore-
most because, in most cases, the multimodality of these models is a function ONLY of their
learning objective: This means, for example, that models like the SLIP models which con-
sist of architecturally encapsulated vision and language encoders cannot, in the absence of
training, be considered multimodal. Models like ALBEF, BLIP, or Flava, on the other hand,
may be considered multimodal even in the absence of training due to architectural inductive
biases such as cross-modal attention-heads that integrate linguistic and visual inputs from
the outset of processing.

4.3 Results

While there is no single meaningful measure of overall modeling performance, since we expect
signi cant variance in performance as a function ofmultiple controlled and uncontrolled
sources, there are a few key metrics we can consider to provide an overall gestalt of our
model-to-brain encoding pipeline and the speci ¢ measured e ects. Unless otherwise noted,
we use the following convention in the reporting of these metrics: arithmetic average over the
bootstrapped mean scores [lower 95% con dence interval; upper 95% con dence interval].

As an initial heuristic, we consider the bootstrapped test set score mean, as well as the
bootstrapped test mean upper and lower bounds on performance across all N = 28 models (14
architectures, with both trained and randomly-initialized weights), N = 2 dataset alignments
(word onsets, scene cuts) and all N = 1090 electrodes, after we've selected the max accuracy
across time. This constitutes a total of 24 * 2 * 1090 = 39,420 data points. The bootstrapped
global average (i.e. an average across the bootstrapped means) across these data points is
Ipearson = 0.142 [0.0797, 0.269]. The bootstrapped max across the bootstrapped means is
I'pearson = 0.539 [0.517, 0.561]. And the bootstrapped lower bound (i.e. the bootstrapped
MINIMuUM) iS Ipearson = -0.223 [-0.398, -0.034]. (Negatives here mean model predictions were
anticorrelated with ground truth.) This is of course a coarse metric, meant only to give
some sense of the encoding performance overall, and to demonstrate its notable range across
electrodes.

4.3.1 Trained versus Randomly Initialized Results

We rst use the comparison methods to analyze the di erence between neural predictivity

of trained models and neural predictivity of randomly initialized models. After Itering out
models and time bins in electrodes where the lower validation con dence interval score is less
than zero, this leaves us with 498/1090 unique electrodes. We show the average di erence in
performance for these electrodes in Figure 4.3. In 120 of these electrodes, the default model
was a trained model after Itering according to the default winners analysis. For the rest of
the 278 electrodes, we use a bootstrapping comparison on the remaining electrodes assuming
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Figure 4.3: A comparison between pretrained and randomly initialized model performance
showing the distribution of predictivity across electrodes. This averages signi cant time bins
per electrode, i.e., the lower validation con dence interval must be larger than zero, for both
vision and language alignments for our 12 models. Every trained network outperforms its
randomly initialized counterpart. Trained networks overall outperform untrained networks.
This is true both on average, and for almost every single electrode.
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Test Language-Aligned Dataset Electrodes Vision-Aligned Dataset Electrodes

Weak test of multimodality 213/1090 60/1090
Weak SLIP test 218/1090 73/1090
Strict test of multimodality 12/1090 12/1090

Strict SLIP test 28/1090 28/1090°
Non-linear integration test 28/1090 28/1090

Table 4.2: Multimodality Test Results. Our multimodality tests identify electrodes where
multimodal models are signi cantly more predictive of activity than unimodal models. We
provide the number of electrodes that pass for either the language-aligned or vision-aligned
datasets.

models have at least 10 time bins remaining. We nd that trained models beat randomly
initialized models on all 278 electrodes according to the bootstrapping comparison. The
average di erence in scores across the dataset alignments wag,son = 0:107[0026 0:238]
showing the signi cant improvement that trained models have over randomly initialized mod-
els. These results demonstrate that experience and structured representations are necessary
to predict neural activity in our case for any network, regardless of whether the network is

a language network, visual network, or multimodal network.

4.3.2 Multimodality Test Results

Using our multimodality tests to evaluate the predictive power of multimodal models against
unimodal models across the two dataset alignments, the following results were obtained: The
weak test of multimodality showed that 213/1090 (19.5%) and 60/1090 (5.50%) electrodes
were more predictive using language- and vision-aligned event structures respectively, with
average performance di erences Ofbeason = 0:082[0012; 0:21] and 0:081[Q016 0:344} The
weak SLIP test yielded 218/1090 (20%) and 73/1090 (6.70%) electrodes for language- and
vision-aligned structures, respectively, with performance di erences Dfcarson = 0:046[Q01; 0:140]
and 0:024[Q01; 0:04] between SLIP-SImCLR and SLIP-Combo vision transformers. The
strict test of multimodality found 12/1090 (1.1%) electrodes were more predictive in both
alignments, with average di erences afpearson = 0:0766[0013 0:163]and 0:0922[0019 0:304]

The strict SLIP test showed 28/1090 (2.57%) electrodes favored the SLIP-Combo over
the SLIP-SIMCLR in both alignments, with di erences of rpeason = 0:0522[0017; 0:10]
and 0:026[Q0162 0:044] The non-linear integration test reiterated the 12/1090 electrodes
from the third test, showing a consistent preference for multimodal models over Multi-
Concat and MultiLin, with performance di erences 0Ofrpearson = 0:0566[0025 0:113] and
0:084[0029 0:21]in the language- and vision-aligned datasets, respectively.

In examining the DKT atlas in Figure 4.4, it's evident that the largest cluster of mul-
timodal electrodes is around the temporoparietal junction, aligning with previous studies.
Key regions include the superior and middle temporal cortex, the inferior parietal lobe, and
the supramarginal gyrus, which are close and theoretically linked to vision-language integra-
tion. These areas, crucial for tasks like auditory-visual processing, emotion processing, and
social cognition, support our ndings and previous theories. The multimodal abstractions
at this junction might explain their better prediction by multimodal representations. Ad-
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