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Abstract

In the current evolving digital landscape, vast repositories of data and knowl-
edge often remain siloed and untapped due to privacy concerns and centralized
control. Thus, despite the transformative potential of artificial intelligence,
its utilization in societal sectors lags behind other industries. For example in
healthcare, data privacy and lack of incentives and trust in the system prevent
collaboration on a large scale. This necessitates the development of efficient
methods for decentralized learning while preserving privacy to generate wis-
dom whose quality is on par with the case of data centralization. It involves first
identifying and creating essential building blocks that encourage collaboration
while preserving the decentralized nature of these critical digital paradigms. A
key challenge here is to facilitate collaboration among distrustful, disconnected,
and disincentivized entities possessing distinct assets such as data, models,
and computation resources. Harnessing the collective wisdom latent within
decentralized networks will unlock new avenues for innovation and human col-
laboration. Therefore, the primary aim of this thesis is to expedite AI adoption
in decentralized systems by introducing novel algorithms and systems capable
of extracting collective intelligence while preserving privacy.

This thesis addresses the following research questions: First, it delves into
methods for training machine learning models collaboratively while simul-
taneously protecting the privacy of raw data and the proprietary nature of
individual models. Second, it explores the coordination mechanisms among
system nodes in the absence of a central authority or trusted server to en-
sure orderly collaboration. Specifically, it answers questions like who should
a node talk to. When does random collaboration selection work? Finally, it
investigates strategies for conducting crowd-sourced decision-making to obtain
population-level predictive results, scaling efficiently to encompass millions of
agents.
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A I N T R O D U C T I O N

a.1 motivation
In today’s interconnected world, data is increasingly siloed across diverse en-
tities with varying resource constraints. The collaborative processing of such
data holds promise for generating highly valuable insights. However, this
collaborative potential faces substantial challenges, including strict privacy reg-
ulations, safeguarding trade secrets, computational constraints, communication
bottlenecks, trust-related concerns, and competitive dynamics. Consequently,
there is a need to develop methodologies for decentralized learning that can
extract insights effectively and foster collaboration among distrustful, discon-
nected, and disincentivized entities. This thesis, adopting an interdisciplinary
approach, systematically addresses these challenges, introducing methodologies
to navigate the complexities inherent to decentralized learning.

Imagine a highly intelligent AI that can adeptly handle nuanced queries
by even accessing data confined within silos. For instance, predicting one’s
COVID status based on daily activities like gym visits and interactions with
specific friends requires tapping into the data that has been trapped in silos.
This includes personal health records, mobility data stored in devices such as
phones or smartwatches, or even the data at the nearest hospital. While this
sounds fascinating, there are substantial challenges that need to be addressed.

Foremost among these challenges is data privacy, encompassing concerns
related to sharing personal and sensitive information, adherence to data regula-
tions, and safeguarding trade secrets. Secondly, trust-related queries emerge,
questioning the concentration of data in a singular central entity and raising
concerns about associated risks. Can we trust a single central entity with all our
private data, risking the concentration of power in too few hands? Furthermore,
the issue of ownership prompts reflection on who possesses access rights to
these models.

The answer to all these questions lies in the decentralization of AI. Today,
these models are built by centralizing all data in one place and then training
models on top of it. However, we cannot centralize data for most real-world
applications like healthcare, finance, location privacy, and many others. We need

15



a well-designed decentralized network model that can enable an ecosystem in
which different data providers collaborate to train models. In this decentralized
ecosystem, AI is owned by everyone and yet by no one, fostering democratic
access to knowledge.

This thesis addresses the following research questions:

• How can we unlock data silos while collectively training machine learning
models?

• If there is no central entity or truster server, how can the nodes in the
system coordinate to collaborate without leading to chaos?

• Finally, how can we do crowdsourced prediction and get population-level
prediction outcomes at the scale of millions of agents?

a.2 outline

a.2.1 Decentralization over Data using Collaborative Learning

The imperative for training machine learning models on decentralized data
is driven by the need to unlock cross-silo and cross-device collaboration, as
a significant portion of data held by individuals and organizations remains
inaccessible due to prevailing privacy and regulatory constraints. The current
collaborative learning paradigm, exemplified by Federated Learning (FL) [112],
addresses this challenge by centrally aggregating clients’ models rather than
the data itself. However, to enhance the flexibility and utility of these systems,
both algorithms, and infrastructures must adapt to accommodate the inherent
heterogeneity in data, models, and computational resources.

Technical Challenge

1. Collaboration with heterogeneous: data and models: In decentralized
learning, collaboration with heterogeneous resources poses a multifaceted
challenge involving both heterogeneities in data and model architectures. Data
with individuals may vary in terms of distribution, scale, and features, leading
to challenges in aggregating information cohesively. Combining the collective
knowledge from such diverse data to make accurate predictions is challenging.
While plenty of FL techniques have been deployed in distributed learning,
the intrinsic constraint of model homogeneity and handling non-iid data is
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still a challenge. Recent studies [82, 101, 102, 80, 72, 86] have shown that FL
encounters significant convergence issues when dealing with heterogeneous
data (not independent and identically distributed, i.e. non-IID) resulting in
slow training and suboptimal performance as compared to training on IID data.
FL model homogeneity constraints have significantly curtailed the potential
impact of Federated Learning in the current landscape by severely restricting
participation from diverse entities. In a decentralized setup, each user is
equipped with varying compute resources and bandwidth capabilities and thus
should accommodate the diversity of resources rather than mandating uniform
standards. This heterogeneity enhances inclusivity and adaptability across users
but also creates interoperability roadblocks that complicate collaboration.

2. Confidential Models for Cross-Silo Collaboration: Conventional tech-
niques require participants to share model weights. Consequently, in situations
where organizations are hesitant to disclose their model weights due to confi-
dentiality concerns, collaboration becomes impractical, even if they are willing
to share valuable insights from their data. This deadlock highlights the urgent
need for innovations that enable collaborative learning while safeguarding data
and model confidentiality.

3. Scalability concerns: As the current era of model development is witness-
ing a rapid progression toward large-scale models with billions of parameters,
the communication overhead incurred during the FL process becomes increas-
ingly burdensome. The larger the model, the greater the volume of parameters
that need to be transmitted during each communication round. This results in
heightened network congestion, longer training times, and increased resource
consumption. As communication scales linearly with model size, FL systems
struggle to accommodate these large models, leading to performance degrada-
tion and system instability potentially leading to system collapse. Addressing
these challenges requires innovative solutions that optimize communication
protocols, reduce model complexity, and adapt FL algorithms to accommodate
the constraints of large-scale models. Failure to mitigate these scalability con-
cerns risks rendering FL impractical for deploying and training state-of-the-art
models in real-world settings.

Related Work

FL [112] techniques have adequately addressed the diversity in data sources,
but not enough attention has been paid to the heterogeneity of models and
computational resources. This is largely due to a foundational assumption
within Federated Learning, wherein the data owner and computation owner
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are presumed to be the same entity. Split Learning [60] where every client
only performs partial computation locally, and the remaining computation
required to train deep networks is offloaded to a server that typically has a lot
more computation resources. Some recent knowledge-distillation (KD) [118]
techniques present an alternate paradigm that allows clients to share knowledge
while allowing for heterogeneous models. However, these KD algorithms depart
from the model averaging paradigm, making them incompatible with secure
aggregation.

Approach

The thesis chapter C presents a unified framework CoDream to address the
above challenges of accommodating diverse models for cross-device collabo-
ration while simultaneously addressing the privacy and scalability concerns
posed by model weight sharing in FL. Unlike conventional FL approaches that
share model weights, CoDream is a collaborative learning technique that shares
and aggregates "wisdom" across participants to gain collective knowledge while
keeping models decentralized. This "wisdom" is updated as models learn from
each other and improve. We define this "wisdom" in the representation space of
models using "dreams" [148]. Clients collaboratively optimize randomly initial-
ized data using federated optimization in the input data space, similar to how
randomly initialized model parameters are optimized in FL. The key insight
is that jointly optimizing this data can effectively capture the properties of the
global data distribution. This paradigm shift offers a promising solution to the
challenges posed by heterogeneous and confidential models in decentralized
settings. Sharing knowledge in data space offers numerous benefits.

• It allows model-agnostic collaborative learning as clients gain the flexibil-
ity to employ varied model architectures based on their computational
capacity. The approach enables seamless collaboration among entities
with disparate resources and model capabilities.

• By sharing representations of data rather than model weights, we mitigate
the risk of compromising the confidentiality of models. This model-
agnostic representation-sharing approach allows organizations to collab-
orate without explicitly exposing their confidential model parameters.
Further, the proposed approach is compatible with secure aggregation,
thus preserving the privacy benefits of federated learning
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• The Communication is independent of the size of the model parameters
and remains constant even if the model increases in depth and width,
alleviating scalability concerns.

a.2.2 Decentralization over Orchestration using Self-orchestration

Centralized learning of machine learning models requires minimal coordination
but limits collaboration and puts too much faith in a single entity. Furthermore,
as the system scales, centralization faces limitations regarding the available
resources (communication, computation, etc.) within a single location. This
prompts the system to shift towards embracing the decentralization of data
and resources. In a fully decentralized scenario with no central server, this
introduces a new set of challenges, as clients now require self-coordination.
More attention is needed to address some of the key challenges in coordination
aspects that become apparent in the absence of a centralized coordinator. Who
should each user collaborate with? Should they collaborate with others at
random or only with similar clients? In the context of coordinating interactions
among diverse participating entities, as encountered in the realm of collaborative
learning, a pressing concern is the development of techniques that facilitate the
identification of suitable cohorts for collaboration.

For instance, consider a scenario where a hospital is engaged in the train-
ing of a machine-learning model for chest X-ray image analysis. It may be
negatively impacted by collaborating with another hospital that is simultane-
ously training its model using MRI datasets. The key challenge here thus is
identifying the most pertinent collaborators whose data distributions align
closely with the objectives of the user. This problem is of significant practical
relevance, particularly within the decentralized framework where the absence
of a central coordinating server necessitates the autonomous identification of
suitable collaboration cohorts.

Technical Challenge

In a fully decentralized setting, where no central server exists, strategic collabo-
ration is crucial. The indiscriminate collaboration with every available entity
is a far-from-ideal approach, as it can lead to very high communication costs.
Further engaging in collaboration with every other individual for knowledge
exchange may not be desirable, as relevant knowledge for one’s objective could
be diluted among numerous available resources and can potentially introduce
detrimental effects on a user’s model updates. Therefore, clients must selec-
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tively choose their collaborators. The empirical findings in Chapter D highlight
the benefits of collaborating with peers having similar data distributions, par-
ticularly in the presence of domain shifts between groups of clients. However,
we observe that selecting the most similar clients based on their similarity can
lead to feedback loops within a small set of clients, resulting in the emergence
of isolated cliques in the collaboration graph, thereby reducing diversity in
collaboration. Thus identifying the key collaborators is a challenging task.

In a system of diverse local users, identifying and forming communities
comprising users with similar data distributions is challenging. This is due to
the challenge of identifying effective criteria for clients to signal their dataset
distribution is crucial for collaborative learning. While using raw data is not
feasible due to privacy constraints, sharing models is also not an optimal solu-
tion due to architectural diversity and model weight permutations. Moreover,
meta-data has limited utility in capturing dataset statistics. Consequently, an
alternative approach that effectively navigates these challenges is required to
facilitate the formation of relevant and effective collaboration cohorts.

Related Work

Decentralized FL works for peer-to-peer (P2P) communication between clients [66,
141]. Current systems mostly rely on random communication [76]; however,
this greatly suffers from the heterogeneity in the clients’ data distributions.
In the context of non-IID data, some approaches assign trust or collaboration
weights to other clients, either by learning them [99], measuring similarity on
an unlabelled public dataset [48], or by clustering clients [152]

Numerous peer-to-peer collaborative learning methodologies [104, 19, 99]
have previously delved into the intricate problem of collaborator discovery,
predominantly through the lens of federated learning. This approach typically
involves the exchange of model weights among clients, who subsequently rank
other clients by computing statistical metrics based on these weights. While
these techniques demonstrate promise in the context of collaborator discovery,
there are certain limitations, particularly when it comes to scalability in a more
decentralized setup.

Approach

This thesis in Chapter D delves into the intricacies of random collaboration,
exploring when and why it suffices. While collaborating with similar users is
beneficial, we discover a paradox in selecting users based on similarity. The
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findings reveal a feedback loop between collaboration choices and outcomes,
leading to "collaborator collapse." This phenomenon traps users in isolated
cliques, resulting in suboptimal performances. We identify two types of cliques:
"diversity collapse" (users from the same community) and "relevance collapse"
(users from different communities). To address this challenge, we propose
consensus-based collaborator selection strategies, harnessing users’ opinions
and evolving network dynamics. Extensive experiments demonstrate that
consensus-based methods effectively prevent collaborator collapse and outper-
form random selection strategies. Changes in the opinions lead to the changes
in neighbors, resulting in an adaptive network.

Furthermore, we tackle the challenge of what to share and advertise by
leveraging "knowledge" within the data space, which serves as a potent and
innovative approach for the identification of relevant collaborators. This notion
of sharing "knowledge" within the data space distinguishes this approach
from conventional Federated Learning (FL) approaches, where the exchange of
models typically serves as a surrogate for knowledge about a client’s private
dataset. However, this thesis will explore how sharing "knowledge" within the
data space, using dreams (Chapter C), represents a more fitting and effective
approach for reasoning about data distribution and task-related considerations.
This approach accommodates the inherent diversity of model architectures and
remains unaffected by the permutations of model weights, making it a robust
and adaptable solution. This thesis will develop methodologies that facilitate
the generation of data-space samples without compromising the privacy of the
underlying raw data.

a.2.3 Decentralization over Prediction using Large Population Models

Many of the grand societal challenges, such as pandemics, housing crises, or
immunosenescence, may be characterized as emergent phenomena resulting
from complex interactions within a large population of autonomous agents
(eg: humans, cells). The emergent effects are sensitive to the scale of the input
population, simulation parameters, and modeling assumptions.

Pandemics, notably the recent COVID-19 outbreak, have impacted both
public health and the global economy. We need a profound understanding of
disease progression and efficient response strategies to prepare for potential
future outbreaks. For instance, we are interested in answering questions like
are fast RTPCR tests better than slow but accurate POC tests? The answer is
complex and challenging. What might be optimal for the individual citizen
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may not be the same for the aggregate population. Population outcomes can be
non-obvious due to complex individual interactions. For instance, it turns out
that prioritizing speed over accuracy can result in a better population outcome.

As we move forward, there is a need to go from simply accounting for
contacts to deriving actionable intelligence from contact data. By crowdsourcing
such "contact intelligence" responsibly, we can enable predictive capabilities to
inform critical policy decisions. Further, interfacing high-resolution autonomous
agents with decentralized real agents can help aggregate individual insights and
make reliable decisions for the collective. The potential of such large population
models to accelerate scientific discovery and facilitate critical decision-making
is huge.

Technical Challenge and Related Work

Using ABMs for practical decision-making requires recreating populations
with great detail, calibrating to heterogeneous data sources, and assimilating
granular real-world feedback. Computational and data access bottlenecks
constrain this utility. Conventional ABMs slow [15, 22], are difficult to scale to
large populations [22], tough to calibrate with real-world data [131], and prone
to misspecification due to hand-crafted rules.

The utility of ABMs for practical decision-making depends upon several
factors. These include their accuracy in replicating the population behavior
[131, 55]. Furthermore, most prior work either studies the effect of only one
intervention at a time or simulates very few agents [43]. Real-world deployment
of intervention strategies intricately linked to each other should be scalable to
large populations and need to be studied with a combined effect of each of
these interventions [85, 38, 68]. However, decision-making in such scenarios is
challenging due to the multifarious intricacies of complex societies character-
ized by heterogeneous populations, diverse behavioral patterns, and differential
access to resources [9, 12, 33]. The interplay of various interventions, their
mutual impacts, and the factors influencing their effectiveness adds further
layers of complexity. Further, conventional ABMs rely on synthetic populations
generated using sparse summary statistics from real-world observations. Pri-
vacy, not data sparsity, is the cause of limited granularity as data is siloed with
individuals.
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Approach

The thesis chapter E, introduces a general pipeline using ABMs that simulates
a real-world synergy of interventions at scale, encompassing pharmaceutical,
behavioral, and digital strategies [57]. We adopt a tensorized approach [38]
which enables a fast, parallelized simulation, allowing analysis of emergent
behavior on a large-scale population for millions of agents in a few seconds.
This framework offers extensive detail to capture the complexities observed
in the real-world adoption of these interventions. The model provides a com-
prehensive system that simulates interventions with real-world challenges of
deployment or adoption, representing them through quantifiable parameters.
Further, ethically crowdsourcing the data can help guide urgent decisions, as
demonstrated by contact tracing applications during the pandemic. For ex-
ample, our MIT-SafePaths protocol provided digital contact tracing to over a
million people across 5 US states and territories [1].
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B P R E L I M I N A R I E S

b.1 collaborative learning
The problem of collaborative data synthesis has been previously explored using
federated learning, generative modeling, and knowledge distillation techniques.
These approaches are illustrated in Fig. 1. Further, existing works can be
categorized based on two characteristics: how knowledge is extracted from the
teachers and how the students aggregate and acquire the teachers’ knowledge.
CoDream introduces the idea of collaboration in the representation space(data
space precisely).

b.1.1 Federated Learning (FL)

FL aims to minimize the expected risk minθ ED∼p(D)ℓ(D, θ) where θ is the
model parameters, D is a tuple of samples (X ∈ X , Y ∈ Y) of labeled data in
supervised learning in the data space X ⊂ Rd and Y ⊂ R, and ℓ is some risk
function such as mean square error or cross-entropy [87, 114]. In the absence of
access to the true distribution, FL aims to optimize the empirical risk instead
given by:

min
θ

∑
k∈K

1
|Dk|

ℓ(Dk, θ), (1)

D is assumed to be partitioned across K clients, where each client k owns each
Dk and D = ∪k∈KDk. The optimization proceeds with the server broadcasting
θr to each user k that locally optimizes θr+1

k = arg minθr ℓ(Dk, θr) for M rounds
and sends local updates either in the form of θr+1

k or θr+1
k − θr

k (pseudo-gradient)
to the server to aggregate local updates and send the aggregated weights back
to the clients.

b.1.2 Collaborative Data Synthesis

Generative modeling techniques for proxy data synthesis either pool locally
generated data on the server [150, 54] or use FedAvg with generative models [137,
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164]. Like FL, FedAvg over generative models is also not model agnostic. Data
Free techniques employ a generative model to generate synthetic samples as
substitutes for the original data DENSE [170], Fedgen [177], and FedFTG [171]
learn a generative model of data on the server. While not focused on knowledge
distillation, dataset distillation techniques such as Fed-D3 [150] and DOS-
FL [175] perform dataset distillation locally and share the distilled datasets with
the server, where a global model is trained with one-shot communication. [77]
and [20] aggregate the last layer’s output on the private data across different
samples for every class.

b.1.3 Knowledge Distillation (KD) for collaboration

Knowledge Distillation in FL is an alternative to FedAvg that aims to facil-
itate knowledge sharing among clients that cannot acquire this knowledge
individually [32, 105, 4, 34].

Knowledge extraction: One of the key components of KD is to match the
output distribution between the teacher and the student conditioned on the
same input. Therefore, the same input is needed between the teacher and
the student. However, FL techniques typically assume that the student and
the teacher have different data siloes. This constraint has led to two general
approaches to KD-based FL:

• Proxy data-based techniques assume publicly available datasets to obtain
the output distribution among different users. Cronus [32], Federated
model fusion [105], and FedBE [34]. Instead of relying on a publicly
available dataset, [4] utilize the student’s dataset to obtain the teacher’s
predictions by exchanging the teacher’s model. A general drawback
of these approaches is that the proxy dataset has to be a sufficiently
rich representation of the original data distribution to enable knowledge
sharing, which can be an overly constraining assumption for FL.

• Data Free techniques as discussed before employ a generative model to
generate synthetic samples on the server.

Knowledge Acquisition: The other key component of KD is the alignment be-
tween the teacher’s and the student’s output distribution KL(p( fθt(x))||p( fθs(x)))
is computed and minimized by optimizing the parameters of the student.
Existing approaches can be broadly categorized into where this distribution
alignment is performed.
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Figure 1: Different approaches to collaborative learning. By collaborative, we mean
techniques that perform aggregation of knowledge before sharing it with the
server and non-collaborative refers to techniques that directly share some
information without aggregataion

• Client model regularization - The clients regularize their local model
training by treating other clients as teachers. [94] regularizes on all labels
with respect to the aggregated teacher model except the original label
to avoid catastrophic forgetting. [4] perform distillation locally by using
the teacher model on the client’s data. [177] distribute the synthetic data
generator learned by the server to the clients for regularization during
training.

• Ensemble distillation techniques regularize the global server model by
utilizing proxy or synthetic data. FedBE [34], Ensemble Distillation [105],
FedAux [142], and FedFTG [171] aggregate soft labels from different
clients.

However, all these existing approaches lack active client collaboration in
the knowledge synthesis process. Clients share their local models or locally
generated data with the server without contributing to knowledge synthesis.
We believe that collaborative synthesis is crucial for secure aggregation and
bridging the gap between KD and FL. Our approach CoDream enables clients
to synthesize dreams collaboratively while remaining compatible with secure
aggregation techniques and being model agnostic.

Independently of knowledge distillation, a few recent works have accommo-
dated model heterogeneity by sub-model extraction [30, 42, 71, 6] and factorizing
model weights with low-rank approximations [116]. Most of these techniques
only support heterogeneity for a specific class of models, for example - the
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ResNet family. In contrast, KD-based approaches are more flexible and only
require the input and output dimensionality to be the same.

b.2 peer-to-peer learning (p2p)

b.2.1 Personalized FL

Personalixed FL [47, 78] assumes different clients represent different tasks
and trains a global model in a way that can be efficiently fine-tuned on each
client’s local data. Another approach to personalize FL is by clustering clients
with similar objectives using hierarchical clustering [143, 27], K-means, [74],
or K-means++ [46]. In IFCA [53], clients select the model that gives the best
performance on their local data among K global models. In [108], clustering
is part of the objective and is optimized through Expectation Maximization.
Except for hierarchical clustering, these techniques rely on a fixed number of
clusters, which is impractical to assume in a decentralized setting.

b.2.2 P2P

P2P learning refers to a collaborative in a serverless scenario where individuals
form cohorts or come together to share knowledge, skills, and experiences. In
this model, participants take on both the roles of learners and teachers, creating
a dynamic exchange of information within a group or community. P2P selection
techniques relax the assumption of a centralized orchestrator but typically do
not perform any selection. Collaboration happens either between every users
[161, 172, 129], neighbors dictated by a fixed topology [91, 135, 81] or (pseudo)-
random users [96, 141]. While gossip-based approaches [73, 154, 41] optimize
collaboration for knowledge diffusion, they aim to train a single global model.

b.3 agent-based modelling
Agent-based models (ABMs) are discrete simulators that allow entities (agents)
with designated characteristics to interact within a given computational envi-
ronment, replicating complex systems [24, 123, 139, 174, 44, 67]. Agent-based
models allow us to take a bottom-up view of a system through its components.
Based on a decentralized source of individual mobility patterns, behavioral
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patterns, and local clinical data, they allow the simulation of heterogeneous
populations through complex time-varying actions and interactions and make
crowdsourced policy decisions i.e. by harnessing the wisdom of the crowd.
Recently, ABMs have been widely employed in epidemiology to understand
disease progression and the efficacy of interventions by providing relevant infor-
mation to investigate and predict the behavior of the pandemic [110, 140, 2, 8, 85].
Several studies have utilized ABMs to evaluate the effectiveness of different
interventions, such as social distancing, quarantine, lockdown, and vaccination
[68, 38, 140]. ABMs have also been used in prior works for addressing policy-
related queries like evaluating the importance of test turnaround time versus
its sensitivity [92], and the benefits of postponing the vaccine’s second dose to
focus on the distribution of the first dose [140].
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C C O L L A B O R AT I V E L E A R N I N G O V E R
D E C E N T R A L I Z E D DATA

c.1 introduction

SecurityFlexibility / UtilityResourcesOverview
Levels of 
Privacy

Compatible with 
Secure Agg.

Heterogeneous 
tasks

Heterogeneous 
modelsMemoryComp.Comm.What is shared?Approach

1YesYesNoBaselineBaselineBaselinePredictive Model1	Fed. Learning
1YesYesNoHighHighHighGenerative Model1Fed. Gen. Modeling
2NoYesYesHighHighLowSynthetic Data2Syn. Data Sharing
1NoNoYesHighHighHighPredictive Model1Data-Free KD
2YesYesYesSameHighSameDreams2CoDream

Figure 2: Landscape of FL techniques. Here we use Fed.-Federated, Gen.-
Generative, Syn.-Synthetic, Pred.-Predictive, Comm.-Communication, Comp.-
Computation, Het.-Heterogeneous, Agg.-Aggregation. By levels of privacy,
we mean how distant the shared updates are from raw data. Sharing syn-
thetic data2 and dreams2 are two levels of indirection away from the raw data
than sharing models1.

In many application areas, such as healthcare and finance, data is distributed
among silos owned by different organizations, making it difficult to train
machine learning (ML) models on large datasets collaboratively. Centralizing
data is not always feasible due to regulatory and privacy concerns. Federated
Learning (FL) [114] addresses this problem by centrally aggregating clients’
models instead of their data. Informally, FL circumvents privacy concerns in
two steps: 1) sharing client’s models instead of data offers confidentiality as
data does not leave the trusted local device, and 2) the aggregation step in
FL is a linear operation (weighted average), which makes it compatible with
secure aggregation techniques. The efficacy of the first layer of privacy becomes
pronounced when the number of samples per client is substantial, while the
significance of the second layer becomes apparent in ecosystems with numerous
clients.

FL assumes that all clients agree on the same model architecture and are
willing to share their local models. Due to resource constraints, however, this
can potentially reduce the number of clients in the ecosystem, eliminating
the benefit of the second layer. Some recent knowledge-distillation (KD) [118]
techniques present an alternate paradigm that allows clients to share knowledge
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while allowing heterogeneous models. However, these KD algorithms depart
from the model averaging paradigm, making them incompatible with secure
aggregation. Hence, they also can not derive privacy benefits from the second
layer.

Alternatively, if we could generate samples representing data distribution
characteristics while maintaining privacy benefits at both layers, we would
eliminate the need to aggregate the client models. Sharing samples offers much
higher flexibility for training models and supports arbitrary model architectures
and tasks. However, the problem is challenging because collaboratively learning
a generative model leads to the same problems as FL for predictive models.
Instead of learning a generative model, we solve this dilemma by optimizing
data collaboratively instead of parameters.

We design a novel framework for collaboratively synthesizing a proxy of
siloed data distributions without centralizing data or client models. These
collaboratively synthesized representations of data, which we call dreams, can
be used to train ML models. We show that dreams capture the knowledge
embedded within local models and also facilitate the aggregation of local
knowledge without ever sharing the raw data or models. Our key idea is to
begin with randomly initialized samples and apply federated optimization on
these samples to extract knowledge from the client’s local models trained on
their original dataset. Unlike synthetic data, the goal of optimizing dreams is to
enable KD, rather than generate realistic data (maximize likelihood of data).

We design our framework into three stages: knowledge extraction C.4.1,
knowledge aggregation C.4.2, and knowledge acquisition C.4.3. We perform
extensive investigation to test CoDream by (1) establishing the feasibility of
CoDream as a way for clients to synthesize samples collaboratively, (2) showing
the utility of synthesized samples by learning predictive models (3) validating
CoDream as an alternative to FL and (4) performing empirical validation of our
framework by benchmarking with existing algorithms and ablation studies
across various design choices.

The key factors of our approach are: (1) Flexibility: Our proposed technique,
CoDream, collaboratively optimizes dreams to aggregate knowledge from the
client’s local models. By sharing dreams in the data space rather than model
parameters, our method is model-agnostic. (2) Scalability: Furthermore, com-
munication does not depend on the model parameter size, alleviating scalability
concerns. (3) Privacy: Just like FedAvg [113], CoDream also exhibits two-fold
privacy: Firstly, clients share dreams’ updates instead of raw data. Secondly, the
linearity of the aggregation algorithm allows clients to securely aggregate their
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dreams without revealing their individual updates to the server. In summary,
our contributions are as follows:
• A novel framework CoDream, for collaborative data synthesis through

federated optimization in input space, serving as a proxy for the global
data distribution.

• Our approach introduces a novel perspective to FL by aggregating “knowl-
edge" instead of local model parameters. This unique aggregation frame-
work leads to model-agnostic learning and addresses scalability concerns
while preserving privacy through compatibility with secure aggregation.

• Extensive empirical validation of CoDream, including benchmarking against
existing algorithms and ablation studies across various design choices,
further emphasizes its potential for collaborative optimization and adapt-
ability for personalized learning.

c.2 background
Knowledge Distillation facilitates the transfer of knowledge from a teacher
model ( f (θT)) to a student model ( f (θS)) by incorporating an additional
regularization term into the student’s training objective [29, 69]. This reg-
ularization term (usually computed with Kullback-Leibler (KL) divergence
KL( f (θT,D)|| f (θS,D))) encourages the student’s output distribution to match
the teacher’s outputs.

DeepDream for Knowledge Extraction [119] first showed that features
learned in deep learning models could be extracted using gradient-based opti-
mization in the feature space. Randomly initialized features are optimized to
identify patterns that maximize a given activation layer. Regularization such as
TV-norm and ℓ1-norm has been shown to improve the quality of the resulting
images. Starting with a randomly initialized input x̂ ∼ N (0, I), label y, and
pre-trained model fθ, the optimization objective is

min
x̂

CE ( fθ(x̂), y) + R(x̂), (2)

where CE is cross-entropy and R is some regularization. DeepInversion [168]
showed that the knowledge distillation could be further improved by matching
batch normalization statistics with the training data at every layer.
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c.3 related work
The problem of collaborative data synthesis has been previously explored using
generative modeling and federated learning techniques. Figure 2 compares
existing decentralization solutions regarding shared resources, utility, and
privacy.

Generative modeling techniques either pool locally generated data on the
server [150, 54] or use FedAvg with generative models [137, 164]. Like FL,
FedAvg over generative models is also not model agnostic. While we share the
idea of generative data modeling, we do not expose individual clients’ updates
or models directly to the server.

Knowledge Distillation in FL is an alternative to FedAvg that aims to
facilitate knowledge sharing among clients that cannot acquire this knowledge
individually [32, 105, 4, 34]. However, applying KD in FL is challenging because
the student and teacher models need to access the same data, which is difficult
in FL settings.

Data-free Knowledge Distillation algorithms address this challenge by
employing a generative model to generate synthetic samples as substitutes
for the original data [170, 171, 177]. These data-free KD approaches are not
amenable to secure aggregation and must use the same architecture for the
generative model.

However, all these existing approaches lack active client collaboration in
the knowledge synthesis process. Clients share their local models or locally
generated data with the server without contributing to knowledge synthesis.
We believe that collaborative synthesis is crucial for secure aggregation and
bridging the gap between KD and FL. Our approach CoDream enables clients
to synthesize dreams collaboratively while remaining compatible with secure
aggregation techniques and being model agnostic.

c.4 codream
Our approach CoDream consists of three key stages: knowledge extraction,
knowledge aggregation and knowledge acquisition. In the knowledge ex-
traction stage, each client extracts useful data representations, referred to as
“dreams”, from their locally trained models (teachers). Starting with random

1 Aggregation of local updates occurs in model parameter space
2 Aggregation of local updates occurs in the data space
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Figure 3: Overview of the CoDream pipeline comprising three stages: (1) Knowledge
Extraction— each client generates dreams, representing the extracted knowl-
edge from their local models (teacher). Starting with random noise images
and frozen teacher models, clients optimize to reduce entropy on the output
distribution while regularizing the batch norm and adaptive loss. The clients
share their local updates of dreams and logits with the server. (2) Knowledge
Aggregation—server aggregates dreams and soft labels from clients to con-
struct a CoDream dataset. (3) Knowledge Acquisition—clients update their
local models through two-stage training (i) on jointly optimized co-dreams
with knowledge distillation (where clients act as students) and (ii) local
dataset with cross-entropy loss.
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noise images and fixed teacher models, clients optimize these images to facil-
itate knowledge sharing from their local models (Section C.4.1). Since this is
a gradient-based optimization of the input dreams, we exploit the linearity of
gradients to enable knowledge aggregation from all the clients. In the knowl-
edge aggregation stage, the clients now jointly optimize these random noised
images by aggregating the gradients from the local optimizations (Section C.4.2).
Unlike traditional federated averaging (FedAvg), our aggregation occurs in the
input data space over these dreams, making our approach compatible with
heterogeneous client architectures. Finally, in the knowledge acquisition step,
these collaboratively optimized images, or dreams, are then used for updating
the server and clients without ever sharing the raw data or models. This is
done by performing knowledge distillation on the global dreams where clients
now act as students (Section C.4.3). Figure 18 gives an overview of the CoDream

pipeline for each round. We further discuss these stages in more detail in the
following subsections.

c.4.1 Local dreaming for extracting knowledge from models

In this stage, clients perform local dreaming, a model-inversion approach to
extract useful information from the locally trained models. We use Deep-
Dream [119] and DeepInversion [168] approaches that enable data-free knowl-
edge extraction from the pre-trained models. However, these are not directly
applicable to a federated setting because the client models are continuously
evolving, as they learn from their own data as well as other clients. A given
client should synthesize only those dreams over which they are highly confident.
As the client models evolve, their confidence in model predictions also changes
over time. A direct consequence of this non-stationarity is that it is unclear how
the label y should be chosen in Eq 2. In DeepInversion, the teacher uniformly
samples y from its own label distribution because the teacher has the full dataset.
However, in the federated setting, data is distributed across multiple clients
with heterogeneous data distributions.

To keep track of a given client’s confidence, we take a simple approach
of treating the entropy of the output distribution as a proxy for the teachers’
confidence. We adjust Eq 2 so that the teacher synthesizes dreams without any
classification loss by instead minimizing the entropy (denoted by H) on the
output distribution. Each client (teacher) starts with a batch of representations
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sampled from a standard Gaussian (x̂ = N (0, 1)), and optimizes dreams using
Eq 3. Formally, we optimize the following objective for synthesizing dreams:

min
x̂

{
ℓ̃(x̂, θ) = H ( fθ(x̂)) +Rbn(x̂) +Radv(x̂)

}
(3)

where H is the entropy for the output predictions, Rbn is the feature regular-
ization loss and Radv is a student-teacher adversarial loss. Radv helps extract
knowledge from the clients that the clients know and the server does not know.

Batch-norm regularisation

To improve the dreams image quality, we enforce feature similarities at all levels
by minimizing the distance between the feature map statistics for dreams and
training distribution, which is stored in the batch normalization layers. Hence

Rbn(x̂) = ∑
l
||µl

f eat − µl
bn||+ ||σ

l
f eat − σl

bn|| (4)

Adaptive teaching

In passive knowledge transfer, the student does not influence how the teacher
extracts knowledge. However, by personalizing the teaching to what a student
does not know and what the teacher does know, we can improve the student’s
performance and speed up learning. Due to gradient-based optimization, the
teacher can synthesize examples that maximize the student’s loss. The student,
in turn, can optimize its model weights to minimize its loss. Additionally, by
personalizing to the student, the teacher avoids extracting redundant knowledge.
In our framework, we introduce adaptive teaching at two levels.

Intuitively, maximizing the differences between the students’ and teachers’
generation for a given teacher helps generate representations of what the
teacher knows and what the student does not. We apply this adaptive teaching
technique in CoDream. Under this setup, the clients operate as adaptive teachers
for the server and minimize their loss while maximizing the loss with respect
to the server. The server’s knowledge can be viewed as the culmination of all
the clients’ knowledge compressed into a single model. The idea of flipping the
gradients for learning what you don’t know is interesting.

Thus to increase the diversity in generated dreams, we add an adversarial
loss to encourage the synthesized images to cause student-teacher disagreement.
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Radv penalizes similarities in image generation based on the Jensen-Shannon
divergence between the teacher and student distribution,

Radv(x̂) = −JSD( ft(x̂)|| fs(x̂)) (5)

where the client model is the teacher and the server model is the student model.
To do this adaptive teaching in a federated setting, the server shares the gradient
∇x̂ fs(x̂) with the clients for local adaptive extraction. The clients then locally
calculate ∇x̂ ℓ̃(x̂, θk) which is then aggregated at the server for knowledge
aggregation in Eq 6.

Note that generative models create synthetic data with objectives to resemble
the real data and align with the input distribution by maximizing the likelihood
of the data. Unlike synthetic data, the only goal of optimizing dreams is to
enable efficient knowledge distillation. Therefore, dreams do not need to appear
like real images. We also visualize dreams and compare them against real images
in Figure 7.

c.4.2 Collaborative dreaming for knowledge aggregation

Since the data is siloed and lies across multiple clients, we want to extract
the collective knowledge from the distributed system. While FedAvg aggre-
gates gradients of the model updates from clients, it assumes the same model
architecture across clients and thus is not model-agnostic.

We propose a novel mechanism for aggregating the knowledge by col-
laboratively optimizing dreams across different clients. Instead of each client
independently synthesizing dreams using Eq 3, they now collaboratively opti-
mize them by taking the expectation over each client’s local loss w.r.t. the same
x̂: minx̂ Ek∈K

[
ℓ̃(x̂, θk)

]
This empirical risk can be minimized by computing the

local loss at each client. Therefore, the update rule for x̂ can be written as:

x̂ ← x̂−∇x̂ ∑
k∈K

1
|Dk|

ℓ̃(x̂, θk)

Using the linearity of gradients, we can write it as

x̂ ← x̂− ∑
k∈K

1
|Dk|
∇x̂ ℓ̃(x̂, θk) (6)
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The clients compute gradients locally with respect to the same input and share
them with the server, which aggregates the gradients and returns the updated
input to the clients. This formulation is the same as the distributed-SGD
formulation, but the optimization is performed in the data space instead of
the model parameter space. Thus, unlike FedAvg, our approach CoDream is
model-agnostic and allows clients with heterogenous model architecture as
shown in Fig 4. Our framework is also compatible with existing cryptographic
aggregation techniques, as the aggregation step is linear and only reveals the
final aggregated output without exposing individual client gradients.

Figure 4: Comparing aggregation framework in FL and CoDream. In FL, the server
aggregates the gradients of model parameters, whereas, in CoDream, aggrega-
tion happens in the gradients of the data space, called dreams (x̂), allowing
for different model architectures. Here K is the number of clients and l, l̃ are
loss functions given in Eq 1 and Eq 3.

Collaboratively optimizing representations, known as dreams in our ap-
proach, is a novel concept that has not been explored before. Our experiments
in Section C.6.9 demonstrate that dreams obtained through this approach
capture knowledge from all clients and outperform dreams independently
synthesized dreams by clients.

c.4.3 Knowledge acquisition

Finally, the extracted knowledge, in the form of collaboratively trained dreams, is
then acquired by the local client and server models to update their models with
the global information. They learn to match the distribution of the ensemble
of clients on the distilled samples (denoted by D̂), which are obtained by Eq 6.
The clients share soft logits for each dream, which are then aggregated by the
server to perform knowledge distillation (where clients and server now act as
students) on the following training objective:

min
θ

∑
x̂∈D̂

KL

(
∑
k

1
|Dk|

fθk(x̂)
∥∥∥∥ fθ(x̂)

)
(7)
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We provide the complete algorithm of CoDream in Algorithm 1. Note that the
choice of parameters such as local updates M, global updates R, local learning
rate ηl, global rate ηg, and the number of clients K typically guide the trade-off
between communication efficiency and convergence of the optimization.

Input: Number of client K, local models and data θk and Dk, k ∈ K, local
learning rate ηk, global learning rate ηg, local training rounds M, global
training epochs R, total number of epochs N.

for t = 1 to N do
Server initializes a batch of dreams as x̂ ∼ N (0, 1);
for r = 1 to R do

Server broadcasts current dream x̂r to all clients
for each client k ∈ K in parallel do

x̂r
k,0 := x̂r;

for m = 1 to M do
// Local knowledge extraction stage (Eq 3)
x̂r

k,m ← x̂r
k,m−1 − ηk · ∇x(ℓ̃(x̂r

k,m−1, θk));
end
each client shares pseudo-gradient ∇x̂r

k = x̂r
k,M − x̂r with the

server;
end
// Collaborative knowledge aggregation stage (Eq 6)
x̂r+1

S ← x̂r + ηg ∑k∈K
1
|Dk|
∇x̂r

k;

// Server aggregates model predictions to get D̂
D̂ := {x̂r+1, ŷr+1

S := ∑k
1
|Dk|

fθk({x̂
r+1)};

// Local knowledge acquisition stage (Eq 7)
for each client k ∈ K in parallel do

LocalUpdate(D̂, θk); LocalUpdate(Dk, θk);
end
LocalUpdate(D̂, θs);

end
end

Algorithm 1: CoDream Algorithm
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MNIST SVHN CIFAR10
Method iid(α = inf) α = 1 α = 0.1 iid(α = inf) α = 1 α = 0.1 iid(α = inf) α = 1 α = 0.1

Centralized 85.0(0.9) 61.4(7.1) 36.9(7.6) 80.8(1.3) 75.6(1.4) 54.6(13.6) 65.7(2.9) 65.3(0.4) 45.5(6.8)
Independent 52.4(7.0) 36.3(6.2) 22.0(4.2) 51.3(9.2) 42.3(6.4) 19.6(9.2) 46.4(2.0) 39.7(3.4) 23.5(5.2)

FedAvg 84.7(1.6) 60.3(3.4) 40.0(6.9) 82.9(0.4) 79.1(0.9) 47.1(23.7) 67.2(0.4) 62.3(0.9) 34.8(8.3)
FedProx 78.6(3.5) 62.6(3.6) 38.1(11.0) 86.9(0.1) 84.3(0.6) 48.7(26.7) 70.8(1.8) 62.3(2.9) 27.1(9.8)

Moon 85.1(2.6) 66.2(4.4) 42.3(11.8) 80.1(0.1) 76.5(1.2) 41.7(21.8) 66.6(1.4) 64.8(0.8) 35.5(10.8)
AvgKD 61.3(2.3) 44.3(4.8) 21.4(4.3) 75.4(0.7) 61.2(4.6) 20.7(10.9) 54.2(0.9) 46.4(3.3) 25.9(6.2)

SCAFFOLD 87.5(0.6) 70.2(3.6) 38.8(13.7) 86.0(0.1) 84.5(0.7) 13.5(4.4) 73.9(1.5) 67.5(4.6) 22.8(7.8)
FedGen 64.5(1.9) 51.0(4.3) 31.4(7.4) 49.7(1.6) 44.2(4.1) 34.9(19.7) 66.2(0.4) 62.8(1.8) 40.2(9.0)

CoDream (ours) 80.6(0.5) 57.7(3.6) 35.7(9.2) 81.4(0.1) 80.1(0.8) 44.5(17.7) 69.5(0.3) 64.8(0.3) 36.6(8.4)

Table 1: Performance overview of different techniques with different data settings. A
smaller α indicates higher heterogeneity.

c.5 analysis of codream

The benefits of CoDream are inherited from using KD, along with additional
advantages arising from our specific optimization technique. CoDream extracts
the knowledge from clients in dreams and shares the updates of these dreams
instead of model gradients (∇θ) as done in FL.

Communication Analysis: We use the following notation: d is the di-
mension of the inputs or dreams, n is the batch size of dreams generated, and
R is the number of aggregation rounds. Since CoDream communicates input
gradients (∇x̂) instead of model gradients (∇θ), the total communication is
d× n R. In FedAvg and its variants, the communication is |θ| × R. Unlike in
FedAvg, the communication of CoDream is independent of the size of the model
parameters |θ| and remains constant even if the model increases in depth and
width. Thus, the communication complexity of CoDream does not scale with
larger models. For heavily parameterized models, d× n≪ |θ|. Table 3 provides
a comprehensive communication analysis for different model architectures in
FedAvg vs CoDream.

Privacy Analysis: Exchange of models between the server and clients can
result in potential privacy leakage. Various model inversion and reconstruc-
tion attacks [61, 70] have been shown to leak private sensitive information by
reconstructing the training data. However, in CoDream, the clients collaborate by
sharing the gradients of dreams’ without even sharing their model parameters.
A simple application of data processing inequality shows that dreams obtained
from a model provably have lower information about raw data than the model.
Further, we visually analyze generated dreams in Figure 7. While dreams enable
knowledge-distillation, they do not resemble real data. Similar to FedAvg, the
synchronization step between the clients is a linear operation (weighted aver-
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Heterogeneous Clients (Independent clients 1-4) Method
Model WRN-16-1 VGG-11 WRN-40-1 ResNet-34 Independent Centralized AvgKD CoDream (ours)

iid(α = inf) 52.2 55.1 43.5 54.2 51.6(4.5) 68.8 52.9(1.4) 69.6(1.0)
α = 1 41.3 38.2 37.1 50.1 41.7(5.1) 64.8 42.4(2.9) 60.0(1.7)

α = 0.1 29.1 22.3 33.1 21.5 27.2(4.9) 43.0 30.2(3.3) 40.6(0.9)

Table 2: Performance comparison with heterogeneous client models: on CIFAR10

dataset. Left: Accuracy for independent heterogeneous clients with different
models; Right: Average client model performance comparison of CoDream with
other baselines

age) and hence offers an additional layer of privacy by using secure and robust
aggregation [25].

Flexibility of models: Since the knowledge aggregation in CoDream is done
by sharing the updates of dreams in data space, CoDream is model agnostic and
allows for collaboration among clients with different model architectures. We
empirically observe no performance drop in collaborative learning with clients
of different model architectures.

Customization in sharing knowledge: Additionally, sharing knowledge in
the data space enables adaptive optimization, such as synthesizing adversarially
robust samples or class-conditional samples for personalized learning. For more
details, refer to the Appendix.

c.6 experiments
We conduct a rigorous empirical examination of CoDream, highlighting its capac-
ity to adapt across various model architectures, thereby enhancing the system’s
flexibility. We perform a rigorous empirical analysis of CoDream and show its
ability to be agnostic to model architecture and thus be more flexible. We show
the performance analysis of using CoDream in heterogeneous model systems
and communication efficiency analysis as compared with FL. Additionally, we
conduct ablations to gain a comprehensive understanding of each aspect of
CoDream.

Unless stated otherwise, we used ResNet-18 [64] for training the client and
server models and set the total number of clients K = 4. We conduct our
experiments on 3 real-world datasets, including MNIST [93], SVHN [121], and
CIFAR10 [90]. To validate the effect of collaboration, we train clients with
50 samples per client for MNIST and 1000 samples per client for CIFAR10

and SVHN datasets. For reference, we compare CoDream to Independent and
Centralized training baseline. In the Centralized baseline, all the client data
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are aggregated in a single place. In the case of Independent, we train models
only on the client’s local dataset and report average client local accuracy.

To simulate real-world conditions, we perform experiments on both IID and
non-IID data. We use Dirichlet distribution Dir(α) to generate non-IID data
partition among labels for a fixed number of total samples at each client. The
parameter α guides the degree of imbalance in the training data distribution. A
small α generates skewed data.

c.6.1 Fast dreaming for knowledge extraction

Despite the impressive results of the original DreamInversion [168], it is found
to be extremely slow with 2000 local iterations for a single batch of image
generation. The collaborative nature of the knowledge extraction process in
CoDream makes it further slow. To accelerate this process of generating dreams,
the Fast-datafree [49] approach learns common features using a meta-generator
for initializing dreams, instead of initializing with random noise every time.
This approach achieves a speedup factor of 10 to 100 while preserving the
performance. Thus, to speed up our collaborative process of generating dreams,
we implement CoDream-fast by integrating the Fast-datafree [49] approach on
top of our algorithm. However, in each aggregation round, the client now shares
both the local generator model and the dreams for secure aggregation by the
server. Instead of 2000 global aggregation rounds (R) in CoDream, CoDream-fast
performs only a single global aggregation round with 5 local rounds. We
perform all the subsequent experiments using CoDream-fast.

In CoDream-fast, clients collaboratively train a generator model to learn a
good initialization for the meta-features. However, we perform 5 local rounds
with only one global aggregation round. We empirically observe that the
optimizers’ choice for the dreams and the networks was crucial to obtaining
good representations. We perform 2 types of training to update the client’s
local models using SGD with a learning rate of 0.2 and momentum of 0.9. (1)
The client models are trained on the local data using cross-entropy loss. (2) To
update the models on the global knowledge, each client trains their models on
the global dream dataset using knowledge distillation loss.

c.6.2 Flexibility of models: Model-agnostic

Since CoDream shares updates in the data space instead of the model space, our
approach is model agnostic. We evaluate our approach across heterogeneous
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client models having ResNet-34 [65], VGG-11 [147], and Wide-ResNets [169]
(WRN-16-1 and WRN-40-1). Table 2 shows the performance of CoDream against
Centralized, Independent, and model agnostic FL baselines such as Avg-KD.
Note that FedGen is not completely model agnostic as it requires the client
models to have a shared feature extractor and thus cannot be applied to our
setting. We exclude FedAvg as it doesn’t support heterogeneous models. Per-
forming FL under both heterogeneous models and non-IID data distribution is
a challenging task. Even under this setting, our approach performs better than
the baselines.

c.6.3 Communication efficiency

We compare the client communication cost of CoDream and FedAvg per round
for different model architectures in Table 3. In FedAvg, the clients share the
model with the server, whereas, in CoDream, they share the dreams(size of data).
However, in CoDream, each batch of dreams is refined for 400 rounds, whereas
in CoDream-fast there is only a single round of aggregation along with the
sharing of a lightweight generator model (as explained in Section C.6.1. The
communication of both CoDream and CoDream-fast is model agnostic and does
not scale with large models.

Model FedAvg CoDream CoDream-fast

Resent34 166.6 MB 600 MB 23.5MB
Resnet18 89.4 MB 600 MB 23.5MB
VGG-11 1013.6 MB 600 MB 23.5MB

WRN-16-1 1.4 MB 600 MB 23.5MB
WRN-40-1 4.5 MB 600 MB 23.5MB

Table 3: Communication analysis of FedAvg vs CoDream and CoDream-fast per round

c.6.4 Varying number of clients

A key goal of CoDream is to aggregate knowledge from many decentralized
clients. We evaluate this by varying the number of clients K = [2, 4, 8, 12, 24],
while keeping the total data samples constant. Thus, as K increases, each client
contributes fewer local samples.

As expected, performance declines with more clients, since each client’s
knowledge is less representative of the overall distribution. However, Figure 5a
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shows this drop is sublinear, making CoDream viable for cross-device federated
learning. The gap between CoDream and FedAvg remains similar across different
K.

In summary, CoDream sees a graceful decline in accuracy as data gets more
decentralized. The framework effectively distills collective knowledge, even
when local datasets are small. This scalability demonstrates CoDream’s suitability
for privacy-preserving collaborative learning from many heterogeneous client
devices.
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(a) Comparison by varying the number of
clients. The performance gap widens
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c.6.5 Real-world datasets/comparison with FL

We evaluate our method under both IID and non-IID settings by varying
α = 0.1, 0.5 and report the performances of different methods in Table 1. We
compare CoDream against FedAvg, FedProx [101], Moon[98], and Scaffold [82].
We also include other model-agnostic federated baselines such as FedGen[177],
which uses a generator model to generate a proxy for locally sensitive data, and
AvgKD [3], which alternately shares models with other clients to get averaged
model soft predictions across two clients. We extend the AvgKD method for
an n-client setting. The results show that our approach CoDream achieves high
accuracy(close to centralized) across all datasets and data partitions. Even as α

becomes smaller (i.e., data become more imbalanced), CoDream still performs
well. Note that CoDream does not beat other state-of-the-art non-iid techniques
since it is not designed for the non-iid data challenges. It is analogous to FedAvg
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in the data space, and thus, all non-iid tricks can also be applied to CoDream to
improve its accuracy further.

c.6.6 Analysis of sample complexity of dreams

We plot the accuracy of the server model optimized from scratch against the
number of batches of dreams it is trained on as shown in Fig 5b. Note that the
quality of generated dreams for training increases as training progresses in each
round. We also vary the number of batches generated in each round and find 5

batches per round to be an optimum number, after which the marginal gain is
very small.

c.6.7 Analysis of sample complexity of dreams

We plot the accuracy of the server model optimized from scratch against the
number of batches of dreams it is trained on as shown in Fig 5b. Note that the
quality of generated dreams for training increases as training progresses in each
round. We also vary the number of batches generated in each round and find 5

batches per round to be an optimum number, after which the marginal gain is
very small.

c.6.8 Validating knowledge-extraction based on Eq 3

We evaluate whether the knowledge-extraction approach (Sec C.4.1) allows
for the effective transfer of knowledge from teacher to student. We first train
a teacher model from scratch on different datasets, synthesize samples with
our knowledge-extraction approach, and then train a student on the extracted
dreams. To validate its compatibility within an FL setting where clients have a
small local dataset, we reduce the size of the training set of the teacher to reduce
its local accuracy and evaluate how this affects student performance. Results
in Fig 6 show that the teacher-student performance gap does not degrade
consistently even when the teacher’s accuracy is low. This result is interesting
because the extracted features get worse in quality as we decrease the teacher
accuracy, but the performance gap is unaffected.

44



7 15 31 62 750 3000 12000 25000
Size of Training Set

0.0

0.2

0.4

0.6

0.8

Te
st

 A
cc

ur
ac

y

MNIST CIFAR-10
Teacher
Student

Figure 6: Validating the effectiveness of knowledge transfer from teacher to student:
We vary the size of the training dataset (on the x-axis) for the teacher and
compare its accuracy with the student trained on dreams generated using
Eq 3

c.6.9 Validating collaborative optimization based on Eq 6

We also evaluate the effectiveness of collaborative optimization of dreams over
multiple clients in aggregating the knowledge. To do this, we compare the
performance of collaboratively optimized dreams in CoDream (using Eq 3) with
independently optimized dreams. As we can see in table 4 (last row), the
aggregation step in Eq 3 not only helps in secure averaging, leading to more
privacy but also improves the performance.

Data partition iid α = 1 α = 0.1
CoDream 69.2(0.1) 61.6(0.5) 45.6(1.5)

w/o Radv 65.7(0.2) 58.4(1.3) 42.0(1.4)
w/o Rbn 51.2(6.1) 33.1(7.1) 24.1(5.2)

w/o collab 64.4(0.5) 58.4(1.4) 30.8(3.2)

Table 4: Ablation of components in CoDream on CIFAR10

c.6.10 Contribution of loss components Rbn and Radv in knowledge extrac-
tion

We further explore the impacts of various components of loss function in data
generation in Eq. 3. Through leave-one-out testing, we present results by exclud-
ing Rbn (w/o Rbn) and excluding Radv (w/o Radv). Table 4 shows removing
either component influences the accuracy of the overall model, illustrating the
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impact of each part of the loss function plays an important role in generating
good quality dreams.

c.6.11 Visual representation of dreams

Figure 7 visualizes the dreams generated by CoDream-fast on CIFAR10. While
not visually similar to the original training data, these dreams effectively encap-
sulate collaborative knowledge. The goal is to enable decentralized knowledge
transfer, not reconstructing the raw data. Thus, models trained on dreams
perform well despite their visual differences from the underlying distribution.

Figure 7: Visualization of dreams generated on CIFAR10 dataset

c.7 limitations and future work
Despite its promising potential, CoDream has some limitations, especially ad-
ditional computation on client devices. While the number of parameters on
the client device remains unchanged, the client device has an additional com-
putation burden. To circumvent this challenge, we implement CoDream-fast
which uses a meta-generator that learns good initialization for dreams instead
of random initialization. Further research and optimizations may be needed
to address this limitation. Another promising future avenue is new privacy
mechanisms catered for CoDream that improve the privacy-utility trade-off.

c.8 conclusion
In this paper, we introduce CoDream, a collaborative data synthesis approach
where clients jointly optimize synthetic dreams in a privacy-preserving manner.
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It is a model-agnostic learning framework that leverages a knowledge extraction
algorithm by performing gradient descent in the input space. We view this
approach as a complementary technique to FedAvg, which performs gradient
descent over model parameters. Through comprehensive evaluations and
ablation studies, we validate the effectiveness of our proposed method.

c.9 overall impact
The proposed CoDream framework significantly advances the landscape of fed-
erated learning by introducing key technical innovations with far-reaching
implications. Its model-agnostic approach allows clients with diverse architec-
tures to collaboratively optimize data representations, overcoming the need for
consensus on model structure. This not only broadens the scope of federated
learning but also caters to resource-constrained clients, potentially fostering
increased participation in federated ecosystems. The scalability of CoDream, with
communication independent of model parameters, addresses concerns related
to the size of machine learning models, opening avenues for the deployment of
federated learning in scenarios involving large models.

CoDream holds potential across sectors such as healthcare and finance, where
data is often decentralized among different entities. By facilitating collabo-
rative data synthesis without centralizing raw information, CoDream supports
the development of robust and accurate machine learning models. CoDream’s
privacy-preserving features, including the two-fold privacy protection and
compatibility with secure aggregation, ensure responsible and privacy-aware
practices in the context of federated learning. Moreover, by enabling the synthe-
sis of data without direct data sharing, CoDream addresses the concerns related
to data ownership and privacy infringement, which are increasingly critical in
the era of data-driven technologies. However, CoDream does not fix several is-
sues inherent to collaborative learning such as client dropout, stragglers, formal
privacy guarantees, bias, fairness, etc. We believe further research is warranted
to explore the effectiveness of CoDream under those constraints.
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D C O L L A B O R ATO R S E L E C T I O N F O R
D E C E N T R A L I Z E D
O R C H E S T R AT I O Nd.1 introduction

Despite the vast amounts of data on the web, individuals can effectively discover
content tailored to their specific interests. This capability has been facilitated
by services such as hyperlinks, search engines, and recommendation systems,
contributing to the web’s exponential growth and significant impact. How can
we extend these ideas to collaborative machine learning (ML)? We focus on
enabling users with similar tasks, constrained by limited data and computational
resources, to exchange knowledge in a decentralized ecosystem rich with data
and computation. A key enabler for such ecosystems is developing robust
communication protocols that allow users to dynamically identify relevant
collaborators. Consequently, we investigate the critical challenge of collaborator
selection in fully decentralized networks without any central coordination.

The key objective of collaborator selection is to identify a subset of peers for
each participant, such that collaborating with these chosen peers enhances the
performance of their individual models beyond what they could achieve through
isolated training alone. We study this problem in the context of federated
averaging (FedAvg) [112] collaboration where each user with a small local
dataset averages its model weights with other users to exchange knowledge with
the collective. We systematically compare different strategies for collaborator
selection and study their dynamics and evolution of interactions over multiple
rounds.

Our experiments in Section D.3 show that when a large enough model is
trained by a small number of users over multiple collaboration rounds, collab-
orator selection is not required because randomly choosing anyone suffices.
This observation aligns with the emerging trend of foundation models [23]
where training on a big dataset, regardless of distribution, on a sufficiently
large model yields a superior performance. However, decentralized systems
are characterized by large number of limited resources phenomenon, i.e., lots of
users and data diversity while limited samples, model size, and communication
rounds. In these situations, carefully selecting collaborators results in improved
performance over randomly choosing collaborators. In other words, as the
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system becomes more decentralized, strategic collaborator selection becomes
increasingly important.

In a system of diverse local users, the task of identifying and forming
communities comprising users with similar data distributions is challenging.
This difficulty arises from the lack of knowledge about individual data domains,
as users can not disclose their raw data. In the absence of raw data, existing
works have used the users’ models as a proxy for the similarity of their data
distribution by either taking the parametric [152, 104] or functional [126, 104,
58, 48] approaches.

While collaborating with similar users is beneficial, our research highlights
a conundrum associated with selecting users based on similarity. Specifically,
when a user consistently collaborates with a particular user deemed similar,
it fosters an increased similarity with the same user, creating undesirable
feedback loops. Consequently, the likelihood of encountering the same user
who is considered similar in subsequent rounds also increases. We term this
phenomenon as collaborator collapse because users get trapped into isolated
cliques and do not collaborate outside, leading to suboptimal performances.
We identify two kinds of cliques in collaborator collapse: 1) diversity collapse:
collapsing of users within the same community, leading to lack of diversity
between collaborators, and 2) relevance collapse: collapsing with users from
different communities leading to sub-optimal training due to lack of relevance
between collaborators.

Finally, we revisit the problem of collaborator selection as a consensus
problem. We assume each user has an initial opinion about their state based
on its raw data and model. The idea of consensus is to change user opinions
based on the opinion of its neighbors. First, we show collaborator selection based
only on users’ opinions, which is not the best strategy. Then we show that
consensus-based collaborator selection strategies can mitigate both modes of
collapse and perform better than random selection. Change in the opinion
results in the change of neighbors, resulting in an adaptive network.

Our contributions can be summarized as follows:
• Investigation of when randomly selecting collaborators is sufficient and

when it hampers the performance.

• Identification of feedback loop between the model collaboration and the
communication topology marked by the emergence collaborator collapse.

• Mitigation of the feedback loop by introducing consensus mechanisms.
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Figure 8: Random Collaboration among (left) all Users versus (right) Users belonging
to the Same Domain. Each user has data that belongs to one of three domains
from DomainNet: quickdraw, infograph, or real. We find it beneficial for a user
to identify and collaborate with users belonging to the same domain.

d.2 related work
Federated Learning (FL) [115] enables collaborative training of ML models
over decentralized data by a central server that aggregates the ML models from
the clients. However, including all clients in the process might hinder global
convergence. Therefore, collaborator selection might be done by the server
to improve robustness to byzantine [31], efficiency in a resources-constrained
environment [122], or better convergence rates [37]. Unlike most work in FL,
we primarily focus on collaborator selection in the absence of a centralized
orchestrator.

More recently, collaborator selection has gained some attention in the P2P
settings. (Meta-)L2C [100] learns (a model encoder) collaboration weights to
optimize performance on a local validation set. In [48], collaboration weights
are assigned based on the similarity of prediction between users on a publicly
visible unlabeled dataset. These techniques make strong assumptions, such as
heavy collaboration in the initial rounds or dependency on a validation set.

PAMN [104] uses Monte Carlo to discover potential collaborators before
augmenting the candidates list with EM-GMM. To distinguish between users
within the same domain and others, they assume the similarities of users within
and outside of the domain to follow the Gaussian distribution. In this work, we
are not making any assumptions about the distribution of similarities. In Fed-
eRiCo [152] uses EM to find latent variables describing the users’ distribution.
In PENS [126], users select the best-performing users on their own local data as
collaborators.
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d.3 empirical analysis
We study two modes of collaborator selection as shown in Fig 8 and how col-
laborator selection impacts the collaborative learning process. First, we evaluate
the performance of random within-domain collaboration – when users sample
collaborators uniformly at random among users sharing the same domain. We
compare it to unrestricted random collaboration – random sampling collabora-
tors among all the participants (hereafter referred to as random collaboration),
for multiple number of collaboration rounds and different users and domains
topologies to answer the following question: Why and when does random
collaboration within-domain make sense? Our analysis in D.3.2 demonstrates
that limiting collaboration to users having the same domain improves perfor-
mance. We further investigate the dynamics of collaborator selection to answer
the following question: How to discover and collaborate with users within
the same domain? Our findings in D.3.3 highlight the emergence of a feedback
loop between the choices and the results of collaboration when the similarity
between users dictates collaboration choices. When users act greedily, this
leads to a lack of diversity in collaboration and ultimately hurts performance.
Finally, in D.3.3, we motivate clustering as a solution to ensure diversity of
collaboration by considering collaborator selection as a collaborative task rather
than an individual one.

d.3.1 Experimental Setup

We consider three multi-domains datasets: DomainNet [132], Camelyon17 [16]
and Digit-Five [103] using the ResNet-10 model architecture. We evaluate the
performance of every client on their respective domain-specific complete test
set. Similar to online learning [144], we are not only interested in final accuracy
but also in achieving the best accuracy at each round. Similar to online learning,
we evaluate the strategies based on the mean Area Under the Curve (AUC) of
users’ test accuracy.

We assume peer-to-peer (P2P) collaboration between users, where any two
users can communicate directly. However, users are limited to C collaborators
per round. At each round, users train their model locally, select C collaborators,
fetch their model, and average them with their own. Note that collaboration is
not symmetric. The goal for every user is to train a model that is performing
the best on their underlying domain distribution. In our experiments, we
intentionally set C = 1 across all scenarios. This deliberate choice aligns
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Figure 9: Protocol for Decentralized Collaborative Learning. In each round, users
begin with local training on their data. Subsequently, each user broadcasts
a small set of challenge samples and responds with its model’s predictions
on the received challenges. Each user then evaluates the responses from
other users and selects collaborators for the given round based on their
model performance on the challenges. Finally, users merge their model
parameters with the selected collaborators’ model parameters through a
weighted averaging process. These steps are then repeated in each iteration.

with practical considerations, where collaboration is expected to occur amidst
millions of potential users with only a fraction of the participants.

Strategies based on similarity to select collaborator rely on the protocol
illustrated in 9. More specifically, at each round, after local training, users
broadcast a set of challenges. Upon receiving other participants’ challenges,
users respond with their model predictions on the challenges (soft labels).
Subsequently, other users’ similarity is inferred from their predictions.

In our experiment, we use similarity based on the functional view of the
model. We use raw data as representations exchanged between users and
true labels as the clients’ predictions to compute similarity. Note this can
be implemented without any raw data exchange as it is equivalent to every
user collecting other users’ models to compute locally the performance of
their local data. While this method of computing similarity isn’t practical,
it serves as a simplification to study the collaborator selection problem. We
argue synthetic data [79] or dreams [125, 148] would be a practical approach
to representations-based similarity in real-world scenarios, refer to D.4 for a
comprehensive discussion.

Baselines and Strategies: We implement several baselines for reference
and compare different strategies: centralized, all the data is sent to a single
node that centrally trains a single model; In centralized per domain centralization
happens within a domain and a single model is trained per domain; In isolated,
no collaboration takes place between users, and each user trains models only on
its local dataset; In random, users select collaborators uniformly at random from
the entire user pool; and Conversely, in random within domain) where we assume
users know their domain and choose collaborators randomly from within their
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Figure 10: Accelerated Convergence via Within-Domain Collaboration. We com-
pare random within-domain collaborator selection strategy with multiple
selection baselines described in D.3.1. The within-domain collaboration
demonstrates faster convergence compared to random collaboration, partic-
ularly in the initial rounds. The duration of this phase, however, depends
on the compatibility of the domains. The figure illustrates outcomes from
collaborative learning tasks among 12 clients partitioned across 3 domains.

respective domains, promoting collaboration among users with similar data
distributions.

d.3.2 When Does Collaborator Selection Matter?

A prevalent approach in decentralized ML is randomly selecting collaborators
among all participants [73, 154, 157, 162, 41]. However, as we consider practical
considerations such as scalability and heterogeneity, random collaboration is
expected to reduce in effectiveness as drift among the models would increase.
Indeed, we empirically (see random collaboration in 10) observe that selecting
users at random is not optimal and might even be worse than not collaborating.
We systematically study when random selection performs better or worse than
collaborating within a domain.

1. Number of Users

In decentralized systems, scalability is paramount, as the system should be able
to support a large number of users. However, as the number of users increases,
the challenge of achieving parameter consensus among models becomes more
pronounced. As random collaboration aims at reaching a consensus among the
whole pool of users, the convergence rate is expected to decrease as the number
of users increases. Limiting collaboration to users within the same domain
limits the available knowledge but has the potential to enhance the convergence
rate by significantly reducing the number of collaborating peers.
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Figure 11: Enhanced Accuracy with Within-Domain Collaboration as the System
Scales. (Top:) Comparison of test accuracy between within-domain col-
laboration and random collaboration with varying numbers of clients (12

and 45 here). (Bottom:) Illustration of the trend as the system scales. On
average, the AUC gap between these two strategies widens as the system
scales, indicating that within-domain collaboration is a superior strategy.

This insight is verified in 11. In the case of DomainNet and Digit-Five, per-
formance improvement is achieved by confining collaboration to users within
the same domain and scales linearly with the number of users. For Camelyon17

as seen in 10 users are not converging when collaborating at random, thus
increasing the number of clients has no impact on system-wide random collab-
oration. In contrast, for domain-specific collaboration, increasing the number
of users ultimately slows down convergence, explaining the slight decrease in
AUC.

2. Domain Diversity:

In a practical, permissionless decentralized ecosystem, diverse data domains
are expected to emerge, increasing overall domain diversity. The heterogeneity
of clients’ distribution has been extensively examined in Federated Learning
(FL) [173, 176] due to its negative impact on training performance. Restricting
collaboration within the domain greatly reduces heterogeneity in the data
distributions of users collaborating. The performance gap between random
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Figure 12: Enhanced Accuracy with Within-Domain Collaboration as Data Hetero-
geneity Grows. (Top:) Comparison of test accuracy between within-domain
collaboration and random collaboration for varying numbers of domains
(2 and 6 here). (Bottom:) Illustration of the trend in widening of AUC gap
between the two strategies, thus showing within-domain collaboration is a
superior collaboration strategy.

and within-domain collaboration is thus expected to increase as the number of
domains grows, as seen in 12.

3. Number of Collaboration Rounds:

The availability of communication rounds influences the effectiveness of col-
laborator selection strategies. Empirical findings in figure 13 demonstrate that
increasing the number of communication rounds can enhance the performance
of random collaboration, making it outperform clever selection strategy. How-
ever, even with an unlimited number of rounds, carefully selecting collaborators
can still have its benefits.

Desiderata for Collaborator Selection

So far, we have discussed various practical scenarios that highlight the impor-
tance of collaborator selection and provided empirical evidence in support.
Now we discuss the desirable properties of a collaborator selection algorithm
that guide our subsequent investigations.

1. Better than isolation – Any collaboration scheme should enhance per-
formance compared to individual isolation. If a collaboration scheme fails to
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Figure 13: Evolution of within-domain collaboration with increasing number of
rounds. We compare the convergence rate of the test accuracy for random
and within-domain collaboration for a large number of rounds.

improve performance, participants have little incentive to engage in collabora-
tion. Despite its apparent simplicity, this criterion is not always met by many
techniques, including random selection.

2. Independent of metadata – We argue that collaborator selection tech-
niques should be data-driven and agnostic to specific metadata. Relying on
metadata like publicly available datasets or domain knowledge (e.g., demo-
graphics) to discover relevant collaborators restricts applicability. Techniques
depending on public datasets are sensitive to those datasets’ distributions and
cannot be generalized when diverse data is unavailable. Techniques relying on
domain knowledge assume prior distribution knowledge, which is often unreal-
istic in practical scenarios where data distributions may vary unpredictably.

3. Robust to imperfect information – While data-driven approaches for col-
laborator selection offer advantages, they can be susceptible to noisy parameter
estimation due to imperfections in local datasets or models. An ideal selection
scheme should demonstrate consistent performance even in the presence of
such noisy sampling.

d.3.3 Dynamics of Collaborator Selection

We view the problem of collaborator selection as designing and evolving the
collaboration graph of users in a decentralized manner. However, the interplay
between collaborator selection and the collaboration process (weight aggrega-
tion) makes the problem challenging. The edges in the collaboration network
(the selected neighbors) alter the state of the network nodes (models). Conse-
quently, changes in the models lead to changes in the collaboration network
edges, creating interesting dynamics. Adaptive complex systems [156] ex-
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Figure 14: Illustration of greedy collaboration leading to collaborator collapse in
2D toy simulation. Users’ models are initialized at random. Local training
and collaboration attract them toward their local optima and their selected
collaborator, respectively. Here, local optima are the models obtained if
users train in isolation. They follow a normal distribution per domain
centered around the domain center. Users select the closest user as their
collaborator. This results in users collapsing into small groups, leading to a
loss of domain-relevant knowledge.

hibiting such dynamics and have been studied extensively in their respective
domains such as infectious diseases [84], opinion dynamics [133], and spin glass
systems [10]. In our case, local training of models (a non-linear function with a
non-convex optimization) makes the problem difficult to analyze. Therefore,
almost all the works have relied on heuristics. For instance, several works in
centralized FL [74, 143, 46] as well as decentralized FL [48, 126, 152, 104] have
proposed the idea of selecting users based on similarity between users.

Emergence of Collaborator Collapse:

If collaborators are selected purely based on similarity, a feedback loop can be
initiated where the same collaborator may be repeatedly selected. This results
in a lack of diversity in collaborator selection, causing users to miss out on
knowledge relevant to their task and ultimately limiting their performance.
These dynamics are inherent to any similarity metric used between two models.

We perform several experiments and observe the collapse of collaborator
diversity when a pair of users initially find each other similar and start collabo-
rating exclusively, enhancing the likelihood of selecting each other repeatedly.
This phenomenon happens either within or across domains. In the former
scenario, the collapsed users lack diversity and are prone to overfitting their
combined local data, hindering their ability to generalize to their actual domain
distribution. In the latter case, arguably leads to worse performance as the
collapsed users lack diversity and relevance. Similarly to the first scenario, they
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Figure 15: Sensitivity of K in Top K. The performance of top K is highly sensitive to
the noise in the similarity metric. Even if we assume the domain sizes are
known, finding the optimal K is not trivial. If K is too small, it can result
in collaborator collapse, with performance dipping below that of random
collaboration. Conversely, exceeding the optimal K threshold leads to
inter-domain collaboration, hindering any potential benefits of collaborator
selection.

are likely to overfit; however, their local data is even less representative of their
respective underlying domain distribution. Both scenarios are observed in 14

where users collapse into smaller groups instead of learning a single model
per domain, missing relevant knowledge. Users collapsing between domains
(points in the center) find themselves situated far from their domain optimal
model.

Validation of Collaborator Collapse using Top-K:

For the examination of these dynamics, we introduce Top K, a greedy collabo-
rator selection scheme that follows the protocol introduced in 9. This scheme
enables us to regulate the level of diversity in client selection through the
parameter K. In each round, every client evaluates and ranks all other users
according to their estimated (potentially asymmetric) similarity. From the top K
most similar users, C(=1 here) users are then randomly sampled with uniform
probability.

In 15, we study the importance of the choice of K1. To accomplish this, we
define an additional baseline: Top K with domain knowledge it assumes users know
in which domain they are part of, and sample collaborator from a fixed set of K
users within their domain when K is smaller than the domain size. Similarity

1 When domains have the same number of clients, it makes sense for all users to share the same
value of K. However, in real-world situations, users are unlikely to be evenly distributed across
domains. Consequently, each client would need to determine its optimal diversity threshold
independently. This variability in K values contributes to increased heterogeneity within the
system.
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averaging enhances the robustness of the similarity metric by computing its
running average over the last R(=10 here) rounds.

When the value of K is much smaller than the domain size, users tend to
collapse into small groups, consequently missing out on a significant portion
of the knowledge available within their domain as seen in 16. On the other
hand, as K increases, collaboration extends beyond the confines of the domain,
ultimately hurting the performance. However, the optimal value for K during
collaboration may differ from its ground truth value, which is the number of
other users within the domain. The empirical value of K is closely intertwined
with the noisiness of the similarity metric. In our case, representations, models,
and similarity serve as sources of noise. As the similarity metric becomes noisier,
the optimal K diminishes as the inherent noise already contributes to increased
diversity. This trend is discernible in Fig 15: as similarity becomes more robust
and accurate in finding same-domain users, the best K increases from 3 to 12,
which corresponds to the number of other users within the same domain.

Any similarity score comparing the knowledge present in any two users
should be reduced after a collaboration event takes place between the two users.
Thus, in the next selection round, the closest users of the previous round are
even closer and, thus, more likely to be selected again.

The observation we have made so far is that the similarity metrics can be
imperfect. This imperfectness gets amplified as the users rely on using this
similarity metric to select other users and update their model weights with
selected users’ parameters. This leads to a systemic collapse that either occurs
among a small number of collaborators within a domain or users across different
domains. Both collapses reduce the performance of the overall system. How can
users prevent this collapse? In the following section, we discuss the principle of
consensus to regularize the collapse of parameters.

d.3.4 Mitigating the Feedback Loops with Consensus

We revisit the constraints and objectives of decentralized learning to mitigate the
problem of feedback loops. We take inspiration from the literature in consensus-
based distributed optimization [88] and posit that the goal of all users should
be to reach a consensus on model parameters among users in their respective
data domain. Hence, the goal can be viewed as a collective one instead of
an individual one. This view partly contradicts complete decentralization,
where each user can act independently and instead enforces consensus as a
mechanism to prevent drift among similar users. We study consensus at two
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Figure 16: Evolution of collaboration with greedy collaborator selection. Each row
represents the collaboration choices of the corresponding user over 40

rounds. Users are ordered by domain, with users 1-13, 14-26, and 27-39

belonging to the first, second, and third domains, respectively. At each
round, each user collaborates with their most similar user. As seen, this
strategy leads to collapse of clients collaborating with a small clique of users
within a domain and thus leads to low collaboration diversity.

layers of abstraction – 1) evaluation of similarity and 2) selection of collaborators.
Therefore, to address feedback loops, users need to utilize information from
their neighbors and not purely rely on their own state of the system.

Improving Similarity via Consensus: In the context of similarity, the main
step towards consensus is to not solely rely on one’s own similarity with other
users but to consider other users’ similarities as well. Taking into account
the similarity profile of other users (their respective similarity with other users)
yields two main benefits: Firstly, users have a better sense of the topology of
the users landscape. Indeed, by only considering one’s own similarities, one
can only place other participants along a single axis, whereas if the similarity
between participants is known, the placement is multi-dimensional. This
additional information can be leveraged when designing a collaborator selection
scheme. Secondly, considering the correlation between users’ similarity profiles
as a similarity metric increases robustness to the noise in the system. This
relies on the fact that if two users agree on their similarity estimation for
other participants, they are likely to be similar themselves. In this setting, the
similarity between two users is based on two times the number of users in the
similarity profile individual evaluations. As a result, the noise contained in the
individual evaluations is averaged out.

Improving Collaborators Selection via Consensus: The performance of each
user is influenced not only by their own collaboration choices but also by the
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Table 5: Collaborator selection performance comparison: We compare performance
AUC of mean test accuracy across users for 39 users, 3 domains, and 200

rounds. Top K, ϵ-greedy and L2C are advantaged as the first two necessitate
parameter tuning (K and ϵ) and L2C relies on extensive collaboration to learn
collaboration weights. In Greedy, users select the most similar users, whereas
in ϵ-greedy with probability ϵ, a collaborator is instead selected at random.
Sim sampling is sampling users based on the softmax of their similarities. Top
K is selecting a client uniformly at random from the top K most similar ones.
Affinity Propagation clusters clients based on their similarity profile. (*Our
implementation).

Selection Random Greedy Sim sampling ϵ-greedy Top K L2C* Aff. Prop. Mean-Shift
DomainNet 62.25 52.35 60.98 63.82 ϵ = 0.5 64.91 K=6 59.86 69.63 69.74

Camelyon17 149.64 182.46 150.10 175.94 ϵ = 0.1 182.46 K=1 156.01 181.13 179.26

Digit-Five 24.96 27.89 24.88 28.19 ϵ = 0.5 29.56 K=6 34.05 28.83 28.91

collaboration choices made by their collaborators, and this recursive impact
extends further into the collaboration network. Thus establishing consensus
across users on communities of collaborators ensures all collaborators within
the same communities are collaborating toward the same objective, which is to
converge as a group. It ensures that one’s collaborators of collaborators are also
one’s collaborators, creating a one-hop neighborhood of collaboration.

Clustering for Communities Consensus: To empirically evaluate consensus,
we design a scheme that relies on the correlation of users’ similarity profiles
and clustering. At each round, once the pairwise similarity between clients is
established through the challenge-response mechanism, users broadcast their
similarity profile. Based on the received users’ similarity profile, users are
clustered using a parameter-free clustering algorithm. Finally, C collaborators
are sampled from the set of users in the same cluster. Note the consensus in
selection is achieved as we assume full participation. This implies that after
receiving similarity profiles from other users, every user has the complete simi-
larity matrix, thus if the clustering procedure is identical between clients, they
produce the same communities. In our experiments, we use affinity propagation
[51] and mean shift [36] as parameter-free clustering. Note clustering implicitly
sets the diversity threshold.

Consensus through clustering is giving promising results as it is the only
selection scheme consistently beating random collaboration by a large mar-
gin, as seen in 5 for the three considered datasets. We further evaluate the
robustness of clustering-based approaches in 17 and find that in most cases,
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Figure 17: Robustness of clustering-based collaborator selection. Affinity propa-
gation selection scheme is evaluated for different topologies with various
numbers of users and domains. The collaboration matrix indicates that
collaboration is happening mostly within the domain (clients’ ordered w.r.t.
domains), reaching performances comparable to those of within-domain
collaboration.

affinity propagation can correctly cluster clients per domain, leading to similar
performance as random collaboration within the domain.

d.4 discussion and future work
In this paper, we delve into collaborator selection by addressing the following
key problems: - 1) when to perform selection, 2) diversity and relevance collapse
in collaborator selection, and 3) strategies to mitigate collapses. However,
we make some simplifying assumptions to study the problem, but further
investigation is needed to fully understand their impact. We will now discuss
these limitations in detail and their potential consequences.

1. Privacy: Our experiments involve exchanging raw data, simplifying
analysis for two reasons: - i) we want a proxy that closely represents user data
distribution, and ii) the exchange of raw data can be replaced by users sharing
their models that can be evaluated locally to score potential collaborators. As
discussed in Section D.3.1, we propose alternatives like using locally gener-
ated synthetic data or dreams [168, 148]. We evaluate whether synthetic data
adequately serves as a proxy for collaborator selection. Our results show that
while viable, this approach incurs slight performance degradation compared to
sharing raw data.
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2. Asynchronous collaboration: To address the issue of feedback loops, we
adopt a synchronous approach by assuming interaction between every pair of
users during each communication round. This heavily synchronous system
allows us to investigate the robustness of various approaches to user availability.
We vary the drop probability of communication edges between users to analyze
the impact on performance. We leave the exploration of fault-tolerant and
asynchronous designs for future work.

3. Thresholding: While our problem formulation assumes exclusive collabo-
ration with similar users as optimal, this approach might limit the performance
by restricting the gathering of common knowledge from dissimilar peers. As
observed in D.3.2, while enhancing performance initially, it can cause con-
vergence delays and performance decline with increased system diversity. A
more practical collaboration algorithm should dynamically adjust the size of
the consensus group based on the number of available communication rounds.
However, addressing this problem is non-trivial, as different users may have
varying communication budgets, rendering a consensus-based approach incom-
patible. Furthermore, we only account for a single source of variance across
data domains, yet there could be domain shifts along multiple dimensions.
In such cases, it’s unclear how a consensus-based approach can be effectively
applied, as multiple distinct clusters may exist.

While the focus of this work is collaborator discovery, other important
characteristics of collaborative learning such as user dropout, byzantine robust-
ness, and stragglers should be studied in future works to have a more holistic
understanding of such decentralized systems.
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E L A R G E P O P U L AT I O N M O D E L S F O R
D E C E N T R A L I Z E D P R E D I C T I O N S

e.1 introduction
The recent outbreaks of COVID-19 have left an indelible mark on society at
a global scale, highlighting the vulnerability of public health [117, 95]. Thus,
deepening our insights into how pandemics evolve is imperative, ensuring that
our actions are prompt, effective, and grounded in evidence [11, 153]. Given
the unprecedented nature of these pandemics, it is challenging to simulate their
dynamics. Agent-based modeling has emerged as a pivotal tool for replicating
the complex dynamics inherent in the pandemic evolution [140, 2, 8, 85]. Agent-
based models (ABMs) are unique in their ability to provide a granular view of
disease propagation by analyzing both micro-level interactions and the broader
emergent phenomena, making them particularly suited for delineating the
effects of potential interventions.

In the past, governments globally adopted varied strategies to curb the
spread of infections, particularly during COVID-19 [62, 26, 136]. Some were
effective, while others were not [50, 17]. Interventions such as delayed travel
bans proved insufficient, allowing rapid global infection spread [155], while
prolonged severe lockdowns crippled global economies [167]. Additionally, the
deployment of digital initiatives for contact tracing [35, 138, 160, 18] had a lim-
ited impact due to low adoption and delays in user quarantine post-exposure
[40]. As notified users awaited test results, potential carriers inadvertently
continued activities, making this approach largely ineffective in curbing trans-
mission [97, 39]. Pharmaceutical interventions, once viewed as the primary
defense against the pandemic, encountered their own set of challenges [163].
The apprehension over the longevity of vaccine-induced immunity and po-
tential side effects further hampered the pace of vaccination drives [151, 124].
Moreover, by the time effective vaccines were produced, many nations had
already peaked in infections [128]. Thus, reflecting on these previous strategies
to understand what worked and what did not is crucial for developing efficient
future pandemic responses.

However, decision-making in such scenarios is challenging due to the multi-
farious intricacies of complex societies characterized by heterogeneous popula-
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tions, diverse behavioral patterns, and differential access to resources [9, 12, 33].
The interplay of various interventions, their mutual impacts, and the factors
influencing their effectiveness adds further layers of complexity. In this paper,
we address these challenges of modeling real-world simulations in complex
societies by considering varied populations with interaction networks spanning
across household, occupational, and random graphs. We consider behavioral
patterns through app adoption rates, self-quarantine, and compliance probabili-
ties. Further, we model differential access to resources stratified by age or policy
choices, for instance, prioritizing higher age group individuals for vaccination
and age-based app adoption.

We model the progression of a pandemic over its initial 6 months (180

days) using real-world socio-demographic (census) data from Kings County,
Washington, evaluated at a scale of 100,000 agents. Our ABM framework is
currently parameterized to King’s County demographics and calibrated to the
epidemic outcomes. It can easily be re-parameterized for other geographies. All
static variables such as age, household, occupation, and (random) number of
daily interactions are initialized using the real-world census and mobility data
for King’s County. We release our data parameters in the code.

For our analysis, we simulate three types of interventions: pharmaceutical,
behavioral, and digital, and highlight the effectiveness and potential pitfalls
of each approach in controlling future pandemics. We not only assess these
individual interventions but also integrate a collective interplay of these in-
terventions, suggesting they are complementary to each other, not alternate.
Pharmaceutical interventions include vaccination drives and testing to detect
cases. Behavioral interventions include self-quarantine upon testing positive
and individual responsiveness and adherence to recommended actions. The
lockdowns many countries implemented can be viewed as a prolonged strict
self-quarantine. Digital interventions explore tools such as contact tracing apps
designed to monitor and curtail spread through tracking interactions. Our
extensive analysis suggests relying solely on rapid vaccine development for
outbreak control isn’t viable. Enhanced preparedness demands an integration
of pharmaceutical approaches with contact tracing and behavioral strategies,
ensuring a holistic, prompt response.

The following are the major contributions of our paper: (1) We introduce a
general pipeline using ABMs that simulates a real-world synergy of interven-
tions at scale, encompassing pharmaceutical, behavioral, and digital strategies.
This framework offers extensive detail to capture the complexities observed
in the real-world adoption of these interventions. (2) Our user-friendly and
flexible framework is designed with a customizable configuration file, enabling

65



non-technical people like epidemiologists and policy-makers to study the effect
of intricate interventions on pandemics. (3) We provide a comprehensive cost
analysis of pandemic containment under each intervention strategy. (4) We per-
form extensive experiments on real-world data from Kings County, Washington
for COVID-19. Our findings deepen the understanding of pandemic trends
and offer valuable policy recommendations for effective pandemic response. (5)
Some of our interesting insights are: (a) The first 100 days of the pandemic are
a pivotal threshold in determining the course of a pandemic’s trajectory. (b)
Pairing delayed vaccination with digital and behavioral interventions proves
more impactful than solely pushing for early vaccination, as it not only reduces
overall infections and hospitalizations but also delays their peak. (c) With a
fixed $0.5M budget, investing in testing with self-quarantine and digital contact
tracing is more effective than funding early vaccinations alone.

e.2 related work
Agent-based models (ABMs) are discrete simulators that allow entities (agents)
with designated characteristics to interact within a given computational environ-
ment, replicating complex systems [24, 123, 139, 174, 44, 67]. Recently, ABMs
have been widely employed in epidemiology to understand disease progression
and the efficacy of interventions by providing relevant information to investigate
and predict the behavior of the pandemic [110, 140, 2, 8, 85]. Several studies
have utilized ABMs to evaluate the effectiveness of different interventions, such
as social distancing, quarantine, lockdown, and vaccination [68, 38, 140]. ABMs
have also been used in prior works for addressing policy-related queries like
evaluating the importance of test turnaround time versus its sensitivity [92], and
the benefits of postponing the vaccine’s second dose to focus on the distribution
of the first dose [140].

However, the utility of ABMs for practical decision-making depends upon
several factors. These include their accuracy in replicating the population
behavior [131, 55]. Furthermore, ABMs are conventionally slow. A single
forward simulation over a large ABM can take several days [15, 22]. ABM
simulations are difficult to scale to large populations [22], and are tough to
calibrate with real-world data [131]. Most prior work either studies the effect of
only one intervention at a time or simulates very few agents [43]. Real-world
deployment of intervention strategies intricately linked to each other should be
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scalable to large populations and need to be studied with a combined effect of
each of these interventions [85, 38, 68].

Only after overcoming these challenges in ABMs can their insights truly
guide strategic pandemic interventions. Our model provides a comprehensive
system that simulates interventions with real-world challenges of deployment
or adoption, representing them through quantifiable parameters. We adopt a
vectorized approach [38] which enables a fast, parallelized simulation, allowing
analysis of emergent behavior on a large-scale population for millions of agents
in a few seconds. We not only assess the individual interventions but also
integrate a holistic interplay of these interventions.

e.3 method
Figure 18 shows the pipeline for different interventions along with the progres-
sion of disease stages. We build on existing open-source agent-based modeling
frameworks [38, 68], optimizing large-scale simulations through matrix compu-
tations, leading to enhanced computational efficiency. Our model addresses the
potential variances in the adoption of interventions by employing a stochastic
approach, sampling from Gaussian distributions based on a certain compliance
level to predict outcomes. We model these interventions with an unprecedented
level of detail with aspects that have not been explored in such granular detail
in prior research. This comprehensive approach facilitates the examination of
the individual impact of each parameter, and also provides insights into the
synergistic effects of these interventions on the pandemic response.

In our model, individual agents (and their states) are modeled as ten-
sors. Agents navigate through eleven potential disease stages: susceptible,
asymptomatic, presymptomatic (mild or severe), symptomatic (mild or severe),
hospitalized, in intensive care, recovered, immunized, or deceased. Infections
can propagate during any interaction between susceptible and infected agents.
These interactions span three networks: household, occupation, and random
encounters, which are represented as sparse adjacency matrices. Each such
interaction is a stochastic process with a certain risk of disease transmission. The
foundational assumptions about disease progression, transmission dynamics,
and network interactions align with prior agent-based models [38, 140]. We will
now delve into an in-depth examination of each intervention, detailing various
parameters and compliance factors reflective of real-world scenarios.
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Figure 18: Implementation of different interventions - Testing, Self-quarantine, Vacci-
nation, and Contact Tracing. (1) Infection spreads through the interaction
of infected with susceptible agents, and the states of the agents are then
updated based on disease progression. (2) Upon experiencing symptoms,
exposed agents get themselves tested (3a) If tested positive, agents undergo
self-quarantine with compliance. A quarantined agent then engages in no
further interactions until the quarantine period ends. The interaction graph
of quarantine agents is thus an isolated point (3b) Agents that have not
tested positive or are not quarantined get vaccinated. Vaccination reduces
the susceptibility of an agent to infection risk (3c) In case of contact tracing:
interactions of the positively tested agents (that own app in case of DCT)
from the previous interaction graphs of past days are tracked; (4c) exposure
notifications are sent to the possibly exposed tracked agents (that own the
app in case of DCT); (5c) notified agents then opt for self-quarantine. (Last)
After simulating for N days, the aggregate statistics of the agent states are
computed. Agent states here are: susceptible (S), exposed (E), infected (I),
recovered (R), mortal (M), and vaccinated (V)
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Table 6: Description of Testing parameters

Parameter Explanation

test_start_date Date on which testing begins
test_true_positive Prob. of a true positive result
test_false_positive Prob. of a false positive result
test_results_dates Potential dates of receiving test results
test_results_dates_probs Dictionary of probabilities associated with each test result date
test_validity_days Duration for test results validity
test_cost Average cost of production of a test

e.3.1 Testing

Agents who are exposed to infection and develop symptoms undergo test-
ing. Every diagnostic test is defined by three primary parameters: specificity,
turnaround time, and duration of test validity. The turnaround time accounts
for any inherent delays in receiving test results, presented as a dictionary de-
tailing possible result dates and their associated probabilities. The test validity
indicates the duration for which the test results are considered relevant. After
this period, agents are expected to be retested. Factoring in real-world delays
related to the deployment of testing kits, tests can be deployed in the model
after some start date, marking the start of distribution of that particular testing
method to the public. Table 6 shows the different parameters supporting the
testing mechanism.

In our simulations, we employ two types of tests: (i) RT-PCR test, with a
specificity of 0.99 and a turnaround time of 1 to 3 steps (1 to 3 days) uniformly
distributed [38, 89], and (ii) rapid point-of-care test, which offers slightly re-
duced specificity of 0.85 with a turnaround time of 0 steps (same day). To cater
to varying diagnostic requirements, these parameters can be adjusted, offering
flexibility in modeling different test types. By default, our model uses the more
reliable RT-PCR test for simulations unless specified otherwise.

e.3.2 Self-quarantine(SQ)

Upon testing positive or receiving exposure notification, an agent undergoes a
14-day self-quarantine adhering to compliance. However, an agent might not
consistently adhere to the complete quarantine. To simulate such imperfec-
tions, a daily dropout probability of 1% is incorporated to account for potential
non-compliance. During the quarantine period, the agent’s interaction net-
work effectively becomes isolated, leading to no interactions with other agents.
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Table 7: Description of Self-quarantine parameters

Parameter Explanation

quar_enter_prob Prob. with which an agent enters self-quarantine after testing positive
quar_break_prob Daily quarantine dropout probability due to non-compliance
quar_days Number of self-quarantine days

After successfully completing the quarantine period, the agent’s capacity to
transmit the infection is nullified, effectively resetting their infectiousness to
zero. Table 7 provides a detailed overview of different parameters for modeling
self-quarantine.

e.3.3 Vaccination(VACC)

We simulate a two-dose vaccination regimen with an extensive level of granu-
larity. A dose of the vaccine provides a certain probability of becoming immune
to infections, depending on whether it is a first or second dose. Vaccines are
administered in an age-prioritized fashion, with the oldest individuals receiv-
ing their vaccines first, and first-dose candidates given precedence over the
second dose. We simulate a probabilistic immunity conferred post-vaccination,
where immunity is not immediate but materializes after a stipulated delay post-
inoculation. Table 8 illustrates the parameters driving our vaccination models,
such as the vaccine’s start date, daily production rate, shelf life, and efficacy
percentages for both doses. Moreover, it also highlights potential dropouts -
those who, after receiving the first dose might choose not to return for the
second, capturing a real-world nuance in the vaccination process.

For all the experiments, we assume a 90% efficacy for the first dose and a
95% efficacy for the second dose administered 21 days later. Further, we also
do a sensitivity analysis on lower efficacy rates for the first dose of vaccines,
including 30%, 50%, and 70%. (in Supplementary). All simulations, unless
indicated otherwise, presume vaccination commencement at t=10 with a daily
vaccination rate of 0.3% on a population of 100K based on U.S. vaccination rates
and patterns observed internationally [38].

e.3.4 Contact Tracing (CT)

We adopt a hybrid contact tracing approach where first exposure notifications
are dispatched to contacts of infected app users followed by manual follow-up
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Table 8: Description of Vaccine-related parameters

Parameter Explanation

vacc_start_date Date on which vaccine drive begins
vacc_daily_prod No. of vaccine doses produced daily
vacc_shelf_life Duration before a vaccine dose expires
vacc_dose_delay Days after which the vaccine dose starts showing effect
vacc_dose1_priority Indicator if the first dose is prioritized over second in distribution
vacc_dose1_eff Efficacy of the first vaccine dose
vacc_dose2_gap Duration between the first and second doses of the vaccine
vacc_dose2_eff Efficacy of the second vaccine dose
vacc_dose2_drop Probability of an individual not returning for the second dose
vacc_price Cost for development of a single vaccine

for non-compliant users and agents not owning the app. Below, we delve into
the specifics of digital and manual tracing methods.

Digital Contact Tracing (DCT): At the start of the simulations, agents own
a Digital Contact App (DCA) with a fixed adoption rate based on age-stratified
data. This app records interactions of an agent across all three networks: house-
hold, occupation, and random, within a 7-day window. Note that interactions
are logged only if both agents have the app. When an agent with an app
tests positive, they can opt to notify exposed contacts via the DCA. Recipients
then undergo self-quarantine based on their compliance probability. In our
experiments, we simulate DCT assuming an average 40% app adoption rate
and 80% compliance rate for self-quarantine.

Manual Contact Tracing (MCT): Manual tracing is similar to its digital
counterpart, with a few key differences as illustrated in Figure 19. Unlike
DCT, MCT doesn’t require smartphone ownership and is unlikely to remember
random or casual encounters (like those in public transport or stores). Only
contacts within the household and occupational networks are traced through
MCT. Manual tracers interview an infected agent to identify and track the
potential contacts over the past N (=7) days. However, only a portion of the
true interactions are identified based on the likelihood of recalling them (70%).
From these, a subset responds based on a set probability. Successfully contacted
agents then self-quarantine with a compliance probability of 90%.

In a targeted two-step process of contact tracing, MCT and DCT leverage
coupled capabilities of human intervention with digital tools. Performing
manual contact tracing of targeted potential infected agents who either did not
own the app or ignored the digital notifications can significantly improve the
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Table 9: Description of Contact Tracing parameters

Parameter Explanation

app_adoption_rate Prob. of agents owning the app at the start of the simulation in DCT
max_contact_days Number of days for which history of previous interactions are traced (unique for DCT and MCT)
test_inform_prob Prob. to notify the contacts via DCA/MCT after testing positive (unique for DCT and MCT)
mct_recall_prob Probab. that an individual recalls their contacts accurately during MCT
mct_reachable_prob Probability that an individual is reachable for manual contact tracing
sq_comply_prob Compliance prob. for quarantine upon successful contact tracing (unique for DCT and MCT)

Figure 19: Comparison of Digital vs. Manual Contact Tracing: Digital tracing requires
app ownership for both interacting agents but can effectively track unknown
or random interactions, while manual tracing captures household and
occupational contacts but may miss random interactions

scale/outreach of the tracing efforts to contain the infection spread. Table 9

details the parameters used to model contact tracing.

e.4 results
We study the impact of different interventions discussed above on disease
progression and pandemic evolution in a population with 100,000 agents over
a period of 180-time steps. In particular, we simulate Self-Quarantine (SQ),
Vaccination (VACC), and Contact Tracing (CT) interventions and evaluate their
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Figure 20: Comparative analysis of the individual impact of different interventions
on pandemic progression; No Interventions (NI), Self-Quarantine (SQ),
Vaccination (VACC), and Contact Tracing (CT). (a) Peak hospitalizations
showcase the strain on healthcare under each scenario, with notable stress in
the NI and SQ cases. The dotted line represents the hospital bed availability
for Kings County, Washington (b) Daily new infection rates highlight the
efficacy of interventions, with CT significantly lowering the infection rate. (c)
Cumulative infections over time reveal the pervasive nature of the pandemic
in the absence of effective measures and a substantial reduction in total
infections under VACC, SQ, and CT.

outcomes. We ran experiments using real-world socio-demographic and geo-
census data from Kings County in Washington state. All the results correspond
to the mean and standard deviation aggregated over 10 independent runs of
the simulation.

We present our results in five sections. Section E.4.1 examines the individual
effect of different interventions on the evolution of the pandemic outcomes. Sec-
tion E.4.2 focuses on the age-stratified analysis for these individual interventions.
Section E.4.3 delves into the overall cost analysis of individual interventions,
highlighting their financial implications. Section E.4.4 provides insights into
the interplay of pharmaceutical, behavioral, and digital interventions, allowing
us to study their cumulative effect on the pandemic’s trajectory. Section E.4.5
shows the geographical progression of infections in Kings County, WA, where
we simulate a combination of all the interventions together and compare the
spread with the unmitigated no-intervention (NI) case.

e.4.1 Analysis of individual impact of different interventions

To provide a baseline for the impact of the pandemic, we first investigate an
unmitigated scenario in which there are no interventions (NI). We compare this
baseline unmitigated scenario with interventions such as self-quarantine (SQ),
vaccination (VACC), and contact tracing (CT). Figure 20 details the comparative
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analysis of the individual effect of each of these interventions in terms of the
number of severely affected individuals who require hospitalization, rate of
infection, and cumulative infections. For our analysis, we assume the number of
beds per 1k people in Kings County in early 2020 to be 1.57 [106]. On average,
65% of hospital beds are already occupied. So the number of available hospital
beds per 100,000 people is 1.57*0.35/1000*100,000 ≈ 55.

Our analysis shows that the uncontrolled pandemic (NI) peaks at t=65, with
the number of hospitalizations of 175, far exceeding the available capacity of
55 by 218% as depicted in Figure 20(a). This indicates the immense strain on
the healthcare system in the no-intervention case, pushing it to the brink of
collapse. Figure 20(b) highlights a peak daily infection rate of 281 per 100,000

agents in NI, with a staggering 81% of the population infected by the end as
visualized in 20(c).

In the SQ scenario, while the maximum rate of infections dropped by 45%
compared to the NI case, hospitalizations still peaked at 115, overshooting the
capacity by 109%. This suggests that self-quarantine alone without the support
of additional containment strategies is not a viable option. The VACC strategy
resulted in hospitalizations still peaking at 57% above the estimated capacity,
with daily infection rates nearing those in the NI scenario. For both SQ and
VACC strategies, around 70% of the population was infected by the end of the
pandemic. Interestingly, despite VACC’s high infection rate, we observe fewer
individuals needed hospitalization due to enhanced immunity gained by the
agents through vaccination.

In the case of contact tracing (CT), a huge reduction in hospitalizations
from the NI case is observed, bringing the peak very close (within 16%) to
the available capacity. Additionally, CT delayed the peak by 14 days, giving
the healthcare system more time to be prepared with the necessary resources.
The maximum rate of infections dropped by a massive 72%, with only 54%
of the total population infected by the end of the pandemic. Therefore, our
experiments indicate that CT with testing is the most effective standalone
intervention for pandemic containment.

Notably, irrespective of the specific intervention, the peak consistently occurs
within the first 100 days for each individual strategy.

e.4.2 Age stratification of infections for different interventions

Figure 21 depicts the age-stratified cumulative infections in Kings County,
Washington. While implementing CT, we simulate the app distribution with an
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Figure 21: Age-stratified cumulative infections in Kings County, Washington, illustrat-
ing the impact of contact tracing (CT), self-quarantine (SQ), and vaccination
(VACC) intervention scenarios on different age groups.

average overall app adoption rate of 40% in an age-stratified manner, where the
age groups 20-59 have a higher probability of owning the app. Consequently,
we observed a large drop of 26% in cumulative infections for agents in these age
groups of 20-59. However, a significant drop (approximately 40%) in cumulative
infections in the age group 0-19, was also observed even with relatively low app
adoption rates. This is due to effective manual contact tracing implementation
within households.

For the VACC intervention case, we prioritize agents in higher age groups
for vaccinations. Hence, we observe a reduction of 82% and 92% infections for
the age groups 70-79 and 80-89, respectively, compared to the NI case. These
drops are substantially high compared to the average drop in infections over all
age groups of 14%.

e.4.3 Cost analysis of individual interventions

In this section, we evaluate the economic implications of various interventions
in controlling the pandemic. The cost of the no-intervention (NI) case is $0.
For the self-quarantine (SQ) and contact tracing (CT) interventions, we account
for the cost of tests taken by agents experiencing COVID-19 symptoms. The
average cost per test for each case is assumed to be $5 [45]. We assume this
is the average cost per testing kit incurred by the government. Similarly, for
vaccination (VACC), each dose is priced at an average of $20 [83].

Figure 22a shows the respective costs of each intervention strategy, with
their individual impacts elaborated in Section E.4.1. E.4.1. Computing the total
expenditure, VACC stands at $1.02M, SQ at $0.54M, and CT at a minimum
of $0.42M Beyond the reduction in infections and hospitalizations explored
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(a) (b)

Figure 22: (a)Comparison of costs for different intervention strategies. The fig-
ure shows contact tracing (CT) is the most cost-effective over both
self-quarantine (SQ) and vaccination (VACC); excluding $0 cost for no-
intervention (NI). (b)Comparative analysis of hospitalizations under a fixed
budget of $0.42M for contact tracing (CT) versus vaccination (VACC). The
figure shows CT leads to a significant reduction in hospitalizations com-
pared to VACC along with a pronounced delay in the peak, underlining
the superior cost-effectiveness and strategic value of contact tracing in the
pandemic’s early stages.

in Section E.4.1, it’s evident that CT surpasses by being 23% and 59% more
cost-effective than SQ and VACC, respectively.

Further, for a fixed budget of $0.42M, our analysis shows that deploying
contact tracing with self-quarantine (CT) outperforms an exclusive focus on
vaccination. In this context, the CT strategy remains consistent with the previous
simulations, with only the daily vaccination production adjusted to fit the
budget. As Figure 22b demonstrates, allocating the budget to testing with
contact tracing (CT) results in a significant 63% decline in peak hospitalizations
against the no-intervention (NI) baseline. Conversely, directing the entire
same budget towards vaccinations alone (VACC) yields just a 32% reduction
in peak hospitalizations compared to NI. Notably, while the VACC and NI
peaks coincide, the CT approach introduces a 13-day delay in the surge of
hospitalizations. This 20% temporal divergence is pivotal, offering healthcare
systems a crucial extended window for preparation.

In conclusion, for every dollar invested, contact tracing proves to be the
more cost-efficient choice compared to vaccination, particularly in the crucial
first 100 days. A mere 40% app adoption rate paired with 80% self-quarantine
compliance under the CT strategy offers a better return on investment than the
same expenditure on vaccination alone.
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Figure 23: Analysis of interplay of digital and behavioral interventions on delayed
vaccination. (a) Illustrates the impact of vaccine deployment speed on
hospitalizations. Vaccine rollout delays lead to a consequential rise in hos-
pitalizations with peak incidence remaining consistent. (b) Demonstrates
the synergy of contact tracing and varied vaccine deployment timings,
emphasizing that combining VACC(t = 30) + CT significantly diminishes
hospitalizations and prolongs the time to peak compared to early vacci-
nation alone. (c) Indicates the challenges with vaccine initiation at the
pandemic’s zenith, stressing that even late vaccine rollouts, when coupled
with testing, contact tracing, and self-quarantine, can drastically mitigate
infections and allow for a crucial extended immunization period. This high-
lights the indispensability of integrating behavioral and digital strategies,
especially in the pandemic’s early days when clinical interventions might
not yet be in full swing.

e.4.4 Coupled effect of pharmaceutical, behavioral, and digital interventions

In this section, we study the combined effects of vaccine deployment speed
and other pivotal interventions, examining their collective impact on hospital-
izations. We observe that regardless of intervention combinations, the peak
consistently emerges within the first 100 days, highlighting the significance of
timely informed decisions. Figure 23(a) illustrates the relationship between
the speed of vaccine deployment at distinct time intervals: t = 10, t = 30, and
t = 60 and the subsequent hospitalizations. Compared to starting the vaccina-
tions at t=10, a delayed vaccination drive starting at t=30 and t=60 increases the
number of hospitalizations by 61% and 103%, respectively, with all scenarios
peaking around the same time.

However, by integrating other digital and behavioral interventions with
vaccination, we observe a transformative mitigation effect. Figure 23(b) shows
that VACC starting at t = 30 + CT leads to a 55% reduction in hospitalizations
compared to only early vaccination starting at t=10 and further a 72% drop in
hospitalizations compared with VACC at t=30. Additionally, this amalgamated
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approach grants an extra 14-day buffer prior to the hospitalization peak, fa-
cilitating a strategic advantage for healthcare system preparedness. The cost
analysis for Figure 23(b) is provided in supplementary material.

Further, sole reliance on late vaccination starting at t = 60 fails because of the
inherent lag in post-inoculation immunity development. However, when this
late vaccination is augmented with proactive contact tracing and self-quarantine
measures, the results are noteworthy: a 61% reduction in hospitalizations
accompanied by an additional 23-day window for effective immunization as in
Figure 23(c).

This underscores the potential of non-pharmaceutical interventions (NPIs)
like behavioral and digital, not just as alternate measures but as pivotal strategies
in pandemic control, especially when vaccination rollout faces delays. Thus,
a multifaceted approach combining behavioral, digital, and pharmaceutical
measures is pivotal in effectively managing the pandemic, especially during the
first 100 days when clinical interventions face delays.

e.4.5 Geographical spread

Figure 24 shows heat maps of infection spread over time in King’s County,
Washington State at distinct time intervals: t = 50, t = 70, and t = 120. We
compare the unmitigated (NI) scenario in Figure 24 (Top) against an integrated
strategy that combines all interventions vaccinations, testing, contact tracing,
and self-quarantine in Figure 24 (Bottom). We observe that in the case of no
intervention, the infection spreads aggressively, already infecting a substantial
25% of the population by day 50, 76% by t=70, and 81% by t=120. In stark
contrast, Figure 24 (Bottom) captures the attenuated spread when a comprehen-
sive set of interventions is deployed. Infections stand at a mere 5% population
infected by day 50, 19% by day 70, and only 36% by t=120.

e.5 discussion
In this paper, we highlight the potential of agent-based models to simulate
highly complex environments through multiple intertwined interventions. We
discussed intricate modeling of pharmaceutical, behavioral, and digital inter-
ventions and how their holistic understanding is important when creating
pandemic policies. While we take one step towards bridging the gap between
understanding the emerging trends and policy-making, we posit that there
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Figure 24: Geographical progression of infections in Kings’s County, Washington, at
different time intervals. (Top) In case of no intervention, the infection
spreads to 25% of the population by t=50, 76% by t=70, and 81% by t=120.
(Bottom) In the case of combined digital, behavioral, and pharmaceutical
interventions, infection spreads slowly to only 5% of the population by t=50,
19% by t=70, and only 36% by t=120.

can be additional implicit factors stemming from complex interventions and
their ripple effects that frequently go unnoticed, yet significantly influence the
trajectory of the pandemic. For instance, financial interventions like severance
funds or government aid [75] provided to the unemployed to stay at home could
alter mobility patterns [14, 7], influencing the pandemic’s course. Additionally,
our cost analysis focuses predominantly on explicit monetary costs. Some
interventions, while not incurring direct costs, may lead to broader economic
implications [111, 158, 145]. For instance, extensive lockdowns, a common
strategy during COVID-19, triggered a severe global economic downturn. This
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collapse was characterized by soaring unemployment rates [5, 13], halted inter-
national trade [159, 63, 107], and suspended supply chains [120, 56, 109, 130].
These influencing factors further raise pivotal questions for policy-making: Does
the amount of unemployment aid play a larger role in pandemic control than
the speed of its provision? Are short-term lockdowns (<31 days) the solution
[165, 127, 21], or is there an optimal percentage of people returning to offices
(RTO) [166, 52] that can help control the pandemic and also not harm the
economy at a global scale? Answering these questions can provide insights
into the efficacy and promptness of policy interventions. Therefore, modeling
these latent factors is a vital future direction in aiming for a comprehensive
understanding of a pandemic’s broader impacts.

Further, effectively using ABMs for real-world decisions requires meticu-
lously recreating population details, demanding ample data. However, most
of this data is siloed across diverse institutions and individuals [146] and may
also be private [136]. Future endeavors can also explore private[28, 59] and col-
laborative machine-learning approaches[149, 134] for learning and calibrating
these models.

e.6 conclusion
In this paper, we emphasize the capabilities of agent-based models in under-
standing the complex dynamics of pandemics and simulating the potential
impact of different policy interventions. By simulating interventions with their
real-world deployment challenges, we analyze emergent behaviors on pop-
ulations at scale. Our approach goes beyond merely evaluating standalone
interventions by capturing the comprehensive interplay of combined strategies.
From our experiments, several critical findings emerged. The initial 100 days
of a pandemic largely shape its course and underline the need for swift and
informed decisions from the beginning. While vaccines play a pivotal role in
reducing individual susceptibility, achieving community-wide immunity is a
gradual process due to the time-consuming nature of mass vaccination rollouts.
Our research emphatically highlights the indispensability of sustained interven-
tions alongside vaccinations. Notably, we observed contact tracing’s efficacy
for not only reducing the cumulative infections from 81% (in the absence of
intervention) to 54% but also delaying the infection peak by 14 days. Our analy-
sis further shows that the same amount of dollars spent on extensive testing
with contact tracing and self-quarantine proves to be more cost-effective than
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spending on vaccinations alone. Future global health crises thus necessitate a
balanced, multi-pronged response.

e.7 ethics statement
Our research emphasizes the responsibility to consider the societal implications
of pandemic response strategies. By employing Agent-Based Models (ABM)
to simulate various interventions, we aim to provide decision-makers with
evidence-based insights while stressing the need for swift and informed action,
particularly in the critical initial phase of a pandemic. Furthermore, our findings
advocate for a balanced approach to pandemic response, highlighting the
complementary roles of pharmaceutical, behavioral, and digital interventions.
This study accentuates the need for ongoing dialogue and collaboration among
researchers, policymakers, and communities to address complex challenges in
shaping effective and equitable responses to global health crises responsibly.
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F C O N C L U S I O N

The digital age offers an unparalleled opportunity to tap into the wealth of data
dispersed across various entities. Developing decentralized learning methods
becomes imperative, not only to unlock the collective wisdom inherent in dis-
tributed networks but also to safeguard privacy and respect the autonomy of
individual entities. This thesis addresses these challenges by introducing inno-
vative algorithms and systems to facilitate collective intelligence while ensuring
data privacy and preserving the decentralized nature of digital ecosystems.
Specifically, it addresses key research challenges on collaborative training mech-
anisms with private data silos and heterogeneous resources, self-coordination in
decentralized systems, and the value of crowdsourced prediction for population-
level outcomes.

However, to realize the full potential of Decentralized AI, a holistic view
of the vision must encompass several key components: privacy, distributed
data, computing, orchestration, verifiability, and incentives. These elements
are deeply intertwined, presenting interesting challenges at their intersections.
While the decentralized nature of the learning process fosters collaboration
and scalability, it also introduces vulnerabilities that malicious actors can ex-
ploit. Several known attack vectors during both model training and aggregation
threaten the privacy of local data contributions. These challenges are particu-
larly crucial in decentralized AI settings where no central authority oversees
the process. Given that the primary objective of decentralization is to foster
collaboration among entities with distinct assets and objectives, motivating
contributors to engage and participate in the decentralized system is thus
paramount. Therefore, incentive mechanisms must be developed to encourage
user involvement while ensuring fairness, transparency, and value attribution.
Addressing these challenges forms the basis for future work in advancing this
vision of decentralized AI.

This thesis advocates for accelerating AI research to coordinate distributed
data, training algorithms, orchestration, and insights across the ecosystem. By
promoting collaboration, innovation, and equitable access to knowledge, this
work lays the foundation for a future where trust and inclusivity drive the
evolution of decentralized AI systems, characterized by privacy-preserving
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measures, incentivized participation, and orchestrated collaboration. It aims to
empower individuals, unlock innovation, and build a future where AI is owned
by everyone and works for everyone.
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