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ABSTRACT

This thesis argues that civil liability should rest on the deployer’s understanding of sys-
tem behavior, and that documentation is the necessary tool to accomplish this goal. This
work begins by establishing the “hole” in current approaches to AI risk regulation, the lack
of a civil liability regime. It also highlights that civil liability is an already existing and
effective regulatory tool that can be applied to AI. The rest of this thesis develops this ar-
gument by looking at what is necessary for such a framework to exist. It argues that an
understanding of system behaviour is essential and achievable through documentation. It
is divided into two substantive chapters. Firstly, Chapter 2 outlines how system behaviour
can inform policy through documentation, linking the necessity of documentation to liabil-
ity and proposing a concrete liability scheme based on documenting system understanding.
Secondly, Chapter 3 discusses how documentation can alter a person’s understanding of sys-
tem behaviour, presenting a user study that demonstrates how system understanding can
be achieved through documentation and structured data interaction. It argues that testing
and system understanding are not insurmountable challenges and that by engaging in a rel-
atively simple process, AI deployers can better understand the behaviour of their models.
Overall, this thesis provides a methodical guide to understanding AI system behaviour and
the establishment of a new pathway for effective regulation, arguing for the understanding
of system behaviour and documentation at deployment as the path forward to achieve civil
liability in AI.
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Chapter 1

Introduction

Artificial intelligence (AI) harm exists. While this is an unsurprising statement, as every
new technology is not value-neutral and carries with it societal implications (see Stone [1]
and Winner [2]), the AI community has a unique approach to managing and mitigating
this harm. Specifically, AI harm has been thought to produce an AI risk [3]. This social
construction is what frames the modern discussion on the effects of AI. Furthermore, the
explosion of generative, and “general-purpose” models intensified this regulatory framing.
This is especially true because general-purpose models often lack a specific use and exhibit
novel and surprising failure modes [4].

Indeed, in a growing body of work, several AI researchers have argued that sufficiently
general systems carry risks that emerge from training, either as it grows awareness of the
wider world it operates in or the power it can exert over others in its environment [5]–[7]. As
AI progresses, there are more general, non-specific use cases that are difficult to understand
and can pose a risk for discriminatory, unsafe, or incorrect content [8]–[12]. Therefore, the
current AI landscape has served to entrench the importance and prevalence of AI risk as a
discussion and investigation.

Societal framing matters. In choosing to portray AI harm as risk, AI risk becomes what
is frequently referenced as the motivation for policy and is becoming central to legal
discussion [13]. Particularly, risk is becoming the primary language surrounding algorithmic
accountability when discussing legal frameworks. This has served to intertwine the risk
discussion with the accountability discussion. However, AI risk as policy is simply one
aspect of the AI accountability or algorithmic accountability discussion. In traditional terms,
according to Bovens [14], Lindberg [15], Mulgan [16], and Thynne and Goldring [17] as
cited in Novelli, Taddeo, and Floridi [18], accountability is simply the obligation to inform
and justify behaviour to authority. It has four dimensions in a policy space: compliance,
reporting, oversight, and enforcement [18]. Translating this discussion to AI or algorithmic
accountability, it becomes how developers, deployers, and designers can ensure the proper
functioning of an AI algorithm throughout its lifecycle [19].

However, there is no one, specific approach to algorithmic accountability [18]. For exam-
ple, Kroll [20] argues for traceability as a foundation of accountability, which is contrasted
by a step-by-step identification and evaluation process outlined in the March 27, 2024, AI
Accountability Policy Report from the Nation Telecommunications and Information Admin-
istration [21]. This thesis does not attempt to propose a new accountability system. Instead,
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it accepts the centricity of the AI risk discussion to the AI accountability discussion. This
will ultimately contribute to what is known as the accountability ecosystem for AI, a series
of tools and regulatory approaches all working together to achieve the goal of algorithmic
accountability [22]. It aims to contribute, in part, to the discussion of AI accountability
by examining AI risk management approaches. Through this examination, this thesis will
establish what is "missing" from current risk approaches that can translate a pure risk
framework to an accountability methodology. The rest of this introduction will examine
risk management frameworks, identify a common “hole” in this kind of legislation, and then
establish a model deployment documentation strategy and civil liability as the essential tools
to overcome this “hole.”

1.1 AI Risk and Risk Management Frameworks

To understand AI risk management frameworks, the concept of AI risk must first be ad-
dressed. There is no one agreed-upon definition for the specifics of this risk. For exam-
ple, Curtis, Gillespie, and Lockey [23] describes AI risk as a broader harm to society. Others
have suggested that AI risk is the potential for harm at either the individual or community
level as a negative consequence of using an AI model [24], [25]. Further, other scholars have
gone deeper and claimed that AI risk is systemic and immediate with foreseeable dimen-
sions [26], [27]. However, regardless of specificity, scholars recognize that AI risk can refer
to harms either current or potential [3].

This has produced a policy agenda in AI that is largely shaped by the discussion of AI as a
risk. Thus, while the specifics of the kind of risk are up for debate, the discussion is inevitably
intertwined with the discussion of current and potential harm. This has led to a widespread
agreement that some kind of regulatory framework must be established to mitigate and avoid
potential harms [28]. The dominant solutions have become risk management frameworks.
For example, the soft law standard of the National Institute of Standards and Technology
(NIST) Risk Management Framework is at the top of the United States policy discussion [29].
In the European Union (EU), the approach of the EU AI Act is similar, taking a risk
management approach that relies upon an intertwining of product safety and fundamental
rights regimes [30]. This is not to suggest that all risk-based approaches are equal. In AI this
is clearly not the case, as highlighted by Kaminski [3], and others that have noted differences
between the NIST framework, the EU AI Act, and other risk-based evaluations [31]–[33].

Despite the differences between these key approaches, there are some generalizations
that the adoption of the risk narrative provides. Namely, no risk management framework
will prevent all harm. Two kinds of harm happen within risk management frameworks:
(1) harm that is incurred due to risks that fall outside the framework and (2) harm that
occurs despite evaluation under the framework ("acceptable" harm or "irreducible" harm).
To better understand each of these situations, consider the two examples below.

Firstly, there is the harm that can occur outside the confines of any risk framework. To
understand how this harm emerges, consider the specific example of the EU AI Act and its
risk structure. This risk framework focuses on the use case of AI to determine the level of
risk, for example, the use of AI in healthcare is considered high risk and is thus subject to
a higher level of protection [34].
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However, there is a gap in this regulatory framing. On April 13, 2023, the AI Now
Institute released a policy brief, raising concerns about the risks of general-purpose artificial
intelligence (AI) and the inability of the proposed European Union (EU) AI Act to target
generality as a separate risk category [35]. As suggested by AI Now, the inherent risks
arising from generality are not being properly accounted for in the current EU framework.
Other scholars have observed this about the proposed EU framework. For example, De
Cooman [36], in analyzing the EU AI Act ratione materiae (the definition of features of AI).
While general-purpose AI is not explicitly mentioned, it does state that just because the EU
“exhaustively enumerates high-risk AI systems does not mean the residual category displays
non-high-risk” [36, p. 50]. Ultimately, the risk frameworks that are currently in existence
(such as the EU risk framework) that focus on the effects in each use case are not entirely
sufficient [13], [36]. However, despite these limitations, it is possible to leverage the benefits
of the EU AI Act, and specifically the risk categories [37].

Secondly, there is the notion of "acceptable" harm. “Risk-based frameworks look princi-
pally to control relevant risks, not to secure compliance with sets of rules” [38, p. 281]. As
such, risk regulation is not a perfect system of control, and there will be leakages. These
"leakages" occur due to uncertainty. The world is uncertain, and not entirely predictable.
Science, in modelling this world, encounters what is known as irreducible uncertainty [39].
AI is not exempted from this trend and will fall into the same pitfalls. Thus, when dealing
with risk regulation you must accept that a risk framework can not cover everything.

This lack of sufficiency of risk regulation is where this thesis begins. The next section of
this chapter will outline this "hole" and introduce a regulatory strategy (liability) that can
address it.

1.2 The "Hole" in Risk Management Frameworks

Risk-based regulation of AI algorithms is not going to be enough. This thesis does not aim
to critically evaluate the use of AI risk management frameworks. Instead, it accepts the
trend of risk management as the emerging regulation for AI. However, a risk management
framework is a choice, and it is a choice that has consequences. Thus, when using such a
framework, we are establishing a preventive or preemptive regime that attempts to foresee
rather than react to harm occurring. As established above, this kind of regulation not only
allows harm, but expects it. This means there needs to be a complementary set of regulations
that offer a path for redress. There needs to be a supporting retro-active policy arrangement.

In fact, the need for a retro-active approach is not a new concept in policy and law. Risk
management regulation and risk regulation have historically been backed by a regime of tort
liability [3], [13], [40]. Thus, this thesis proposes the use of tort or civil liability as a way
to support this risk based approach.

Civil liability is an effective regulatory tool, that is not only useful as a support to risk
regulatory frameworks. Furthermore, it is an already existing regulatory framework in the
United States. This means that there is an efficient and effective pathway to regulation that
can be adapted to a new area. This would ease the political burden and difficulty of creating
new regulations.

So, if civil liability exists, and is a well-established regulatory solution, then the answer
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may seem simple: we should simply apply tort liability to AI systems. However, this is not
straightforward [41], [42]. A core challenge is that scholars do not agree on the appropriate
analogy or even considerations - for example, Zech [43] highlights the policy consideration
of which agent exercises control. The other core challenge is the lack of predictability or
foreseeable of AI systems, particularly in the context of generative models [42]. This can even
counter the development of safer systems, as deployers may face more liability for systems
that they understand, creating misaligned or even perverse incentives. The rest of this
section will outline current solutions to algorithmic liability, and suggest how documentation
at deployment could be used to solve it.

1.3 A Potential Solution

The next important point to highlight is why algorithmic liability is challenging. To establish
this point, this work begins by highlighting two current trends of algorithmic liability. These
two areas are:

• The actions of AI systems and the type of harm they can cause, which is subject to
only strict liability [41], [44]

• The oversight of decision-making processes by a human [45]

Thus, liability is either strictly imposed, or, in the context of algorithmic decision-making
in particular, relies on a human to make the "final" judgement, and simply use AI as a tool
to inform their decision-making.

These approaches fail to capture (1) the consideration of the actions taken on behalf of
those who choose to use AI systems, and (2) that involving humans at random points in the
design process can intensify instead of solving issues with AI systems.

In Chapter 2, this discussion of liability, current approaches, and a liability scheme will
be further elaborated upon, however, this base of inadequacy of liability is what this thesis
claims to solve. We propose that the issues with current liability regimes can be overcome by
incorporating specific and intentional documentation elements into the algorithmic design
process. The next sub-section will briefly introduce documentation as a solution, and then
present the unifying thesis statement of the rest of this work.

1.3.1 Documentation

To reduce harm, many of these model accountability frameworks call for documentation
throughout the entire process [20], [46], [47]. This is supplemented by pieces that call for
and provide AI-model-specific guidelines for documentation [48]–[50].

In contrast to the general calls, this thesis contributes a concrete approach to model
documentation that records the system deployer’s understanding of the model behaviour
and justification of that behaviour. This would form the basis of proof for system under-
standing. This thesis argues that civil liability should rest on this understanding of system
behaviour, and that documentation is the necessary tool to accomplish this goal.
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1.3.2 Roadmap

To make this argument, the rest of this thesis will be divided into two substantive chap-
ters. Firstly, Chapter Two will outline how system behaviour can be considered in policy
through documentation. This theoretical argument will link the necessity of documentation
to liability. It will then offer a concrete liability scheme based on documentation of system
understanding.

Secondly, Chapter Three will outline what documentation of system understanding could
look like. By employing a user study, it will argue that system understanding can be achieved
through documentation and structured data interaction. It will show that testing and sys-
tem understanding are not impossible to determine, and by engaging in a relatively simple
process, AI developers and deployers can understand the behaviour of their models.

This introduction has established that algorithmic accountability, in the current regula-
tory landscape, relies upon civil liability. Furthermore, it has shown that civil liability is not
just a necessity of the regulatory reality, but an optimal option for quick adoption, as many
civil liability decisions already exist. Finally, the remaining two substantive chapters will
demonstrate the overarching thesis of this work. Algorithmic civil liability should be based
on the understanding of a system before deployment, as this is a feasible policy strategy, and
we can design systems to help invdividuals understand the models they create.
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Chapter 2

Understanding as a Policy Strategy

This chapter examines liability in AI and demonstrates how those who choose to deploy
AI models can be incentivized to inform policymakers. As is argued by Hammond [39],
the role of scientists is to reduce uncertainty as much as they can and give policymakers
the tools to adapt to that. By applying this adage to the field of AI, this chapter aims to
demonstrate that AI, while a new technology, poses the same problems that have always
existed in technology policy. It builds upon the work of Buiten [51], in that it does not rely
on post-hoc explainability and transparency, it instead looks at what kind of information
programmers can provide as a way of managing AI risk/harm.

There are several ways AI risk/harm can be managed. For example, the EU has just
passed the EU AI Act, a risk-based framework. While the National Institute of Standards
and Technology (NIST) has launched its own risk-based framework, the horizon for the
official adoption of such an approach in the U.S. context seems unlikely. Furthermore, what
these approaches do not cover is what the standard or best practice is.

There is no clear answer right now as to what a best practice or standards should be for
AI use and deployment [23], [52], [53]. There needs to be an experimental stage, as it is only
through different approaches that we can select the ‘right’ one. Indeed, this experimentalist
approach and recognition of more solutions rather than ‘the’ solution is a new kind of legal
and institutional thought [54]. A simple step to enable varied practice, and also see the
results, is to look at the documentation that is generated by deployers.

This is why this thesis defines documentation at the time of AI model deployment.
Specifically, this thesis recommend documentation of the deployment decision, including the
intended use (or use cases) as well as its behaviour within those use cases. This thesis is
calling for deployers to commit to a deployment context and document it. Documentation
is the only artifact of the decisions of the deployer. It is the only way (from an external
perspective) to see what practices deployers decide to follow.
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Figure 2.1: Overview of the incentive structure

However, current incentive structures can make this an unattainable goal. There is no
incentive structure in the U.S. to encourage companies to engage in this kind of documen-
tation [55]. In fact, the incentives currently encourage less-than-safe practices. Consider a
system that performs unsafe/undesirable behaviour. If they documented the system, they
would have knowledge about the system. If they find nothing, they have the undesirable
outcome of their documentation being incomplete. If they find something, then they also
experience an undesirable outcome of having the knowledge but not acting on it. Now,
consider if they didn’t document their system. They could claim (either truthfully or not)
that they could not foresee the system’s behaviour. This becomes the best state, as they
are no longer perceived as responsible for the system’s behaviour. Overall, documentation
is disincentivized as it is easier to claim no knowledge of system behaviour than knowledge
and failure to correct.

As such, we need to change the incentive structures. One tool could be civil liability.
However, there is a problem in holding AI models liable [41], [42]. This problem is only
intensified in the case of generative models. A model can not be held liable the way a person
can be, as it is an agent of whoever chooses to deploy it. This creates a problem as there is
no clear path to holding those who choose to deploy AI models liable for the processes they
set in motion.

A potential solution could be through strict liability. Per Zech [43, p. 152], “strict liability
assigns the economic risk to the injurer regardless of whether the injurer behaves in accor-
dance with existing duties or not.” However, strict liability does not promote the adoption
of safe behaviour and can have a limited use [44]. Thus, we need a different kind of liability
to enable and incentivize this practice.

Our solution is to base liability on the documentation of deployment. More precisely,
this thesis argues that it is essential and useful to document at the deployment stage and we
need incentives utilize existing civil liability frameworks to make this happen
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2.1 Related Work

2.1.1 Ethical AI Principles

Recently, multiple organizations have been instituting principles or standards that they
view as important for producing ethical or responsible AI. While ethical or responsible AI
is generally agreed upon as a priority for AI systems, the exact definition of what makes AI
ethical is still an open discussion [52]. Nonetheless, there is an emerging coherence around
certain principles that AI must possess to be deemed ethical. This is observed by Jobin,
Ienca, and Vayena [52] in their survey of the global landscape of AI guidelines, where they
note a trend towards 5 clear principles: transparency, justice and fairness, non-maleficence,
responsibility, and privacy. In another approach, Fjeld, Achten, Hilligoss, et al. [19] identified
privacy, accountability, safety and security, transparency and explainability, fairness and non-
discrimination, human control of technology, professional responsibility, and promotion of
human values, while also mentioning human rights. Finally, the human-centred AI literature
is also contributing a substantial number of guidelines. Shneiderman [56] proposes 15 different
principles, many of which overlap with those already mentioned.

In addition to these formal presentations of AI ethical principles, multiple organizations
are contributing to the landscape of ethical deployment. For example, OpenAI (in conjunc-
tion with Cohere and AI21 Labs), a research and development company, released a company
blog post that describes principles that must be followed to safely deploy large language
models (LLMs) [57]. While there is some consistency, each AI system is ultimately sub-
jected to different priorities and ethical concerns. Thus, a principle-based approach, while
centralizing the ultimate goal of ethical AI, will fall short of standardizing expectations for
AI systems. Furthermore, even if we could establish agreed-upon principles, they are often
abstract and difficult to translate directly into an AI system. Hence, the creation of ethical
principles is not sufficient, work must be done to operationalize or translate these principles
into AI system development practice.

2.1.2 Beyond AI Principles and into Implementation

While ethical principles and guidelines may be effective for establishing priorities, there re-
mains a challenge in operationalizing these principles. If the goal is responsible or ethical
AI, then it becomes important to consider how these principles are being adopted. Kloker,
Fleiß, Koeth, et al. [58] propose a potential approach to evaluating the level of explainability
(a common ethical AI principle) that is expected of an AI system. In their proposal, they
acknowledge the need to configure the balance between trust and caution separately for each
use case of an AI system, subject to the level of risk. This concept of trust is expanded upon
by Zhu, Xu, Lu, et al. [59], where they differentiate between the concepts of trust and trust-
worthiness to operationalize AI ethics. They argue that trustworthiness is technical whereas
trust is dependent on stakeholder perception. First, trustworthiness must be established
through different product and process mechanisms before being presented to stakeholders to
establish trust.

Taking a different approach, Percy, Dragicevic, Sarkar, et al. [22] discusses how trans-
parency (and eventually an accreditation system) could emerge from establishing clear ex-
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plainability and documentation standards. In a more general survey of implementation, Boza
and Evgeniou [60] discusses the necessity of AI principles entering an operationalization
phase. They note that this is starting to happen and that four different methods are emerging
to support this process: AI toolkits, auditing, documentation and organizational processes,
and standards and certification. Of particular interest to our proposal is the inclusion of
documentation as a way of operationalizing or implementing ethical AI. Boza and Evgeniou
[60] emphasize model reporting, model cards, and factsheets as documentation procedures
at the model level. The next section will explore the concept of AI documentation standards
and the effect this can have on producing ethical or responsible AI.

AI Accountability Frameworks

There has been a push from systems engineering to formalize these processes and concepts.
One such approach is taken by Kroll [20] to define requirements for traceability. This all-
encompassing software development lifecycle outlines how accountability can be operational-
ized into the whole process of creating and deploying a system. This systems approach is sup-
plemented by other accountability mechanisms. For example, Hutchinson, Smart, Hanna, et
al. [61] discusses the importance of documenting datasets, to achieve accountability through
dataset transparency. Another methodology is presented by Naja, Markovic, Edwards, et
al. [47], which calls for the definition of specific accountability requirements and provides a
high-level framework to incorporate these requirements into practice. Another approach is
taken by Raji, Smart, White, et al. [46], who propose an end-to-end framework for internal
auditing that aims to ensure that the model is subject to scrutiny at every stage. Further,
they advocate for documentation at each stage [46]. Additionally, the concept of AI harm
and mitigation is beginning to be incorporated into system approaches. For example, Khlaaf,
Mishkin, Achiam, et al. [62] outlines requirements for a hazard-aware approach to LLMs.

Our work does not strictly build upon these concepts, as it does not take a systems
approach. Instead, it proposes how one element of the development process, documentation
of model testing, could be configured to properly ensure models are tested and documented
prior to deployment. It is worth noting that this differs from previous work by providing a
specific type of documentation. It is not as extensive as some of the frameworks presented
here but contributes through its process specificity.

2.1.3 Documentation and Internal Organizational Procedures

Documentation and internal organizational procedures are one way of operationalizing re-
sponsible AI. However, given the unique nature of AI systems, specific guidelines to produce
this documentation are required. Königstorfer and Thalmann establish 5 key goals that AI
documentation must have that go beyond the requirements of standard documentation prac-
tice in software engineering: description of the application domain, description of the training
data set, descriptions of design decisions, understandable documentation for knowledgeable
third parties, and achieving a balance between the benefits and efforts of documenting arti-
ficial intelligence [50]. However, it is beyond the scope of their work to address the concrete
steps needed to materialize this type of documentation. In another piece, Königstorfer and
Thalmann establish that the level of documentation required should be correlated with the
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perceived level of risk of a particular use case [48].
Brundage, Avin, Wang, et al. [49], provide a series of institutional, software, and hard-

ware recommendations for making verifiable claims and establishing trustworthy AI develop-
ment, one such mechanism being auditing trails. Specifically, they illustrate how these audit
trails can be established to demonstrate the system’s properties and impacts [49]. While an
overview of algorithmic auditing is beyond the scope of this thesis, Brundage, Avin, Wang,
et al. [49] suggest that “standards setting bodies should work with academia and industry
to develop audit trail requirements for safety-critical applications of AI systems” [49, p. 24].
These documentation standards provide some guidance on how AI documentation might
differ from the standard documentation practices of other software systems. Moving beyond
these documentation guidelines, another key element is what is covered by these procedures
– specifically in the space of testing and verification/validation.

2.1.4 Verification and Testing

Perhaps one of the most common documentation procedures in software engineering is based
upon testing and verification, hence the type of testing that is being conducted is relevant
to the documentation that will be produced. In addition to their documentation recommen-
dations, Königstorfer and Thalmann establish the importance of testing based on the risk
level of the model’s regulated use case in order to establish accountable systems [48]. Beyond
this recommendation, testing can be very broad and mean many different things. Looking
specifically at the capacity of testing to capture the alignment of AI with certain values,
Brown et al. have theoretically shown that this can be achieved through verification [63].
They prove that it is possible to “verify exact and approximate alignment across an infinite
set of test environments” [63, p.1105].

In addition to this theoretical work, several other authors have developed innovative
testing mechanisms that can be used, each with its own relevant use case. Perez et al. apply
a method known as ‘red-teaming’ to NLP models, specifically using one language model
to generate test cases for another language model with the explicit purpose of detecting
vulnerabilities. This serves as a testing tool to help limit the problematic and undesirable
behaviour of models [64]. Wotawa takes a different approach, suggesting that traditional
testing mechanisms can be adapted to AI models, specifically focusing on ‘black-box’ testing
mechanisms [65]. Finally, Borg et al. (in the context of AI safety) discuss the high-risk
use case of the automotive industry and safety-conscious testing practices. They propose
cage architectures (a form of design that continuously monitors sensor input) and simulated
system test cases [66]. These procedures and mechanisms are only a sample of the testing
practices that are emerging; there are a variety of ways to test and verify an AI system. The
type of testing used will depend on the AI system and what behaviour the developers wish
to see; hence no testing strategy will be optimal in every case.
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2.1.5 AI Governance

Current Situation

The landscape of AI is largely self-regulated. Notably, in the context of AI development,
self-governance primarily relies upon public relations (PR) as an enforcement mechanism.
Specifically, media exposure or ‘bad’/negative PR or publicity is what encourages companies
and firms to follow AI self-governance mechanisms [55]. While this forms a relatively weak
incentive [67], it can be shown that AI self-governance can be effective. This is discussed
by Roski et al. in [68], which suggests that by allowing and encouraging self-governance,
practices will emerge that could lead to a more effective certification regime. This is coupled
with the survey of AI in industry completed by Rakova et al., which demonstrates that
individuals in companies will often go above and beyond their job title to institute responsible
AI in practice [55]. Further, they also document that emerging practices are beginning to
adapt the current structure of the AI workflow to include responsible AI practices throughout
the development and deployment chain [55]. This signifies that the current status of AI is
open to the adoption and integration of responsible AI practice.

AI and Legal Liability

The discussion surrounding legal liability and accountability of AI models is not new, but
many of the documented issues within the AI liability space still exist today. One of the
major hurdles to establishing liability for AI is the fact that it lacks legal personality: it is
not a legal subject and thus lacks rights and obligations/responsibilities in the eyes of the
law. Instead, AI is currently treated as an object of law, meaning it can feel the effects of
the law but is not able to be held directly accountable [69], [70]. However, this does not
mean that AI is completely free of liability, as the actors that surround the AI system can
still be liable.

In terms of criminal liability, Kingston considers the use case of autonomous vehicles
or self-driving cars [70]. In this example, Kingston differentiates between actus reus (the
criminal action) and mens rea (the intent to commit this action) in order to distinguish
between liability that is incurred when intent is considered and strict liability that only
relies on action. Furthermore, in the case where criminal liability requires mens rea, there
are two different standards: knowing an action would cause harm, and situations where ‘a
reasonable person’ should have known harm could occur. While it may be impossible to
prove that the developers knew that a criminal act did or would occur, it is entirely possible
that the developers could have known about the possibility of the criminal act. Thus,
criminal liability (in some cases) can be located at the level of the system developer [70].
Further, according to Mykytyn et al., as quoted in [70] by Kingston, a certification or expert
qualification is important to ensure this accountability is translated to practice. Kingston
and Chaudhary both describe this as a form of a natural-probable-consequence model, where
AI system developers or end users can be held liable for what the system does [69], [70]. This
is contrasted by the direct liability regime, which assigns both mens rea and actus reus to the
model, and the perpetrator-via-another regime, which views the model as an innocent actor
being ‘controlled’ by the development team [69], [70]. While both frameworks are interesting,
direct liability can struggle, as we must determine the mens rea (intent) of the model directly.
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Furthermore, the perpetrator-via-another framework assumes that the developer made the
choice to cause harm instead of harm arising as a foreseeable consequence of their actions,
which while useful will not address the type of harms we wish to regulate [69], [70].

In civil liability, per Tuthill, quoted by Chaudhary in [69], when software is defective,
legislation tends to go through the tort of negligence. This provides a model for accessing
liability through the lens of the civil system. As documented by Gerstner, there are 3
conditions that need to be shown for a negligence claim to be granted: the defendant had
a duty of care, there was a breach of that duty of care, and there was an injury to the
plaintiff [71]. In AI, the duty of care is placed at the software developer, however, the
level of care is debatable. Additionally, per Gerstner, quoted by Chaudhary in [69], it is
suggested that the breach in the duty of care can arise for multiple reasons, many of which
are based upon the malpractice of the developer (for example, a developer’s failure to detect
errors in program features and functions). Finally, it has to be shown that the system
decided something and did not simply recommend something [69]. Ultimately, while there
are multiple ways of positioning liability within both the civil and criminal framework, in
most proposed frameworks, culpability lies with a decidedly human component. Still, the
question remains on how this human element can be defined or determined.

Explainability and Transparency to Establish Liability

At its core, liability is a way of determining accountability. Giuffrida [42] suggests that an
AI system could result in harm to individuals or damage to property without a clear case
for responsibility. To address these issues, Giuffrida [42] suggests that it is important to
ensure that AI systems are designed to comply with legal requirements and ethical princi-
ples. This includes ensuring that AI systems are transparent and explainable so that their
decision-making processes can be understood and scrutinized. This has caused a push for
explainability of AI models and suggests that if a particular decision made by an AI model
is understood, then it is possible to hold the model to account through legal scruitny [42],
[72].

Collaborative Governance and Penalty Defaults

Collaborative governance is a form of governance that is particularly relevant to complex
AI systems. This regulatory mechanism is neither entirely direct (a top-down command
and control regime) nor self-governed and is instead founded upon private-public partner-
ships [73]. Formally, collaborative governance (a series of strategies, often referred to as a
‘toolkit’) “deploys private-public partnerships towards public governance goals [and] should
not be confused with self-regulation, though it may include or even rely in substantial part
on private governance” [73, p. 1564].

One particularly powerful collaborative governance tool is a penalty default regime.
Penalty defaults, in the context of AI, are described by Yew and Hadfield-Menell as rules/-
mandates that only occur within the context of an incomplete contract, only activating when
certain conditions are not met. As such, when organizations fall into a ‘default’ state, they
are subject to a penalty. The authors continue to argue that this regulatory tactic enables
private research into how the harm that AI systems do can be mitigated [67]. Furthermore,
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penalty defaults, when established around AI systems, do not force the adoption of one par-
ticular methodology or standard, meaning they remain adaptable to uncertain and evolving
systems. Overall, this kind of tool could provide a potential path to regulating complex
models.

2.2 Documentation as System Understanding

This solution’s core idea is to use alignment with human judgement as a grounding for
liability. This thesis suggests that liability should be centred on the principal (the deployer)
when the AI model (the agent) causes harm. This allows us to hold the model liable, based
on the judgement by deployers at design time. By their judgement, this thesis refers to the
actions taken by the deployer to understand the system at the testing and evaluation phase
before they release the model. Therefore, in liability, we can use alignment to determine if the
principal enacted ‘adequate’ precautions, exercised ‘good’ judgment, and took ‘reasonable’
steps to understand system behaviour. Note that the definitions of adequate, good, and
reasonable are all left vague under this scheme.

This represents a shift in the location of liability. By shifting from an algorithm to a
human, we do not need specialized legal rules. When a person is responsible for harm, we
currently have existing and effective practices that serve to establish liability. Think of the
hypothetical example of a person driving a car, the driver (or principal) gets into an accident.
We have a legal regime to handle this. For example, if a person was behaving in an unsafe
manner (e.g., driving over the speed limit by a significant amount) they would face more
consequences than if they simply hit a patch of black ice while driving responsibly. Using
this example, the question for liability in AI is whether or not the deployer was justified and
made an understandable decision to release the model.

Thus, we need to understand why and how a deployer made their decision to release.
Once this initial understanding is achieved, the many robust legal frameworks that exist
can be used, as there are many laws that regulate how people make decisions. This paper
argues that this information can be achieved by using documentation at deployment as
a proxy for the principle. This approach aims to hold AI models liable by designing an
incentive structure based on the alignment justification found in the documentation. This
type of liability is a penalty default and operates by levying a penalty against the deployer
when certain conditions are not met.

2.2.1 What is Documentation?

The type of documentation recommended here is not traditional software documentation.
Traditional software documentation will not be enough [50].

At its core documentation "is intended to provide stakeholders with useful knowledge
about the system and related processes" [74, p. 1199]. Documentation need not be of one
specific format and can instead be a tool for stakeholder communication. Thus, this thesis
is not requesting the traditional software documentation, but rather a new kind of written
communication that can speak to deployment practices and choices. As will be discussed
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below, this work presents a series of minimum requirements or recommendations for what
this documentation must have.

2.2.2 Who is a System Deployer?

This thesis chooses to locate our documentation at the system deployer level. It is beyond
our scope to engage in the discussion of what exactly constitutes a deployer. Instead, this
thesis chooses the term ’deployer’ to refer to the individual or organization within the design
chain who bears primary responsibility for model use.

I acknowledge that this is not a complete description. However, such a definition is
beyond the scope of this work. I would instead refer the conversation to the distinction of
’frontend’ and ’backend’ operators in the European Parliament Proposal for a Regulation on
AI Liability [75]. Furthermore, the discussion on which operator is responsible (for example,
Wendehorst [44] argues that it is dependent on system control and autonomy) in any context
is beyond this work. This thesis chooses ’deployer’ to refer to where the locus of liability will
rest once it emerges.

2.2.3 What Documentation Gap Does This Fill In?

Figure 2.2: Where documentation could serve to found liability

There are several stages in development where documentation and understanding of the
model is relevant.

This thesis makes note of two particular documentation ’touchpoints’ that occur at dif-
ferent stages in the development lifecycle:

(1) the data level. Gebru, Morgenstern, Vecchione, et al. [76] outline datasheets for
datasets, as a way of promoting accountability and managing the relationship between data
producers and consumers.

(2) the model level. Mitchell, Wu, Zaldivar, et al. [77] develop model cards that are
designed to promote transparency on the model’s abilities and intended use. This form of
documentation is designed to provide insight into the use and qualities of a particular model.

Our approach complements these proposals and emphasizes accountability with respect
to deployment decisions. Instead of documenting the model itself, this approach deals with
the intent, process, and decisions of those who choose to release AI models for use or the
’deployer’. The motivation behind this approach is to facilitate the gradual development of
a documentation standard at the point of deployment, where deployers:
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1. commit to a particular deployment context;

2. explicitly state claims about the performance of their systems;

3. compare these with the actual performance of the model;

4. justify why such claims and performance are sufficient to allow deployment.

This thesis suggests that this documentation will help us understand two key things
about the system: (1) the intent of system deployers to reduce harm and (2) the conditions
for a safe and effective deployment. This documentation, centred on the deployment point,
can then be used to support algorithmic accountability through liability.

2.2.4 Why Document Use Cases?

This is a new kind of documentation call, one that is centred on the deployment context and
use. I am specifically proposing documenting a particular use case and deployment decision
for two reasons: (1) it will incentivize deployers to be aware of the societal use of their
models, and (2) it will allow proportional testing to the deployment context.

Firstly, by forcing deployers to commit to a use case, and document it, we force deployers
to think about the societal impact of their model. There is no longer a divorce between an
AI model and its use. In fact, this would address calls for consideration of different domains,
particularly, forcing a different process in domains that are classified as high-risk [78].

Secondly, this kind of approach recognizes that not all deployment contexts are inherently
the same. For example, Solaiman [79] points out that “since a system cannot be fully safe
or unbiased for all groups of peoples and there is no clear standard for when a system is
safe for broad public release, further discourse across all affected parties is needed" [p. 118].
This strategy addresses this call, as it is sensitive to these differences. It also draws upon the
same kind of logic common to Gebru, Morgenstern, Vecchione, et al. [76] and Mitchell, Wu,
Zaldivar, et al. [77] in the form of model cards and datasheets, a strategy deemed successful
by multiple authors [79]–[81].

The following section will differentiate our method from audits and other post-hoc ex-
plainability methods. Next, this thesis will explain how deployment documentation that
meets our criteria could support liability regulation.

2.3 Post-Hoc Artifacts: A Note on Explainability and
Audits

2.3.1 Avoiding the Explainability Problem

This work is decidedly different than other ways of determining liability within the design
process of AI models. While other methodologies recognize that "the ex-post explanation is
essential when we are drawing an analogy between the conduct of an AI and a person" [72,
p.141], they center this explanation on the results of explainability tools. Taking a different
approach, Percy, Dragicevic, Sarkar, et al. [22] discusses how transparency (and eventually an
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accreditation system) could emerge from establishing clear explainability and documentation
standards. However, explainable AI is not monolithic, with no one agreed upon methodology
[82], and some even argue that explainable AI is dead [83]. Thus, regardless we are a long way
from a concrete, definite approach to explaining AI decision-making. Instead, our proposal
relies upon the generation of an artifact at design time, that can provide the ex-post context
to create a conduct analogy between a person and an AI model.

2.3.2 This is Not a Compete Audit Framework

Raji, Smart, White, et al. [46] propose an end-to-end internal auditing framework. This
process is designed as an accountability mechanism that an organization can adopt to ensure
effective, fair, and safe systems. This kind of framework provides a systems approach to
performing a post-hoc analysis or process for a system.

To address the creation of such an audit, Brundage, Avin, Wang, et al. [49] suggest that
“standards setting bodies should work with academia and industry to develop audit trail
requirements for safety-critical applications of AI systems” [49, p. 24].

Our work is not an audit, as it does not take a systems approach. It is not a post-hoc
process (an audit) but rather an artifact generated at a design time to be used as a part of
a post-hoc process. Instead, it proposes how one aspect of the lifecycle, could be configured
to properly ensure models are tested and documented prior to deployment. It is worth
noting that this differs from previous work by providing a specific type of documentation.
It is not as extensive as some of the frameworks presented here but contributes through
its process specificity. However, this thesis does suggest that a similar collaboration, as
suggested by Brundage, Avin, Wang, et al. [49], should be encouraged to allow the emergence
of a documentation standard. In addition, I propose the additional legal element of liability.
Further, I could see this documentation standard being incorporated into an audit framework
like what Raji, Smart, White, et al. [46] propose.

2.4 From Documentation to Liability

2.4.1 How does Algorithmic Liability Work?

At its core, liability is a way of determining accountability. Giuffrida [42] suggests that an
AI system could result in harm to individuals or damage to property without a clear case
for responsibility. To address these issues, Giuffrida [42] suggests that it is important to
ensure that AI systems are designed to comply with legal requirements and ethical princi-
ples. This includes ensuring that AI systems are transparent and explainable so that their
decision-making processes can be understood and scrutinized. This has caused a push for
the explainability of AI models and suggests that if a particular decision made by an AI
model is understood, then it is possible to hold the model to account through legal scrutiny
[42], [72].
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2.4.2 Documentation as a Tool For Liability

However, I suggest that explainability tools are not the answer, due to the explainability
problem highlighted above. Instead, this work proposes that another artifact can serve to
provide this required explanation: the documentation at the time of deployment that meets
our proposed criteria.

2.4.3 What Could Liability Based on Documentation Look Like?

This approach aims to hold AI models accountable through liability by designing an incentive
structure based on penalties. Essentially, penalties would be enacted when certain conditions
are not met.

This approach to liability is broken into two steps or ‘tiers’. Firstly, liability will depend
on whether there is sufficient documentation. In other words, the amount and quality of
documentation must meet a minimum baseline, secondly, whether or not the decision to
deploy the system is justifiable. For this approach to work, failure to meet the first step
must result in a ’higher’ level of liability or penalty than failure to meet the second. This
approach forms a ’tiered’ penalty default or liability structure.

Figure 2.3: Liability explained: The tiered default structure

This tiered default structure would center liability on deployers and their intent by using
the documentation they produce as a foundation. Essentially, this framework is composed of
two default rules, of which the second is only relevant if the first default rule is not activated.
In the first rule, we put the onus on organizations to produce sufficient documentation. If
they fail to produce this documentation, they are in a default state with the highest liability
and penalty. If the documentation they produce is sufficient, the second default rule is
considered. This rule goes beyond the mere fact of documentation and looks at its content
to determine if the deployment decision was justified from the perspective of intent. If
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it can be shown that the developer could not reasonably foresee the AI system’s decision
based upon the documentation, then the organization is in a base state of liability and
penalty. Otherwise, they enter a default state, where they are subject to extra liability and
penalty, but do not receive a penalty for failure to complete sufficient documentation. The
combination of these two rules serve to create a framework where failure to participate in this
software engineering practice is punished more severely than making an error in deployment.
Hence, this framework is effective to first incentivize compliance, and then encourage proper
practice.

Note that the exact meaning of “sufficient” and “justifiable/legal” is beyond the scope
of this proposal and that these definitions are deliberately left vague. Our proposal relies
upon the existence of a strong, independent judiciary system that would, through practice,
develop these definitions via a series of decisions. Note that I have only considered adopting
this system within a US context, but, future research should address how this could be insti-
tuted in the US and globally. However, I propose the foundations of such a documentation
procedure and expect the legal system to reference other existing documentation standards,
as a way of slowly developing this accountability mechanism.

2.4.4 Major Implications of Adopting This System

In practice, this system may encounter a few challenges that will require careful mitigation.
Firstly, this system relies upon detecting the harm that an AI model causes and on reporting
this harm. Hence, this model cannot exist in isolation and must be surrounded by monitoring
mechanisms to achieve its true potential. A simple monitoring mechanism could be the
public, meaning that the public needs to be informed of this system and know how to report
harm. Secondly, this system supposes an independent and strong judiciary. However, even
with a strong judiciary, judges and legal professionals may not fully understand the nature
of the evaluation we are proposing in this framework. Furthermore, in a common law system
(one based on precedent), a single ruling could overturn the effectiveness of the model. A
potential mitigation for this concern could be the deliberate incorporation of AI specialists
as expert witnesses into the legal system. Just as we have forensic specialists in physical
matter today, we could eventually have similar experts in the field of AI harm.

This system has several positive implications for the development of more responsible
AI. Firstly, this system will generate internal pressure to comply by forcing organizations to
include this proposed documentation procedure in their development practice. Furthermore,
this system will not mandate a specific type of analysis, allowing organizations to choose the
method that works best for them. This will prioritize the desired outcome of this process,
namely ensuring that an organization is taking concrete steps to produce more ethical AI,
without specifying definitive methods. Secondly, this framework is based upon intention
that drives practice, meaning that the actions organizations take will not merely be to
ensure compliance with a particular standard. Thirdly, this framework takes advantage of
strategic ambiguity, selectively remaining undefined or vague, to remain adaptable and allow
conceptual definitions to emerge over time. In effect, this proposal is not tied to a particular
technical requirement, meaning that it will be able to adapt to rapid technical evolution.
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2.5 Summary of Chapter Findings

Overall this chapter has argued that documentation at the level of deployment is an effective
and possible policy strategy. We can use documentation as a proxy for system understanding
and form the basis of policy through it. Thus, an understanding of system behaviour can
serve as a valid option to address the holes in a risk framework. This chapter contributes to
the overall argument of this thesis. Specifically, it demonstrates the feasibility of proxying
system understanding from both a civil liability perspective, and as an internal process
(documentation).
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Chapter 3

Understanding as a Procedure

This second section examines what kind of effect on understanding that documenting a
system could have. I examine if documentation, or indeed any kind of post-hoc evaluation
is truly a proxy for AI system understanding. Furthermore, I conduct a user study that
examines how we can influence a human’s ability to understand an AI system. I argue that
system understanding as a basis for policy (as described in the previous chapter) only makes
sense if there is some kind of intervention that can be employed to modify a person’s ability
to understand system behaviour.

AI is becoming more agent-like every day [84]. This is particularly true as we enter the
age of generative AI. With these new uses of AI, we also live in a time of not knowing what
the potential of these technologies is and that these technologies carry with them inherent
risks [81], [85], [86].

Even before the explosion of generative AI, it was not practical or necessary to fully
understand every possible input/response of AI, as AI is inherently unpredictable [87]. How-
ever, that does not mean that we can not understand the overall system behaviour. In fact,
this is has been attempted both through auditing and explanations by Zhang, Cho, and
Vasarhelyi [88] and Agarwal, Krishna, Saxena, et al. [89]. In other words, understanding
system behaviour is a task with multiple different solutions. Furthermore, there is a rich
literature on human-AI interaction, which contributes to this understanding of how humans
interact with AI. Several different dimensions exist, there are those that look at individual
effects in decision making [90], [91], human-AI systems or human-in-the-loop [45], [92] and
also emerging trends [93], [94].

This creates what could be a paradox on the surface: the unpredictable nature of indi-
vidual inputs and responses with the need to understand the overarching system behaviour.
However, we are capable of understanding system behaviour. In AI, the existence of post-hoc
explanations can enhance our understanding of system behaviour or at the very least help
us make sense of behaviour that “makes no sense” [95]. The user study proposed in this
section offers an alternative to understanding system behaviour. This proposal is based on
the emerging agency of AI models, and their ability seem more “human-like” [96]

I explore the dynamics of human-AI interaction and the role of the human’s ability to
predict behaviour. This work does not accept that humans have an unmovable baseline
when it comes to understanding the system. I argue that through repeated and structured
interaction with model inputs and responses, it is possible to shift this baseline forward.
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I propose a version of a structured interaction with model inputs and responses. This
thesis does not comment on whether this is “the best” kind of interaction, but it does assert
that it is a way to move the baseline of system understanding forward. As a methodology, I
use a modified version of Open Coding for Machine Learning that was designed and imple-
mented by Price [97]. This software is an application of Grounded Theory [98] and allows
for the structured analysis of model input/response pairs that show behaviour.

Using this approach to structured analysis, I conduct a user study. In this thesis, I
compare the performance of those who complete this structured analysis to those who do
not complete it (and are instead simply shown the input/response pairs in no particular
order). The user study analyzes the generative task of sentence simplification.

Following this process differentiation, participants were subsequently asked to predict
the AI model behaviour. There was no general trend in the performance of one group over
another. However, in cases where the simplification of the sentence made a large change to
the sentence, those who completed the structured interaction were able to better predict the
model response.

Ultimately, there is evidence that by engaging in this structured interaction of input and
response pairs, when there is a higher complexity to the task (or more ‘options’ for task
completion) humans will have a better ability to predict the AI system behaviour. This
evidence is the initial indication of such a trend and indicates that it is possible to improve
human understanding of system behaviour through a post-hoc intervention.

3.1 Related Works

3.1.1 Human-AI Interaction

There is a large body of research that investigates human-AI interaction [99]–[101], as well
as human-in-the-loop systems [45], [91], [92] and human-centered AI [102]. Of particular
relevance to this study is the literature on how users can be trained to better understand
a model. This is seen in some of the work done by Amirizaniani, Yao, Lavergne, et al.
[103] and Shankar, Zamfirescu-Pereira, Hartmann, et al. [104] in their human-in-the-loop
frameworks that specifically look at how to incorporate humans in the age of LLMs. Their
work goes beyond the work of Bandi, Adapa, and Kuchi [105] that highlights evaluation
metrics in the age of generative AI and instead transitions to the incorporation of humans
in meaningful ways.

In addition to the relevance of generative AI evaluations and LLMs, there is also sub-
stantial work that investigates human-robot interaction, particularly the relevance of cross-
training. Nikolaidis and Shah [106] show the effectiveness of cross-training, which is a kind
of structured human-robot interaction that has the human and robot switch roles to learn
how to collaborate. This kind of structured learning had better performance rates than
standard reinforcement learning, which has also been re-established by Nikolaidis, Lasota,
Ramakrishnan, et al. [107] and Pan, Zhao, Pu, et al. [108].

Furthermore, Xu, Dainoff, Ge, et al. [94] calls for the use of behavioural science method-
ologies as a way of understanding and testing AI models. Traditional software testing will not
lead to an understanding of the system’s behaviour. In addition, there are specific human
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considerations and hesitancies that humans inherently bring to the workflow. For exam-
ple, Berkel, Opie, Ahmad, et al. [90] found in their study of AI-assisted medical imaging,
that humans will pause longer to consider a false-positive recommendation rather than a
true-positive recommendation.

Our work builds upon the works here by looking at how system understanding and de-
veloping an interaction paradigm could influence human understanding of the model perfor-
mance. This is different from the previous work that has focused on improving the human-AI
team and provides an answer to the calls for system understanding.

3.1.2 Predictable AI

Several authors have also touched upon the concept of predictable AI. Zhou, Moreno-Casares,
Martínez-Plumed, et al. [109] speaks to the establishment of the field of predictable AI, a new
approach to understanding AI. They argue that achieving predictable AI is crucial to trust,
safety, and alignment, and they summarize this field through emerging calls for predictable
AI. This differentiates from other work by Ganguli, Hernandez, Lovitt, et al. [110] that
suggests that generative AI is inherently unpredictable in its capabilities. However, this
claim comes from the property of AI observed by Rahwan, Cebrian, Obradovich, et al. [87]
that it is neither practical nor necessary to observe all AI behaviour. Instead, predictable AI
applies a tried and tested software engineering (outlined by Fink and Bishop [111]) technique
to AI (as described by Ribeiro, Wu, Guestrin, et al. [112]). These methodologies could serve
to make AI more predictable in a landscape that has also had uncertain capabilities. On
the instance level, human prediction of AI behaviour could be useful Middleton, Letouzé,
Hossaini, et al. [113]. Kandul, Micheli, Beck, et al. [114], Bansal, Nushi, Kamar, et al. [115],
and Nushi, Kamar, and Horvitz [116] have all examined the ability of humans to predict
AI behaviour in various contexts. Furthermore, Hase and Bansal [117] shows that post-hoc
interaction with models (in the form of explainability tools) can impact how well a person
can predict AI model behaviour.

Our work builds upon the ability of humans to predict AI. Instead of looking at the
abilities of humans to predict AI responses, I analyze what kind of process/learning humans
must go through in order to predict AI systems.

3.1.3 Human Mimicry and Learning Through Practice

This research draws upon the human ability to learn through observation and mimicry. Artino
[118] summarizes key authors (including Ross and Bandura) in psychology for their work
in observational learning. One experiment referenced is the famous Bobo Doll experiment,
which demonstrated that if children saw an adult treating a doll violently, they would copy
this behaviour. Modern research has further described and attempted to quantify this ability,
for example, it occurs without intent Chartrand and Baaren [119] or as a way of deepening
social interactions Gueguen, Jacob, and Martin [120]. Our research builds upon the human
capability to learn through observation and subsequently copy behaviour by applying this
principle to AI models. I want to establish that by observing the behaviour of AI models,
humans can then copy this behaviour.
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This mimicry is perhaps even more prevalent given advances in generative AI. In partic-
ular, humans currently personify AI [85], and the degree to which they feel empathy towards
an AI influences their interaction with it [121]. This anthropomorphization also plays a key
role in human acceptance of an AI system [96]. Thus, as the capabilities of generative AI
evolve, the application of human behaviour methodologies will become increasingly more
relevant.

3.2 User Study Design

In order to establish our proposed hypothesis, I conducted a user study. This section will
discuss the study design, and the task setup before the results and analysis are shown.

As outlined at the start of this chapter, I am interested in examining the interaction of
people with AI model outputs. I hope to contribute to the understanding of how people
build a mental model of AI models. I choose to look at how individuals approach examining
a series of input/response pairs of a model, given both the model goals and a particular use
case. Thus, I am interested in whether the format in which a person interacts with a series
of input/response pairs influences their ability to understand, in a broader context, how the
system will behave. First, I present our user survey. Then, I formally state the hypotheses.

As a general overview, I constructed a user survey to follow three steps. In the first step,
individuals were told they would be evaluating an AI model based on certain deployment
criteria. Then, individuals were shown a series of input/response pairs of that AI model.
Individuals were randomly assigned to either the control or the experimental group at this
stage. In the control group, participants underwent an unstructured examination of these
pairs and in the experimental group they underwent a structured interaction. In the second
step, they were shown a model input and asked to predict the model response. They also
compared their response to the actual model response. In step three, the participants were
shown an input and two different responses (one from the AI model under evaluation and
one from another AI model). They were then asked to select the response from the AI model
under evaluation. Before each step is discussed in detail, there are two overarching points of
the study design.

3.2.1 Cross-Cutting Concerns in Study Design

The Task: Sentence Simplification

Firstly, the AI model under evaluation, as well as the model desiderata and the deployment
context for the task. The framing that was selected was that of sentence simplification. This
task was selected as (1) it is a well-documented and understood task, (2) it can use LLMs
that are correctly prompt engineered, and (3) it is a generative task [122]. In particular, I am
interested in how generative model behaviour can be understood and this task satisfied all
requirements. It also uses LLMs, models that are becoming increasingly prevalent in society
to AI tasks [123], [124].

In order to establish the AI model under examination (and the comparison model for step
three), I examined models that were benchmarked on sentence simplification by Kew, Chi,
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Vásquez-Rodríguez, et al. [125]. From this paper, I selected the top-performing prompt, as
well as the top-performing model on the ASSET dataset to be our AI model under analysis
(GPT-3.5-Turbo). As a comparison, I selected the Flan-T5-large model, an open-source
model that keeps pace with OpenAI’s GPT-3.5-Turbo when run on the same prompt [125]. I
selected examples from the ASSET dataset, a curated dataset published by Alva-Manchego,
Martin, Bordes, et al. [126] that is designed for sentence simplification. Note that Kew, Chi,
Vásquez-Rodríguez, et al. [125] published a code base, and from that base, I selected several
examples that were used in the benchmarking paper, and specifically run on the specified
prompt using the ASSET dataset. These examples are pre-generated by Kew, Chi, Vásquez-
Rodríguez, et al. [125] and taken from the code base. This pre-generation process, as well
as the prompt used, informed the model desiderata.

From this setup, I provided the following desiderata to participants:

1. Simpler sentences

2. Sentences that are understandable by non-native English speakers

3. Meaning preservation

The Experimental Condition: Unstructured/Structured Interaction

Secondly, the definition of an unstructured or structured interaction during the first step
of the experiment. An unstructured interaction with the model input and response pairs
is simply the presentation of each pair in a table (and a downloadable CSV). There is no
guided interaction, the participant is only presented with the data and asked to read and
analyze it any way they see fit.

This user study employs a specific kind of structured interaction with model input/re-
sponse pairs known as Open Coding For Machine Learning. This evaluation task is based
upon the code base developed by Price [97], which is an application of the grounded theory
methodology developed by Charmaz [98] for machine learning datasets. This structured in-
teraction is hosted online at http://petrichor.csail.mit.edu/ (note, you can use any username
to access the site). It uses two stages from the approach taken by Price [97] and applies them
to input/response pairs. In the first stage, users are asked to annotate the input/response
pairs based on the model desiderata in any way they see fit. In the second stage, they then
group these annotations, with limited guidance, into categories that make sense. Essen-
tially, this stage allows for the aggregation of annotations into broader categories, by making
individuals complete a second pass.

This process differentiation is the key experimental condition of this study. This study
will track the effects of a structured model input/response pair interaction on a person’s
ability to predict model behaviour. Additionally, this study will evaluate how this process
differentiation affects user trust.

3.2.2 The Study Workflow

This survey was administered through the Qualtrics platform. Study participants were
recruited using the Prolific administration service. Subjects were recruited based on residing
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in the United States, being fluent in English (and having it as their primary language), as
well as completing some post-secondary education. Subjects were compensated for their
participation in the survey, and bonus payments were offered to top performers for each
question answered correctly in step three. Table 3.1 summarizes the makeup of both the
control and experimental groups.

Table 3.1: Age, gender, and number of responses for the control and experimental groups

Control Experimental
Average Age 40.0 37.2
% Women 52.94% 33.33%
% Men 47.06% 66.67%
Number of
Responses 51 48

Overall, the participants were randomly recruited and represented the general population.
Participants were selected to ensure at least a college reading level and primary use of English
due to the nature of the sentence simplification task.

Step One

In this step, a different interface is shown to the control and the experimental groups in the
survey. Specifically, the experimental group is shown the modified Open Coding for Machine
Learning process that is described above. This process lists out 50 pairs, that they are then
asked to annotate and group. Note that both the groupings and annotations are stored in
a file and are accessible for analysis. Appendix B contains images of the Open Coding for
Machine Learning structured analysis.

The control group is given a table of input/response pairs within the survey, as well as
a link to download a CSV version of the table if they so choose. The only instruction given
was to read through the pairs and “examine these pairs in any way you see fit.”

Both groups were given 50 examples from the model to either annotate or examine. In
both cases, attention checks were conducted. In the control case, this required the partic-
ipants to answer questions about the contents of the model input/response pairs. In the
experimental group, the files generated by each Open Coding for Machine Learning com-
pleted workflow were examined for completeness and validity in the annotations (i.e. not all
the same, not random, and relevant).

Step Two

In the second step, all groups were shown 20 model prompts. For the full list of input/re-
sponse test prompts, please see Appendix C. Participants were asked to predict the model
response for each input.

They were then shown their response and the model response. Then, they were asked
two follow-up questions: (1) if their response met the desiderata of what the model was
supposed to do and (2) if they considered their response "similar enough" to the model
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Figure 3.1: An example input that the participant must predict the model response to

response. I asked that they answer these questions in a binary Yes/No fashion and then
provide a justification for each of their answers. Figure 3.2 shows this interface.

Figure 3.2: The follow-up questions that the participant is asked about the predictions

This step was designed to evaluate the participants’ ability to predict how the model
would behave in a free-form way.

Step Three

In step three, all groups were shown 20 model inputs in a random order. For each input,
the user was shown a response from the model under analysis (GPT-3.5-Turbo) and the
comparison model (Flan-T5-large) that were both run on the same prompts. For a full list
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of the inputs, model under analysis responses, and comparison model responses, please see
Appendix C.

I asked the participants to identify which prompt was the response from the model under
analysis. To incentivize performance, individuals received a bonus payment for each correct
answer.

Final Questions

At the end of the survey, participants were asked summary questions about the task. Specif-
ically, participants were asked about their general opinion of the survey results. I also chose
to evaluate model trust at this time. I used the scale proposed by Hoffman, Mueller, Klein,
et al. [127], which was an adaptation of the metrics proposed by Cahour and Forzy [128]
and Adams, Bruyn, and Houde [129] to measure the trust in an AI model. This scale was
selected for its application to autonomous systems.

This scale, as presented in Hoffman, Mueller, Klein, et al. [127] is displayed below:

1. What is your confidence in the AI model? Do you have a feeling of trust in it?

2. Are the actions of the AI model predictable?

3. Is the AI model reliable? Do you think it is safe?

4. Is the AI model efficient at what it does?

3.3 Results

The hypothesis behind this research is that people will be able to better predict the behaviour
of an AI model if they engage in a structured interaction. I expected this to manifest in the
better performance of participants who completed the Open Coding for Machine Learning
interaction on steps two and three of the survey. Specifically, I expected that they (the
experimental group) would have respond with a simplified sentence that was more similar
to the model than those that completed the unstructured interaction (the control group).
Furthermore, I expected the experimental group to be able to more accurately select the
response from the model under analysis when shown it and a response from the comparison
model. Below is a statement of all our hypotheses.

H1: The participants in the experimental group will be able to better predict the model
response than the control group.

H2: The participants in the experimental group will be able to better match the level of
simplicity of the model response than the control group.

H3: The participants in the experimental group will have a better understanding of whether
their response is similar to the model response than the control group.

H4: The participants in the experimental group will be able to better identify the model
response than the control group.
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H5: The participants in the experimental group will have more trust in the model than the
control group.

Ultimately, there were no general trends across all questions. As is presented in the rest
of this section, I saw some significant results across certain questions.

3.3.1 Data Cleaning and Statistical Methods

In order to process the results of this experiment, the textual responses of each individual
were evaluated. Select responses were clear errors, and while the participants completed the
survey in full, they made a mistake on a particular question. For example, when asked what
the participant thought the model response would be, they responded with "None". Such
answers were removed before the data was processed, and the analysis was conducted on all
valid responses for each question. No more than 2 responses were excluded for any given
question due to lack of validity.

To quantify the similarity between the textual response of the person in step two and the
actual model response, I relied upon the cosine similarity between the vector embeddings
of both the participant’s response and the model’s response. In order to calculate these
embeddings, I used OpenAI’s “text-embedding-3-small” model and calculated the cosine
similarity via the “cosine_similarity” method in the “sklearn.metrics.pairwise” package in
Python [130], [131].

Before running any further statistical testing, I decided to apply the Interquartile Range
(IQR) methodology for outlier testing to the cosine similarity scores. In particular, I chose
to classify values that were below Q1 − Q1.5 × IQR or above Q3 + Q1.5 × IQR (where Qn

refers to the nth quantile) as outliers, which is consistent with current best practices. These
outliers were removed from further statistical tests.

Finally, I conducted normality tests on the cosine similarity for each question. In other
words, for each specific prompt, I checked the distribution of cosine similarity scores for both
the experimental group (those who completed the structured interaction) and the control
group (those who were given only an unstructured interaction). I selected the Shapiro-
Wilk test from the SciPy library in Python. This test was chosen due to the small sample
size (approximately 50). In the case of 14 questions for the control group, and 13 for the
experimental group, the data was found to not be normally distributed with a significance
threshold of 0.05. Thus, I did not want to assume normality within the distribution of our
results. As such, all comparisons for significance between the experimental and the control
group were run using the The Mann-Whitney U test, and relied on the dissimilarity of the
median rather than the mean. As a note, all other normality tests conducted are listed in
their respective sections.

3.3.2 Cosine Similarity (H1)

This section presents the results of the hypothesis testing calculated on the cosine similarity
scores. These scores represent the similarity of the model response to the participant’s
response.

I conducted a Mann-Whitney U test on the cosine similarity scores of each question with
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the null and alternative hypothesis (where x̃ represents the median) of:

Hnull: x̃experimental ≤ x̃control (3.1)

Halt: x̃experimental > x̃control (3.2)

Table 2 presents a summary of the U statistic and the significance of each question. For
a full list of the inputs that the participants were asked to predict and their responses, please
see Appendix D. Remember that while the questions are numbered 1 through 20, they were
presented in a random order to all participants.

Question # U-statistic P-value
1 1349.0 0.1431
2 1039.0 0.6899
3 1222.0 0.2360
4 1150.0 0.6402
5 1300.5 0.1382
6 1164.0 0.2476
7 1090.5 0.7828
8 1206.5 0.1163
9 1144.0 0.6560
10 725.0 0.9853
11 964.0 0.0351
12 1311.5 0.1188
13 1407.0 0.0695
14 842.5 0.9763
15 824.0 0.6133
16 1223.5 0.2962
17 1112.0 0.4774
18 1142.0 0.1909
19 1062.0 0.5565
20 830.0 0.6798

Table 3.2: Per question statistical significance with the specified null and alternative hy-
potheses

Overall, at a significance level of 0.05, I was only able to reject the null in the case of
question 11. At a level of 0.1, I was able to reject the null hypothesis for both questions 11
and 13. In all other cases, I failed to reject the null. Furthermore, in a test for aggregate
significance (i.e. the mean of the median across all 20 questions for both the control and
experimental groups) there were no significant results.

3.3.3 Sentence Simplicity (H2)

I chose to look at the “goodness” or “effectiveness” of the simplification across both groups.
I used the SARI metric, which is a simplicity metric designed by Xu, Napoles, Pavlick, et
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al. [132] and used to benchmark sentence simplification for the models presented by Kew,
Chi, Vásquez-Rodríguez, et al. [125]. I evaluated our examples on the SARI metric using
the easse library, which is presented by Alva-Manchego, Martin, Scarton, et al. [133].

SARI Score

I decided to test for simplicity. I calculated the SARI score for each person’s response to a
predicted output. In other words, I generated a metric for the simplicity of what they thought
the model response would be. Since the task was sentence simplification, I hypothesized that
the experimental group would generate “better” simplifications (have a higher SARI score)
than the control group. I conducted a Mann-Whitney U test for each question with the null
and alternative hypothesis (where x̃ represents the median SARI score) of:

Hnull: x̃experimental ≤ x̃control (3.3)

Halt: x̃experimental > x̃control (3.4)

There were no results (i.e. none of the 20 questions) that had a significance of less than
0.05. Thus, I failed to reject the null hypothesis to show that the experimental group was
“better” at simplifying.

Difference in Sari Score

Subsequently, I decided to evaluate the difference in the simplicity of the participant’s re-
sponse to the model response. I used the SARI score for each person’s response to a predicted
output and subtracted the SARI score of the model response. I then took the absolute value.
I hypothesized that the experimental group would better match the degree of simplification
of the model (have a difference in participant-model SARI score closer to zero). I conducted
a Mann-Whitney U test for each question with the null and alternative hypothesis (where x̃
represents the median SARI score and smodel represents the SARI score of the model response
for that particular question) of:

Hnull: |x̃experimental − smodel| ≥ |x̃control − smodel| (3.5)

Halt: |x̃experimental − smodel| < |x̃control − smodel| (3.6)

There were no results (i.e. none of the 20 questions) that had a significance of less than
0.05. Thus, I failed to reject the null hypothesis to show that the experimental group was
able to “better” match the model simplification.

3.3.4 Participant Perception of Similarity (H3)

In addition to being able to predict the model outputs, I also made a point to ask if the
participants considered their response “similar enough” to the model response once they
were shown the actual model response. On aggregate, the experimental group did not have
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a significantly higher percentage of people who believed that their response was “similar
enough” to the model response.

I decided to investigate the correlation between the participant’s similarity score and
if they considered their response “similar enough”. A high correlation would indicate that
what individuals consider “similar enough” scales with increased cosine similarity. A negative
correlation would show that lower cosine similarity scores are more likely to be considered
“similar enough”. If the p-value is too high, I fail to have a significant result and can not
show a definite relationship between cosine similarity scoring and the participant’s binary
evaluation. Due to the nature of the data (one binary variable and one continuous variable,
and non-normality in the continuous variable), I used the point-biserial statistical test. Table
3 has the results, per question, for both the experimental and control group.

Question
Control Control Exper. Exper.
corr. p- corr. p-
coef. value coef. value

1 0.1788 0.2293 0.1202 0.4009
2 -0.0368 0.8080 0.1886 0.1992
3 0.3853 0.0089 0.0807 0.5773
4 0.0217 0.8835 0.2903 0.0409
5 0.1103 0.4606 0.0820 0.5753
6 0.2844 0.0645 0.2831 0.0464
7 0.1371 0.3526 0.2470 0.0837
8 0.0722 0.6455 0.3161 0.0269
9 0.2458 0.0922 0.1877 0.1917
10 0.1410 0.3556 0.1510 0.3278
11 -0.0567 0.7352 0.2303 0.1474
12 0.2611 0.0797 0.4579 0.0008
13 0.4995 0.0004 0.2637 0.0615
14 -0.0917 0.5446 0.2718 0.0616
15 0.1603 0.3364 0.3481 0.0191
16 0.3709 0.0112 0.0796 0.5827
17 0.0311 0.8376 0.1326 0.3691
18 0.1966 0.2064 0.3953 0.0054
19 0.1724 0.2574 0.1404 0.3411
20 -0.0576 0.7204 -0.0351 0.8234

Table 3.3: Correlation coefficients and statistical significance values for cosine similarity
scoring and participant “similar enough” evaluation

Overall, there are no consistent trends across either the experimental or control group or
across the majority of questions. While sometimes a weak positive correlation is observed, as
the highlighted rows in Table 3 point out, there is never a case where both the experimental
and control groups have a positive correlation with a significance less than 0.05.
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3.3.5 Participant Ability to Detect Model Outputs (H4)

In step three of the survey, participants were shown 20 outputs and asked what they believed
the correct response to be. They were then rated on their ability to predict the correct
model response. I hypothesized that the experimental would get more correct answers than
the control group. The data failed the Shapiro normality test (i.e. the number of correct
answers). I again employed the Mann-Whitney U test. However, there was no significant
difference in medians across both groups.

Interestingly, the mean of both groups was very similar (note that the possible values
range from 0 to 20):

• Experimental group mean: 13.125

• Control group mean: 13.0784

These results are worth noting as they are significantly higher than a purely random
score of 10. Conducting a Wilcoxon signed-rank test (due to lack of normality in the scores)
the combination of both groups with the following hypotheses (where x̃ is the median of the
number correct answers in step three of every participant) :

Hnull: x̃ ≤ 10 (3.7)

Halt: x̃ > 10 (3.8)

This results in the following values:

• A median across both groups is 13

• A p-value of 2.0986× 10−14 for the statistical test

I can conclude that the performance in this section, while not statistically significant
between groups, is statistically significant in that it remains higher than random performance.

3.3.6 Trust Evaluation (H5)

At the end of the survey, I asked participants to complete the Trust evaluation. Notably,
all answers were evaluated on a like scale (values range from 1-7). For each question on the
trust scale, I ran the following Mann-Whitney U test with the following null and alterna-
tive hypotheses for each question (where x̃experimental is the median of the 1-7 scale in the
experimental group and x̃control is the median of the 1-7 scale in the control group):

Hnull: x̃experimental ≤ x̃control (3.9)

Halt: x̃experimental > x̃control (3.10)

For each question, the results are displayed in Table 4.
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Trust Question U Statistic P-value
1 1152.0 0.7040
2 1405.5 0.0945
3 1115.0 0.7864
4 1337.5 0.2026

Table 3.4: Trust evaluation statistical testing results

While there is no strong evidence for a higher trust metric across any of the four questions
in the Cahour and Forzy [128] scale, question 2 does have some relative significance. This
relative significance combined with the weak evidence (at a significance level of 0.1) on
question 2 is interesting to note. In particular, this question evaluates the participant’s
perception of the model predictability.

3.4 Analysis

3.4.1 Overall Performance

The first thing I noted after conducting this study, is that there is no significant aggregate
trend among all the questions in part two of the survey (where the participant was asked to
predict the model response). Specifically, there is no statistical metric that I found, either
in cosine similarity of the participant’s response to the model response, simplicity of the
participant’s response, or comparative simplicity of the participant’s response to the model
response that is significantly higher across all or most questions for the experimental group.
This indicates, that going through a structured interaction process, may not be useful in the
general case.

Secondly, I noted the lack of a consistent correlation between the participants perceiving
their response as “similar enough” to the model response and the cosine similarity of their
response and the model response. This indicates that, in general, individuals may not be
able to determine what “similar enough” means in a quantitative sense and could instead
rely on their intuition, which is often wrong. In fact, this could be a manifestation of
what Klayman [134] describes as confirmation bias. In this survey, humans wish to believe
that their prediction is accurate enough, making them more likely to classify something
as accurate regardless of its similarity. However, even though only 6 out of 40 display
a significant (< 0.05) correlation, it is worth noting that 5 of these correlations emerge
from the experimental group. In other words, on 25% of the questions, there is a positive
correlation observed in the experimental group, this is especially notable when you consider
that this only happens in 5% of the control group. Thus, I find evidence that the structured
analysis better equips participants to understand if their response is similar to the model
response.

Finally, there was not a significant difference between the ability of the control and ex-
perimental groups to detect the outputs from the model under analysis. However, when
considered together, the median of both groups was substantially and significantly higher
than the pure random score of 10 out of 20. While this does not contribute to the un-
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derstanding of the effect of structured analysis, it does highlight that predictability is an
achievable goal, as humans can predict examples at a higher level than that of a random
selector. This finding may warrant future research into whether this score can either increase
or decrease.

3.4.2 Readability and Cosine Similarity

In looking at the per-question performance of cosine similarity (i.e., step two of the survey),
I decided to look at readability as an indicator to explain the lack of or presence of signifi-
cance in the difference in medians between the control and experimental groups. I selected
readability as a metric. Readability, as defined by Flesch and Gould [135] is the ease with
which a person can read a sentence and is based upon the total number of words per sentence
and syllables per word. The Flesch-Kincaid Grade Level is the most common way in which
this metric is quantified in the United States. This metric indicates the approximate grade
level (in the American school system) that is required to understand the text.

I quantified the readability of both the model input and the model response. I then looked
at the difference in readability between the input and response. Note that a positive difference
indicates that a response is more readable than the input. This is because the higher the
score, the less readable something is, as a higher grade level is required to understand it.

Question # Difference in readability
between in input and response

1 -0.7371
2 2.6276
3 1.4643
4 -2.3848
5 4.4302
6 4.7321
7 -0.2358
8 0.7011
9 5.8904
10 2.1500
11 7.1032
12 0.8717
13 0.0000
14 0.2064
15 2.2136
16 1.6617
17 2.9227
18 1.1767
19 2.9281
20 -3.3891

Table 3.5: Difference in readability for each input/response pair using the Flesch-Kincaid
Grade Level
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There are two points worth noting concerning readability scores. Firstly, the readability
scores for the questions that the users are asked to answer are a mix of positive and negative.
This demonstrates the difference in readability and simplicity. Specifically, readability is
more related to sentence length and the number of syllables whereas simplicity (as quantified
by the SARI score) is a relative measure [132], [135]. Thus, it is useful to analyze the model
responses via these metrics. Secondly, the question that the experimental group and control
group were found to have a significant difference in median (i.e., the experimental group had
a better performance in terms of cosine similarity) was number 11. This is also the question
where the model input and response had the largest difference in readability. The model
input and response for Question #11 are displayed below.

Input: Weelkes was later to find himself in trouble with the Chichester Cathedral authorities
for his heavy drinking and immoderate behaviour.
Model Response: Weelkes got into trouble with the Chichester Cathedral authorities for
drinking too much and behaving badly.

Thus, I establish, that in the case of the highest difference in readability, the structured
interaction helps the human generate significantly better predictions. This suggests that
structured interaction may help humans to better predict model outputs when the differences
in readability are greater.

This result is further supported by the trend observed through the linear correlation test.

Correlation of Increased Readability and Cosine Similarity

To see if there was a link between the participant’s ability to predict the model response
(quantified through cosine similarity) and readability difference, I conducted a linear cor-
relation test. Note that I only looked at questions where there was a positive difference in
readability (i.e., questions 1, 2, 7, and 20 were excluded). I conducted the Pearson linear
correlation test on the average cosine similarity with the model difference in readability.

Group Correlation Coefficient P-value
Control -0.5193 0.0393

Experimental -0.5116 0.0428

Table 3.6: Correlation and significance calculated via the Pearson statistical test between
questions with a positive readability difference and the mean cosine similarity

I observed that there was a clear and significant correlation in both the control and
experimental groups. This negative correlation means that as the average cosine similarity
grows, the difference in readability decreases. Thus, in both the control and experimental
groups, participants are more likely to accurately predict the model response when the change
in the readability level of the sentence is smaller.
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Meaning of This Finding

This is both a trend towards less predictability in cases with higher differences and a more
noticeable effect of the structured interaction in these cases with high differences. I theorize
that the more complex a task, the less likely humans are to predict the outcome,
and the more helpful a structured interaction with model outputs will be. While
I see initial trends in this direction, future work must explore cases with even greater differ-
ences in the input and response of AI models that make even greater modifications in task
complexity. I theorize that a structured interaction could help address this predictability
gap.

3.4.3 Trust, Predictability, and Process Evaluation

I also briefly want to highlight the relative significance of the greater score in the experimental
group on the trust scale. I do not comment on the trust calibration of this study, nor does
this study aim to make significant claims in the field of AI trust. However, the nature of the
second trust question is particularly notable.

In particular, the second question conducted in the trust evaluation concerns predictabil-
ity. I find evidence that participants who complete the structured interaction find the AI
model more predictable than those who do not. This indicates a potential trend, and I
expect to see an increase in this significance with more complex tasks.

3.4.4 Overall Effect of a Structured Analysis on Model Predictabil-
ity

These results and the subsequent analysis highlight three trends that require further inves-
tigation. In particular, I find the following effect of a structured interaction:

1. Participants can better identify the similarity of their prediction to the model predic-
tion.

2. Initial results outlined here suggest that in cases of more complex tasks, a structured
interaction can help humans better predict the model behaviour. This kind of inter-
action will have less effect with less complicated tasks. Future work can explore these
relationships further.

3. Participants perceive an AI model to be more predictable after they have completed
a structured interaction. I also expect this difference in perception to rise with more
complex tasks.

Overall, this study points to a new way of thinking about AI system behaviour. It
investigates and argues that it is feasible to predict how a model will behave, and while AI
is “unpredictable” it is not impossible to develop an understanding of this behaviour. By
participating in thoughtful engagement with the model inputs and responses over a series
of examples, I observed that participants were better able to predict model behaviour for a
more complex task. Thus, while AI may be “unpredictable” in principle, there are steps that
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humans can take to understand its behaviour in deployment contexts. Furthermore, while
our work suggests that there are steps that humans can take to better understand model
behaviour, future work can and should explore these possibilities further.

3.5 Summary of Chapter Findings

Overall, I find evidence that it is possible to move the human baseline for predicting an
AI system’s behaviour. I find that a structured interaction is one way to do this. These
significant results indicate a trend for future work. In general, the evidence I collected
suggests that structured analysis and careful consideration of model inputs and responses
can influence a person’s ability to predict system behaviour. I hope that future work will
serve to investigate this further. For example, I would either investigate a wider range of
readability differences or select a different task that has fewer constraints in the kind of
output we expect. However, the evidence I found here is an important first indicator of how
this methodology can be utilized to influence and modify a person’s ability to predict AI
behaviour.
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Chapter 4

Concluding Thoughts

Overall this thesis has demonstrated that an understanding of system behaviour of an AI
model at the time of deployment is attainable and a proficient strategy for policy. This thesis
has demonstrated that a liability regime based on this understanding of system behaviour
serves to fill in an existing regulatory deficiency or “hole.” Chapter 2 established this argu-
ment by examining the possibility of ascertaining this understanding of system behaviour
through documentation at the deployment stage. Chapter 2 also proposed an approach
to liability based on this documentation. The other part of this argument was outlined
in Chapter 3. In this chapter, it was shown that there are ways in which a person can
better understand a generative task. Importantly, an overarching understanding of system
behaviour is not impossible to achieve, and cannot only be established but can be improved.
Together this thesis has provided a methodical guide to understanding AI system behaviour
and establishing a new pathway for effective regulation.

The AI regulatory landscape is fast evolving. While there is a developing trend towards
risk assessment, this is not going to be a sufficient policy basis moving forward. AI is often
thought of as a ‘new age,’ exceptional technology regarding regulation. While we can not
say that AI is identical to past technologies, and it does require special consideration, we
can not forget that already existing regulatory structures, tactics, and opportunities exist.
The frameworks we choose to adopt will have the same strengths and weaknesses that they
did in the past, manifested in new ways. This is exactly the trend with risk management
frameworks. The need for a civil liability framework to accompany the risk management
approach. This thesis provides an answer to this question and illustrates that civil liability
based on existing and effective regulatory strategies can be applied to AI system behaviour.
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Appendix A

The Deployment Task and Survey

Below is the task that was presented to participants:

Welcome!

In this survey, you will be evaluating an AI Model.

The goal of this research is to determinehow interacting with a series of AI model outputs
influences your understanding of future outputs.

Important notes on this survey:

• Participation is voluntary

• You may decline to answer any or all questions

• You may decline further participation, at any time, without adverse consequences, by
exiting the survey

• Your anonymity is assured

Below is a description of your role and the task:

You work for Company XYZ. Company XYZ provides language education and training
services to its clients. They specifically target non-native English speakers.

Company XYZ is considering deploying an AI model to allow its clients to take any compli-
cated sentence, and output a sentence that is simpler, and can be understood by a non-native
English speaker while preserving the meaning present in the sentence.

Company XYZ has asked you to evaluate this model for deployment. Specifically, you are
evaluating that this model can meet its specified desiderata.

You will be shown a series of sample input/response pairs that have been generated by the
model.

Then, you will be presented with a series of inputs to the model and asked to predict the
model’s response.

Click continue to confirm you understand the information presented here, and that you
consent to participate.
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For any questions, please reach out to tlcurtis@mit.edu.

You will then learn more about the prediction process and remuneration for completing this
survey.
If you wish to view the whole survey, please view the survey at:
https://mit.co1.qualtrics.com/jfe/preview/previewId/83866b12-2f26-4479-b4c0-7c7871a3e6b2/
SV_a9oVQVpxsLHGnFc?Q_CHL=preview&Q_SurveyVersionID=current.

This URL takes you to a link to preview the entire survey. If you are interested, you may
complete the survey, and no response will be logged.
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Appendix B

Open Coding for Machine Learning
Workflow

The Open Coding for Machine Learning Workflow has two key stages. The first stage is
the annotation stage, where the user is shown a series of Input/Response pairs and asked to
annotate them for the desiderata in any way they see fit.

Figure B.1: The annotation page

After completing these annotations, the user is then presented with a second interface,
where they can group together similar annotations to generate a “code”. Note that a person
can choose to put together certain annotations, or create a direct one-to-one mapping of
their annotation to their groups.
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Figure B.2: The grouping page
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Appendix C

Input/Response Pairs Used for The User
Study

The test data is the Input/Response pairs that users are asked to predict.
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Input Response

Like previous assessment reports, it consists
of four reports, three of them from its work-
ing groups.

The assessment report, similar to previous
ones, has four reports, three of which come
from working groups.

Their granddaughter Hélène Langevin-
Joliot is a professor of nuclear physics at
the University of Paris, and their grandson
Pierre Joliot, who was named after Pierre
Curie, is a noted biochemist.

Their granddaughter is a nuclear physics
professor at the University of Paris, and
their grandson is a biochemist named after
Pierre Curie.

This stamp remained the standard letter
stamp for the remainder of Victoria’s reign,
and vast quantities were printed.

This stamp was used as the standard letter
stamp for the rest of Victoria’s reign, and a
lot of them were printed.

The International Fight League was an
American mixed martial arts (MMA) pro-
motion billed as the world’s first MMA
league.

The International Fight League was an
American organization that promoted
mixed martial arts (MMA) and was consid-
ered the first MMA league.

Giardia lamblia (synonymous with Lamblia
intestinalis and Giardia duodenalis) is a
flagellated protozoan parasite that colonises
and reproduces in the small intestine, caus-
ing giardiasis.

Giardia lamblia (also known as Lamblia in-
testinalis and Giardia duodenalis) is a par-
asite that lives and multiplies in the small
intestine, causing giardiasis.

Aside from this, Cameron has often worked
in Christian-themed productions, among
them the post-Rapture films Left Behind:
The Movie, Left Behind II: Tribulation
Force, and Left Behind: World at War, in
which he plays Cameron "Buck" Williams.

Cameron has acted in many Christian-
themed movies, including the Left Be-
hind series where he plays the character of
Cameron "Buck" Williams.

This was the area east of the mouth of the
Vistula River, later sometimes called "Prus-
sia proper".

This was the area east of the Vistula
River’s mouth, sometimes known as "Prus-
sia proper" later on.

After graduation he returned to Yerevan to
teach at the local Conservatory and later he
was appointed artistic director of the Arme-
nian Philarmonic Orchestra.

After graduating, he taught at the Yerevan
Conservatory and became the artistic direc-
tor of the Armenian Philarmonic Orchestra.

The story of Christmas is based on the
biblical accounts given in the Gospel of
Matthew, namely - and the Gospel of Luke,
specifically -.

The story of Christmas comes from the
Bible in the Gospel of Matthew and Luke.
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Input Response

Weelkes was later to find himself in trouble
with the Chichester Cathedral authorities
for his heavy drinking and immoderate be-
haviour.

Weelkes got into trouble with the Chichester
Cathedral authorities for drinking too much
and behaving badly.

So far the ’celebrity’ episodes have included
Vic Reeves, Nancy Sorrell, Gaby Roslin,
Scott Mills, Mark Chapman, Simon Greg-
son, Sue Cleaver, Carol Thatcher, Paul
O’Grady and Lee Ryan.

The ’celebrity’ episodes have had guests
such as Vic Reeves, Nancy Sorrell, Gaby
Roslin, and others.

It was discovered by Stephen P. Synnott
in images from the Voyager 1 space probe
taken on March 5, 1979 while orbiting
around Jupiter.

Stephen P. Synnott discovered it in images
from the Voyager 1 space probe on March
5, 1979 while orbiting Jupiter.

Gomaespuma was a Spanish radio show,
hosted by Juan Luis Cano and Guillermo
Fesser.

Gomaespuma was a Spanish radio show
hosted by Juan Luis Cano and Guillermo
Fesser.

On 16 June 2009, the official release date
of The Resistance was announced on the
band’s website.

On June 16, 2009, the band’s website an-
nounced the official release date of The Re-
sistance.

He is also a member of another Jungiery
boyband 183 Club.

He is also part of another boyband called
183 Club.

The Apostolic Tradition, attributed to the
theologian Hippolytus, attests the singing of
Hallel psalms with Alleluia as the refrain in
early Christian agape feasts.

In early Christian feasts, people sang Hal-
lel psalms with the refrain Alleluia, as de-
scribed in the Apostolic Tradition written
by Hippolytus.

In return, Rollo swore fealty to Charles,
converted to Christianity, and undertook to
defend the northern region of France against
the incursions of other Viking groups.

Rollo promised loyalty to Charles, became
Christian, and agreed to protect northern
France from other Viking attacks.

It is derived from Voice of America (VoA)
Special English.

It comes from Voice of America (VoA) Spe-
cial English.

Disney received a full-size Oscar statuette
and seven miniature ones, presented to him
by 10-year-old child actress Shirley Temple.

Disney received a big Oscar and seven small
ones from Shirley Temple, who was 10 years
old.

It was the first asteroid to be discovered by
a spacecraft.

A spacecraft discovered this asteroid before
any others.

Table C.1: Step two: The test input/response pairs

57



Input Response

It will then dislodge itself and sink back to
the river bed in order to digest its food and
wait for its next meal.

After eating, the animal will sink back to
the river bed and wait for its next meal.

Furthermore, research has shown children
are less likely to report a crime if it involves
someone that he or she knows, trusts, and
/ or cares about.

Research has shown that children are less
likely to report a crime if it involves someone
they know, trust, or care about.

Today, Landis’ father has become a hearty
supporter of his son and regards himself as
one of Floyd’s biggest fans.

Landis’ father is now a big fan and sup-
porter of his son, Floyd.

Shortly after attaining Category 4 status,
the outer convection of the hurricane be-
came ragged.

After becoming a Category 4 hurricane, its
outer convection became ragged.

The equilibrium price for a certain type of
labor is the wage.

The wage is the equilibrium price for a cer-
tain type of labor.

Convinced that the grounds were haunted,
they decided to publish their findings
in a book An Adventure (1911), under
the pseudonyms of Elizabeth Morison and
Frances Lamont.

They believed the grounds were haunted,
and wrote a book about it called "An Ad-
venture" (1911) under the names Elizabeth
Morison and Frances Lamont.

He settled in London, devoting himself
chiefly to practical teaching.

He moved to London and focused mainly on
teaching.

Brunstad has several fast food restaurants,
a cafeteria-style restaurant, coffee bar, and
its own grocery store.

Brunstad has many places to eat, includ-
ing fast food restaurants, a cafeteria-style
restaurant, a coffee bar, and its own gro-
cery store.

He left a detachment of 11,000 troops to gar-
rison the newly conquered region.

He left 11,000 troops to guard the region he
just conquered.

In 1438 Trevi passed under the temporal
rule of the Church as part of the legation of
Perugia, and thenceforth its history merges
first with that of the States of the Church,
then (1860) with the united Kingdom of
Italy.

Trevi came under the rule of the Church in
1438 as part of Perugia’s legation. From
then on, its history was intertwined with
the States of the Church and later with the
Kingdom of Italy.

The depression moved inland on the 20th
as a circulation devoid of convection, and
dissipated the next day over Brazil, where
it caused heavy rains and flooding.

On the 20th, the depression moved in-
land without any thunderstorms and disap-
peared the following day in Brazil, which
resulted in floods and heavy rainfall.

The New York City Housing Authority Po-
lice Department was a law enforcement
agency in New York City that existed from
1952 to 1995.

The New York City Housing Authority Po-
lice Department was a police agency in New
York City that was around from 1952 to
1995.
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Input Response

The current lineup of the band com-
prises Flynn (vocals, guitar), Duce (bass),
Phil Demmel (guitar), and Dave McClain
(drums).

The band’s current lineup includes Flynn
(singer, guitarist), Duce (bassist), Phil
Demmel (guitarist), and Dave McClain
(drummer).

Advocacy Countries with a minority Mus-
lim population are more likely than Muslim-
majority countries of the Greater Middle
East to use mosques as a way to promote
civic participation.

Countries with fewer Muslims are more
likely than Muslim-majority countries in the
Greater Middle East to use mosques to en-
courage civic involvement.

The characters are foul-mouthed extensions
of their earlier characters Pete and Dud.

The characters are vulgar versions of their
previous personas, Pete and Dud.

Johan was also the original bassist of the
Swedish power metal band HammerFall,
but quit before the band ever released a stu-
dio album.

Johan was part of the band HammerFall as
the bassist, but he left before they made an
album.

In 1998, Culver ran for Iowa Secretary of
State and was victorious.

Culver won the election for Iowa Secretary
of State in 1998.

In 1990, Mark Messier took the Hart over
Ray Bourque by a margin of two votes, the
difference being a single first-place vote.

Mark Messier won the Hart award in 1990
by two votes, with only one more first-place
vote than Ray Bourque.

Shade sets the main plot of the novel in mo-
tion when he impetuously defies that law,
and inadvertently initiates a chain of events
that leads to the destruction of his colony’s
home, forcing their premature migration,
and his separation from them.

Shade starts the main story of the book
by breaking a law, which causes a chain of
events leading to his colony’s home being
destroyed. They have to move early and
Shade is separated from them.

The female equivalent is a daughter. The female counterpart is a daughter.

Table C.2: Step three: The model under analysis input/response pairs
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Input Response

It will then dislodge itself and sink back to
the river bed in order to digest its food and
wait for its next meal.

It will then dislodge itself and sink back to
the river bed to digest its food.

Furthermore, research has shown children
are less likely to report a crime if it involves
someone that he or she knows, trusts, and
/ or cares about.

Furthermore, research shows children are
less likely to report a crime if it involves
someone he knows, trusts, and / or cares
about.

Today, Landis’ father has become a hearty
supporter of his son and regards himself as
one of Floyd’s biggest fans.

Landis’ dad was a supporter of his son. He
gave him lots of support.

Shortly after attaining Category 4 status,
the outer convection of the hurricane be-
came ragged.

Shortly after reaching Category 4 status,
the outer convection of the hurricane be-
came ragged.

The equilibrium price for a certain type of
labor is the wage.

The price for certain labor is the wage.

Convinced that the grounds were haunted,
they decided to publish their findings
in a book An Adventure (1911), under
the pseudonyms of Elizabeth Morison and
Frances Lamont.

They found the grounds were haunted and
decided to publish their findings in a book,
An Adventure.

He settled in London, devoting himself
chiefly to practical teaching.

He settled in London, Devoting himself to
practical teaching.

Brunstad has several fast food restaurants,
a cafeteria-style restaurant, coffee bar, and
its own grocery store.

Brunstad has several fast food restaurants,
coffee bar, cafeteria, and grocery store.

He left a detachment of 11,000 troops to gar-
rison the newly conquered region.

He left a detachment of 11,000 troops.

In 1438 Trevi passed under the temporal
rule of the Church as part of the legation of
Perugia, and thenceforth its history merges
first with that of the States of the Church,
then (1860) with the united Kingdom of
Italy.

In 1438 Trevi was under the temporal rule
of the Church as part of the legation of Pe-
rugia. Thenceforth its history merges first
with that of the States of the Church, then
(1860) with the United Kingdom of Italy.

The depression moved inland on the 20th
as a circulation devoid of convection, and
dissipated the next day over Brazil, where
it caused heavy rains and flooding.

The depression moved inland as a move-
ment without convection. It dissipated the
next day over Brazil. It caused heavy rains
and flooding.

The New York City Housing Authority Po-
lice Department was a law enforcement
agency in New York City that existed from
1952 to 1995.

The New York City Housing Authority Po-
lice Department was an agency in New York
City from 1952 to 1995.
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Input Response

The current lineup of the band com-
prises Flynn (vocals, guitar), Duce (bass),
Phil Demmel (guitar), and Dave McClain
(drums).

The current band has Flynn, Duce, Phil
Demmel, and Dave McClain.

Advocacy Countries with a minority Mus-
lim population are more likely than Muslim-
majority countries of the Greater Middle
East to use mosques as a way to promote
civic participation.

Country’s with a Muslim minority popula-
tion are more likely than Muslim-majority
countries of the Greater Middle East to use
mosques as a way to promote civic partici-
pation.

The characters are foul-mouthed extensions
of their earlier characters Pete and Dud.

The characters are extensions of Pete and
Dud.

Johan was also the original bassist of the
Swedish power metal band HammerFall,
but quit before the band ever released a stu-
dio album.

Johan was the bassist of the Swedish power
metal band HammerFall. He had to quit
before the band released an album.

In 1998, Culver ran for Iowa Secretary of
State and was victorious.

Culver was elected Iowa Secretary of State
in 1998.

In 1990, Mark Messier took the Hart over
Ray Bourque by a margin of two votes, the
difference being a single first-place vote.

Mark Messier won Hart over Ray Bourque
by a margin of two votes. Bourque lost by
just one vote.

Shade sets the main plot of the novel in mo-
tion when he impetuously defies that law,
and inadvertently initiates a chain of events
that leads to the destruction of his colony’s
home, forcing their premature migration,
and his separation from them.

Shade breaks a law to set the plot in motion
of the novel. It leads to the destruction of
the colony’s home and he’s separation from
them.

The female equivalent is a daughter. Female equivalent is a daughter.

Table C.3: Step three: The comparison model input/response pairs
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Appendix D

Input Response Pairs that The User is
Asked to Predict
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Input Response

Like previous assessment reports, it consists
of four reports, three of them from its work-
ing groups.

The assessment report, similar to previous
ones, has four reports, three of which come
from working groups.

Their granddaughter Hélène Langevin-
Joliot is a professor of nuclear physics at
the University of Paris, and their grandson
Pierre Joliot, who was named after Pierre
Curie, is a noted biochemist.

Their granddaughter is a nuclear physics
professor at the University of Paris, and
their grandson is a biochemist named after
Pierre Curie.

This stamp remained the standard letter
stamp for the remainder of Victoria’s reign,
and vast quantities were printed.

This stamp was used as the standard letter
stamp for the rest of Victoria’s reign, and a
lot of them were printed.

The International Fight League was an
American mixed martial arts (MMA) pro-
motion billed as the world’s first MMA
league.

The International Fight League was an
American organization that promoted
mixed martial arts (MMA) and was consid-
ered the first MMA league.

Giardia lamblia (synonymous with Lamblia
intestinalis and Giardia duodenalis) is a
flagellated protozoan parasite that colonises
and reproduces in the small intestine, caus-
ing giardiasis.

Giardia lamblia (also known as Lamblia in-
testinalis and Giardia duodenalis) is a par-
asite that lives and multiplies in the small
intestine, causing giardiasis.

Aside from this, Cameron has often worked
in Christian-themed productions, among
them the post-Rapture films Left Behind:
The Movie, Left Behind II: Tribulation
Force, and Left Behind: World at War, in
which he plays Cameron "Buck" Williams.

Cameron has acted in many Christian-
themed movies, including the Left Be-
hind series where he plays the character of
Cameron "Buck" Williams.

This was the area east of the mouth of the
Vistula River, later sometimes called "Prus-
sia proper".

This was the area east of the Vistula
River’s mouth, sometimes known as "Prus-
sia proper" later on.

After graduation he returned to Yerevan to
teach at the local Conservatory and later he
was appointed artistic director of the Arme-
nian Philarmonic Orchestra.

After graduating, he taught at the Yerevan
Conservatory and became the artistic direc-
tor of the Armenian Philarmonic Orchestra.

The story of Christmas is based on the
biblical accounts given in the Gospel of
Matthew, namely - and the Gospel of Luke,
specifically -.

The story of Christmas comes from the
Bible in the Gospel of Matthew and Luke.

Weelkes was later to find himself in trouble
with the Chichester Cathedral authorities
for his heavy drinking and immoderate be-
haviour.

Weelkes got into trouble with the Chichester
Cathedral authorities for drinking too much
and behaving badly.
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Input Response

So far the ’celebrity’ episodes have included
Vic Reeves, Nancy Sorrell, Gaby Roslin,
Scott Mills, Mark Chapman, Simon Greg-
son, Sue Cleaver, Carol Thatcher, Paul
O’Grady and Lee Ryan.

The ’celebrity’ episodes have had guests
such as Vic Reeves, Nancy Sorrell, Gaby
Roslin, and others.

It was discovered by Stephen P. Synnott
in images from the Voyager 1 space probe
taken on March 5, 1979 while orbiting
around Jupiter.

Stephen P. Synnott discovered it in images
from the Voyager 1 space probe on March
5, 1979 while orbiting Jupiter.

Gomaespuma was a Spanish radio show,
hosted by Juan Luis Cano and Guillermo
Fesser.

Gomaespuma was a Spanish radio show
hosted by Juan Luis Cano and Guillermo
Fesser.

On 16 June 2009, the official release date
of The Resistance was announced on the
band’s website.

On June 16, 2009, the band’s website an-
nounced the official release date of The Re-
sistance.

He is also a member of another Jungiery
boyband 183 Club.

He is also part of another boyband called
183 Club.

The Apostolic Tradition, attributed to the
theologian Hippolytus, attests the singing of
Hallel psalms with Alleluia as the refrain in
early Christian agape feasts.

In early Christian feasts, people sang Hal-
lel psalms with the refrain Alleluia, as de-
scribed in the Apostolic Tradition written
by Hippolytus.

In return, Rollo swore fealty to Charles,
converted to Christianity, and undertook to
defend the northern region of France against
the incursions of other Viking groups.

Rollo promised loyalty to Charles, became
Christian, and agreed to protect northern
France from other Viking attacks.

It is derived from Voice of America (VoA)
Special English.

It comes from Voice of America (VoA) Spe-
cial English.

Disney received a full-size Oscar statuette
and seven miniature ones, presented to him
by 10-year-old child actress Shirley Temple.

Disney received a big Oscar and seven small
ones from Shirley Temple, who was 10 years
old.

It was the first asteroid to be discovered by
a spacecraft.

A spacecraft discovered this asteroid before
any others.

Table D.1: Input/Response pairs that the user is asked to predict, listed in order
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