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ABSTRACT

For the past decade, online deliberation platforms like Polis have expanded the reach
of deliberative democracy, which calls for political decisions to be based on the results of
fair and balanced discussions among citizens, by enabling larger deliberations. However, as
these discussions often generate a large volume of comments, which is infeasible for policy-
makers to thoroughly review, these platforms often include analysis algorithms that distill the
conversation into a small set of comments, which policy-makers can use as the base of citizen
input into decision-making. While Polis currently provides a clustering-analysis summary
of the discussion, two newer aggregation algorithms, inspired by computational social choice
theory and abstract argumentation theory, have recently been proposed. These algorithms
seek to provide more representative (i.e. portraying all perspectives) and consistent (i.e.
comments within a perspective do not oppose each other) summaries of the discussion,
respectively. Still, though these newer algorithms may have theoretical advantages over
Polis ’s current methods, they have yet to be evaluated in a real-world application. Through
a randomized controlled trial of all three approaches using a nationally representative sample,
we compare their practical effectiveness, as measured by participants’ subjective experiences
regarding how well these summaries represent their concerns. We find that the computational
social choice-inspired algorithm consistently outperforms Polis ’s current methods in this
regard, though future theoretical work is still needed to fully adapt this approach to a real-
world setting.

Thesis supervisor: Lily L. Tsai
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Chapter 1

Introduction

One of the largest flaws (or features) of representative democracy is that the public gen-

erally have little direct input into the political decision-making process, except by voting

for politicians who align with their interests or by voting on the rare direct ballot initia-

tive. One would expect that a government of the people, by the people, and for the people

would more greatly involve the people in policy-making. Thus, the arrival of such a democ-

ratizing technology as the internet brought hope of transforming our society into a stronger

[1], more participatory democracy [2][3]. Indeed, disciplines like deliberative democracy [4],

which calls for political decisions to be based on the results of fair and balanced discussions

among citizens, inspired a new wave of projects [5][6][7] for digital democracy [8]. In general,

there have been numerous trials of electronic participation (e-participation) programs, which

seek to promote citizen participation in policy-making through the use of information and

communication technologies [9][10][11][12][13][14].

However, these programs have had decidedly mixed results [15][16][17][18]. On the one

hand, digital technology promotes online public spaces where citizens can overcome physical

barriers to collaborate and share information [19][20], as long as policymakers take the proper

steps to ensure broad participation [21][22][23]. On the other hand, these experiments have

also been criticized for a variety of reasons: involving a demanding conception of citizenship
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while having a negligible impact on policy-making [24][25], permitting only a limited level of

citizen participation [26][27][17], and limiting use cases to information sharing and dialogue

rather than the core stages of decision-making and implementation [26][28][17]. For a full

characterization and analysis of e-participation tools, see Shin et al. [29].

For the remainder of this thesis, we focus on participatory and deliberative democracy

platforms, some of the more broadly-used e-participation technology in practice [30][31][32]

[27][7][33]. In fact, some deliberative democracy platforms—including Consul1, Decidim2,

and Polis3—emerged from popular movements, are open source, and are being used by

both local governments (like the Generalitat de Catalunya4) and municipalities (such as

Barcelona5, Madrid6, and Reykjavik7). Still, the use of these forums is not as extensive as

one might hope.

Given the prevalence of these platforms, as well as interest in these tools gaining even

more widespread adoption, it is crucial to address their more recently-observed shortcomings,

including declining participation rates, low quality of deliberations, and limited impact of ini-

tiatives on legislation [7][34][35][33]. To do so, we investigate newly-proposed augmentations

to the design of Polis, an existing deliberation platform.

Polis allows hosting online deliberations on a specific issue, promoting the discussion of

different perspectives and/or arguments pertaining to the issue. It does this by allowing par-

ticipants to submit comments on the issue, as well as to vote their approval (or disapproval)

of others’ comments. By then presenting the results of the discussion to policy-makers, Polis

facilitates the integration of citizen input into political decision-making. But given the large

volume of comments, it would be prohibitive to have to examine all, or even part, of this

input before incorporating it into new policy proposals. Thus, Polis tries to provide a way
1https://consuldemocracy.org/
2https://decidim.org/
3https://pol.is/
4https://participa.gencat.cat/
5https://decidim.barcelona
6https://decide.madrid.es/
7http://reykjavik.is/en/participation/
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to summarize the discussion by compiling a small set of comments that are indicative of the

sentiments of the broader discussion.

As noted by Deseriis et al. [36] when comparing six of the most popular democratic

decision-making systems, the design of each platform embeds a specific notion of democracy

and political participation. Thus, since voting introduces a more “minimalist” notion of

participation [37] that places a lower decisional burden on users, Polis ’s platform design is

an ideal starting point to address the aforementioned modern shortcomings of deliberative

platforms. It offers the low-commitment feature of voting on comments, to promote greater

rates of participation, while still offering anyone the ability to contribute more than just a

vote by submitting comments themselves. Additionally, because Polis forgoes direct replies,

which lead to a breakdown in information structure when implemented at scale8, it also leads

to higher-quality discussions for larger deliberations. Finally, by trying to provide a subset of

the comments that ‘summarize’ the discussion, Polis can help facilitate the incorporation of

citizen feedback into actual legislation (note that in this thesis, a summarization is a subset of

the comments from the deliberation). However, as this selection forms the backbone of citizen

feedback that policy-makers consider, it is imperative that the provided summarization is

representative of all perspectives, an obligation that is not guaranteed by Polis9.

Within the past year, two new algorithmic approaches have been published that seek to

better tackle this challenge. For reference, for its summarization, Polis presents the comments

with the greatest majority support, in addition to clustering its participants into ‘opinion

groups’ according to similar voting patterns and displaying the distinguishing comments for

each group. However, Polis’s approach does not guarantee fair representation of the entire

deliberation, nor does it guarantee consistent summaries of different viewpoints.

In choosing these newer algorithmic approaches, we consider the analysis of online de-

liberation platforms by Tsai et al. [38], who recognize two key objectives of deliberative
8https://blog.pol.is/pol-is-in-taiwan-da7570d372b5
9In this thesis, we distinguish the platform design, Polis, from its current algorithmic approach, Polis, by

use of italics.
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processes. First, they note that these processes must represent a diverse range of perspec-

tives, especially those of the marginalized or underrepresented, to both foster inclusiveness

as well as strengthen the legitimacy and acceptance of the discussion’s results. This is why

we examine a new computational social choice (ComSoC)-inspired algorithm introduced by

Halpern et al. [39], which constructs a representative set of comments with guarantees of fair

representation. Second, Tsai et al. [38] identify that an effective deliberation is marked by

reasonable and coherent conclusions, for which there is collective understanding and accep-

tance. Therefore, we also investigate a new argumentation- and ComSoC-inspired algorithm

presented by Bernreiter et al. [40] that produces a small but representative set of consistent

and justifiable viewpoints.

Nonetheless, though these new algorithms improve on Polis’s performance in objective

metrics, neither was inherently designed to consider the subjective experiences of partici-

pants, which is crucial for the real-world usefulness of these approaches. Indeed, though

an algorithm may have strong theoretical guarantees, it matters just as much, if not more,

that people feel represented in the summary of the deliberation. As noted by Tsai et al.

[38], high levels of participant satisfaction are important for ensuring that the results of the

deliberation are viewed as legitimate.

Additionally, these algorithms include methods to adaptively present participants com-

ments to vote, known as comment routing methods, to efficiently collect the viewpoints and

perspectives of discussions for summarization. Thus, if we seek to examine the subjective

experiences of participants, we also need to look into their experience with these different

comment routing methods.

This work seeks to investigate potential improvements to the Polis deliberative platform

by evaluating the relative usefulness of these new summarization algorithms as compared to

Polis’s current methods. Our primary contribution is to implement all three algorithms—

Polis, ComSoC, and Argumentation—in a real-world setting with human participants, to

compare the relative strengths and weaknesses of these three paradigms in successfully dis-
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tilling the diverse viewpoints of a deliberation into a set of key comments to inform policy-

making. Specifically, for each of three different topics, we lead a deliberation using each

algorithm, and collect feedback on how well participants feel the discussion’s summariza-

tion represents their viewpoints, and therefore, would make a good basis of concerns for

policymakers to keep in mind while drafting legislation.

1.1 Related Work

Some of the most closely related work to this research is from the papers that propose the

very algorithms we seek to test. Indeed, Halpern et al. [39] run their own empirical tests of

their algorithm, using real-world data. However, they only use modified historical data, for

which they have computationally ‘inferred’ missing votes, to allow their algorithm to request

a historical participant’s vote on a comment they did not see. Bernreiter et al. [40] also

empirically test their algorithm, but they only do so using purely synthetic data, citing the

difficulty of labelling attack relations on real data. It is important to note, though, that

neither conducted live, real-world tests of their methodologies, and neither considers the

subjective experiences of voters when designing their methods.

In a similar vein to our research into improving the Polis platform, López-Sánchez et al.

[41], building off of their previous work [42], propose and investigate aggregation methods—

including the Proposal Argument Map (PAM) [43], the Target oriented discussion framework

(TODF) [42], and a hybrid of the two [41]—to add to the Decidim platform. Given that

Decidim structures conversations somewhat differently from the design of Polis, their work

is not applicable to our research, since their algorithms make use of structures unique to

Decidim. Furthermore, they propose comment aggregation in order to stimulate further

discussion within a deliberation, rather than to provide representative summarizations of

the discussion.

Finally, inspired by the apparent explosion in use of Large Language Models (LLMs) in
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recent years, Fish et al. [44] introduce the theory of generative social choice, which seeks to

combine LLMs with ComSoC to produce better democratic outcomes than ComSoC alone.

Not only do they test their implementation in a real-world discussion, finding respectable

results, but in fact, a similar study by Konya et al. [45] demonstrated a process for democratic

policy development using collective dialogues and LLMs that has been provably carried out

on a large scale. In three different 1500-participant tests of their process conducted on

somewhat contentious issues, they achieved a 75% approval rate for final policy proposals,

with ≥70% approval rates among demographic splits spanning age, race, gender, education,

and political party.

However, there are also many different risks involved with using LLMs, including but not

limited to: hallucinations (whereby the LLM ‘makes up’ a response that has no grounding in

reality), biases against groups of people and viewpoints (which are a well-documented issue

with LLMs), and lack of transparency (due to the complex and incomprehensible nature of

large neural networks). As acknowledged by Small et al. [46], who investigate how LLMs

could be applied to help other areas of Polis, as well as by Fish et al. [44], such risks are

detrimental to the goal of fair and accountable democratic deliberations. Since we are wary

of these risks and fear we cannot apply the care needed to mitigate them—if such is even

possible—we do not include this method as a treatment in our experiments.

1.2 Thesis Organization

The remainder of this thesis is organized as follows:

• In Chapter 2, we discuss, as described in their respective papers, the theoretical frame-

work underpinning each algorithm, going over both the implementation of and moti-

vations behind each approach.

• In Chapter 3, we describe the steps needed to adapt each of the algorithms for real-

world use in our platform, and evaluate our modifications against the original imple-
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mentations that accompany their respective papers.

• In Chapter 4, we outline the experimental design of our study, including how we set

up our simulated deliberations as well as the specific outcomes we measure.

• In Chapter 5, we compile and analyze the results of our study, and discuss the major

takeaways from our research.

• In Chapter 6, we summarize our findings from this study and present potential areas

of exploration for future work.
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Chapter 2

Theoretical Background

Though all three of these algorithms—Polis, ComSoC, and Argumentation—operate within

the Polis platform’s design model, they each differ in the method they use to generate a

summary of the discussion, as well as the method that they use to route comments (i.e.

offer participants comments to vote on). In this chapter, we review, in detail, the theoretical

framework behind each of these algorithms, as outlined in their respective papers, after

briefly addressing our motivation for investigating these algorithms in our study.

We try to make these technical explanations easy to follow regardless of theoretical back-

ground, though we occasionally use mathematical notation for summation (
∑

), product

(
∏

), and set-theoretical concepts like element of (∈), where (|), there exists (∃), such that

(:), cardinality of a set (| · |), set difference (\), cross (×), subset / superset (⊂ / ⊃), and

union / intersection (∪/∩), for convenience. We also use the mathematical operators max

(which gives the maximum value over a given set of arguments), min (which gives the min-

imum value over a given set of arguments), and argmax (which gives the argument that

maximizes a value over a given set of arguments). Finally, from complexity theory, we use

the notation O(f(x)), which essentially means ‘on the order of’ function f(x).

21



2.1 The Polis Algorithm

While its summarization method may have its shortcomings (namely, that it does not guar-

antee representativeness or consistency), the Polis algorithm has a proven track record in

facilitating discussion that has impacted real-world policy, such as in Taiwan’s vTaiwan pro-

cess1 and the Bowling Green Public Assembly in Bowling Green, Kentucky2. Thus, it serves

as a useful baseline for comparison against the two newly proposed algorithmic approaches.

2.1.1 Theoretical Framework

As detailed by Small et al. [47], Polis’s deliberations begin with a topic being created on a

particular issue, with optional seed comments. Users are then invited to submit comments

of their own, as well as vote their (dis)agreement with other people’s comments (including

the seed comments). During the deliberation, users are are shown comments to vote on

one at a time, each selected at random from a non-uniform distribution over the comments,

where each comment is weighted according to a computed priority metric. As this data

is collected, it is continually recombined and reanalyzed to cluster individuals into opinion

groups, identify the distinguishing comments for each group, and place groups in the political

landscape, in addition to informing the priority metric.

More specifically, in real time, votes are collected in a voting matrix V , with rows indexed

by participant and columns indexed by comment, such that element vi,j corresponds to the

vote of participant i on comment j (agree (a) is encoded as +1, disagree (d) as −1, and pass

(p) as 0). To analyze the deliberation after each update to the voting matrix, the current

voting matrix is used as a basis to generate an analysis matrix. For this analysis matrix,

missing entries of the voting matrix, which correspond to comments that a participant has

not voted on, are imputed by taking the column-wise average of non-missing values, i.e. the
1https://www.centreforpublicimpact.org/case-study/building-consensus-compromise-uber-taiwan
2https://web.archive.org/web/20210414093745/https://civichall.org/civicist/testing-tech-consensus-

purple-town/
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average approval for that comment in the conversation. Meanwhile, rows corresponding to

participants who have voted on fewer than seven comments are removed from the analysis

matrix to prevent the “clumping up” of participants around the center of conversation when

analyzing their votes.

Then, dimensionality reduction is performed on the data using principal component anal-

ysis (PCA) [48][49]. This produces a 2D representation of the data (which can be thought

of as a 2D “map" of the opinion space) presented as a two-column matrix, where each row

corresponds to the location in 2D space of a participant’s position. Each row in this repre-

sentation is further scaled by the factor of
√

C
Cp

, where C is the total number of comments

and Cp is the number of comments voted on by participant p, to correct for the fact that

participants with lesser engagement get projected closer to the center of the conversation,

since they are assumed to vote the average for any comment they have not seen.

Finally, this 2D projection is used to perform a fine-grained clustering analysis using

K-means clustering [50][51], with K = 100, to produce a set of base clusters. These base

clusters then serve as the basis for coarse-grained clustering, also using K-means, to deter-

mine opinion group clusters. Here, multiple runs of K-means are performed, for values of

K from 2 to 5. The K with the greatest silhouette coefficient (a measure of within-cluster

similarity vs. between-cluster dissimilarity) [52] is chosen as the number of opinion group

clusters, with a smoothing function applied (i.e. for the number of clusters to change, the

new value for K must be consistently observed across multiple rounds of analysis) to ensure

that this number does not fluctuate too frequently. This smoothing is especially necessary

for the beginning of a conversation, when the opinion landscape shifts more rapidly with

each vote.

These clusters are used not only to provide a real-time visualization of opinion groups

placed in the political landscape, but also to compute distinguishing comments for each

cluster, which, along with the computed consensus comments, serve as the provided summa-

rization of the deliberation.
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Summarizing the Deliberation

Small et al. [47] explain that in Polis, comments are analyzed for how strongly they represent

each opinion group by the representativeness metric Rv(g, c), which, for group g, comment

c, and vote v, estimates how much more likely participants in group g are to vote v on this

comment than participants outside of g. Letting Nv(g, c) be the number of participants in

group g who cast vote v on comment c, and N(g, c) be the total number of votes on comment

c within group g, they compute

Pv(g, c) =
1 +Nv(g, c)

2 +N(g, c)

as an estimate on the probability that a given person in group g votes v on this comment

(where the 1 and 2 pseudocounts ensure that this metric defaults to 1
2

in the absence of

votes). Then the representativeness metric is defined as the estimated relative odds ratio,

Rv(g, c) =
Pc(g, c)

Pv(g, c)
,

where g is the complement of g, i.e. everyone in the conversation not in g.

To determine distinguishing comments for each group, the two-property Fisher exact test

is also performed [53], and the corresponding Fisher Z-statistic is multiplied by Rv(g, c) to

reflect both the estimated effect size and the statistical confidence associated with that effect.

These metrics are computed for both the agree and disagree votes for every comment, for

every group, so that the top distinguishing comments for each group can be selected.

Meanwhile, the group clusters also inform the group-aware consensus metric, calculated

as

Cv(c) =
∏
g∈G

Pv(g, c)

for v = a (or v = d), which is maximized when all groups tend to agree (or disagree,

respectively) with a comment, helping to protect from the tyranny of the majority and allow
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minority dissent to be respected. Using this metric, the comments with the top group-aware

consensus are also selected.

Comment Routing

Additionally, Small et al. [47] detail that in Polis, comments are chosen to send to partici-

pants by sampling randomly from a non-uniform distribution over the comments, which is

formed by a given priority metric. This priority metric reflects each comment’s likeliness to

place participants in the opinion landscape, seeks to build consensus, and highlights com-

ments new to the conversation. In particular, during voting, participants are sent c as the

next comment to vote on with probability Priority(c), normalized by the sum of such

values for all comments.

Let Pv(c) = Pv(G, c) as defined above, where G is the set of all participants; N(c) be the

total number of votes on comment c; and E(c) be the extremity of comment c, defined as

the distance from the center of the conversation of a theoretical participant who only voted

‘agree’ on comment c and voted on no other comments. Then

Priority(c) =
[
Pv=a(c) · (1− Pv=p(c)) · (1 + E(c)) · (1 + 23−

N(c)
5 )

]2
.

The equation is constructed so that each of the terms in the product has value greater

than 1 for comments that should be sent more to participants, and value between 0 and 1 for

comments that should not be shown as often. The Pv=a(c) term is meant to boost consensus

by promoting comments with higher agreement, and decreases to 0 for comments with little

support. The (1− Pv=p(c)) term decreases to 0 for comments that have been mostly passed

on. The (1 + E(c)) term helps to place participants in the conversational landscape, by

promoting comments with strong opinions. Finally, the (1 + 23−
N(c)
5 ) term helps highlight

new comments by emphasizing those with fewer votes. The outer square term strengthens

the effect of the bias towards comments boosted by these factors.
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2.2 The Computational Social Choice (ComSoC) Algo-

rithm

While Polis’s analysis tries to offer some distinguishing comments from each opinion group,

to provide disparate perspectives in its summary, this summary fails to satisfy any specific

representation and satisfaction guarantees. To address this issue, Halpern et al. [39] intro-

duce a new summarization algorithm using tools from computational social choice (ComSoC)

theory, which does satisfy such guarantees (namely, EJR and OAS, as defined below). This

allows it to capture the diversity of opinions inherent to a discussion, making it a great choice

to explore in our search for a better summarization algorithm for Polis-like deliberations.

2.2.1 Theoretical Framework

Here, the ComSoC algorithm is incrementally developed following the constructions pre-

sented by Halpern et al. [39].

Preliminaries

In the basic approval-based committee-selection setting [54], there is a set N = {1, . . . , n}

of n voters and a set C of m comments. Each voter i ∈ N approves of a set of comments

Ai ⊆ C, and the sequence A = (A1, . . . , An) is the voters’ approval profile. Given these

inputs, for a specified target committee size k ≤ m, a k-committee-selection algorithm is one

that chooses a committee W ⊆ C of size k.

As an example, Proportional Approval Voting (PAV) is one such (broadly-studied) com-

mittee selection algorithm, which, given an approval profile A and a committee size k,

outputs a committee W of size k maximizing the PAV-score,

pav-sc(W ) =
1

n

∑
i∈V

|Ai∩W |∑
j=1

1

j
.
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When discussing representation, a group of voters V ⊆ N is ℓ-large if |V | ≥ ℓ · n
k

and

ℓ-cohesive if |
⋂

i∈V Ai| ≥ ℓ (i.e. they all agree on at least ℓ comments). Aziz et al. [54]

introduced the following two notions of fairness:

Definition 2.2.1 (Justified Representation (JR)) A committee W satisfies JR if for

every 1-large, 1-cohesive group of voters V , there exists a member i ∈ V who approves at

least one comment in W , i.e. |W ∩ Ai| ≥ 1.

Definition 2.2.2 (Extended Justified Representation (EJR)) A committee W satis-

fies EJR if for every ℓ ∈ {1, . . . , k}, and every ℓ-large, ℓ-cohesive group of voters V , there

exists a member i ∈ V who approves at least ℓ comments in W , i.e. |W ∩ Ai| ≥ ℓ.

From this Halpern et al. [39] look at the approximate version of EJR:

Definition 2.2.3 (α-Extended Justified Representation (α-EJR)) A committee W sat-

isfies α-EJR if for every ℓ ∈ {1, . . . , k}, and every ℓ
α
-large, ℓ-cohesive group of voters V , there

exists a member i ∈ V who approves at least ℓ comments in W , i.e. |W ∩ Ai| ≥ ℓ.

Also, Fernandez et al. [55] proposed another notion of fairness:

Definition 2.2.4 (Average Satisaction) The average satisfaction of a group of voters V

with a committee W , avsW (V ), is the average overlap of the approval profile of a voter in V

with the committee W , i.e. avsW (V ) = 1
|V |

∑
i∈V |Ai ∩W |.

From this, Halpern et al. [39] defined a-OAS, which measures how close a committee is to

the maximum average satisfaction that can hold for all elections.

Definition 2.2.5 (α-Optimal Average Satisfaction (α-OAS)) A committee W satis-

fies α-OAS if for every λ ∈ {0, . . . , k}, and every λ+1
α

-large, λ-cohesive group of voters

V , avsW (V ) ≥ λ.
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As α = 1 is its maximum possible setting [56][57], they refer to 1-OAS simply as OAS.

Analogously, note that 1-EJR is just EJR.

The aforementioned PAV satisfies EJR and OAS [55][56]; however, it is also computa-

tionally intractable3. Therefore, Aziz et al. [56] introduced a local search approximation for

PAV, LS-PAV, which still satisfies EJR and OAS, but can also be computed efficiently4.

Simpler Algorithms using Exact Queries

First, Halpern et al. [39] consider the exact query setting, in which an algorithm can perform

a query Q ⊆ C of size t, and essentially receives in response each set Q∩Ai (i.e. the comments

within Q that voter i approves of), for each i ∈ N (though in a way that information from

separate responses cannot be combined). In this setting, they introduce an algorithm based

on LS-PAV [56] that satisfies EJR and OAS for a practically feasible number of queries.

For committee W and comments c ∈ W , c′ ̸∈ W ,

∆(W, c′, c) := pav-sc(W ∪ {c′} \ {c})− pav-sc(W )

is the difference in PAV score from replacing c with c′ in W , and

∆(W, c′) := pav-sc(W ∪ {c′})− pav-sc(W )

is the marginal increase in PAV score from adding c′ to W .

LS-PAV begins with an arbitrary committee W and repeatedly replaces a comment c ∈ W

with another comment c′ ̸∈ W , as long as ∆(W, c′, c) ≥ 1
k2

. As proven by Aziz et al. [56], at

most O(k2 log k) such swap pairs can be found, after which point W satisfies EJR and OAS.

Halpern et al. [39] note that LS-PAV can be implemented using exact queries. For any

W , c ∈ W , and c′ ̸∈ W , ∆(W, c′, c) can be computed from a query Q that includes both W

3Specifically, PAV is NP-hard to compute [58].
4Specifically, LS-PAV runs in polynomial time [56].
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Algorithm 1 (k, t)-α-PAV

1: Choose W ∈
(
C
k

)
, c ∈ W , and c′ ̸∈ W arbitrarily

2: γ ←∞
3: while γ ≥ 1

αk
do

4: W ← W ∪ {c′} \ {c}
5: Choose Q = (Q1, . . . , Qj), with |Qi| = t, such that W ⊆

⋃
i Qi and C ⊆

⋂
i Qi

▷ (Q is chosen so that every query Qi contains the committee W , and every comment
c ∈ C is covered by some query Qi)

6: c′ ← argmaxx̸∈W ∆(W,x) ▷ (using, for each x, the query Qi that contains both W
and x)

7: c← argmaxy∈W ∆(W, c′, y) ▷ (using the query Q that contains both W and c′)
8: γ ← ∆(W, c′)

9: return W

and c′ (i.e. W ∪ {c′} ⊆ Q). By using j = m−k
t−k

queries of size t, all m − k comments not in

W can be covered by one of these queries, to complete a round of the algorithm. This gives

LS-PAV an overall (worst-case) query complexity of O(mk2 log k).

They then present the following version of LS-PAV, called α-PAV (Algorithm 1), which

only has (worst-case) query complexity O(mk log k) in order to satisfy approximate (α < 1)

α-EJR and α-OAS[39].

In addition to the approximation parameter α, Algorithm 1 differs in two key ways

from LS-PAV: First, the termination condition that there is no alternate c′ ̸∈ W such that

∆(W, c′) ≥ 1
k

(when α = 1) is weaker than the termination condition of LS-PAV that there

is no pair c, c′ such that ∆(W, c′, c) ≥ 1
k2

, implying it may terminate earlier. Second, instead

of considering all possible swaps c, c′, it only considers adding to W the alternate c′ with the

greatest marginal increase in PAV score, ∆(W, c′), which is slightly more computationally

efficient (by a factor of k).

Better Algorithms using Noisy Queries

Now, Halpern et al. [39] turn to the noisy query setting, in an effort to use a more realistic

model. To represent voters coming into the platform one at a time, in this setting, each time

the algorithm performs a query Q ⊆ C of size t, it receives in response the set Q ∩Ai, for a
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Algorithm 2 (k, t)-noisy-α-PAV

1: ℓ← 1
ϵ2
log(m

δ
)

2: Choose W ∈
(
C
k

)
, c ∈ W , and c′ ̸∈ W arbitrarily

3: γ ←∞
4: while γ ≥ 1

αk
− ϵ do

5: W ← W ∪ {c′} \ {c}
6: Choose Q = (Q1, . . . , Qj), with |Qi| = t, such that W ⊆

⋃
i Qi and C ⊆

⋂
i Qi

7: Ask each query Q ∈ Q to ℓ new voters
8: ∆̂(W,x) ← estimate of ∆(W,x) using the ℓ voters who answered the query Qi that

contains both W and x ▷ For each x ̸∈ W
9: c′ ← argmaxx ̸∈W ∆̂(W,x)

10: ∆̂(W, c′, y) ← estimate of ∆(W, c′, y) using the ℓ voters who answered the query Q
that contains both W and c′ ▷ For each y ∈ W

11: c← argmaxy∈W ∆̂(W, c′, y)

12: γ ← ∆̂(W, c′)

13: return W

randomly chosen voter i ∈ N .

They note that an algorithm with noisy queries can approximate an exact query Q by

aggregating estimates of Q from repeated noisy queries. By standard sample complexity

bounds [39], with probability 1 − δ, using O( 1
ϵ2
log( r

δ
)) queries, a noisy-query algorithm

could guarantee an estimate for each of the r values that Q is used to calculate within

an ϵ tolerance for each. Since, in Algorithm 1, each exact query Q is used to calculate a

maximum of r = m values of the form ∆5, they modify it to allow for additive ϵ error and use

ℓ = 1
ϵ2
log(m

δ
) noisy queries to approximate each exact query. This results in Algorithm 2,

called noisy-α-pav, which they prove has (worst case) query complexity O(mk3 log k logm)

to satisfy approximate (α < 1) α-EJR and α-OAS with probability 1− δ [39].

However, in order to achieve this, the algorithm must choose the tolerance ϵ so that ℓ is

large enough that if the termination condition of the loop is not met (i.e. ∆̂(W, c′) ≥ 1
αk
− ϵ),

the resulting swap is guaranteed to result in a positive improvement to the PAV score. They

choose ϵ = (1−α)k+1
αk2

, which finally allows Algorithm 2 to satisfy the above conditions.

5In particular, there are a maximum of r = m values of the form ∆ because in line 6 of Algorithm 1, each
exact query Q is used to calculate m− k values ∆(W,x), and in line 7, an exact query Q is used to calculate
k values ∆(W, c′, y), for a total of m− k + k = m values.
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From here, they apply further optimizations to improve the average-case performance

of the final algorithm, known as ucb-α-pav. First of all, after every swap, Algorithm 2

discards all previous information, reassessing every alternate from scratch. To speed this

up, in the final algorithm, past votes are used to compute bounds on the estimated values

∆̂(W, c′, c) and ∆̂(W, c′), even though the working committee W may have since changed.

Furthermore, Algorithm 2 presents every possible alternate c′ ̸∈ W to the same number of

voters, even though it can quickly become apparent which ones are more or less promising.

To address this, promising candidates are shown to voters more often in the final algorithm.

Additionally, the final algorithm performs swaps as soon as it is confident an alternate yields

a marginal increase in PAV-Score above a certain threshold, rather than always querying

a predetermined number of voters.

For the full implementation of this final algorithm, see Algorithm 4 in [39].

2.3 The Argumentation Algorithm

Another shortcoming of Polis’s analysis is that the summaries of different opinion groups

are not guaranteed to be consistent. Furthermore, its results are generally not explainable

(i.e. observers cannot truly follow the decision-making process of a specific instance of the

algorithm), which makes it difficult for the democratic process to be accountable. While

the ComSoC algorithm may be somewhat explainable through the working history of its

representative ‘committee’, Polis’s PCA dimensionality reduction is too opaque for regular

citizens to follow. To address these issues, Bernreiter et al. [40] use tools from ComSoC and

abstract argumentation to propose an algorithm that provides a consistent, explainable, and

representative summary of a deliberation, another great option to explore in our search for

better summarization algorithms for Polis-like deliberations.
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2.3.1 Theoretical Framework

Again, as in the case of the previous algorithm, the ideas for the Argumentation algorithm

are slowly developed following the constructions presented by Bernreiter et al. [40].

Preliminaries

The problem of selecting representative comments starts, as before, with the basic approval-

based committee-selection setting, where there is a set N = {1, . . . , n} of n voters and a

set C of m comments. Each voter i ∈ N approves of a set of comments Ai ⊆ C, and the

sequence A = (A1, . . . , An) is the voters’ approval profile. However, instead of selecting a

committee, Bernreiter et al. [40] try to choose a set Ω of k subsets of C (i.e. Ω ⊆ 2C , |Ω| = k,

where 2C denotes the power set of C). Rather than explicitly limiting the cardinality of the

selected subsets in Ω, they impose consistency constraints using abstract argumentation.

Argumentation Frameworks (AFs) [59] are a widely-studied concept in artificial intelli-

gence and related fields, through which discussions can be represented and reasoned about.

Arguments (which, in our case, represent comments) in AFs are abstract entities, meaning

the focus is not on their internal structure but rather on the relationships between them.

Particularly, if an argument x attacks an argument y, then they are in conflict: they cannot

both be accepted. Furthermore, in order to accept y, it must be defended from x’s attack,

i.e. either it attacks x itself or another argument z that attacks x (that can be accepted

alongside y) must be jointly accepted.

Definition 2.3.1 (Argumentation Framework (AF)) An AF F = (Arg,Att) consists

of a set of arguments Arg and an attack relation Att ⊆ Arg × Arg between arguments.

For S ⊆ Arg,

• S attacks b ∈ Arg if (a, b) ∈ Att for some a ∈ S.

• S+
F = {b ∈ Arg | ∃a ∈ S : (a, b) ∈ Att} denotes the set of arguments attacked by S.

• An argument a ∈ S is defended by S if, for each b with (b, a) ∈ Att, b ∈ S+
F .
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AF-semantics are functions σ that assign a set σ(F ) ⊆ 2Arg of extensions (i.e. subsets of

arguments) to an AF F = (Arg,Att). Conflict-free semantics (σ = cf) choose sets S ⊆ Arg

such that no two elements attack one another. Admissible semantics (σ = adm) choose

conflict-free sets that defend themselves. Finally, preferred semantics (σ = prf) choose

subset-maximal admissible sets (i.e. no further arguments can be added to any preferred

extension).

Definition 2.3.2 For AF F = (Arg,Att), S ⊆ Arg, it holds that:

• S ∈ cf(F ) if and only if there are no a, b ∈ S such that (a, b) ∈ Att.

• S ∈ adm(F ) if and only if S ∈ cf(F ) and each a ∈ S is defended by S.

• S ∈ prf (F ) if and only if S ∈ adm(F ) and there does not exist T ∈ adm(F ) such that

S ⊊ T

Approval-based Social AFs

Bernreiter et al. [40] combine AFs with approval-based committee selection to create Approval-

based Social AFs, which can be used to model deliberations.

Definition 2.3.3 (Approval-based Social AFs) An ABSAF S = (F,N,A) consists of

an AF F = (Arg,Att), a set N = {1, . . . , n} of n voters, and an approval profile A =

(A1, . . . , An), where each voter i ∈ N approves of a set of comments Ai ⊆ Arg.

There are no constraints on the submitted approval ballots—not even that they be conflict-

free—as ballots containing conflicts appear in real-world examples [40]. The goal in using

ABSAFs is to select a small set of coherent perspectives that represent the voters.

Definition 2.3.4 An outcome Ω ⊆ σ(F ) of an ABSAF S = (F,N,A) is a set of σ-

extensions of F . Then π ∈ Ω is called a viewpoint.

In order to find a representation that both contains few (namely, k) viewpoints and represents

as many voters as possible, they define a measure of how well a voter is represented by an

outcome or viewpoint.
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Definition 2.3.5 For ABSAF S = (F,N,A), voter i ∈ N , outcome Ω ⊆ σ(F ) (for σ =

prf), and viewpoint π ∈ Ω:

• repi(π) =
|π∩Ai|
|Ai|

• repi(Ω) = maxπ∈Ω(repi(π))

In theory, voters are assumed to be rational agents [60], arriving at a consistent and de-

fendable position, called their ideal position, if given enough time to properly consider all

viewpoints. However, since participants in a deliberation often do not have such time, such

restrictions on their voting behavior cannot be assumed. Thus, repi(π) can also be inter-

preted as a measure of how consistent a participant’s voting behavior is with the premise

that π represents their ideal voting behavior. Due to the rationality assumptions of ideal po-

sitions, and the desire for viewpoints to represent as many voters as possible, Bernreiter et al.

[40] focus on the subset-maximal cohesive viewpoint of preferred extensions (σ = prf). After

all, if any admissible extension π contains a voter’s approval preferences, so does the preferred

extension π′ ⊇ π. This then motivates the definition that repi(Ω) = maxπ∈Ω(repi(π)).

Optimizing Representation

Now that they have resolved to look at only preferred extensions, Bernreiter et al. [40]

consider how to choose an outcome that optimally represents the voters in an ABSAF.

One approach common in social choice theory is the Utilitarian rule [61], which seeks

to maximize the average representation across all voters (i.e. 1
n

∑
i∈N repi(Ω)). Another is

the Egalitarian rule [62], which aims to maximize the representation of the least-represented

voter (i.e. mini∈N repi(Ω)).

These notions are generalized by a family of rules inspired by ordered weight averaging

(OWA) vectors [63]. For an outcome Ω, and a given OWA rule, if s⃗ = (s1, . . . , sn) is the

vector (rep1(Ω), . . . , repn(Ω)) sorted in non-decreasing order (i.e. s1 corresponds to the least

represented voter), and w⃗ = (w1, . . . , wn) is the non-increasing vector of non-negative weights
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of the rule, the chosen OWA rule is defined as

OWAw⃗(S) = argmax
Ω⊆prf(F ),|Ω|≤k

w⃗ · s⃗(Ω) ,

where · is the dot product. For the Utilitarian and Egalitarian rules, the corresponding

weight vectors are (1, . . . , 1) and (1, 0, . . . , 0), respectively. More importantly, inspired by

the Proportional Approval Voting (PAV) algorithm from the previous section, the Harmonic

rule can also be defined, with weight vector (1, 1
2
, . . . , 1

n
).

Unfortunately, this OWAw⃗(S) rule is computationally intractable because it is provably

NP-hard [40]. The best-known running time of the algorithm is achieved by first enumer-

ating all preferred extensions in O(3m
3 ) time, where m = |Arg|, followed by enumerating all

outcomes of size k in O(pk) time, where p = |prf(F )|, which not practical.

This motivates the greedy variant of OWAw⃗, called GreedOWAw⃗, where viewpoints π are

sequentially added to the outcome Ω. Assuming ℓ viewpoints π1, . . . , πℓ have already been

chosen, the (ℓ+ 1)th is chosen by

πℓ+1 = argmax
π∈prf(F )\{π1,...,πℓ}

w⃗ · s⃗({π1, . . . , πℓ, π}) ,

stopping when k viewpoints have been chosen.

Sadly, GreedOWAw⃗ is also computationally intractable because it is provably NP-hard

[40]. Once again, the best-known running time of the algorithm is achieved by first enumer-

ating all preferred extensions is O(3m
3 ) time. However, the second part of the algorithm only

needs to enumerate all viewpoints each time it chooses a new one in the greedy procedure,

which can be achieved in the much more useful O(pk) time. Thus, if the preferred extensions

are precomputed before the start of the deliberation, e.g. by powerful argumentation solvers

[64][65], this method could potentially be practically feasible.
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Chapter 3

Adaptations for Real-World Usage

The three algorithms are in various stages of readiness to be incorporated into the de-

liberation platform we are using for this study. In this chapter, we discuss the potential

shortcomings of these algorithms that prevent their direct application to real-world use and

detail the modifications that we applied to these algorithms to make them better suited for

use in our platform.

While the full details of our experimental design are detailed in the next chapter, we

briefly preview certain aspects of the setup here to more easily manage discussing our adap-

tations below. Most importantly, each discussion uses a fixed set of 50 previously-collected

comments, from which each participant is offered 20 to vote on. Also, for convenience, we

say that a participant requests a comment to vote on whenever they need to be given a

comment to vote on while interacting with the platform.

3.1 The Polis Algorithm

Given that Polis is the prototypical platform for the deliberative platform design we are

testing, as well as the fact that Polis has a proven track record in facilitating discussions that

have impacted real-world policy, we need to make little change to its theoretical framework

to prepare it for use on our platform. Indeed, given that it is meant to serve as a baseline,
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to compare the other approaches against one of the state-of-the-art in this format, we do

not want to make many modifications to Polis for this study. However, one change we do

end up making is to use the group-aware consensus, rather than just the regular consensus,

when generating the summarization of the discussion. This option is already also computed

by Polis, and is meant to be more representative of diverse perspectives, which is important

for good citizen input to policy-making.

However, while Polis’s implementation is open source, with the source code freely avail-

able on GitHub1, its algorithms are implemented in Clojure. Thus, we have completely

reimplemented its methods in Python to make it compatible with our platform’s back end

(for reference, the provided experimental implementations of the other two algorithms are

already in Python).

3.2 The ComSoC Algorithm

We are interested in the ComSoc algorithm because, in theory, it improves on the Polis

algorithm by guaranteeing high representation and satisfaction metrics, namely α-EJR and

α-OAS. However, in order for such a guarantee to be achieved, the algorithm might, in the

worst case, need to query an order of magnitude more participants than there are comments,

which is not very practical for a Polis-like deliberation platform, where every participant

can submit comments.

Luckily though, since this algorithm continuously improves a working committee, with

an initial rapid rate of improvement and finer tuning as it goes on, early termination of the

algorithm still achieves surprisingly good results, despite losing its strict representativeness

guarantees. Indeed, in the experiments performed [39] using past Polis data sets (in which

missing data values were inferred), each voter was only queried once to vote on 20 comments,

with the algorithm terminating afterwards. This implementation not only provided a more
1https://github.com/compdemocracy/polis/
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applicable construction for real-world use, but also demonstrated a respectable performance

compared to an exact computation that had access to all votes.

Still, this ‘practical’ implementation has shortcomings. For one, the algorithm assumes

that it immediately receives the responses to one query before needing to query the next

voter. This is unrealistic for a discussion in which multiple participants may join before

one participant has finished responding to their query on 20 comments. The naive solution

to this—allowing the algorithm to send a new query to each voter as they join—is quite

inefficient. Since the algorithm is deterministic, such an adjustment would lead to multiple

participants being given the same query set of comments to vote on, which throws away

chances for the algorithm to elicit votes on different sets of comments. This would lead to

much slower convergence to a representative committee of comments, and therefore much

worse performance.

Thus, we instead tackle this challenge by modifying the algorithm to send single-comment

queries. In particular, whenever the original algorithm sends out a (comment-block) query

Q of 20 comments to be answered by a single voter, we instead split it into its 20 component

single-comment queries q1, . . . , q20. Then, each of the next 20 times some participant requests

a comment to vote on, they are randomly given one of the remaining unanswered qi (for a

comment that they have not previously voted on) to vote on. The algorithm is then allowed

to run until it generates the next query Q′, which is then used for the next 20 times some

participant requests a comment to vote on. This cycle repeats as long as participants use

the platform to vote on comments.

While we cannot guarantee the optimality of our modifications, we can empirically evalu-

ate their performance. In their paper, Halpern et al. [39] experimentally test their algorithms

using historical data of previous Polis discussions for which missing votes had been inferred.

To measure how representative the final committee of votes for an algorithm is, they use this

final committee W to calculate the performance metric α̂ (see [39] for the full details of how

α̂ is calculated). Importantly, they prove that said algorithm satisfies α-EJR and α-OAS for
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Figure 3.1: Comparison of modified ComSoC algorithms

any α < α̂, so that if α̂ ≥ 1, the corresponding committee W satisfies EJR and OAS.

Across 13 different historical data sets, three different committee sizes, and 10 different

randomness seeds, they run each algorithm, and gather the resulting α̂ values from these

trials together into a boxplot for each algorithm. Comparing algorithms, they demonstrate

that their ucb-α-pav algorithm has a respectable performance, by showing that in the vast

majority of cases, it results in α̂ ≥ 1, i.e. it finds a final committee that satisfies EJR and

OAS.

In a similar vein, we collect, across these same trials, the corresponding α̂ values for

ucb-α-pav run in its standard setting, as well as both the single query and naive block

query variants when run in a simulated concurrent setting. In this setting, voters’ requests

for comments to vote on are all randomly interleaved, and a voter does not record their

response to a request for a random amount of time after the request. Thus, it simulates

the worst-case scenario for these algorithms, as far as possible from the sequential setting

that ucb-α-pav was designed for. Though real-world use of these algorithms will take place

somewhere between these two extremes, it is better to have an algorithm that gracefully

handles concurrency.

Specifically, we compare, in Figure 3.1, the relative performance of the original ucb-α-pav

algorithm under ideal conditions (where each participant can answer a full block query before

the next one joins) against that of the naive block-comment query algorithm and our single-
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comment query algorithm in these more realistic conditions. The number in parentheses

below each algorithm’s label represents the fraction of trials in which the respective algorithm

did not achieve an α̂ ≥ 1, i.e. did not achieve EJR and OAS. When simulating real-world use

in the aforementioned setting, single-comment queries fared much better than naive block-

comment queries, as is apparent for both the full historical deliberations (Figure 3.1a) and

the simulated contentious discussions (Figure 3.1b), where (as in the paper, to emulate a

more challenging setting) comments with high (>60%) consensus are filtered out. In fact,

the naive block-comment query approach was usually unable to collect enough useful data

to ever update its initial committee, illustrating truly how unsuitable it is for real-world use.

In contrast, the single-comment query strategy, in simulated realistic conditions, performs

remarkably close to the original algorithm in ideal conditions, affirming our use of this

modification for our real-world study.

Another shortcoming of this algorithm is that, unlike Polis, which considers both approval

and disapproval in building the viewpoints of different opinion group, this algorithm only

considers approvals. However, we have a fairly straightforward way to remedy this: for every

comment c ∈ C, we also introduce the comment c, and record disapproval of c as approval

of c (passing is simply recorded as approval of neither).

Lastly, we note that even with these modifications, the ComSoC algorithm does not sup-

port allowing participants to respond to more than the initial queries, even if they want to

contribute more to the discussion (and by the same token, participants cannot be analyzed

as part of the conversation if they can only respond to less than the initial queries). Al-

though it is not difficult to directly add such functionality with our setup, the analysis is not

constructed to support variable levels of engagement. As this algorithm treats each query

response as having been sampled independently and uniformly at random, such variance in

engagement would cause the algorithm to give more significance to the opinions of partici-

pants who vote more often, which makes this ‘solution’ untenable. Indeed, the underlying

algorithm itself would need to be tweaked to avoid this bias. While it could be theoreti-
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cally possible to add this functionality, we do not consider this, as it is outside the scope

of this project. After all, since every participant in our study votes on the same number

of comments, this lack of flexibility does not affect our experiment. Still, we note that this

limitation is somewhat antithetical to the goals of deliberative democracy, which seek to

encourage, not limit, citizen participation.

3.3 The Argumentation Algorithm

We are interested in the Argumentation algorithm because it improves on Polis by guaran-

teeing conflict-free summaries of viewpoints, at least in theory. However, it faces a few major

challenges to the practical applicability of doing so.

For one, it is difficult to label attack relations in practice, as they either have to be labeled

by moderators, crowdsourced from participants, or mined from natural language text using

Natural Language Processing (NLP)-based argumentation mining (which has shown to be

challenging, as it faces many problems [66]). In fact, the empirical tests of the algorithm run

by Bernreiter et al. [40] were run using purely synthetic data, because, in practice, attack

relations are incredibly hard to label at scale.

Additionally, while the regular algorithm has an exponential runtime, which makes it un-

suitable for larger discussions, the greedy variant of the algorithm partially improves upon

this runtime. However, this variant still includes an exponential-runtime precomputation

step, run on the set of comments, that makes this algorithm infeasible for Polis-like deliber-

ations, where participants can add comments during the discussion.

Nevertheless, this algorithm is still worth considering, if only with a slightly modified

deliberation design with separate comment-gathering and voting phases, separated by some

time. Between these phases, the precomputation step can often be performed by relatively

fast Answer Set Programming (ASP) solvers, since it is only provably costly in the worst

case. Furthermore, as AI and NLP continue to make advances in the coming years, mining

42



attack relations from natural language comments will become increasingly feasible. In fact,

this is one of the stated goals of the FAME2 Project [66].

In the meantime, our setup, with its fixed comment sets, mitigates some of these issues.

Additionally, for each of our data sets, the attack relations between comments have been

painstakingly labelled by hand. Since we provide this information when constructing the

deliberation, we do not need to implement any natural language processing (NLP) to mine

argumentations from the data. Most importantly, all of this allows us to precompute pre-

ferred extensions, which makes the exponential running time of this step less of an issue for

our construction.

In this study, we use the greedy-harmonic variant of the argumentation algorithm. As

discussed above, we choose the greedy variant for better real-world performance. Further-

more, we choose the harmonic variant, because, as noted by Bernreiter et al. [40], it is a good

compromise between efficiency and fairness, allowing us to best represent the discussion at

large, while still capturing the nuance of disparate viewpoints.

Additionally, just as with the ComSoC algorithm, this algorithm only considers explicit

approval of comments, in contrast to Polis’s consideration of both approvals and disapprovals.

Luckily, we can use the same solution: for every comment c ∈ C, we introduce the comment

c, and record disapproval of c as approval of c (and again, passing is simply recorded as

approval of neither). Note, it follows from this definition that c attacks c and vice versa.

Finally, this algorithm makes no attempt to minimize the number of comments each

participant votes on; in fact, it assumes that every participant has voted on every comment,

which is an unreasonable assumption for real-world discussions. While Polis ’s analysis algo-

rithm also makes this assumption, it extrapolates this data by inferring that a participant

voted the mean vote on any comment they haven’t yet seen. However, inferring an average

position on every unseen comment for each participant would wreak havoc on the argumen-

tation algorithm by making every participant seem to have a more inconsistent worldview
2A Framework for Mining and Formal Evaluation of Arguments
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than they do in reality, which would reduce the effectiveness of the algorithm.

Fortunately, since the algorithm merely looks for preferred extensions that are most

representative of participants’ approval profiles, a smaller approval profile only makes this

task easier. Therefore, for the final algorithm, we can simply assume that the participants

do not approve of any comments they have not seen. Even so, we still need to make sure that

we have a thoroughly accurate sample of each participant’s preferences. Thus, to improve

this algorithm’s practical applicability, we create the following comment routing algorithm.

Inspired by Polis’s comment-routing strategy, we design an algorithm that also randomly

chooses comments according to a non-uniform distribution, informed by the structures unique

this algorithm. At the beginning, we consider the undirected attack relation graph, where

each comment c represents a node, and for any two comments c, c′ such that either c attacks c′

or c′ attacks c, there is an edge between their corresponding nodes. We divide the comments

into connected components, which are sections of this graph that are connected to each

other by these undirected attack relation edges. Since only comments that disagree about a

particular issue are connected by attack relations, each connected component can be thought

to represent a different dimension of the topic being discussed. Also, for each participant,

we keep track of the number of comments they approve of in each connected component.

Then, when a participant requests a comment to vote, we randomly choose a connected

component from which to provide them a comment to vote on, among those for which

they have voted the least approvals. In this way, we make sure that we equally capture

the participant’s positions on all dimensions of the issue. Once we have chosen a connected

component, we randomly choose a comment from it to present to the participant by sampling

from a non-uniform distribution on these comments, which is formed by a chosen priority

metric. This priority metric promotes comments a participants is more likely to agree with,

seeks to build consensus, and highlights lesser-seen comments. In particular, a comment c in

the connected component is chosen with probability Priority(c), normalized by the sum

of such values for all comments in the connected component.
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(a) Comparing algorithms by average represen-
tation

(b) Comparing algorithms by minimum represen-
tation

Figure 3.2: Comparison of modified Argumentation algorithms

Let Pv(c) be defined as in Chapter 2.1.1, an estimate of the probability that a participant

voted v on comment c; N(c) be as defined in Chapter 2.1.1, the total number of votes on

comment c; and Nbra(c) be the number of neighbors of c (i.e. adjacent comments) in the

undirected attack graph that this participant has approved of. Then

Priority(c) = Pv=a(c) · (1− Pv=p(c)) · (1 + 23−
N(c)
5 ) · (2−

Nbra(c)
5 ) .

Like Polis, the equation is constructed so that each of the terms in the product has value

greater than 1 for comments that should be sent more to participants, and value between 0

and 1 for comments that should not be shown as often. The Pv=a(c) term is meant to boost

consensus by promoting comments with higher agreement, and decreases to 0 for comments

with little support. The (1 − Pv=p(c)) term decreases to 0 for comments that have been

mostly passed on. The (1 + 23−
N(c)
5 ) term helps highlight new comments by emphasizing

those with fewer votes. Finally, the (2−
Nbra(c)

5 ) term deprioritizes comments that have an

attack relation with comments the participant has already approved, which are comments

that the participant is likely to disagree with.

Again, though we cannot guarantee the optimality of our modifications, we can empir-
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ically evaluate their performance. In their paper, Bernreiter et al. [40] experimentally test

the representativeness of their algorithms using synthetic data spanning a range of disper-

sion values (which measure the proportion of the generated voters’ votes that differ from a

consistent viewpoint), an evaluation method that we can replicate. As discussed in Chapter

2.3.1, we can measure how represented each voter is by the algorithm’s generated outcome;

and two important metrics to evaluate the algorithm are the average and minimum represen-

tations of voters under this outcome. The harmonic variant of the Argumentation algorithm

performs well under both of these metrics, which is why we choose to use this variant in our

trials, so we focus on this variant in our evaluation.

In particular, we consider the performance of the greedy algorithm when votes are sam-

pled using our comment routing algorithm, against that of both the greedy and non-greedy

algorithms when all votes are used. As in the paper [40], we compare these algorithms ac-

cording to the aforementioned metrics using synthetic data spanning a range of dispersion

values. For both average (Figure 3.2a) and minimum (Figure 3.2b) representation, we find

that our comment routing algorithm does not significantly decrease the representativeness

of the greedy-harmonic Argumentation algorithm. This affirms our choice of this algorithm

to accurately capture participants’ preferences even while only sampling their votes.

However, the algorithm still has another shortcoming, for which we need to make addi-

tional modifications. Since the outcome Ω consists of multiple preferred extensions—each

of which can often include more than half of all comments—we need to truncate these

viewpoints to be able to display them for our final summaries. Otherwise, reading these

summaries might take more effort than reading the entire comment set, which defeats the

entire point of having summaries. We choose to show only the top comments that are shared

amongst viewpoints, as well as those unique to each viewpoint. While truncating viewpoints

in this way loses the property that each viewpoint’s presented summary is defendable, each

is still importantly conflict-free.

Once again, we still note that these modifications do not support allowing participants
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to respond to more than the initial queries, even if they want to contribute more to the dis-

cussion (and by the same token, participants cannot be assessed as part of the conversation

if they can only respond to less than the initial queries). Although our comment-routing

algorithm maintains no hard limit to the number of comments it can give to each partici-

pant, the analysis algorithm does not properly support variable levels of engagement. As this

algorithm seeks only to maximize the proportion of each participant’s approval profile in-

cluded in a viewpoint (weighted according to an OWA vector), such variance in engagement

would cause the algorithm to give more significance to the opinions of participants who vote

more often, which makes this ‘solution’ untenable. Once again, the underlying algorithm

itself would need to be tweaked to avoid this bias. While it may be theoretically possible

to add this functionality, we do not consider this as it is outside the scope of this project.

After all, since every participant in our study votes on the same number of comments, this

lack of flexibility does not affect our experiment. Still, we again note that this limitation is

somewhat antithetical to the goals of deliberative democracy, which seek to encourage, not

limit, citizen participation.
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Chapter 4

Experimental Design

In this chapter, we outline the setup of our main experiment. As a reminder, our goal

in this study is to facilitate the incorporation of citizen input into the political decision-

making process by improving the usefulness of Polis ’s deliberative online platform design.

To accomplish this, we focus on enhancing the subjective experiences of users with both the

voting process and the algorithmically-generated summarization of the discussion. In order

to test these outcomes, we have designed the following experimental methodology.

In particular, across three different deliberation topics, we study the effect of three treat-

ments1—the Polis algorithm, the ComSoC algorithm, and the Argumentation algorithm—on

the subjective experience of the platform user. We recruit about 900 participants into this

study from a nationally representative sample of the US population, and randomly assign

them to one of the treatment conditions, such that 100 participants are in each condition

for each data set. Participants are recruited to this study using Prolific2, a platform that

connects researchers with high-quality research participants. In the first round, each of the

participants is given comments to vote on according to their respective algorithm, after

which they are asked to rate how useful the presented comments were for expressing their
1The code for our back end implementations of the algorithms is available at

https://github.com/jrenriquez/deliberation.io , specifically, the Python files prefixed with "adaptive_".
2https://prolific.com
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viewpoint. When all votes are collected, the respective algorithm is run to produce the

representative “summary" set of comments, and participants are then asked (in the second

round) to rate how much they feel their concerns are represented by the summary, as well as

how they would have felt if the summary was the main feedback taken from this discussion

as input by policy-makers. (These are just a selected few of the questions that were asked;

to see the full list of ten survey questions and multiple-choice answers for each, see Appendix

A.1)

To make the comparison as direct as possible, we control for the different comments

that could generate in each dialogue by using three pre-selected bodies of 50 comments

each that each discussion begins with. In particular, these comment sets were chosen to

represent the breadth of perspectives found in each of the original sets of 300+ comments

that were collected from a representative sample of the U.S. population in a previously

conducted survey (See Appendix A.2 for the comment sets used). The discussion topics—

Insurrection Act, Register Vote, and Abortion—were chosen due to the varying levels of

disagreement and consensus seen in this prior survey, to better test the algorithms in a

variety of situations. Insurrection Act, which involves responses to whether the Insurrection

Act should be invoked for peaceful protests during the next inauguration, was chosen for

its large consensus; Abortion, which involves responses to whether the length of pregnancy

should inform the legality of abortion, was chosen for its diversity of opinions; and Register

Vote, which involves responses to whether voter registration should be automatic, was chosen

for its being in between.

Although this is slightly less accurate for modeling a real deliberative discussion where

participants also submit comments, we are only focusing on the subjective experiences of

participants with these algorithms, not the entire platform. Thus, this consistency of com-

ments is actually beneficial, as it allows us to more directly compare outcomes on the same

group of data when analyzed by different algorithms. Though each trial has a slightly dif-

ferent distribution of participant positions as each has different participants, the treatments

50



(a) The Voting Page (b) The Voting Survey Page

(c) The Voting Record Reminder Page (d) The Summary Survey Page

Figure 4.1: The pages we designed for this study on Deliberation.io

are still comparable, as participants are randomized into each condition.

Another upside of this approach is that it allows us to pre-process the data to label

attack relations between comments, which is necessary for the argumentation algorithm (See

Appendix A.3 for these attack relations, which were labeled by hand).

4.1 Platform Design

This study is carried out using Deliberation.io, a new open source discussion platform for

research that allows us to implement these three algorithms, as well as interject surveys to

gauge participants’ experience with the three paradigms.

In particular, we have designed four different key pages for participants to interact with,

two for each round. For the first round, on the comment voting page (Figure 4.1a), partic-

ipants are shown 20 comments, one at a time, to vote their agreement or disagreement on.

On the voting survey page (Figure 4.1b), they are shown a reminder of the comments they

just voted on on the left, and asked to complete survey questions about the voting process on
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the right. Meanwhile, when participants return to the platform for the second round, they

are first reminded of their previous voting record on the voting record reminder page (Figure

4.1c), to re-familiarize themselves with the deliberation and their stated position. Finally,

on the summary survey page (Figure 4.1d), they are presented with the algorithmically-

generated summarization of the discussion on their left and asked to fill out a survey about

this summarization on their right.
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Chapter 5

Results and Discussion

In this chapter, we discuss the results from our trials. Recall that we had nine trials, one

per algorithm per comment set. Furthermore, we had asked ten different survey questions to

gauge participants’ subjective experiences with the platform. Of these, we choose to highlight

the three questions (one question regarding the comment routing of the voting phase of the

discussion, as well as two questions regarding the usefulness of the algorithmically-generated

summarization of the deliberation) that we feel are most pertinent to our exploratory goals.

In the following, we explore the distribution of participant responses to these questions

and discuss what this data can tell us about these different algorithmic approaches (To see

visualizations of answers to all 10 questions, see the omitted graphs in Appendix B).

Before we analyze the responses to our study, we note our response rates to contextualize

our results. In the first round of our study, where users participated in the deliberation by

voting on comments, then answered questions regarding the voting process, we had a 92%

response rate. This resulted in just over 100 (specifically, between 103 and 105) participants

responding for each of the nine treatments. Of these, about 75% (specifically, between

74 and 82 participants) returned to participate in the second round of the study, where

they responded to questions regarding the algorithmically-generated summarization of the

discussion.
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Figure 5.1: Usefulness of comment routing algorithms for expressing personal position.

5.1 Comment Routing

Usefulness for expressing personal position

First, we consider the experiences of users with the voting process. Indeed, to encourage

citizen participation in political decision-making, we first need to ensure that their experience

with the platform does not dissuade them from participating. To measure this, we consider,

among the three algorithms studied, the perceived usefulness of each approach’s method

for routing comments, through responses to the following survey question: "How useful or

unuseful did you find the comments for helping you express your position?"

As evidenced by Figure 5.1, all three algorithms across all three data sets were either

"Somewhat useful" or "Very useful" in this regard for about 70-80% of participants. By a

two-sample t-test, the only treatments with a statistically significant difference (using a 95%

confidence interval) are those of Polis and ComSoC in the Register Vote data set; thus, it

is fairly straightforward to conclude that the choice of comment routing algorithm does not
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significantly impact participants’ perceived usefulness of the comments for expressing their

preferences.

5.2 Summarization

Now, we arrive at our main object of study in this project: namely, how participants subjec-

tively feel about the algorithmically-generated summaries of the discussion that are provided

by the platform. We consider both the perceived representation of participants’ positions in

the summarization, as well as their support for legislation using the summarization as input.

Representation of participants’ positions

If we truly want to foster the incorporation of citizen feedback into the policy-making pro-

cess, we need to encourage participation through a platform that makes people feel that

their voices are being heard. To this end, we look at responses to the following survey

question: "How well or poorly do you feel YOUR POSITION is represented in the provided

summarization?"
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Figure 5.2: How well participants felt their positions were represented by the summarization.

Algorithm A Algorithm B Data Set
ComSoC Polis Insurrection Act
ComSoC Argumentation Insurrection Act
ComSoC Polis Register Vote
ComSoC Argumentation Abortion
ComSoC Polis Overall
ComSoC Argumentation Overall

Table 5.1: Statistically significant (by a 95% confidence interval) differences in representa-
tion between algorithms as determined by a two-sample t-test. For each line, we find that
Algorithm A results in participants feeling more represented by its algorithmically-generated
summarization than Algorithm B for the given data set (or overall), by a statistically signif-
icant margin.

Here, again (Figure 5.2), we have a largely positive result, finding that all three al-

gorithms, across all three datasets, produced summarizations that made about 80-90% of

participants feel "Somewhat represented" or "Very well-represented". However, as noted

in Table 5.1, the ComSoC algorithm quite consistently results in participants feeling their

positions are more represented by the summarization than either of the other algorithms, by
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Figure 5.3: How well participants felt their positions were represented by the summarization,
by demographic category.

a statistically significant margin.

Indeed, it is not surprising that the ComSoC algorithm performs well here; after all,

it was specifically designed to achieve high representativeness and satisfaction guarantees.

Still, it is notable that these guarantees have transferred over from the objective assurances

of theory to the subjective experiences of real life.
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Algorithm Demographic Category Group A Group B
Polis Race Black or Afri... Asian

ComSoC Age 55 - 64 18 - 24
ComSoC Political Leaning Strong Democrat Independent, Neither
ComSoC Political Leaning Strong Democrat Independent, Lean Republican

Table 5.2: Statistically significant (by a 99% confidence interval, excluding outliers; since
this analysis requires us to split up the data more, we require a higher level of confidence,
and exclude outliers) differences in representation by these algorithms between demographic
categories as determined by a two-sample t-test. For each line, we find that the given algo-
rithm results in participants from Group A feeling more represented by its algorithmically-
generated summarization than those from Group B, by a statistically significant margin.

Furthermore, as shown in Figure 5.3, we find that all three algorithms, across demo-

graphic splits spanning age, race, gender, education, and political leaning, produced sum-

marizations that made about 70-95% of participants feel "Somewhat represented" or "Very

well-represented". Unfortunately, as shown in Table 5.2, the ComSoC algorithm is some-

what more likely than the other algorithms to result in a statistically significant difference

in perceived representation across demographic categories. Still, we note that even among

this variance, the ComSoC algorithm usually achieves better representation than the other

two.

Participants’ support for legislation using this input

Another important outcome of deliberative platforms is that they provide a useful means of

gathering citizen input to inform policy-making. To this end, we look at responses to the

following survey question: "Imagine that a new piece of legislation is to be drafted on this

topic, and that policymakers will base their policy proposal on public input. If they only

took as input the perspectives and opinions from the provided summarization, how likely or

unlikely would you be to SUPPORT this hypothetical legislation?"
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Figure 5.4: How participants would have felt if the algorithmically-generated summarization
were the main feedback taken from this discussion as input by policy-makers.

Algorithm A Algorithm B Data Set
ComSoC Polis Insurrection Act
ComSoC Argumentation Insurrection Act
ComSoC Polis Register Vote

Argumentation Polis Register Vote
ComSoC Polis Overall
ComSoC Argumentation Overall

Table 5.3: Statistically significant (by a 95% confidence interval) differences in support for
hypothetical legislation between algorithms as determined by a two-sample t-test. For each
line, we find that Algorithm A results in participants having greater support for hypothetical
legislation informed solely by the algorithmically-generated summarization than Algorithm
B for the given data set (or overall), by a statistically significant margin.

Yet again (Figure 5.4), we have a fairly positive result, finding that all three algorithms,

across all three datasets, produced summarizations that had about 55-70% of participants

"Somewhat likely" or "Very likely" to support hypothetical legislation informed by these

summaries. However, as noted in Table 5.3, the ComSoC algorithm quite consistently results

in participants having greater support for hypothetical legislation informed solely by the

summarization than either of the other algorithms, by a statistically significant margin.
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Figure 5.5: How participants would have felt if the algorithmically-generated summarization
were the main feedback taken from this discussion as input by policy-makers, by demographic
category.

Algorithm Demographic Category Group A Group B
ComSoC Race Black or African American Asian
ComSoC Political Leaning Not very strong Democrat Not very strong Re...
ComSoC Political Leaning Not very strong Democrat Strong Republican

Table 5.4: Statistically significant (by a 99% confidence interval, excluding outliers; since this
analysis requires us to split up the data more, we use a higher level of confidence, and exclude
outliers) differences in representation by these algorithms between demographic categories as
determined by a two-sample t-test. For each line, we find that the given algorithm results in
participants from Group A having greater support for hypothetical legislation informed solely
by its algorithmically-generated summarization than those from Group B, by a statistically
significant margin.
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Furthermore, as shown in Figure 5.5, we find that that all three algorithms, across demo-

graphic splits spanning age, race, gender, education, and political leaning, produced sum-

marizations that that had about 45-75% of participants "Somewhat likely" or "Very likely"

to support hypothetical legislation informed by these summaries. Once again, as shown in

Table 5.2, the ComSoC algorithm is somewhat more likely than the other algorithms to

result in a statistically significant difference in support for hypothetical legislation across de-

mographic categories. Again, we note that even among this variance, the ComSoC algorithm

still usually achieves higher levels of support than the other two.

5.3 Key Takeaways

In general, we found that while all three approaches provided an essentially equivalent voting

experience, the ComSoC algorithm consistently resulted in participants feeling more repre-

sented by, and more likely to support legislation informed by, its provided summarizations.

Indeed, this seems to be exactly what we seek, namely, an improvement in the usefulness

of Polis ’s deliberative online platform design, to facilitate the incorporation of citizen input

into the political decision-making process.

However, this does not immediately merit a replacement of the Polis platform’s current

algorithms. For one, we still caution that though it might have been slight, the ComSoC

algorithm exhibited the greatest variance in these metrics across demographic splits among

these three algorithms. More importantly, we note that since we completely reimplemented

the Polis algorithm for use in this study, we acknowledge that its under-performance in this

study could be due to a mistake in our implementation.

Moreover, even if we were to recommend the ComSoC algorithm’s use on the Polis plat-

form, there are still barriers to its real-life applicability. Namely, as it currently stands, the

algorithm does not support allowing participants to vote on a variable number of comments

(note that it does, however, support the ability for participants to submit comments during
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the voting phase [39]). Until this shortcoming is addressed, the ComSoC algorithm cannot

be employed in a practical setting.

Meanwhile, as its performance was largely comparable to the existing Polis algorithm,

there is little incentive to recommend the use of the Argumentation algorithm. In fact,

due to the many challenges we faced in utilizing this algorithm, we generally discourage its

real-world use. For one, labelling attack relations in order to use this algorithm is a long

and tedious process to carry out by hand. Also, trying to crowdsource this task by splitting

it among participants presents an undue burden on users that would depress participation.

Lastly, as noted previously, there is not currently an automated way to mine arguments from

natural language.

Even if attack labelling was a solved problem, we would still not recommend the Ar-

gumentation algorithm due to its excessive running time. Using the more efficient greedy

variant, a conversation still requires separate comment submission and voting phases, as the

algorithm needs to run a costly precomputation step between these phases. Furthermore,

this step does not at all scale for larger conversations. Even for the medium-sizes delibera-

tion that we simulated in this study, running this computation step took multiple days on a

modern processor, a performance that is infeasible for practical applications.
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Chapter 6

Conclusion

Summary

In this work, we have sought to promote greater citizen participation in the political decision-

making process through the use of online deliberation platforms like Polis. In particular,

the algorithmically-generated summarizations of these discussions can be used to incorpo-

rate citizen input into the policy-making process. However, since these selections form the

backbone of citizen feedback that policy-makers consider, we investigated newly proposed

algorithms that seek to provide more representative (ComSoC) and consistent (Argumenta-

tion) summarizations than those currently provided by Polis.

After conducting randomized controlled trials of these three algorithms across multiple

different topics, we found that the ComSoC algorithm consistently resulted in participants

feeling more represented by, and more likely to support legislation informed by, its provided

summarizations than Polis’s current approach. While this indeed represents exactly the kind

of improvement we sought, to foster greater adoption of deliberation platforms for democratic

processes, we note that the ComSoC algorithm still requires future theoretical work to make

it fully suitable for a real-world setting.
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Future Work

While our results showed that the ComSoC algorithm meaningfully improved upon the Polis

algorithm in producing summaries in which participants felt represented, a major hurdle

still preventing its real-world applicability is its lack of support for allowing participants to

vote on a variable number of comments. Thus, a primary direction for future work would

be to build on our modifications to the ComSoC algorithm to produce a theoretically sound

algorithm that allows this flexibility.

Another possible topic for future study would be to investigate the performance of a hy-

brid approach that combines the Polis and ComSoC algorithms. Indeed, while the ComSoC

algorithm provided the most representative summarizations, these could potentially still be

improved by using the Polis algorithm’s analyses to inform the grouping of comments by

viewpoint. For instance, such an approach could use primarily the ComSoC algorithm for

comment routing (with any potential ties broken according to Polis’s priority metric), and

show as summary the committee of comments that ComSoC produced, but group these

comments according to the clusters from Polis’s analysis.
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Appendix A

Data

A.1 Survey Questions

We collected the following multiple-choice survey questions while participants used our plat-
form.

A.1.1 Voting Survey

Table A.1: Voting Survey.

Begin of Table
Survey Question Response Options
How useful or unuseful did you find the
comments for helping you express your
position?

Very unuseful
Somewhat unuseful

Neither useful nor unuseful
Somewhat useful

Very useful
How effective or ineffective did you find
the comments for addressing the most
important dimensions of the issue?

Very ineffective
Somewhat ineffective

Neither effective nor ineffective
Somewhat effective

Very effective
How engaging or unengaging did you
find the VOTING PROCESS?

Very unengaging
Somewhat unengaging

Neither engaging nor unengaging
Somewhat engaging

Very engaging
How engaging or unengaging did you
find the COMMENTS?

Very unengaging
Somewhat unengaging

Neither engaging nor unengaging
Somewhat engaging

Very engaging
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Continuation of Table A.1
Survey Question Response Options
Do you think the group of people who
made these comments tend to lean left
or right politically?

Lean strongly right
Lean somewhat right

Lean neither particularly left nor right
Lean somewhat left
Lean strongly left

Lean both left and right

A.1.2 Summarization Survey

Table A.2: Summarization Survey.

Begin of Table
Survey Question Response Options
How well or poorly do you feel YOUR
POSITION is represented in the pro-
vided summarization?

Very poorly-represented
Somewhat unrepresented
Somewhat represented
Very well-represented

Do you feel that the summarization is
BROADLY representative of DIFFER-
ENT VIEWPOINTS?

No, not much at all
No, not that much

Yes, somewhat
Yes, very much

To what extent do you feel that the
summarization is an ACCURATE rep-
resentation of the GENERAL PUB-
LIC?

Mostly inaccurate
Somewhat inaccurate

Neither accurate nor inaccurate
Somewhat accurate

Mostly accurate

Imagine that a new piece of legislation
is to be drafted on this topic, and that
policymakers will base their policy pro-
posal on public input. If they only took
as input the perspectives and opinions
from the provided summarization, how
likely or unlikely would you be to SUP-
PORT this hypothetical legislation?

Very unlikely
Somewhat unlikely

Neither likely nor unlikely
Somewhat likely

Very likely
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Continuation of Table A.2
Survey Question Response Options
Imagine that a new piece of legislation
is to be drafted on this topic, and that
policymakers will base their policy pro-
posal on public input. If they only took
as input the perspectives and opinions
from the provided summarization, how
likely or unlikely would you be to AC-
CEPT this hypothetical legislation?

Very unlikely
Somewhat unlikely

Neither likely nor unlikely
Somewhat likely

Very likely

A.2 Comment Sets

First, we include the three comment sets used in our study. Each consists of 50 comments,
chosen to represent the breadth of perspectives found in the original sets of 300+ comments
that were collected from a representative sample of the U.S. population.

A.2.1 Register Vote

Table A.3: Register Vote.

Begin of Table
Would you favor automatically registering all eligible citizens to vote?
Index Comment
0 I somewhat favor this for convenience purposes; however, people deserve to

not be inundated with political mail.
1 The government is by the people, for the people. So all should make their

voice heard. But some might coerce others to vote against wishes.
2 It would greatly simplify things but some people do not wish to be registered

because it means they will be called up for jury duty
3 You cannot force someone to vote, but not having that extra step may be more

of an incentive vs. figuring out registering.
4 With modern technology this seems like it should be feasible without compro-

mising the integrity of elections.
5 I dont 100% oppose all people being auto registered, but I do oppose any

lumped in secondary requirements or repercussions of not voting.
6 Every American citizen should have the opportunity to be eligible to vote.

Must have proper ID
7 Registering citizens to vote will help with voter fraud.
8 This would ensure that no one who is qualified is denied the privilege of voting

on the grounds that they have not registered to vote.
9 I think it’s a great idea. Not everyone has the ability or the $ on hand to get

to a DMV to buy an official Photo id.
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Continuation of Table A.3
Would you favor automatically registering all eligible citizens to vote?
Index Comment
10 It would not hurt anything. If someone did not want to vote, then they simply

do not have to vote.
11 It would make it easier for people to vote if they were to all be registered

automatically.
12 Would allow for maximum voter participation, more people need to vote
13 I strongly support automatically registering all eligible citizens to vote as vot-

ing is a constitutional right and a key aspect of democracy.
14 Voting should be compulsory and political science education should be part of

education beginning with elementary school.
15 Registering all citizens to vote just seems so logical and we wouldn’t have to

waste money reminding people to vote.
16 There are people who don’t understand the process or don’t have time to get

a voter registration card. Automatically registering is fair.
17 I believe not having it automatically just is another step that could stop some-

one who is qualified from voting.
18 I should not be required to register to exercise a right guaranteed by the

Constitution.
19 All citizens should be able to vote without hindrances.
20 participating in the democratic process is not only a right, but a responsibility

and civic duty for those living in a democracy
21 I think everyone deserves a voting process that is fair and simple as possible
22 It would streamline the registration process, remove chances of suppression ,

and fuel democracy
23 Citizens of most European countries are automatically registered to vote. This

makes the process easier, more efficient and accountable.
24 This would be so efficient. It would certainly be cost effective. It would be

easier for the people, too.
25 If all eligible voters are not registered, then only a small amount of, typically

white, voices are being heard.
26 Automatic voter registration would boost turnout and voter participation, so

why wouldn’t we do it?
27 This would significantly assist historically disenfranchised groups vote
28 Getting to a polling place to vote is already a hurdle for many voters, an

additional, prior step doesn’t need to be necessary.
29 It’s kind of intimidating process at first i think a lot more people would vote

if it was auto
30 Such a thing might impel more people to vote, and think about the importance

of voting. It would also remove barriers to registration.
31 I would prefer that whomever is voting is voting because they want to and not

because they were automatically registered
32 While voting is a right it is not automatic. The process of registering is one’s

responsibility
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Continuation of Table A.3
Would you favor automatically registering all eligible citizens to vote?
Index Comment
33 Not everyone wants to vote. It feels like wasted resources for those individuals

who choose not to vote.
34 I believe the right to vote should be given to only legal US citizens.
35 Having people that are motivated and informed enough to register to vote is

a good thing.
36 That seems a bit unlawful to automatically register people.
37 I believe that this country is based on freedom, which includes the freedom to

choose to vote or not.
38 It might go against someone’s beliefs and culture of not voting and it must be

accepted.
39 There may be challenges in maintaining accurate and up-to-date voter rolls.
40 If this was just for American citizens, I would 100% support this. But illegal

immigrants shouldn’t be able to vote. They broke the law.
41 Automatic registration will lead to widespread fraud. People need to show

proof of identity to be registered to vote.
42 Some people who may be qualified to vote still shouldn’t because they don’t

understand the consequences of implications of their votes
43 I don’t want Alzheimer’s or dementia patients voting. I don’t want addicts

and mentally ill people voting.
44 This violates privacy. If the person does not wish to affiliate with a party, then

this information could be used to go to the Dem/Rep
45 Automatic registration would be rife with fraud. People should take initiative

and register themselves.
46 People should not be forced to vote if they don’t want to vote.
47 Registering to vote also requires selective service registration.
48 If someone chooses not to vote that is also their right, votes don’t matter

anyway because electors are the ones who actually decide election
49 Citizens who can’t be bothered to register to vote are unlikely to make well

informed decisions.

A.2.2 Insurrection Act
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Table A.4: Insurrection Act.

Begin of Table
The Insurrection Act of 1807 allows the president to use military force against US
civilians during a rebellion. Would you support invoking the Insurrection Act if
there are peaceful protests when the next president takes office?
Index Comment
0 I think it’s good policy to have, in case something gets out of control It’s a

way to protect others.
1 If the protesters are violent then yes use military force if needed
2 There needs to be a police presence just in case, but if everyone behaves, no

action should be taken.
3 I think that with the mental health of people nowadays, and their idea of

peaceful protest are getting dangerous and they need to be stopped
4 protesters are a waste of time and should be banned
5 force has to be used to maintain control., there is no other option
6 I think it’s important to use them if they are getting out of hand we can’t let

the transition from peace to violence happen
7 Peaceful protests are not an insurrection, however rioters should be dealt with

but peaceful protestors should not be harmed.
8 Peaceful protests are fine but most do not stay that way and many are inten-

tionally violent
9 It depends on how bad. If its peaceful but controversial such as pro palestine,

then no. If people are hurting each other then yes
10 If a protest is peaceful, it’s fine if it exists. When protests become violent, I

would think they could step in
11 Storming the halls of Congress merited the use of military force but not a

peaceful protest
12 If the protest is peaceful, then I am against it. If the protest becomes a riot,

then I am partial to it
13 No I feel like you should be able to control yourself with the results and what

happened
14 While I believe peaceful protest can sometimes do harm, I don’t see military

action needed for those protest
15 I don’t support it because using the military against citizens would lead to

abuse. Only in very extreme circumstances.
16 If the protests are peaceful then it’s not a rebellion therefore not a valid use

of the insurrection act. Police can deal with troublemakers.
17 If the protest is peaceful, then there is no reason to invoke the Insurrection

Act. The act is to be used in the case of a rebellion only.
18 A Peaceful protest or even a mildly disorderly one is not an insurrection.
19 I don’t think the president should have the right to stop me from speaking

when I have something important to say.
20 Suppressing the people isn’t going to make them not want to protest. Martial

law should be used during emergencies only not for protest.
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Continuation of Table A.4
The Insurrection Act of 1807 allows the president to use military force against US
civilians during a rebellion. Would you support invoking the Insurrection Act if
there are peaceful protests when the next president takes office?
Index Comment
21 Allowing peaceful protests is a sign of a healthy democracy so using military

to prevent it is a sign of an unhealthy democracy.
22 I do not believe the brute force would be required for peaceful protestors.
23 I do not trust the judgment of the government or those involved.
24 There needs to be a way to protest without the extreme consequence of use of

military force.
25 Without protests there would be no rights. Peaceful protest or other.
26 I would not support invoking the Insurrection Act against peaceful protests as

it undermines constitutional rights to free speech and assembly
27 Invoking the insurrection act on peaceful protestors is a one way street towards

the erosion of legal privileges.
28 A peaceful protest is not one that deserves a violent response as no violence is

taking place,
29 Disallowing people to express their opinions and views and demonstrate them

can lead down a slippery slope
30 People should be able to protest without threats of violence from the govern-

ment.
31 I am completely against using force or violence or anything in that nature

against civilians regardless of their stance.
32 It is never the job of the government to use force against US citizens, if they

are not destroying property/violent then leave them alone
33 If people are peacefully protesting, police violence should not be invoked.
34 We should be able to overturn government or authorities that do not serve is
35 Such an Act violates the rights of Americans. Invoking such Act could escalate

a protest leading to further unrest among citizens.
36 We have the right to protest for something we feel is wrong, especially when

it comes to the government.
37 excessive use of federal power to suppress peaceful dissenting citizens is inher-

ently undemocratic
38 Peaceful protest is a fundamental of modern democracy, being able to oppose

government policy is essential to a working democracy.
39 All people in a democracy have the right to a voice, whether assenting or

dissenting.
40 Free speech and peaceful demonstrations are a cornerstone of the US.
41 I don’t believe using (potentially) lethal military force against peaceful

protesters is justified, ever.
42 People have a right to peacefully protest. Military force against our own people

would be terrible.
43 You should not use military force on your civilians
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Continuation of Table A.4
The Insurrection Act of 1807 allows the president to use military force against US
civilians during a rebellion. Would you support invoking the Insurrection Act if
there are peaceful protests when the next president takes office?
Index Comment
44 Military force is not needed for a peaceful protest. If emergency services can

move through the area & people are safe, then let them be.
45 I think using the military against civilians that are not an active threat is

veering into dictator territory
46 The president should not have unilateral power to break up peaceful protests

because it infringes on our rights.
47 Peaceful protests are a method of showing those in power that we the people

care about a specific subject, in a way that can’t be missed.
48 Peaceful protests are not a rebellion. We don’t need overreaction in real life,

in addition to online spaces.
49 Protesting is an important part of American culture and tradition and you

cannot silence voices

A.2.3 Abortion

Table A.5: Abortion.

Begin of Table
Would you favor or oppose considering how long a woman has been pregnant in
determining whether it is legal or illegal to have an abortion?
Index Comment
0 I am not on with aborting creatures that can feel, but bundles of cells is fine

to exterminate.
1 If a pregnancy has advanced to the point the fetus is viable outside the women’s

body then I believe it has acquired human rights
2 After a certain period of time the baby is alive and at that point I would

consider it murder.
3 Late term abortions should only be legal if the mother’s life is in danger or the

fetus is not viable.
4 Grey area, if passed the term that is a human, however it’s not in the world

yet.
5 There should be a cut-off for when safe, viable pregnancies could be terminated.
6 It could be one consideration among many, and only in the very late stages.
7 There is a point in pregnancy where I say that a woman should have decided

earlier on if they wanted to discontinue it
8 Late term abortions are cruel to fully formed fetuses, but early term fetuses

are not developed enough to be considered humans.
9 It is more harmful if done later in pregnancy to the mother. Some women are

severely harmed and likely sterilized

72



Continuation of Table A.5
Would you favor or oppose considering how long a woman has been pregnant in
determining whether it is legal or illegal to have an abortion?
Index Comment
10 There should be no restrictions when medically necessary. Late term abortions

due to lack of planning should not available mainstream.
11 I would completely favor this option abortions should not be done after the

woman is far along
12 It’s worth having a discussion about when life begins and what constitutes

being alive at what stage.
13 I think it’s a good idea to factor in how far along a pregnancy is when deciding

if abortion should be legal. This way, we can balance women
14 Abortion should be a right at least until viability. After that, the doctor and

patient must determine next step based on health and risks
15 There is a point where abortions should not be had, but a lot of laws are overly

strict about terms.
16 Abortion should be legal up until the fetus is viable.
17 If more than six weeks, no abortion should be allowed. A woman knows when

she is pregnant before this time.
18 Above 3 months, I believe that there is no point to abort the child since it’s

now grown.
19 I oppose considering the length of pregnancy as the sole determining factor for

the legality of abortion
20 Legality or being illegal is not the problem here when it comes to when a

woman can have an abortion
21 we do not need more people. It is selfish and rude to others
22 Until a certain gestational age, genetic factors will not be able to be deter-

mined.
23 Although I am pro choice I think there are few circumstances where it’s too

late but I still believe it should be her choice
24 while I believe a woman has a right to choose, late term abortions should be

guided by doctors to ensure the safety of the woman
25 There should not be a set rule as there could be a medical issue for mother or

baby making abortion necessary. Let doctor & patient decide.
26 It shouldn’t matter how long it’s been as long as it’s safe
27 Abortion should be legal if it is harming the fetus or the mother. Abortion

should be legal in cases of rape. Abortion should be legal.
28 I feel strongly that what someone decides about their own pregnancy is none

of my business and support choice.
29 I oppose having a limit to a legal abortion. And should ultimately be decided

by the woman’s right to determine.
30 Most bans on abortion that are based on length of pregnancy don’t consider

how long it can take to realize you’re pregnant.
31 Women who choose to have late-term abortions usually have a really good

reason to do so. It isn’t something that is done lightly.
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Continuation of Table A.5
Would you favor or oppose considering how long a woman has been pregnant in
determining whether it is legal or illegal to have an abortion?
Index Comment
32 I believe in autonomy, women know their own body better than me. But it

also needs to be balanced with avoiding cruelty.
33 Women should be able to do whatever they can do with their bodies. No one

should be able to tell them what to do with their body and future
34 Abortion fundamentally cannot be considered a legal issue.
35 Banning late term abortions could put mothers at risk, as late term abortions

are usually performed when there is a serious health risk.
36 Deciding when it is ok for someone to have an abortion is nonsensical. It is a

personal health decision no arbitrary date range can dictate.
37 Abortion is fully up to the woman that has to carry the baby and many women

don’t even know they are pregnant till after the new cut off date.
38 I think a woman should have totally control of her body no matter how far

along she is.
39 There can be medical complications up until birth that require a woman to

have an abortion
40 Late abortions are astonishingly rare, and there isn’t a consensus on when a

fetus becomes a human. The citizen should decide for herself.
41 Abortion is a choice that needs to be taken into consideration by women and

their doctors not their government.
42 Life is important. While I believe in people having choices, I also feel that

children have a right to live from conception.
43 I believe that a baby is human from the moment of conception but it is difficult

to regulate pregnancies very early on
44 When having a baby, it should be planned. It is already a living human. If

you can’t commit, then abort right away. Be responsible.
45 No pregnancy should be allowed to abort unless it is from rape; or incest or if

the mother’s life is at risk during the pregnancy or delivery
46 It shouldn’t be an afterthought. Human life begins from the moment of con-

ception.
47 I feel that abortion shouldn’t be legal at all. Regardless of how long the woman

has been pregnant.
48 All abortions are murder, no matter how long gestation has been.
49 No matter how developed the baby is, it is still a baby and someone’s sense of

freedom does not take precedence over someone’s life

A.3 Attack Relations

The attack relations between comments in each of these comment sets was painstakingly
labeled by hand. These relations are provided below. Note that here, we refer to comments
by their index, as noted above. Furthermore, comment j, for j ≥ 50 simply represents
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the negation (disapproval) of comment j − 50 (in keeping with our modification to allow
disapprovals to the Argumentation algorithm).

A.3.1 Register Vote

Table A.6: Register Vote.

Begin of Table
Attacker Comments Attacked
0 39, 41, 45, 50, 65
1 7, 10, 14, 32, 36, 42, 45, 51
2 32, 33, 36, 41, 44, 45, 52
3 1, 32, 33, 36, 38, 53, 61
4 31, 32, 36, 39, 41, 45, 46, 54
5 14, 36, 38, 41, 43, 45, 55, 74
6 36, 37, 38, 39, 41, 56, 69
7 31, 32, 36, 37, 38, 41, 44, 45, 57, 72
8 31, 32, 33, 36, 38, 39, 58, 67
9 31, 32, 36, 38, 39, 41, 44, 45, 59
10 36, 38, 60
11 39, 45, 61
12 36, 41, 62
13 36, 39, 45, 63
14 31, 33, 36, 64
15 33, 36, 65
16 32, 44, 66
17 32, 36, 58, 67
18 32, 36, 68
19 36, 41, 68, 69
20 31, 42, 43, 46, 63, 70, 71
21 36, 41, 42, 52, 71
22 36, 41, 45, 50, 72, 76
23 32, 36, 41, 45, 69, 73
24 32, 36, 38, 41, 57, 74, 76
25 32, 44, 45, 68, 75, 76
26 36, 38, 41, 45, 72, 74, 76
27 36, 41, 49, 76, 77
28 32, 35, 41, 45, 68, 77, 78
29 32, 36, 41, 45, 59, 61, 79
30 32, 36, 42, 45, 46, 65, 71, 80
31 12, 14, 19, 20, 21, 24, 71, 74, 81, 93
32 0, 13, 18, 25, 27, 52, 57, 82, 91
33 7, 8, 10, 14, 15, 24, 83, 85, 93, 96
34 14, 19, 20, 27, 82, 84, 86, 90
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Continuation of Table A.6
Attacker Comments Attacked
35 12, 14, 15, 16, 19, 20, 81, 82, 85, 96
36 5, 9, 10, 13, 14, 15, 26, 82, 83, 84, 86, 89
37 1, 12, 13, 14, 20, 26, 81, 82, 83, 87, 96
38 12, 13, 14, 19, 20, 26, 82, 86, 88, 96
39 2, 4, 5, 7, 18, 27, 81, 84, 89
40 9, 10, 11, 20, 21, 25, 84, 86, 90, 99
41 2, 4, 7, 22, 24, 84, 86, 91
42 10, 12, 13, 14, 92, 95, 96
43 11, 13, 14, 19, 92, 93, 96
44 1, 10, 13, 19, 82, 94, 96
45 4, 7, 10, 22, 82, 84, 95
46 10, 14, 15, 30, 85, 96, 98
47 5, 10, 15, 94, 97
48 4, 14, 17, 96, 98
49 12, 14, 18, 99
50 0, 9, 57, 58
51 1, 53
52 2, 86, 89
53 3, 8, 51
54 4
55 5
56 6, 19
57 7, 91
58 3, 8, 22
59 9
60 3, 10, 26
61 8, 11, 24, 26
62 3, 12, 17, 26
63 13, 19
64 14
65 8, 9, 15
66 15, 16
67 8, 17
68 18, 19, 20
69 19, 21
70 18, 20
71 11, 19, 21
72 8, 22
73 23
74 15, 24
75 25, 26, 27
76 26, 75
77 27
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Continuation of Table A.6
Attacker Comments Attacked
78 28
79 29
80 8, 11, 30
81 8, 19, 20, 31
82 32, 33
83 33
84 34, 40
85 35
86 36
87 31, 37
88 38
89 39, 41, 57
90 34, 40
91 6, 7, 41, 57
92 35, 42, 43, 44
93 42, 43
94 44, 46
95 32, 41, 45
96 46
97 47
98 48
99 49

A.3.2 Insurrection Act

Table A.7: Insurrection Act.

Begin of Table
Attacker Comments Attacked
0 14, 31, 41, 50
1 31, 41, 43, 51
2 31, 43, 52
3 14, 18, 21, 22, 26, 31, 32, 33, 41, 42, 43, 53, 60
4 18, 25, 26, 27, 28, 30, 31, 32, 33, 41, 49, 54
5 14, 19, 24, 25, 26, 30, 31, 37, 41, 42, 43, 46, 49, 55
6 31, 36, 41, 43, 56
7 25, 31, 43, 57, 83
8 25, 26, 31, 41, 43, 58
9 4, 5, 31, 41, 43, 59
10 14, 31, 41, 43, 60
11 31, 43, 61
12 14, 41, 43, 62
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Continuation of Table A.7
Attacker Comments Attacked
13 5, 6, 63, 76, 81
14 4, 5, 6, 12, 50, 64, 76, 83
15 3, 4, 5, 31, 41, 43, 65, 76, 81
16 4, 5, 66
17 67, 72
18 4, 5, 57, 68
19 69
20 5, 31, 70
21 4, 5, 71, 88
22 3, 4, 5, 72, 91
23 0, 1, 3, 4, 5, 6, 7, 10, 12, 73
24 0, 1, 3, 4, 5, 10, 72, 74, 92
25 4, 75
26 3, 4, 5, 8, 57, 66, 72, 76, 81
27 5, 77
28 3, 5, 6, 8, 57, 78, 83
29 4, 79
30 0, 1, 2, 5, 6, 9, 10, 12, 57, 66, 76, 78, 80, 81, 82, 92
31 0, 1, 2, 5, 6, 7, 8, 9, 10, 12, 65, 67, 72, 81, 93
32 3, 5, 6, 9, 10, 12, 82, 96
33 3, 5, 6, 12, 57, 62, 67, 76, 78, 83, 91
34 0, 1, 2, 3, 5, 6, 7, 8, 9, 10, 11, 12, 84
35 0, 1, 3, 5, 6, 9, 10, 12, 72, 81, 85, 91
36 1, 3, 4, 5, 6, 8, 10, 12, 80, 86, 96
37 3, 5, 8, 72, 83, 87
38 3, 4, 5, 80, 86, 88
39 4, 5, 80, 81, 89, 99
40 4, 64, 69, 90, 99
41 1, 2, 4, 5, 6, 64, 72, 83, 91, 93
42 4, 5, 6, 11, 72, 83, 91, 92
43 0, 1, 3, 5, 6, 9, 10, 11, 12, 68, 72, 81, 91, 93
44 1, 5, 6, 72, 74, 91, 93, 94
45 2, 5, 77, 95
46 5, 69, 96
47 3, 4, 5, 69, 81, 86, 97
48 4, 5, 98
49 1, 3, 4, 5, 99
50 0, 6, 64, 81
51 0, 1
52 2
53 3
54 4, 81, 83
55 5, 81, 91, 93
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Continuation of Table A.7
Attacker Comments Attacked
56 6
57 7, 18
58 8
59 9
60 10
61 11
62 12
63 13, 31, 41, 43
64 14, 22, 31, 33, 41, 43
65 15, 16, 22, 26, 41
66 16, 26, 31, 35, 41
67 16, 17, 28, 31, 41
68 18
69 19, 46
70 20, 35
71 17, 21, 38
72 22, 33, 41
73 23
74 24
75 25, 54
76 26, 31, 43
77 27
78 28
79 29
80 30
81 15, 22, 31, 43
82 31, 32, 43
83 30, 31, 33
84 34
85 35
86 36
87 21, 37
88 21, 38
89 39
90 40
91 15, 22, 30, 31, 41, 43
92 22, 31, 33, 41, 42
93 31, 33, 43
94 26, 44
95 45
96 19, 46
97 47
98 48
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Continuation of Table A.7
Attacker Comments Attacked
99 49

A.3.3 Abortion

Table A.8: Abortion.

Begin of Table
Attacker Comments Attacked
0 19, 23, 25, 26, 28, 29, 33, 36, 37, 41, 47, 48, 50, 97, 98
1 25, 26, 29, 30, 33, 36, 37, 38, 51
2 19, 25, 26, 33, 37, 41, 52, 55
3 19, 26, 29, 32, 36, 37, 39, 53
4 54
5 19, 26, 29, 31, 32, 36, 37, 41, 55
6 29, 33, 36, 41, 48, 56
7 19, 25, 26, 28, 33, 36, 38, 42, 43, 49, 57
8 19, 26, 37, 43, 48, 58
9 59
10 26, 30, 36, 37, 41, 47, 48, 60
11 19, 61, 95, 97, 98, 99
12 62, 93
13 19, 41, 61, 63
14 47, 48, 64, 66, 76
15 26, 33, 38, 47, 48, 65, 66
16 29, 36, 43, 47, 48, 66
17 19, 26, 29, 37, 67
18 19, 26, 36, 68
19 5, 17, 56, 69
20 70, 78, 79, 84
21 71
22 72
23 2, 5, 10, 13, 14, 15, 47, 48, 73, 88
24 47, 48, 53, 55, 74, 77, 78
25 2, 5, 11, 17, 45, 47, 48, 60, 75, 79
26 0, 2, 5, 7, 12, 14, 47, 48, 75, 76, 78, 79, 83
27 11, 77, 81
28 2, 3, 5, 16, 45, 47, 48, 75, 78, 88
29 2, 3, 5, 16, 45, 47, 79, 88
30 3, 11, 13, 16, 45, 78, 80, 82, 91
31 1, 6, 11, 16, 53, 77, 79, 81
32 2, 5, 6, 15, 42, 45, 48, 82, 85, 86, 88
33 2, 3, 5, 11, 17, 42, 47, 48, 53, 60, 66, 83
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Continuation of Table A.8
Attacker Comments Attacked
34 16, 17, 48, 64, 66, 84, 91
35 2, 11, 17, 18, 47, 48, 73, 74, 81, 85
36 2, 3, 5, 11, 16, 17, 42, 45, 47, 48, 73, 78, 86, 88, 91
37 2, 3, 5, 6, 17, 45, 47, 48, 73, 79, 87, 88, 90
38 2, 5, 11, 15, 16, 17, 45, 47, 48, 84, 88, 89
39 2, 5, 11, 48, 73, 79, 89, 90
40 48, 52, 69, 90
41 5, 47, 48, 73, 78, 88, 91
42 14, 92, 97, 98, 99
43 38, 68, 93, 97, 98
44 55, 94, 98
45 23, 26, 41, 95, 97, 98
46 14, 16, 38, 61, 96, 98
47 14, 16, 26, 96, 97, 98
48 5, 10, 14, 16, 26, 29, 37, 38, 41, 69, 97, 98
49 26, 33, 36, 97, 98, 99
50 0
51 1
52 2, 47, 48, 54
53 3, 35, 60
54 4, 52
55 5, 45, 48, 56
56 6, 76
57 7, 69
58 8
59 9
60 2, 5, 10
61 6, 8, 11
62 12, 17, 18
63 2, 11, 13, 47
64 14, 24, 41
65 15, 17, 18
66 16
67 17, 48
68 17, 18
69 19, 26, 29
70 20
71 21
72 22
73 23, 24, 28
74 24
75 25
76 26
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Continuation of Table A.8
Attacker Comments Attacked
77 27
78 28, 36, 38
79 29, 33, 36, 38, 41
80 30
81 3, 10, 31, 35
82 29, 32, 33
83 33, 36, 38
84 34
85 27, 31, 35
86 36
87 37
88 38
89 39
90 40
91 41
92 42
93 43
94 44
95 45
96 46
97 15, 17, 18, 47, 48, 51, 66
98 1, 2, 5, 17, 48, 52
99 49
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Appendix B

Omitted Plots

Here, we include the corresponding plots for the questions that were omitted from our dis-
cussion in the body of our work.
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Figure B.1: How effective participants found the comments for addressing the most important
dimensions of the issue.
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Figure B.2: How engaging participants found the voting process.
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Figure B.3: How engaging participants found the comments.
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Figure B.4: The political leaning that participants felt of the group that made the comments.
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Figure B.5: If participants felt that the summarization was representative of different view-
points.
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Figure B.6: The extent to which participants felt that the summarization accurately repre-
sents the general public.
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Figure B.7: How participants would have accepted that the algorithmically-generated sum-
marization was the main feedback taken from this discussion as input by policy-makers.
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Figure B.8: Usefulness of comment routing algorithms for expressing personal position, by
demographic category.
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Figure B.9: How effective participants found the comments for addressing the most important
dimensions of the issue, by demographic category.
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Figure B.10: How engaging participants found the voting process, by demographic category.
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Figure B.11: How engaging participants found the comments, by demographic category.
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Figure B.12: The political leaning that participants felt of the group that made the com-
ments, by demographic category.

91



0 20 40 60 80 100
Percent of Respondents

18 - 24

25 - 34

35 - 44

45 - 54

55 - 64

65 and over

Ag
e

Polis, by age

0 20 40 60 80 100
Percent of Respondents

18 - 24

25 - 34

35 - 44

45 - 54

55 - 64

65 and over

Ag
e

ComSoC, by age

0 20 40 60 80 100
Percent of Respondents

18 - 24

25 - 34

35 - 44

45 - 54

55 - 64

65 and over

Ag
e

Argumentation, by age

0 20 40 60 80 100
Percent of Respondents

White or Caucasian

Black or African American
American Indian/

Native American or Alaska Native
Asian

Native Hawaiian or 
Other Pacific Islander

Other

Ra
ce

Polis, by race

0 20 40 60 80 100
Percent of Respondents

White or Caucasian

Black or African American

American Indian/
Native American or Alaska Native

Asian

Other

Ra
ce

ComSoC, by race

0 20 40 60 80 100
Percent of Respondents

White or Caucasian

Black or African American
American Indian/

Native American or Alaska Native
Asian

Native Hawaiian or 
Other Pacific Islander

Other

Ra
ce

Argumentation, by race

0 20 40 60 80 100
Percent of Respondents

Male

Female

Nonbinary

Ge
nd

er

Polis, by gender

0 20 40 60 80 100
Percent of Respondents

Male

Female

Nonbinary

Ge
nd

er

ComSoC, by gender

0 20 40 60 80 100
Percent of Respondents

Male

Female

Nonbinary

Ge
nd

er

Argumentation, by gender

0 20 40 60 80 100
Percent of Respondents

Some high school or less

High school diploma or GED

Some college, but no degree

Associates or technical degree

Bachelor s degree
Graduate or professional degree 

(MA, MS, MBA, PhD, JD, MD, DDS etc.)Hi
gh

es
t L

ev
el

 o
f E

du
ca

tio
n

Polis, by education

0 20 40 60 80 100
Percent of Respondents

Some high school or less

High school diploma or GED

Some college, but no degree

Associates or technical degree

Bachelor s degree
Graduate or professional degree 

(MA, MS, MBA, PhD, JD, MD, DDS etc.)Hi
gh

es
t L

ev
el

 o
f E

du
ca

tio
n

ComSoC, by education

0 20 40 60 80 100
Percent of Respondents

High school diploma or GED

Some college, but no degree

Associates or technical degree

Bachelor s degree

Graduate or professional degree 
(MA, MS, MBA, PhD, JD, MD, DDS etc.)Hi

gh
es

t L
ev

el
 o

f E
du

ca
tio

n

Argumentation, by education

0 20 40 60 80 100
Percent of Respondents

Strong Democrat

Not very strong Democrat

Independent, lean Democrat

Independent, Neither

Independent, lean Republican

Not very strong Republican

Strong Republican

Po
lit

ica
l L

ea
ni

ng

Polis, by political leaning

0 20 40 60 80 100
Percent of Respondents

Strong Democrat

Not very strong Democrat

Independent, lean Democrat

Independent, Neither

Independent, lean Republican

Not very strong Republican

Strong Republican

Po
lit

ica
l L

ea
ni

ng

ComSoC, by political leaning

No, not much at all
No, not that much
Yes, somewhat
Yes, very much

0 20 40 60 80 100
Percent of Respondents

Strong Democrat

Not very strong Democrat

Independent, lean Democrat

Independent, Neither

Independent, lean Republican

Not very strong Republican

Strong Republican

Po
lit

ica
l L

ea
ni

ng

Argumentation, by political leaning

Figure B.13: If participants felt that the summarization was representative of different view-
points, by demographic category.

92



0 20 40 60 80 100
Percent of Respondents

18 - 24

25 - 34

35 - 44

45 - 54

55 - 64

65 and over

Ag
e

Polis, by age

0 20 40 60 80 100
Percent of Respondents

18 - 24

25 - 34

35 - 44

45 - 54

55 - 64

65 and over

Ag
e

ComSoC, by age

0 20 40 60 80 100
Percent of Respondents

18 - 24

25 - 34

35 - 44

45 - 54

55 - 64

65 and over

Ag
e

Argumentation, by age

0 20 40 60 80 100
Percent of Respondents

White or Caucasian

Black or African American
American Indian/

Native American or Alaska Native
Asian

Native Hawaiian or 
Other Pacific Islander

Other

Ra
ce

Polis, by race

0 20 40 60 80 100
Percent of Respondents

White or Caucasian

Black or African American

American Indian/
Native American or Alaska Native

Asian

Other

Ra
ce

ComSoC, by race

0 20 40 60 80 100
Percent of Respondents

White or Caucasian

Black or African American
American Indian/

Native American or Alaska Native
Asian

Native Hawaiian or 
Other Pacific Islander

Other

Ra
ce

Argumentation, by race

0 20 40 60 80 100
Percent of Respondents

Male

Female

Nonbinary

Ge
nd

er

Polis, by gender

0 20 40 60 80 100
Percent of Respondents

Male

Female

Nonbinary

Ge
nd

er

ComSoC, by gender

0 20 40 60 80 100
Percent of Respondents

Male

Female

Nonbinary

Ge
nd

er

Argumentation, by gender

0 20 40 60 80 100
Percent of Respondents

Some high school or less

High school diploma or GED

Some college, but no degree

Associates or technical degree

Bachelor s degree
Graduate or professional degree 

(MA, MS, MBA, PhD, JD, MD, DDS etc.)Hi
gh

es
t L

ev
el

 o
f E

du
ca

tio
n

Polis, by education

0 20 40 60 80 100
Percent of Respondents

Some high school or less

High school diploma or GED

Some college, but no degree

Associates or technical degree

Bachelor s degree
Graduate or professional degree 

(MA, MS, MBA, PhD, JD, MD, DDS etc.)Hi
gh

es
t L

ev
el

 o
f E

du
ca

tio
n

ComSoC, by education

0 20 40 60 80 100
Percent of Respondents

High school diploma or GED

Some college, but no degree

Associates or technical degree

Bachelor s degree

Graduate or professional degree 
(MA, MS, MBA, PhD, JD, MD, DDS etc.)Hi

gh
es

t L
ev

el
 o

f E
du

ca
tio

n

Argumentation, by education

0 20 40 60 80 100
Percent of Respondents

Strong Democrat

Not very strong Democrat

Independent, lean Democrat

Independent, Neither

Independent, lean Republican

Not very strong Republican

Strong Republican

Po
lit

ica
l L

ea
ni

ng

Polis, by political leaning

0 20 40 60 80 100
Percent of Respondents

Strong Democrat

Not very strong Democrat

Independent, lean Democrat

Independent, Neither

Independent, lean Republican

Not very strong Republican

Strong Republican

Po
lit

ica
l L

ea
ni

ng

ComSoC, by political leaning

Mostly inaccurate
Somewhat inaccurate
Neither accurate nor inaccurate
Somewhat accurate
Mostly accurate

0 20 40 60 80 100
Percent of Respondents

Strong Democrat

Not very strong Democrat

Independent, lean Democrat

Independent, Neither

Independent, lean Republican

Not very strong Republican

Strong Republican

Po
lit

ica
l L

ea
ni

ng

Argumentation, by political leaning

Figure B.14: The extent to which participants felt that the summarization accurately rep-
resents the general public, by demographic category.
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Figure B.15: How participants would have accepted that the algorithmically-generated sum-
marization was the main feedback taken from this discussion as input by policy-makers.
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