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ABSTRACT

Automated extraction of structured information from chemistry literature is vital for
maintaining up-to-date databases for use in data-driven chemistry. However, comprehensive
extractions require reasoning across multiple modalities and the flexibility to generalize across
different styles of articles. Our work on OpenChemIE presents a multimodal system that
reasons across text, tables, and figures to parse reaction data. In particular, our system
is able to infer structures in substrate scope diagrams as well as align reactions with their
metadata defined elsewhere. In addition, we explore the chemistry information extraction
potential of Vision Language Models (VLM), which allow powerful large language models
to leverage visual understanding. Our findings indicate that VLMs still require additional
work in order to meet the performance of our bespoke models.
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Chapter 1

Introduction

Extracting structured information from chemistry literature is vital for modern data-driven

chemistry. Currently, these datasets are manually curated by experts from journal articles

and patents, such as in Reaxys [1, 2], but the rapid rate at which new publications are released

poses a daunting challenge for keeping these databases up to date. Furthermore, chemistry

machine learning models require increasingly comprehensive data as models grow in nuance

and complexity [3–6]. Existing approaches for automated information extraction provide

only partial solutions due to only addressing individual subproblems, such as extracting

reactions from only text or from segmented diagrams [7–10].

Extracting comprehensive reaction data presents a challenge due to many reactions being

specified across multiple modalities, often requiring chemical reasoning to fully determine

relevant molecular structures. We show an example of the possible difficulties in Figure 1.1.

For one, the figure does not fully specify the molecular structures, as they contain R-groups,

which are abbreviations serving as a placeholder for another structure. The defined R-groups

can be found by parsing the entries of the accompanying table, or by finding the differences in

the molecular graphs of 1 and 1u in entry 21 for column R2. For another, there is additional

reaction information that must be aligned to the corresponding structures. In Figure 1.1,

the footnote text contains important reaction conditions, but highlighted label 1 in the is
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referencing a molecule defined in the diagram. In other cases, figures or tables could also

contain the condition details, or the reaction itself could be specified within the text.

To address these challenges, we develop OpenChemIE, a system for document-level ex-

traction that combines information across individual modalities to recover implicitly defined

reactions. We integrate models for text reaction extraction[8], molecule recognition[11], and

reaction diagram parsing[7] as well as develop additional modules for multimodal analysis

to create a comprehensive reaction extraction system. In particular, we implement modules

to resolve R-group structures and to align reactions with reaction metadata presented in ta-

bles, annotated in figures, or discussed in texts. In OpenChemIE, our approach to R-group

resolution involves identifying and substituting the substructures listed in tables and text or

inferred from substrate scope diagrams. Evaluating our system on our curated real world

datasets, we find that we achieve an F1 score of 69.5% when extracting from challenging

substrate scope diagrams, which require inferring implicit molecular structures. Our system

further achieves a precision of 64.3% when comparing our predictions to reactions found in

Reaxys.

We additionally investigate the capabilities of vision language models (VLMs) in the

context of chemistry information extraction. We finetune a state-of-the-art VLM on reaction

diagram parsing and molecule structure recognition. For reaction parsing, our model attains

an F1 score of 35.5%, and for molecule recognition, we see that the model struggles to identify

atoms and learn meaningful graph structures. Our findings show that significant additional

work may be necessary in order for VLMs to match the current performance of our bespoke

OpenChemIE models.
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Based on the above observations, the following plausible
mechanisms for palladium-catalyzed intramolecular cyclization
reactions (Scheme 3) are proposed. PdI2 is initially reduced to
Pd(0) by a ligand, and both routes 1 and 2 are catalyzed by
Pd(0) via the following steps: (a) The Pd(0)-catalyzed
transformation of 1,6-enyne carbonates generates allenylpalla-
dium intermediate A or C, which is readily attacked by an olefin
nucleophile to form intermediate B or D.11 I3

− may have a
strong spatial interaction with the palladium catalyst and
induces more hindered catalysts to form five-membered ring B,
which selectively favors six-membered ring formation D. The
stability of the formation of intermediates D and B determines
the regioselective insertion of olefin into the C−Pd bond in the
allenylpalladium intermediate to form five- or six-membered
rings. (b) The β-hydrogen elimination3h of intermediate D or B
would give six-membered heterocyclic allenes 2 or five-
membered heterocyclic allenes 3.

■ CONCLUSION
In summary, Pd-catalyzed divergent cyclizations of 1,6-enyne
carbonates were developed. The cyclizations provide a versatile
cascade reaction for the synthesis of heterocyclic allenes. The
method can be combined with Suzuki coupling to prepare
highly functionalized 3-vinylidene-1-tosylpyrrolidines in a one-
pot manner.

■ EXPERIMENTAL SECTION
Typical Procedure for the Preparation of Enyne Carbonates

1a−1u. Method A.12 To a stirred solution of the appropriate
terminal alkyne A (1.2 equiv) in THF (1.0 M) was added ethyl
magnesium bromide (1.0 M in THF, 1.1 equiv) at room
temperature. The resulting solution was stirred at 50 °C for 1 h.
Then B (1.0 equiv) in THF (0.35 M) was added slowly by
syringe to the resulting solution at room temperature and
stirred for 3 h. The reaction mixture was quenched by addition
of saturated aqueous ammonium chloride (40 mL) and
extracted with ethyl ether (2 × 40 mL). The combined organic
layers were washed with brine, dried over Na2SO4, and
concentrated under reduced pressure. The crude material was
purified by flash column chromatography to obtain the pure
propargylic alcohols C in quantitative yield.

To a mixture of propargylic alcohol C (2.37 mmol) and pydrine (19
mmol) in methylene chloride (30 mL) was added methyl
chloroformate (7.11 mmol) at 0 °C. The reaction mixture was stirred
at 0 °C for 2.5 h. The reaction mixture was quenched by addition of
saturated aqueous ammonium chloride and extracted with ethyl ether.
The combined organic layers were washed with water and brine and
dried over Na2SO4, and the solvent was removed under reduced
pressure. The concentrate was purified by flash column chromatog-
raphy to obtain the desired propargylic esters 1.

Method B.13 To a solution of A (22 mmol) in THF (100 mL) was
added n-BuLi (2.2 M in hexane, 10.9 mL, 24 mmol) at −20 °C, and
the mixture was stirred at the same temperature for 5 min. To this
solution was added ketone or aldehyde (20 mmol) in a dropwise
manner, and the mixture was then stirred at −20 °C for 30 min. To
this solution was slowly added methyl chloroformate (3.9 mL, 50

Table 2. PdI2-Catalyzed Synthesis of 3-Vinylidene-1-
tosylpyridines 2 and Pd(dba)2-Catalyzed Synthesis of 3-
Vinylidene-1-tosylpyrrolidines 3 from 1,6-Enyne Carbonates
1

aCondition A: The reaction was carried out by using 1 (0.2 mmol),
PdI2 (10 mol %), P(2-furyl)3 (40 mol %), Et3N (2 equiv), and TBHP
(2 equiv) in DMF (2 mL) at 85 °C under an argon atmosphere.
bCondition B: The reaction was carried out by using 1 (0.2 mmol),
Pd(dba)2 (10 mol %), P(2-furyl)3 (10 mol %), and KOAc (2 equiv) in
DMF (2 mL) at 85 °C under an argon atmosphere. cDecomposed.
dNo gain.

Scheme 2. One-Pot Cyclization/Suzuki Coupling of 1,6-Enyne 1a with Aryl Boronic Acids 4
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Figure 1.1: Example of a multimodal reaction description from Zhao et al.[12] highlighting
connections across modalities.
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Chapter 2

Related Work

2.1 Extracting From Figures

Useful tasks for figure extraction include molecule recognition and reaction extraction. Molecule

recognition involves converting images of molecules into machine-readable SMILES strings.

Early methods for determining the structures of molecules relied on rule-based techniques,

using various algorithms and heuristics to identify bonds and atoms, with which the struc-

ture can be recovered [13, 14]. Later advancements utilized CNN-based encoder-decoder

architectures from deep learning, which improved robustness across diverse styles [11, 15–

19]. More recent studies have focused on extracting reaction schemes from figures, identify-

ing the reactants, products, conditions, and yield for each reaction. These approaches either

used a combination of heuristics and image filters[20] or employed deep-learning models for

object detection and sequence generation[7, 21].

Furthermore, several studies have also presented systems for automatically extracting

infromation from figures in real-world documents. These works include ReactionDataEx-

tractor [20] and its updated version ReactionDataExtractor 2.0 [21], which parse reaction

diagrams, as well as MolMiner [22] and DECIMER.ai [23], which are designed for molecule

recognition. Another system for molecule recognition is ChemSchematicResolver[9], which
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adds functionality for resolving R-groups defined in text labels. Despite these advancements,

creating a robust figure-based extraction system is still challenging due to the diverse styles

and complexities of molecules and reaction schemes.

2.2 Extracting From Text

Relevant tasks for mining from text include chemical entity and role identification, as well

as parsing reaction details. For the former, a few past studies have centered on dataset

curation[24, 25]. A proposed solution for this task involves creating a parser using regular

expressions and classifiers to indentify key terms [26]. Some works have created systems for

extracting from PDF files of documents instead of from plain text, including ChemDataEx-

tractor[10] and PDFDataExtractor[27]. For the latter task, solutions include a parsing ap-

proach involving grammars and dictionaries [28] as well as a deep-learning model that instead

approaches it from a sequence labeling perspective and uses a fine-tuned transformer encoder

architecture [8].

2.3 Document Understanding with VLMs

Vision language models have made significant strides in their capabilities since their recent

inception. These models augment a base large language model with a vision encoder, often

making use of an additional cross-modal fusion module to transform the vision tokens to be in

the same space as the language tokens [29–33]. The effect of this is that the language model

decoder is able to reason about and between both the image prompt and the text prompt in

a unified manner. The flexible manner of inputs, due to being able to ask free-form queries

about arbitrary images, presents vast potential for nuanced reasoning and extraction.

One area of interest for VLMs is in visual document understanding. This involves ob-

taining structured information from documents, which can have a wide range of styles and

formatting. A common form of benchmark for VLMs is Visual Question Answering (VQA)

18



[34], which involves answering user text queries based on the image input. Document under-

standing can be seen as a more specific form of VQA task, and certain works have modified

VLMs to specialize in this. One such work is mPLUG-DocOwl [35], which performs instruc-

tion tuning on the visual language model mPLUG-Owl [36] in order to align it with the task

of extracting from documents. For chemistry-specific information extraction, the authors of

[37] investigate applying VLMs for electrosynthesis reaction diagram parsing, which involves

identifying the anode, cathode, electrolytes, solvents, and other reaction parameters. In

contrast, we aim to parse general more commonly seen reaction diagrams.
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Chapter 3

Overview

In this section, we detail the contributions made to the OpenChemIE system. Namely, we

discuss the added modules for multimodal integration, as well as the investigations of the

viability of vision language models for certain subtasks of OpenChemIE.

3.1 OpenChemIE

We first provide an overview of the OpenChemIE system. The primary goal of OpenChemIE

is to extract a comprehensive list of reaction data from chemistry literature, which could for

example be used for downstream training of other models. Figure 3.1 depicts the inputs to

the system and the overall flow of the pipeline in order to achieve the final complete reaction

list. Prior works introduced the modules for reaction diagram parsing, molecule recognition,

and text reaction extraction [7, 8, 11]. Our contribution in OpenChemIE was integrating

the set of models into a practical system and developing multimodal modules for further

combining the information from these models. Specifically, OpenChemIE aims to integrate

information from across figures, texts, and tables, recovering data that a single modality

alone would not contain.

At a high level, each modality is initially processed separately using bespoke modules,

which are data-driven in the case of figures and texts and rule-based for tables. From figures,
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we extract the depicted reactions, the individual molecular structures, and the coreferences

between molecules and their identifiers. From text, we parse the described reactions as

well as the categories of any chemical entities mentioned. And for tables, we obtain the

headers and column data, and we further categorize the columns based on their headers.

The resulting data is then passed into our modules for reaction condition alignment and

R-group resolution, which we discuss further in the following subsections.

3.1.1 Reaction Condition Alignment

Chemistry literature often pairs figures with associated condition screening tables containing

variations in the experimental setup, such as different reaction conditions and R-groups. The

corresponding yields for running the reaction under each setup are also recorded in the table.

This information must be aligned with the extracted reactions in order to obtain complete

substrate data.

For this task, we developed a parser for extracting the table headers and entries. We

then categorize each column based on its header, such as being for temperature, solvent,

yield, by constructing a dictionary of common forms for these headers. For each row in the

table, we can infer a full specification of conditions for the reaction, which we add to the set

of extracted reaction conditions.

The accompanying text can also contain descriptions and details of reactions. However,

due to the constraints of this modality, reactants and products are often referred to by their

unique coreference identifier, with the structural information of the molecules and the associ-

ation with their identifier defined elsewhere in figures (see Figure). These text-based reactions

would be incomplete without machine-readable molecular structures for the extracted reac-

tants and products. Our approach for resolving this issue is to align the molecular structures

defined in figures with their identifiers in text. We first associate the identifiers with their

structures using our deep-learning model for molecule coreference identification, MolCoref.

Then, whenever we parse an identifier while extracting reactions from text, we substitute
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the identifier with the associated SMILES representation of their molecular structure. These

integrations result in more detailed reaction data than extracting from any one modality

alone.

3.1.2 R-Group Resolution

Previous work from ChemSchematicResolver [9] aimed to parse R-groups explicitly expressed

as text chemical formulae within figures (e.g., “R=Me") and substitute the definition into

the corresponding machine-readable molecule structure. In addition to this case, we seek

to comprehend R-groups defined within substrate scope diagrams, which depict a general

reaction consisting of template molecules, for which there is an array of different substrates

to substitute into the templates, each resulting in different yields. These substrates can be

defined by tables separate from the reaction scheme that explicitly express the R-groups, or

by figures where products are depicted as different molecular structures. Both of these cases

necessitate additional reasoning to fully determine molecular structures.

We address these two forms of substrate scope in OpenChemIE. For the former, where

the R-groups are defined as text formulae in labels or a corresponding table, we parse the

text for the R-group information and use MolScribe[11] to extract the template molecules

in the form of graph structures. We then replace the placeholders in the graphs with the

parsed R-group chemical formulae. Finally, these resolved graph structures are converted to

SMILES strings by postprocessing methods from MolScribe.

For the latter case, the reaction template is accompanied by a set of possible products

depicted in the same diagram. These products are used to imply the structures of the R-

groups and the reactants for the various substrates experimented with, and so extracting

the complete reactions requires reasoning backward from the product and template. In

OpenChemIE, we associate the molecules and their identifiers using MolCoref, and then

use the label prefixes (e.g. “6" as the prefix of “6a") to match the products with their

template molecule, as the reaction template could potentially have multiple products. With
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the graph structures of the template molecule and specific product, we then use a subgraph

isomorphism algorithm from RDKit [38] to map the shared atoms between the two molecular

structures. We can then determine the R-group substructures by taking the unmapped atoms

from the specific product, as these remnants are what replaced the placeholder symbols in the

original structure. Having obtained the structures of the R-groups, we make the substitution

in the reactant templates as well, thereby determining the full structures for all participating

molecules in the reaction.

3.2 Diagram Parsing with VLMs

Another goal of our investigation was to determine whether the visual reasoning skills of

vision language models could be leveraged for chemistry information extraction in a more

unified manner. For one, this would reduce the need to design bespoke architectures for

specific extraction tasks, and another potential benefit would be to reduce the components

necessary in our current OpenChemIE system.

Here we make the first steps of exploring VLMs in the context of reaction extraction from

figures. We divide this task into two stages as in OpenChemIE. We first parse the high level

reaction details from the diagram, namely the reactants, conditions, and products for each

depicted reaction. Afterwards, we extract the machine-readable SMILES representation of

the molecule structure from each identified reactant and product. In OpenChemIE, these

stages would be accomplished by RxnScribe and MolScribe respectively. We provide more

detail for these stages in the following subsections.

3.2.1 Reaction Diagram Parsing

Extracting reactions from figures in chemistry literature involves identifying the reactions,

locating the individual entities involved in each reaction, and determining whether each

entity is a reactant, condition, or product. We formulate this as a sequence-to-sequence
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prediction task. The input image and pre-set prompt are both tokenized, which are then

passed to the vision language model to generate a machine-readable response string. This

output is then parsed for the reaction data. The predictions of our model are in the form of

a JSON string containing the bounding boxes for each reaction. Due to the pre-training of

the VLM used, the bounding boxes are in the form [[x1, y1, x2, y2]]. More specifically,

we structure our output as follows

[

{

"reactants": [[[x1, y1, x2, y2]], ... ],

"conditions": [[[x1, y1, x2, y2]], ... ],

"products": [[[x1, y1, x2, y2]], ... ]

},

...

]

3.2.2 Molecule Recognition

Once the bounding boxes of molecular entities have been identified, we must still translate

the images of the molecules into a machine-readable form. A common structure for this are

SMILES strings, which encode both the structure and chemical formula of the molecule into

a condensed, human-readable string.

Similar to reaction diagram parsing, we frame this as another sequence-to-sequence pre-

diction task. This time, the output is structured in two parts. For the first part, we predict

the locations and labels of the atoms. Then for the second, we predict the graph struc-

ture of the bonds connecting the atoms. We choose to format the output in this way for a

few reasons. Predicting the atoms and then the bonds separately is the approach taken in

MolScribe [11], which achieved state of the art performance on this task. This also relaxes
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what the model must learn to accomplish, in that it does not need to identify both the correct

atom and molecular structure simultaneously when initially extracting the atoms, instead

deferring the structure to a later prediction. In MolScribe, bonds are determined by using

a feedforward network to predict the bond type for every pair of identified atoms, but in a

vision language model, this approach would be prohibitively computationally expensive. In

contrast, we use the same model for predicting both atoms and bonds, and we only produce

a single output containing and atom and bond information.

Concretely, our model predictions are in the following form

{A1 x y} {A2 x y} ...

Single Bonds: (i, j), ...

Double Bonds: (i, j), ...

Triple Bonds: (i, j), ...

Aromatic: (i, j), ...

Wedge: (i, j), ...

The first line is a list of each atom and its coordinates. The following lines list the pairs

of atoms by their indices with the given bond type. We format the bonds in such a way in

order to compress the amount of tokens required to represent the output to be within the

maximum context length for most molecules within the dataset.
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Aniline 1 was alkylated with ethyl 
bromoacetate, and the resulting product 2 
was immediately subjected to acid chloride 
3 and pyridine giving rise to aniline 4. Ester 
saponification of 4 followed by activation 
with EDCI and coupling with aniline 5 
resulted in amenamevir (I).hydrazones with α,β-unsaturated thioesters has been devel-

oped recently in our laboratory (Scheme 1b). Herein, we
disclose our research output.

■ RESULTS AND DISCUSSION
To test the feasibility of the desired transformation, the
reaction between α-bromo-N-benzoyl-hydrazone 1a and α,β-
unsaturated thioester 2a was conducted in dichloromethane
(DCM) with Na2CO3 as a base at room temperature (Table 1,
entry 1). Fortunately, 1,3,4-thiadiazine derivative 3a could be
afforded in 59% isolated yield. Subsequently, other series bases,
including Cs2CO3, NaHCO3, K3PO4, DIPEA, DABCO, and
DBU, were tested (Table 1, entries 2−7, respectively). It was
found that the type of base had a remarkable influence on the
conversion efficiency of the chemical reaction. In the presence
of K3PO4, the reaction could furnish the desired product 3a in
the best isolated yield (Table 1, entry 4). After the selection of
K3PO4 as the optimal base, various organic solvents were also
examined (entries 8−11). The solvent investigation revealed
that toluene was superior to others (Table 1, entry 11 vs
entries 4 and 8−10). As a result, a combination of K3PO4 (1.20
equiv) and toluene (0.1 M for 2a) at room temperature for 16
h was selected as the optimal condition for the desired
transformation. The structure of 3a was unambiguously
confirmed by X-ray diffraction analysis.13

After the optimal reaction had been identified, the scope of
the developed protocol was explored by employing a range of
α-bromo hydrazones (Scheme 2). Initially, the study focused
on examining effect of the protecting group on the nitrogen
atom. It was found that the transformation was highly efficient
and compatible for series of electron-withdrawing groups on

the nitrogen atom, including benzoyl, tert-butoxycarbonyl,
benzyloxycarbonyl, and acetyl, to furnish products 3a−d,
respectively, in 89−99% yields. Then, the groups at the para
position of the benzene ring (R2) were investigated, and the
results indicated that the reactions were compatible with
different types of substituents, affording desired adducts 3e−h
in excellent yields (92−98%). The reactions also tolerated the
m-methyl- and bromo-substituted α-bromo hydrazones to
afford the desired 1,3,4-thiadiazine derivatives 3i and 3j in 96%
and 94% yields, respectively. Similarly, the reaction with 1k as
a participant took place smoothly to afford the corresponding
product 3k in 95% yield. Upon incorporation of two chlorine
atoms on the phenyl group, the reaction showed a high level of
efficiency in the construction of 1,3,4-thiadiazine (99% yield)
(Scheme 2, 3l). Even when the substrate scope was expanded
to 2-furyl- and 2-naphthyl-substituted α-bromo hydrazones,
good yields could be achieved (Scheme 2, 3m and 3n). 1-
Tetralone-derived α-bromo hydrazine 1o was also used in the
developed protocol, and product 3o was obtained in excellent
yield (95%). However, when the alkyl-substituted hydrazone
substrates (R1 = Et and n-Bu, and R2 = Bz) were investigated
via reaction with 2a under the standard conditions, the
reactions became messy and no major product could be
obtained.
Next, we explored the substrate scope of various α,β-

unsaturated thioesters 2 via reaction with α-bromo-N-benzoyl-
hydrazone 1a under the optimal reaction conditions.
Thioesters 2b−d bearing electron-donating and -withdrawing
groups at the para position of the benzene ring could be
successfully applied to the developed transformation, forming
the corresponding products in good to excellent yields (87−
95%) (Scheme 3, 3p−r). Similarly, the protocol was still
compatible with α,β-unsaturated thioesters 2e−g incorporating
a substituent at the ortho or meta position, to furnish products
3s−u, respectively, in 88−90% yields. When α,β-unsaturated
thioesters 2h and 2i possessing aromatic heterocyclic
substituents were employed, the reaction proceeded smoothly,
affording products in 92% and 96% yields, respectively
(Scheme 3, 3v and 3w). To expand the range of application
of the developing transformation, O-ethyl benzothioate (2j)

Scheme 1. Aza-Diels−Alder Reactions of α-Halogeno
Hydrazones with Dienophiles

Table 1. Screening of Optimal Reaction Conditionsa

entry base solvent yield (%)b

1 Na2CO3 DCM 59
2 Cs2CO3 DCM 74
3 NaHCO3 DCM trace
4 K3PO4 DCM 87
5 DIPEA DCM 44
6 DABCO DCM nd
7 DBU DCM 10
8 K3PO4 DCE 31
9 K3PO4 MeCN 84
10 K3PO4 THF 35
11 K3PO4 toluene 99

aUnless otherwise noted, reactions were carried out with 1a (0.12
mmol), 2a (0.10 mmol), and a base (1.20 equiv) in 1.0 mL of a
solvent at room temperature for 16 h. bThe yields refer to the isolated
yields.
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Figure 3.1: Overview of the OpenChemIE system.
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Chapter 4

Methods

In this section, we detail the methodology for evaluating OpenChemIE and our training

details for the vision language model investigations.

4.1 Substrate Scope Dataset

To assess the effectiveness of OpenChemIE, we curated a dataset of 78 substrate scope

diagrams collected from recent articles of various chemistry journals, namely the Journal of

Organic Chemistry, Organic Letters, Angewandte Chemie International Edition, European

Journal of Organic Chemistry, and Asian Journal of Organic Chemistry. Extraction from

substrate scope is a challenging task that requires the use of most of the components in

OpenChemIE, making it a suitable task for system evaluation.

We label each diagram with the complete set of fully-specified reactions. For this, we

first annotate the structures of the reactants and products in the template reaction using

ChemDraw. Often, these molecules will contain R-groups, which must be substituted with

a concrete structure in order to be fully specified. As such, given the template and the

products in the substrate scope, we then determine the R-group structures and infer the

corresponding reactant structures by hand. We then generate the canonical SMILES strings

for these inferred reactants and specified products to form the target labels. Canonicalization
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results in unique strings for each structure, allowing for comparison with our OpenChemIE

predictions.

4.2 Reaxys Dataset

We additionally evaluate OpenChemIE against a curated test dataset of reactions found in

Reaxys, a commercial database of reactions manually extracted by chemistry experts and

updated regularly. We use this as another measure for the completeness of the extracted

reactions from OpenChemIE. Manual extraction as in Reaxys is costly and time consuming,

which means keeping a database of reactions up to date manually will require delays to

process new papers. Automated systems would allow for some alleviation in workloads, as

well as quicker turnaround times.

We collected 19 journal articles, which in total contain 155 figures, from issues of the

Journal of Organic Chemistry and Organic Letters. We selected for articles in which a

subset of the figures were of substrate scope diagrams so that the entire system would be

evaluated as well. To form the dataset, we take the reactions for each article found in Reaxys,

and then canonicalize the SMILES strings for each participating molecular structure.

4.3 Reaction Extraction Dataset

For training our reaction extraction vision language model, we use the same dataset that

was used in training RxnScribe [7]. This dataset contains 1,378 diagrams collected over

662 articles from the Journal of Organic Chemistry, Journal of the American Chemical

Society, Organic Letters, and Organic Process Research & Development. The labels for

these diagrams consist of a list of reactions present, each with the bounding boxes of the

reactants, conditions, and products present.

We filter the original dataset for only bounding boxes of molecules (i.e. excluding text),

except when either the filtered reactants or products are empty, in which case we take the
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Single-line Multiple-line Tree Graph Overall
Number of Diagrams 730 260 286 102 1378
Number of Reactions 882 948 1313 633 3776

Table 4.1: Breakdown of RxnScribe [7] Dataset

original set. This is for the sake of having the tokenized training data fit in the maximum

context length of our model. As noted in [7], the labels for bounding boxes of text can be

ambiguous and are disregarded in a similar manner for their soft match evaluation.

Notably, the diagrams depicted in this dataset fall into four different categories of different

difficulty levels. The simplest are single-line diagrams, which depict all reactions on a single

line. In multiple-line diagrams, the reactions still proceed linearly but can span multiple

lines going in reading order (from left to right and then top to down). For tree diagrams,

there are branching possibilities for the reactions to proceed. Finally, for graph diagrams,

the sequence of reactions can be cyclic. We show the number of reactions for each of these

categories in Table 4.1.

We additionally make use of data augmentations in order to alleviate the relatively small

size of this dataset. For one, we compositionally augment the images by stacking two random

diagrams vertically with a random horizontal offset. Furthermore, we randomly rotate the

augmented images in 90 degree increments. We split the diagrams in this dataset into

training and test sets in a 9 to 1 ratio.

4.4 Molecule Recognition Dataset

In order to train our model on molecule recognition, we make use of the dataset curated

for MolScribe [11]. This data is composed of 1 million synthetic samples and 680k images

from patents. The synthetic data is generated by rendering molecules from the PubChem

database [39] and rendered with the Indigo toolkit [40]. Ground truth data for atoms, bond

types, and labels are available as a result of the rendering. The patent data is sourced from

the United States Patent and Trademark Office [41], which includes MOLfile data that can
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be used to obtain ground truth labels for atoms and bonds.

4.5 Model

For our base model, we make use of the CogAgent vision language model [32]. There are a

few reasons for this decision. For one, the authors of [32] report state-of-the-art performance

across a wide range of Visual Question Answering (VQA) tasks. The grounding capabilities

available after pre-training allow for decent object detection performance on general images.

For another, CogAgent improves on its previous iteration CogVLM [34] to allow for higher

resolution image inputs (1120×1120 compared to 224×224). For more complicated diagrams,

a higher resolution is necessary in order to determine the details of individual molecules and

for optical character recognition of text.

The architecture of the model consists of a vision encoder, a vision language model

decoder, an MLP adapter to adjust the feature space of the vision encoder, and a cross

attention module to allow for high-resolution inputs. The vision encoder used is EVA2-Clip

[42] and the VLM decoder is Vicuna-1.5-7B [43] augmented with a visual expert module.

4.6 Training

We use Low-Rank Adaptation [44], or LoRA, in order to finetune the base model for our

chemistry information extraction tasks using a feasible amount of computation resources.

LoRA leverages the observation that the changes required for finetuning are often of low

rank. By representing these changes through low-rank factorization, LoRA reduces the

number of parameters that need to be updated, thereby lowering both the computational

cost and memory footprint without compromising model performance. Given that the object

detection abilities are present in the pre-trained model, we claim that the new tasks do not

deviate enough from the pre-trained corpus to where LoRA finetuning is not sufficient.

For both our finetuning tasks, we train with rank 96 update matrices for 25,000 iterations
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on 8 A6000 GPUs. We use a batch size of 32 with a learning rate of 1e-5 and Adam optimizer.

Our learning rate follows a cosine decay with a warmup of 1% of the total iterations. For the

reaction extraction, we train on an easier subset of the dataset for an initial 25,000 iterations

and then on the full dataset for another 25,000 iterations.
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Chapter 5

Experiments

In this section, we will cover the experiments and results first for the evaluation of our

OpenChemIE system, and then for our VLM investigations.

5.1 OpenChemIE System Evaluation

We evaluate OpenChemIE on our two curated datasets, namely the substrate scope dataset

and the Reaxys dataset.

5.1.1 Substrate Scope Evaluation

For our evaluation, we use a hard match in order to determine whether a prediction is a hit

or a miss. Specifically, we compare the canonical SMILES for every reactant and product

in the prediction to the canonical SMILES of the ground truth reactions. We only consider

the two to match if and only if there is an exact match between predicted reactants and

products and those of the ground truth.

We quantitatively evaluate OpenChemIE by computing the precision, recall, and F1

score. Here, precision refers to the proportion of predictions that are correct, recall refers to

the proportion of ground truth predictions that were correctly predicted, and the F1 score is
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Dataset Correct Num. Pred. Num. Labels Prec. Rec. F1
Substrate Scope 624 790 1007 79.1% 62.0% 69.5%
Reaxys 257 400 - 64.3% - -

Table 5.1: OpenChemIE performance on each evaluation dataset.1

the harmonic mean of precision and recall. As shown in Table 3.1, for this task, our system

achieves a precision of 79.1%, recall of 62.0% and F1 score of 69.5%.

We further provide a breakdown of the error contributions of each stage in the Open-

ChemIE pipeline for this task in Table 5.2. We note that many of the individual components

of OpenChemIE perform robustly and do not contribute much to the errors for substrate

scope extraction. Of particular note is RxnScribe, which in the original paper [7] was shown

to achieve a strong F1 score of 91% on single line diagrams, the most common type of tem-

plate reaction. In this substrate scope evaluation, we see none of the errors that occurred

originated from RxnScribe.

We also see strong performance for modules like MolDetect for molecule detection and our

R-group resolution algorithm. In particular, when the input is free of errors, the R-group

resolution algorithm is able to correctly identify the R-group structures and accordingly

perform the necessary substitutions in almost all circumstances. In the few errors that did

occur, there was often a limitation in scope or violation of assumptions for our algorithm.

For example, in certain diagrams, the template product is symmetrical other than for the

R-groups. Since our algorithm does not take into account color or absolute positions, it is

unable to consistently determine the correct assignments of R-group structures.

In contrast, the vast majority of our error contributions arise from problems during

molecule recognition and coreference resolution. MolScribe specifically accounts for 64% of

all errors. The reasons for this are twofold. One is that MolScribe struggles with molecules

of diverse styles, as the authors of [11] report a 71.9% accuracy on realistic molecules taken

from the American Chemical Society. Another is that an error when extracting the structure
1Ground truth counts omitted for Reaxys due to the database including reactions that are not necessarily

present in the given paper.
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Task Num. Errors % Error Contribution
Molecule Recognition 245 64
Coreference Resolution 58 15
Optical Character Recognition 45 12
R-Group Resolution 24 6
Molecule Detection 9 2
Reaction Diagram Parsing 0 0

Table 5.2: Breakdown of error contributions by sub-task for the substrate scope dataset

of a template molecule will propagate through the rest of the pipeline and result in incorrect

predictions for all resolved reactions. However, this exceptionally large penalty for potentially

a single mistake does not detract from our choice in how to fairly evaluate the system, as it

is important to penalize failures of a critical module when so many results depend on it.

5.1.2 Reaxys Evaluation

We further evaluate OpenChemIE by comparing its extractions to those found in Reaxys.

We measure the performance of our system using a soft match. For one, certain compounds

structurally rearrange to different isomers in solution, a process known as tautomerization,

and so the arrangements stored in Reaxys may differ from the explicitly depicted molecule

structures. To address this, we determine tautomers for each molecular structure and canon-

icalize the corresponding SMILES strings for comparison. For another, we consider a pre-

dicted reaction to be correct if Reaxys contains a reaction such that the predicted reactants

are a subset of the Reaxys reactants and similarly for the products. This evaluation metric

helps to alleviate inconsistencies in annotation conventions, such as whether certain entities

are considered reactants or are instead reagents specified in the conditions.

As shown in Table 5.1, our system predicts a total of 400 reactions on this dataset,

of which 257 have soft matches, yielding a precision of 64.3%. We also compare these

results with ReactionDataExtractor 2.0[21] on the same dataset as a benchmark. Since

ReactionDataExtractor 2.0 does not take text or tables as input, we manually segment the

diagrams for each journal article to pass in as input. Their model extracts 102 reactions,
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Model Precision Recall F1 Score
CogAgent 28.0 39.3 32.7
RxnScribe 83.8 76.5 80.0

Table 5.3: Performance of finetuned CogAgent[32] on reaction extraction compared to Rxn-
Scribe [7] soft-match performance. Scores presented in %.

of which 9 have soft matches in Reaxys, achieving 8.8% precision. This gap is largely due

to being unable to extract reactions described in texts or tables, as well as being unable

to resolve the R-group structures present in substrate scope diagrams, which account for a

large portion of the reactions present.

5.2 VLM Investigations

In the following subsections, we detail and discuss the results of our experiments with fine-

tuning CogAgent on our selected chemistry information extraction tasks.

5.2.1 Reaction Extraction

After finetuning our model on the training subset of our reaction extraction data, we evaluate

it on the remaining holdout data. In order for a predicted reaction to be counted as correct,

we must have the predicted bounding boxes for all reactants, conditions, and products match

those of one of the ground truth reactions for the given diagram. Two entities are considered

to match if they have an Intersection over Union score (IoU) greater than 0.5. We compute

the precision, recall, and F1 score with the same definitions as before.

As shown in Table 5.3, our vision language model approach is only able to achieve an

F1 score of 32.7%, significantly lower than that of the original RxnScribe [7], which has an

overall F1 score of 69.1% for their hard match evaluation. In Table 5.4, we further break

down the scores by type of diagram, from which we can observe that the VLM is able to

rather consistently handle simpler single-line diagrams. However, it severely decreases in

performance once there are more than a few reactions present per diagram.
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Diagram Type Num. Correct Num. Predictions Num. Ground Truth
Single-line 40 177 91
Multiple-line 48 138 93
Tree 43 160 147
Graph 23 78 61

Table 5.4: Breakdown of performance of finetuned CogAgent by diagram type. Entries
represent the number of reactions.

We illustrate some example predictions of our model in Figure 5.1. We observe a few

common forms of error. For one, the model often drops a single bounding box despite

correctly predicting the rest of the entities, resulting in the whole reaction being counted as

incorrect. The most common error case is when there are many reactions, in which case our

model breaks down in a variety of ways, including repeated predictions of the same reaction,

incorrectly identifying reactants versus products, and missing participating entities. We also

note that in the case of a malformed prediction, we count the number of predicted reactions

as the number of reactions in the ground truth, which may account for the lower accuracy.

5.2.2 Molecule Recognition

Following the finetuning of the model on the molecule recognition dataset, we observe that

while the generated outputs are of the same form as the training targets, there is little useful

information contained in the predictions, which we show examples of in Table 5.5. When

first examining the atom predictions, we note that while the general content resembles that

of the ground truth molecule, the counts for individual elements are often incorrect. This

suggests that the decoder is unable to properly learn to identify occurrences of each atom

in the transformed and tokenized input image, which reflects the known limitations of large

language models in quantitative tasks like counting.

Furthermore, a look into the predicted bonds shows that the single bonds all follow a

consecutively increasing pattern. If one were to construct a molecule with this predicted

graph structure, the entire molecule would be a single chain with kinks from higher order
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Figure 5.1: Example predictions of finetuned CogAgent where predicted bounding boxes for
reactants are in red and products are in blue. We see that for one reaction, the model does
not identify the correct reactant, misinterpreting the multi-line diagram.
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Ground Truth Predicted Molecule

Table 5.5: Example predictions of finetuned CogAgent for molecule recognition. We observe
that atom identification is often inaccurate, and structure prediction is devoid of meaning.

bonds, which do not make up the majority of the training dataset. This indicates that the

language model decoder was unable to learn to associate the pairs of indices with specific

locations in the image. We expect this result, given the poor performance of atom detection,

since if the initial predicted locations are incorrect, then it is unreasonable to correctly attend

to where the bonds are. There is also perhaps a limitation to what the base language model

can learn with this input format, as the pattern in the training data makes a prediction of

a consecutively increasing sequence for single bonds have seemingly low perplexity.
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Chapter 6

Conclusion

Automated chemistry information extraction systems have much potential to offer for chem-

informatics and modeling. Our OpenChemIE system has made strides toward multimodal

analysis of chemistry literature, allowing for more comprehensive data. While many of our

modules achieve robust performance on their respective tasks, some remain to be improved

or are limited by their scope. In particular, we found molecule structure recognition to be

the main source of errors, as well as being limited to molecules with a well defined SMILES

representation. A significant portion of structures depicted in literature fall outside this

specification, and addressing these would greatly expand the possible domain of extractions.

Further work is also necessary to address the shortcomings of vision language models. As

it stands, our bespoke modules for the corresponding tasks that we investigated significantly

outperform that of the finetuned VLMs. However, the language reasoning skills of VLMs

should not be discounted, and additional exploration could see whether VLMs offer solutions

for a wider breadth of tasks, given their more flexible form of inputs. Overall, there remains

ample room for improvement. Addressing the limitations of OpenChemIE and VLMs would

be significant steps toward realizing the full potential of the field. Continued advancements in

these areas will undoubtedly enhance the comprehensiveness and accuracy of data extraction,

ultimately contributing to more effective and insightful cheminformatics research.
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