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ABSTRACT 

In the pursuit of sustainable energy solutions, this thesis explores the lifecycle 
emissions and economic feasibility of geologic hydrogen production. This research 
extends Brandt's 2023 study of 'prospective' lifecycle assessment (LCA), enhancing 
the underlying open-source LCA model used in this work and adding a preliminary 
techno-economic analysis (TEA). The findings demonstrate that geologic hydrogen 
developments should have emissions intensities that compare favourably to all other 
hydrogen production pathways. The value of lifetime emissions intensity for Brandt’s 
Baseline case is estimated at 0.40 kgCO2e/kgH2, representing an increase of ~6% over 
Brandt’s estimation. The study also highlights the potential for geologic hydrogen to 
achieve competitive levelized costs (estimated at $1.45/kg), making it a promising 
candidate in the hydrogen economy. It finds that to achieve the best possible 
emissions and economic results, proponents of geologic hydrogen developments should 
seek to maximise the productivity of each well. It also studies the impact of the United 
States regime of production tax credits for hydrogen, finding that the fivefold increase 
in the magnitude of credits for meeting employment conditions is generally more 
impactful than lowering emissions intensity. The thesis underscores the importance 
of continued refinement of LCA and TEA models to understand geologic hydrogen 
resources better and ensure they are developed appropriately. 
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Chapter 1: Introduction 
1.1. Background 
The case for change 
The emission of greenhouse gases (GHGs) from human activities is causing climate 
change. The effects of this change are already being felt across every region in the form 
of widespread adverse impacts, losses and damage (Calvin et al., 2023). While the need 
for action has been recognised by many in the global community for multiple decades, the 
development of the Paris Agreement has been one of the most effective means of garnering 
commitments and concrete actions to reduce these harmful emissions. Specifically, the 
Paris Agreement encouraged societal groups (nations, corporations, multi-national unions, 
institutions, etc.) to set 'net-zero' commitments comprising targets and timebound plans 
to reduce emissions and increase GHG-absorbing, or "carbon-negative" activities. These 
net-zero commitments see participating groups aim to cease their contribution to ongoing 
increases in the concentration of atmospheric carbon dioxide and other GHGs 
(Fankhauser et al., 2022). The commitments ultimately signal the respective groups’ 
acknowledgement and contribution towards the Paris Agreement goal of limiting global 
warming to well below 2 degrees Celsius (°C) above pre-industrial levels, with a target of 
limiting increases to 1.5 °C (United Nations Framework Convention on Climate Change. 
Paris Agreement. Article 2(a), 2015).  

In developing models that consider potential climate outcomes, the Intergovernmental 
Panel on Climate Change (IPCC) has developed numerous scenarios to describe potential 
emissions “pathways” and enable the assessment of climate outcomes under these 
scenarios (Calvin et al., 2023). Related organisations have subsequently translated the 
IPCC work and Paris Agreement targets into industry-specific contexts. For example, the 
International Energy Agency (IEA) recognises that the energy sector is responsible for 
approximately three-quarters of GHG emissions, so it has developed a ‘road map’ for the 
global sector that acknowledges its critical role in the fight against climate change. IEA 
analysis considers three separate scenarios: (i) the Stated Policy Scenario (STEPS), which 
models the global impact of the implementation of existing and stated policies in the 
energy sector that have been confirmed via legislation or regulation, (ii) the Announced 
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Pledges Case (APC), which models the consequences if all national emissions-reduction 
pledges made public at the time of modelling were achieved on time and in full, and (iii), 
the Net Zero Emissions by 2050 Scenario (NZE), which demonstrates the requirements of 
the energy sector to achieve net-zero carbon dioxide emissions by 2050. The IEA analysis 
details the differing climate impacts in each of these scenarios. In STEPS, the global 
average surface temperature rise in 2100 is predicted to be approximately 2.7 °C. The 
predicted rise falls to 2.1 °C under APC, and only the NZE is consistent with limiting the 
rise to 1.5 °C without a temperature overshoot, which aligns with the Paris Agreement 
target. The road map is thus based on NZE and describes actions and milestones the 
energy sector should take to achieve ‘net zero by 2050’. It is “designed to maximise 
technical feasibility, cost-effectiveness and social acceptance while ensuring continued 
economic growth and secure energy supplies” (Net Zero by 2050 - A Roadmap for the 
Global Energy Sector, 2021, p. 13). 

Hydrogen’s role in a ‘net-zero economy’ 
A key finding from the modelling associated with each IEA scenario is that there is an 
increase in the production and use of lower-emission alternatives to fossil fuels, including 
hydrogen. Figure 1.1 shows the total hydrogen consumption in each IEA scenario in 2030 
and 2050 against a benchmark of 2022 production levels. This indicates that hydrogen 
production is expected to increase by at least 3,940% by 2030 and that production will 
increase by four orders of magnitude by 2050 in the net zero emissions case.  
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Table 1-1 - Forecast total global consumption of hydrogen in 2030 and 2050 in each IEA scenario, including 
comparison to 2022 actual consumption (World Energy Outlook 2023, 2023) 

Scenario Forecast 
Year 

Total Consumption 
(EJ) 

Consumption Increase 
Over 2022 Level  

2022 Actual N/A 0.005 N/A 

STEPS 2030 0.197 3,940 % 
2050 1.292 25,840 % 

APC 2030 0.723 14,460 % 
2050 9.582 191,640 % 

NZE 2030 2.094 41,880 % 
2050 15.898 317,960 % 

 
Figure 1.1: Visualisation of forecast total global consumption of hydrogen in 2030 and 2050 in each IEA scenario 

(World Energy Outlook 2023, 2023) 

Chapter 2 examines the ‘tailwinds’ driving the dramatic increase in forecast hydrogen 
demand and the ‘headwinds’ that challenge hydrogen’s contribution to the transition 
away from a fossil fuel-based economy. It points out that there are numerous production 
pathways for hydrogen, but none of these pathways is a ‘clear winner’, with no single 
pathway expected to dominate the industry. It further points out that there is a nascent 
and novel production pathway for hydrogen that is worthy of careful consideration: 
geologic hydrogen. This thesis aims to contribute to the burgeoning body of knowledge 
regarding geologic hydrogen and its potential contribution to the fight against climate 
change.   
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1.2. Research Objectives 
As will become apparent in Chapter 2, geologic hydrogen may significantly benefit society, 
but along with its high potential benefit comes similarly high uncertainty in many key 
characteristics. Of these uncertain characteristics, the most notable are the expected 
emissions intensity and levelised cost of production. Accordingly, this research aims to 
extend the state-of-the-art understanding of these areas. 

1.3. Research Questions 

Put more specifically, this thesis addresses the following research questions: 
1. How can the state-of-the-art understanding of geologic hydrogen emissions 

intensity be improved? 
2. Is the development of geologic hydrogen resources appealing from a techno-

economic perspective? To this end: 
a. What are the estimated development costs? 
b. Will geologic hydrogen developments be attractive investments if market 

forces dictate modest prices for hydrogen supply? If so, at what price? 

1.4. Research Approach 
This thesis considers Brandt’s (2023) paper as the state-of-the-art publication on the 
potential lifecycle emissions intensity of geologic hydrogen. Accordingly, the approach 
taken here is to review this work in detail by first recreating the relevant components of 
the lifecycle analysis (LCA) model that form the basis for the conclusions drawn in the 
paper. This thesis will then identify and implement potential improvements to the original 
modelling approach and examine their significance to the overall conclusions drawn from 
the model. Finally, this work extends Brandt’s work on lifecycle emissions by adding a 
preliminary consideration of levelised cost and techno-economics. By maintaining a 
consistent set of assumptions and scenarios between the lifecycle analysis and cost 
analysis, this thesis enables consideration of potential synergies or tensions that may exist 
between low-emissions developments and low-cost developments.  

1.4.1.Included in research scope 
More specifically, the scope of this research includes:  

• Replication of Brandt’s mature, existing physics-based LCA model that was used 
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to assess the emissions intensity of geologic hydrogen. In doing so, Brandt’s model 
is used as a reference to build a new modelling tool that facilitates third parties' 
interpretation and verification of the model. 

• Correct any errors or omissions from the reference model. 
• Extend upon the reference model to generate additional useful outputs. Specifically: 

o Examine the impact of uncertainty associated with key assumptions used in 
the model; 

o Develop preliminary (i.e. coarse) cost estimates for the baseline and key 
sensitivity cases and;  

o Estimate the price of hydrogen that would be necessary to make the 
development of a geologic hydrogen resource a compelling investment 
proposition. 

1.4.2.Excluded from research scope 
Considering the time and resources available to complete this work, the following items 
are expressly excluded from consideration: 

• Components of techno-economic analysis that rely on proprietary data (e.g. 
cost databases) and price forecasts 

• Assessment of stimulated geologic hydrogen production (so-called ‘orange 
hydrogen’) 

1.4.3.Note on the use of Artificial Intelligence tools 
The work in this thesis is the author’s and responsibility is taken for all content. Noting 
this, the author did use artificial intelligence tools to assist in some aspects of the research. 
Specifically, ChatGPT 4, ChatGPT 4o, and GitHub Copilot were used to improve the 
efficiency and productivity of code generation during modelling work. The written portion 
of this thesis does not use content generated by artificial intelligence tools.  

1.5. Thesis Structure 

This document is structured in chapters that allow sequential development of interim 
findings. This structure is as follows: 

• Chapter 1: Introduction 
• Chapter 2: Literature review 
• Chapter 3: Review of state-of-the-art LCA 
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• Chapter 4: Improvements and Extensions to State-of-the-Art LCA 
• Chapter 5: Extension of state-of-the-art LCA to include analysis of uncertainty 
• Chapter 6: Extension of LCA via preliminary TEA: Extension of LCA via 

preliminary TEA 
• Chapter 7: Conclusions and Future Research 
 

  



 27 

Chapter 2: Literature review 
Chapter 1 established that there is an urgent need to act to limit the harmful effects of 
climate change caused by anthropogenic GHG emissions. It further highlighted the role 
that hydrogen is expected to play in the adapted global energy system. This chapter 
reviews the relevant literature to establish the advantages and challenges faced by the 
nascent transition to a global ‘hydrogen economy’. It then presents the potential posed 
by the discovery, extraction, and use of naturally-occurring, geologic hydrogen to assist 
the transition and contribute to minimising the harmful effects of climate change. 

Factors driving increased hydrogen demand 
There are several reasons for the forecast of increased consumption of hydrogen discussed 
in Chapter 1. From an ‘end use’ perspective, hydrogen has several characteristics that 
render it attractive over other energy sources or industrial feedstocks.  

First, its use does not typically result in the emission of any GHGs. Efficient 
combustion or oxidation of hydrogen produces only water vapour as a by-product. Thus, 
emissions associated with the ‘hydrogen value chain’ (from production through to 
consumption) are limited to those emissions associated with the various hydrogen 
production pathways and those associated with transportation and storage. Eliminating 
end-use emissions would be a step-change improvement over the ‘fossil fuel value chain’, 
which also has emissions associated with transportation and storage. So, while hydrogen 
is more likely to be ‘low emissions’ than ‘no emissions’, it is expected to contribute 
significantly to the world’s ‘net-zero’ ambitions.  

Second, hydrogen’s primary advantage over alternative ‘zero-emissions’ energy 
sources is its specific energy (otherwise known as ‘energy per unit mass’, or gravimetric 
energy density). When processed appropriately (i.e. compressed, liquified, or attached to 
‘carrier’ molecules), the volumetric energy density (i.e. energy per unit volume) is also 
sufficiently high to be competitive with alternative energy storage vectors. The most 
prevalent and relevant comparison technology is energy storage provided via battery-
electric means. This is particularly important in use cases where self-weight of fuel can be 
a performance-limiting factor, such as aviation.  

Third, the fluid nature of energy stored in hydrogen means that it can be easily 
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distributed from central storage to end-users. Hydrogen technologies are expected to be 
particularly advantageous in ‘hard to abate’ sectors of the energy economy, such as heavy 
land-based transportation and shipping. In these sectors, battery-electric solutions require 
either long-duration recharge times or battery change-out arrangements, which require 
duplication of the costly components (U.S. National Clean Hydrogen Strategy and 
Roadmap, 2023). 

Fourth, hydrogen can be produced by numerous ‘production pathways’. Several of 
these pathways are mature, well-understood, can be scaled rapidly and include ‘low or no’ 
emissions alternatives. Other pathways are nascent or more novel. Each pathway has 
advantages and disadvantages, and there is, at present, no single ‘winner takes all’ 
pathway or associated technology. The range of potential hydrogen production sources 
and processes are often described using a system of colour-coding, the extent of which 
now spans a veritable rainbow. Table 2-1 provides an overview of the most typical 
production pathways. The range of available technologies implies that proponents of 
hydrogen-producing systems can select a technology that most aligns with their particular 
circumstances, including their resources, expertise and specific needs.  

Fifth, current sources of demand for hydrogen as a feedstock (rather than an energy 
source) are expected to grow and be supplemented by additional demand from industrial 
processes that transition to using hydrogen as a feedstock (U.S. National Clean Hydrogen 
Strategy and Roadmap, 2023). Currently, the manufacture of ammonia for fertilisers is a 
leading source of demand for hydrogen. In line with global population growth and 
agricultural intensification, global fertiliser demand is expected to increase, directly 
increasing hydrogen demand (Fertilizer Market Size & Share | Growth Forecast Report – 
2032, 2024). Similarly, emissions-intensive industrial processes such as steelmaking may 
achieve decarbonisation by transitioning to hydrogen as both a feedstock and a source of 
energy and/or heat (Liu et al., 2021). Accordingly, fertiliser manufacturing and steel-

making stand alongside electricity generation as examples of major potential sources of 
future demand for hydrogen.  

Factors mitigating increased hydrogen demand 
Despite the reasons that explain the forecasted drastic increase in hydrogen demand, it is 
important to acknowledge the risks and other potential downsides associated with this 
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shift in the energy system. One of these critical caveats is the global warming potential 
(GWP) of molecular hydrogen released into the atmosphere. Recent work has 
demonstrated that, while hydrogen does not directly contribute to the greenhouse effect, 
it interferes with the natural decay of other, ‘direct’ GHGs like methane. The delayed 
decay increases the global warming effect associated with the direct gases. Accordingly, 
hydrogen is considered an ‘indirect’ GHG. The severity of the indirect greenhouse effect 
is under investigation, with an early study determining a GWP of 5 (i.e. 1 tonne of 
hydrogen has the equivalent global warming effect of 5 tonnes of carbon dioxide), with 
more recent studies determining GWPs of 10.9 and 11.6 (R. Derwent et al., 2006; R. G. 
Derwent et al., 2020; Sand et al., 2023; Warwick et al., 2022). These estimates are all 
significantly less damaging than methane (which has a GWP of 29.8 for ‘fossil’ sources 
(Intergovernmental Panel On Climate Change (Ipcc), 2023). However, it highlights that 
minimising the emissions intensity associated with the entire hydrogen value chain will 
require close attention to be paid to its storage and transportation. Venting (i.e. deliberate 
releases to the atmosphere) and fugitive emissions (i.e. inadvertent releases to the 
atmosphere) are thus a key consideration for LCA of any hydrogen development. While 
a hydrogen economy is generally expected to be responsible for fewer climate impacts than 
our ‘fossil-fuelled’ economy, minimising these emission sources is still necessary to 
minimise residual climate impacts (Ocko & Hamburg, 2022). 
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Table 2-1 - Summary of hydrogen production pathways.  

Production Technology ‘Colour-Code’ 
Designation 

Estimated Emissions 
Intensity (gCO2e/MJ H2)1 
 

ANL Intensity (kgCO2e/kgH2)2 

Gasification of organic compounds (e.g. coal) Black 246.1 203 
Gasification of organic compounds with CCS N/A 72.5 2.9 
Gasification of biomass N/A 177.9 1.7 
Gasification of biomass with CCS N/A -28.6  N/A 
Splitting of hydrocarbons (methane), typically via 
steam methane reforming (SMR) and venting by-
product CO2 

Grey 114.4 9.4 

Water electrolysis powered by zero-emission, 
renewable sources of electricity 

Green 23.1 0.0 

Splitting of hydrocarbons (methane), typically via 
steam methane reforming (SMR) with capture and 
sequestration of by-product CO2 

Blue 46.6 3.4 

Methane pyrolysis  Turquoise N/A 3.6 (with US 2023 grid mix) 
0.32 (renewable power)4  

Water electrolysis powered by nuclear power plants Pink 9.6 N/A 
Water electrolysis powered by local grid electricity N/A 211.3 N/A 
Exploitation of naturally-occurring geologic 
hydrogen 

White/Gold N/A N/A 

Induced geologic formation and production of 
hydrogen via injection of reagents  

Orange N/A N/A 

Note: Argonne National Laboratory (ANL) emissions are estimated using the GREET LCA model, which does not include embodied emissions. 
1: (Busch et al., 2023) 
2: (Elgowainy et al., 2022) 
3: (Lewis et al., 2022) 
4: (Vyawahare et al., 2023)
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The hydrogen-production technologies described in Table 2-1 each face barriers to 
widespread adoption. Some of these barriers are as follows: 

• The conventional technologies (i.e. SMR of methane and gasification of coal) with 
vented CO2 emissions have high emissions intensity. Scaling these technologies to 
meet future demand is counter to the need to simultaneously reduce global 
emissions to zero.  

• The technologies that reduce their emissions intensity via CO2 capture and 
sequestration or disposal systems will be inherently limited by their access to such 
systems. These will not necessarily be widely available and, where they are 
available, may not have sufficiently attractive techno-economics to justify use for 
hydrogen production.  

• Technologies that rely on access to suitable and sufficient low-emissions electricity 
(i.e., electrolysis processes) will be constrained by the availability of low-emissions 
electricity production. To enable continuous production, facilities may be required 
to install excess intermittent renewables generation capacity coupled with sufficient 
energy storage capacity. Alternatively, they may require access to local grid 
electricity (if available), which is often unlikely to be low-emissions. The United 
States hydrogen roadmap indicates that, in most regions of that country, 
electrolysers using electricity from the current grid will have higher emissions than 
hydrogen produced from SMR (U.S. National Clean Hydrogen Strategy and 
Roadmap, 2023). If the grid is already completely ‘green’, then there may be little 
incentive to build dedicated, local renewable electricity generation capacity. In this 
case, coupling industrial-scale hydrogen production to a local electricity grid may 
have undesirable consequences, such as increased prices or additional emissions if 
new renewable electricity generation capacity is diverted to hydrogen production 
(Giovanniello et al., 2024). 

• Electrolysis technologies typically require access to clean water. In general, clean 
water sources are valuable resources to their surrounding communities. ‘Creating’ 
clean water (e.g. via reverse osmosis of seawater requires significant amounts of 
additional energy, which increases the emissions intensity and decreases the 
economic viability of these facilities. 
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In combination, these barriers effectively impose a limit on the rate at which hydrogen 
production can be increased or ‘scaled’. 

Economic and policy factors affecting hydrogen adoption 
In almost all cases, the barriers described above do not render hydrogen developments 
technically infeasible. Rather, the cost required to overcome the barriers challenge the 
economics and ‘business case’ of any prospective development. These costs can be 
estimated with reasonable confidence. Revenue, on the other hand, is significantly more 

uncertain. As discussed previously, global hydrogen demand is forecast to rise 
dramatically but present demand levels are being met by existing supply capacity. In the 
absence of policy settings that consider the emissions intensity associated with hydrogen 
production (‘carbon pricing’, for example), then it is difficult to see how new, low-
emissions sources of hydrogen will be able to compete on cost with existing suppliers. To 
this end, several jurisdictions worldwide have implemented policies that either directly or 
indirectly incentivise low-emissions hydrogen developments. Further, the United States 
Inflation Reduction Act (IRA), Bi-partisan Infrastructure Law (BIL), and the associated 
Production Tax Credits (PTCs) for low-emission hydrogen production provide direct 
incentives (U.S. National Clean Hydrogen Strategy and Roadmap, 2023).  

The discussion above outlines the societal and economic/business justifications for 
pursuing hydrogen developments. Specifically, there is an urgent need for action to reduce 
emissions and reduce the harmful effects of climate change. Hydrogen has several 
significant technological advantages that explain dramatic increases in forecasts of 
demand growth, and governments are implementing policies to acknowledge emissions 
intensity and directly incentivise investment in hydrogen developments. Noting these 
drivers, it is unsurprising that significant activity is being dedicated both in academia and 
business to solving the critical challenges of supplying the world with low-emissions 
hydrogen. Much of the effort is being directed at solving the challenges with the means of 
production outlined in Table 2-1 and discussed above. Other efforts are considering 
entirely more novel ideas, including novel sources. 

Geologic hydrogen: An ideal solution? 
One such novel potential source of hydrogen supply is that which occurs naturally in 
geologic formations. Zgonnik (2020) completed a comprehensive review of the evidence 
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and supporting literature for the occurrence and geoscience of “natural hydrogen”. The 
review argues that molecular hydrogen is widespread within geologic structures around 
the world and estimates that 23 teragrams (Tg, 1012 grams) of hydrogen flows from 
geologic sources to the atmosphere each year.  

Zgonnik’s review reveals that the literature on geologic hydrogen focuses almost 
exclusively on ‘subsurface’ or geologic considerations. It considers hypotheses regarding 
formation mechanisms and diffusion and accumulation mechanics. These hypotheses 
inform implications about where geologic hydrogen is most likely to exist and the 
exploration techniques likely to be suitable to deploy when attempting to locate 
accumulations of it (including, for example, the work of Truche and Bazarinka (2019)). 

The hypothesis regarding the potential existence of geologic hydrogen accumulations 
that may be exploited for societal benefit is most powerfully supported by the inadvertent 
discovery of a high-purity source of hydrogen in an intended water well near the village 
of Bourakebougou, in Mali. While it was discovered inadvertently (while drilling a water 
well), subsequent drilling activities have further characterised the reservoir (Prinzhofer et 
al., 2018). The gases produced from the original well were characterised as 98% hydrogen, 
with the remainder a mix of nitrogen and carbon dioxide. Hydrogen from this well has 
been powering a small internal combustion engine-driven electricity generator from 
approximately 2011 to the present day (i.e. for 13 years), over which time pressure in the 
reservoir is reported to have increased from 4.5 to 5 bars. This suggests a possibility that 
the hydrogen in the reservoir may be being regenerated at a rate faster than it is consumed 
via the well (Maiga et al., 2023). 

There have been several other significant discoveries of hydrogen of geologic origin, 
including in Albania, France, and Australia (McDonald, 2024; Pironon & Donato, 2023; 
Truche et al., 2024). Accordingly, the occurrence of geologic hydrogen accumulations and 
seepage has been proven. What remains to be proven is the ability to harness geologic 

hydrogen as a natural resource that is useful at regional or global scales. Despite the 
uncertain viability, the potential commercial benefit of a successful geologic hydrogen 
development is attracting significant private-sector activity to the industry. It has been 
reported that the number of companies actively undergoing exploration activities 
increased from 10 in 2020 to 40 in late 2023, and these activities are globally dispersed 
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between Australia, the United States, Spain, France, Albania, Colombia, South Korea 
and Canada (The White Gold Rush and the Pursuit of Natural Hydrogen, 2024). 

Several key presumptions drive the interest in geologic hydrogen. The primary 
presumption is that geologic hydrogen should be able to be developed by applying well-
established technologies developed and proven within the oil and gas industry. Much of 
the existing research on this topic has focused on repurposing exploration and reservoir 
characterisation techniques and workflows from the oil and gas industry to be useful in 
the geologic hydrogen industry (Dugamin et al., 2019; Lefeuvre et al., 2021; Lévy et al., 
2023; Truche & Bazarkina, 2019). This is a non-trivial task because the differences in 
formation mechanisms between geologic hydrocarbons and molecular hydrogen are 
thought to typically occur in regions with significantly differing geologic characteristics 
(i.e. hydrogen is not expected to be found in areas that have already been well-explored 
and exploited for hydrocarbon production) (Zgonnik, 2020).  

The existing geologic hydrogen literature pays scant attention to the requirements of 
surface processing facilities. This is likely a result of the design maturity for hydrogen 
processing equipment in existing facilities (e.g. SMR plants within oil refineries). 
Hydrogen molecules from geologic sources should behave identically to those from other 
sources. So, there is little reason to expect significant technical challenges when applying 
proven equipment designs in new, geologic hydrogen applications.  

Further, the assumed potential for the repurposing of existing development 
technologies, such as those required to drill and complete wells, surface processing 
equipment, and transportation equipment (particularly pipelines), means that it is 
expected that the cost of production will be low, the carbon-intensity of production will 
be similarly low, and there could be a short lead time to scaled production. In addition, 
it is considered possible that an abundance of valuable resources are prevalent across 
geographies (Ellis & Gelman, 2022). Finally, there is a possibility that resources will 

regenerate, leading to a genuinely sustainable (i.e. non-depleting) resource (as suggested 
by the lack of observed pressure decline during operation of the Bourakebougou well).  

Hydrogen as an industry platform 
Fuel markets and their supply chains can be viewed as ‘industry platforms’, as they 

enable third parties to exchange goods and develop complementary products and services, 
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and they involve obvious network effects, where their value increases proportionally with 
the number of users or customers (Gawer & Cusumano, 2014). Industry platforms must 
have at least two ‘sides’, which in this case can simply be considered as hydrogen 
producers and hydrogen consumers. Thus, findings from research on industry platforms 
can be informative when considering the establishment of the hydrogen market. The three 
key stages in creating an industry platform are (i) coring, (ii) seeding, and (iii) tipping 
(Gawer & Cusumano, 2008). 

“Coring” a platform involves creating a new platform where none existed before. This 
can mean solving a key business problem for significant parts of industry or society. For 
a hydrogen market, the coring premise is clear: it will form a vital part of the suite of 
solutions required to move to a ‘net zero’ emissions society.  

“Seeding” a platform involves attracting ‘users’ such that the platform can begin to 
operate, these users can realise direct benefits, and network benefits can take shape. The 
essential calculus for seeding a platform is that the benefits of using it (both stand-alone 
and network benefits) must outweigh the ‘cost of affiliation’ or the cost of using it. This 
is a major challenge for a fuel or industrial feedstock commodity platform, where starting 
production requires ‘users’ (i.e. supply firms) to make large capital investments, and 
starting consumption requires similar investment in new technology or equipment, as well 
as confidence that a sufficiently attractive and sustainable source of supply will exist. This 
is the classic ‘chicken and egg’ problem of platforms. In this case, attracting investment 
in hydrogen production is stalled by the potential lack of consumers and installation of 
consumption capacity does not make economic sense before there is adequate supply. 

Key stakeholders have identified the challenge of seeding the ‘hydrogen economy’ and 
some have taken action to address it. Notably, some governments have taken action by 
implementing policies to incentivise investment in this area. For example, the BIL 
required the United States Department of Energy to develop a Clean Hydrogen 

Production Standard (CHPS). Coupled with the United States Inflation Reduction Act 
(IRA), this provides incentives to produce low-carbon intensity hydrogen via the Clean 
Hydrogen Production Tax Credit (PTC), known as “45V”. As part of these laws and 
regulations, incentives exist for hydrogen production with “a lifecycle GHG emissions rate 
of not greater than 4 kilograms of CO2e per kilogram of hydrogen” (U.S. Department of 
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Energy Clean Hydrogen Production Standard (CHPS) Guidance, n.d., p. 2). In the CHPS, 
the United States Department of Energy (DoE) acknowledges that other countries have 
established more stringent definitions of ‘clean hydrogen’, stating that “The European 
Taxonomy classifies clean hydrogen as that which achieves lifecycle emissions of <3.0 
kgCO2e/kgH2 and the European Renewable Energy Directive sets a lifecycle target of 
approximately 3.4 kgCO2e/kgH2. As another example, the United Kingdom set a standard 
of 2.4 kgCO2e/kgH2” (U.S. Department of Energy Clean Hydrogen Production Standard 
(CHPS) Guidance, n.d., p. 6). Importantly, as shown in Table 2-2, the 45V PTC provides 
increasing benefits with decreasing emissions intensity, thus incentivising low emissions-
intensity production. With these incentives, the US government has reduced the ‘cost of 
affiliation’ for prospective hydrogen producers by legislating to effectively provide them 
with ten years of revenue for the hydrogen they produce, regardless of the price 
uncertainty associated with selling into the market. It is also noted that the fivefold 
increase in PTC benefits for satisfying requirements associated with local employment 
conditions will likely be a strong motivator for firms. 

Finally, “tipping” is “the set of activities or strategic moves that companies can use 
to shape market dynamics and win a platform war when at least two platform candidates 
compete” (Gawer & Cusumano, 2008). A platform has ‘tipped’ when it gains critical mass, 
achieving widespread adoption and market dominance. This is where network effects 
magnify, and a platform can become a defacto standard. The light vehicle market is a 
pertinent example. Here, it appears that the war between battery-electric and hydrogen 
fuel cell vehicles has been won by battery-electric technology, as evidenced by the ever-
increasing sales figures and associated investments in infrastructure like charging stations. 
In other parts of the global economy, hydrogen is still in the fuel platform ‘wars’ with 
alternatives such as biofuels. Favourable techno-economics will be central to determining 
if hydrogen wins or loses these wars. 
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Table 2-2: Production Tax Credit benefit tiers.  

‘Well to Gate’ Emissions Intensity 
(kgCO2e/kgH2 )(a) 

PTC Benefit 
($US/kgH2)(b) 

PTC Benefit if Satisfying 
Employment Conditions 

($US/kgH2)(c) 
2.5 to < 4.0 0.12 0.60 
1.5 to < 2.5 0.15 0.75 
0.45 to < 1.5 0.20 1.00 

< 0.45 0.60 3.00 
Notes: (a) 45V PTC emissions intensity is calculated using the Argonne National Labs ‘GREET’ LCA model, which does not 
consider embodied emissions. (b) These values are in 2022 dollars and are subject to annual inflation adjustments. (c) The 45V 
legislation allows for a fivefold increase in the value of PTCs if domestic origin, wage, and apprenticeship conditions are met (26 
USC 45V: Credit for Production of Clean Hydrogen, n.d.).  

Geologic hydrogen: A potential solution to the ‘chicken or egg’ problem 
While the USA’s PTC regime is appealing, Table 2-1 shows few production pathways 

with sufficiently low emissions intensity to avail themselves of the top tier of PTC benefits. 
Yedinak (2022) outlines both the potential for geologic hydrogen to be produced close to 
the US$1/kg benchmark of current production (via SMR without CCS) as well as the 
significant sources of uncertainty associated with achieving this benchmark, including the 
cost of exploration, development, and compression, storage, and dispensing (CSD). If, 
however, a geologic hydrogen development can achieve an emissions intensity of < 0.45 
kgCO2e/kgH2, the value of the PTCs will mean that – from the producer’s perspective, 
for ten years of operation – the benchmark can be considered effectively achieved at 
$1.60/kg. This equivalent benchmark cost rises to $4/kg if the emissions intensity is below 
0.45 kgCO2e/kgH2 and the requisite employment conditions are satisfied. 

If the presumptions of attractive emissions intensity and potential for parity in cost 
of production are realised, then geologic hydrogen may become an irresistible source of 
low-emission energy or chemical feedstock. This should spur accelerated investment in 
consumption technologies and supporting infrastructure like pipelines, shipping capacity 
and efficient market mechanisms. Even if the prevalence of low-cost geologic hydrogen 
resources (i.e. those that are shallow, located conveniently (to customers or transportation 
and storage infrastructure), sufficiently productive, and with desirable reservoir gas 
compositions) is limited, the exploitation of these resources may be sufficient to ‘tip’ the 
energy system platform in hydrogen’s direction. Put another way, the discovery of low-
cost, low emissions, readily scalable hydrogen resources may disincentivise investment in 
other solutions to problems that hydrogen may solve. Put yet another way, geologic 
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hydrogen may guarantee that hydrogen is not one of many ‘alternative fuels’ but instead 
that it becomes the new ‘default’ fuel.  

Putting the potential of geologic hydrogen under the microscope  
Simply presuming that geologic hydrogen will be appealing is insufficient. It must be 

demonstrably so. As shown in Zgonnik’s (Zgonnik, 2020) review, the existing literature 
has focused almost exclusively on proving the existence of geologic hydrogen and 
developing techniques that may potentially be used to locate valuable accumulations or 

sources beneath the surface of the Earth. Brandt’s (2023) work is the first to examine the 
validity of the presumption that geologic hydrogen will have low emissions intensity. 
Brandt estimates that the mean lifecycle emissions intensity of a hypothetical geologic 
hydrogen resource, including embodied emissions, is 0.37 kgCO2e/kgH2. Excluding 
embodied emissions reduces this figure to approximately 0.2 kgCO2e/kgH2. At face value, 
these results indicate emissions intensity that is among the most attractive of any 
hydrogen production pathway. Brandt’s paper will be discussed at length in subsequent 
sections of this work.  

While emissions intensity is an important environmental factor, this is never the sole 
consideration when investing in developing a natural resource. Factors such as the ‘social 
licence to operate’ are also important, but it is inescapable that private-sector 
developments in market economies must also be economically viable. That is, there must 
be sufficient return (or potential for return) to justify the initial investment. For the 
prospective development of new technologies, the standard tool for assessing this 
risk/return trade-off is techno-economic analysis (TEA) (P. Kobos et al., 2020).   

To this author’s knowledge, no literature in the public domain attempts a techno-
economic analysis (TEA) of geologic hydrogen development. As mentioned previously, 
Yedinak (2022, p. 504) refers to “an independent and preliminary analysis using the 
publicly reported hydrogen production rates, gas composition (100% hydrogen), and 
shallow well depth (100 m) for the Mali well… [finding] that it may be possible to produce 
hydrogen at $1/kg with a 20% internal rate of return (IRR). However, the economics for 
achieving an aggressive $1/kgH2 production target will necessarily change if deeper wells 
must be drilled to access additional hydrogen accumulations. In these instances, drilling 
costs will be several orders of magnitude larger ($5-10 million) than those seen for water 
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well depths ($100,000).” No further details of this analysis are made available.  
Ideally, a TEA for geologic hydrogen will align with best practice methods. This 

includes consideration of concepts such as the levelised cost of energy (LCOE) 
methodology, which considers the capital cost, financing costs, taxes, operations and 
maintenance expenses, and fuel costs, typically normalised by the amount of energy 
produced in kWh to express a final value in the units of $/kWh (typically US dollars) 
(Aldersey-Williams & Rubert, 2019; P. H. Kobos et al., 2020). Given the increasing 
importance of hydrogen in the global economy, the LCOE principles have been extended 
to communicate the same considerations but in units specific to hydrogen production (and 
consumption). This manifests as the levelized cost of hydrogen (LCOH), typically 
expressed in $/kg of hydrogen (Ramsden et al., 2013). Developing a comprehensive cost 
model is not straightforward. It requires access to meaningful historical and forecast cost 
data, typically not in the public domain. Specialised consultants are often engaged, who 
may have access to proprietary, outside-the-public-domain cost databases that form the 
basis of their projections (Lewis et al., 2022). Accordingly, a comprehensive TEA for 
geologic hydrogen will be a non-trivial exercise. 

Gaps in the collective knowledge regarding geologic hydrogen 
As alluded to above, the high level of promise or potential of geologic hydrogen is presently 
matched by the amount of associated uncertainty. Fundamental knowledge that has not 
yet been reliably determined includes: 

• Exploration and appraisal techniques to find and characterise potential geologic 
hydrogen resources 

• Understanding of effective and efficient/optimal means of drilling, completing and 
operating wells into discovered geologic hydrogen resources 

• The simple technical and economic viability of developing and operating a geologic 
hydrogen resource, either in the presence or absence of government stimulus or 
incentives 

• The existence or prevalence of self-renewing reservoirs and – assuming their 
existence – the optimal way to manage the operation of these reservoirs to 
maximise their productivity and benefit to the operator and broader society 
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Stimulated geologic (‘orange’) hydrogen: The next frontier? 
The preceding discussion of geologic hydrogen should more precisely be described as 

a discussion of naturally occurring geologic hydrogen. That distinction is necessary due 
to the hypothetical potential for the development of ‘stimulated’ geologic hydrogen 
resources. This thesis is not focused on stimulated geologic hydrogen. However, it is 
introduced briefly here to clarify both the similarities and differences between the two 
concepts. 

Whereas naturally occurring geologic hydrogen reservoirs result from the coincidence 
of both suitable conditions for generation and accumulation of hydrogen in the subsurface, 
stimulated geologic hydrogen production proposes to locate only geology that is suitable 
for the formation of hydrogen. When a suitable geologic resource has been identified, it is 
proposed that a reagent (typically water) is injected into the rock via injection wells to a 
force reaction that results in the evolution of molecular hydrogen. The resultant hydrogen 
is then expected to be produced via production wells to the surface for potential processing 
and, eventually, provision to users or sale to customers. 

Stimulated geologic hydrogen production may be advantageous as it is reasonable to 
expect that favourable geologies will be more prevalent than the coincidence of conditions 
necessary for the formation and accumulation of naturally occurring geologic hydrogen 
(i.e. locations where favourable reactant geology, suitable reagents, and favourable 
accumulation geology are all present). While geologies suitable for stimulated hydrogen 
production may prove prevalent, there are a range of other techno-economic hurdles that 
must also be cleared for this to be a viable production pathway. These include proving 
that the reactions that evolve hydrogen occur on timescales that are sufficiently short, 
understanding requirements for hydraulic fracturing of the target geology, understanding 

the technical requirements for injected reagents (e.g. water purity), and understanding 
and characterising the geotechnical risk of both deliberate and induced rock fracturing. 
Presently, stimulated geologic hydrogen production has not been proven possible at the 
field trial level (Zhang & Li, 2024).  
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Chapter 3: Review of state-of-the-art LCA 
Noting the interest in the potential of geologic hydrogen to form an important part of the 
hydrogen economy, Brandt’s (2023, p. 2) paper is self-described as a “prospective LCA” 
of a hypothetical geologic hydrogen development, which is intended “to use early 
information about a fundamentally new technology to make a first assessment of 
environmental impacts or benefits to guide further investment and development.” Despite 
its prospective nature, Brandt’s work is the first to be published on the topic, 
automatically rendering it state-of-the-art. As described in Chapter 1, Brandt estimates 
that the emissions intensity of his Baseline case is 0.37 kgCO2e/kgH2 (inclusive of 
embodied emissions). This indicates that such a development would qualify for the most 
valuable tier of United States production tax credits and be competitive with all other 
hydrogen production pathways. This work reviews, replicates, and critiques Brandt’s LCA 
modelling to provide estimates of emissions intensity with increased transparency and 
improved logic. The observations below were made during a detailed, ‘line by line’ 
replication of Brandt’s spreadsheet-based model in a ‘Jupyter’ notebook (Granger & 
Pérez, 2021). This alternative modelling software was selected with the intention of 
improving the visibility and interpretability of the calculations relative to Brandt’s 
reference model. Refer to Appendix A for more specifics on the replicated model.  

3.1. Overview of Brandt’s approach 

The fundamental assumption of Brandt’s work is that the development of a geologic 
hydrogen resource is likely to be analogous to the development of a conventional natural 
gas (i.e. methane) resource. Accordingly, Brandt’s prospective LCA is undertaken using 
an adapted version of an open-source GHG emissions calculation tool developed for 
application to the oil and gas industry. The Oil Production Greenhouse Gas Emissions 
Estimator v3.0a (OPGEE) model is well-established, having been under development for 
approximately 12 years and formed the basis for many published papers (OPGEE, n.d.). 
The standard OPGEE model was adapted for the work on geologic hydrogen to include 
allowances for hydrogen separation via a Pressure Swing Adsorption (PSA) unit and to 
compensate for the presence of bulk quantities of hydrogen rather than the trace quantities 
that may be expected in the oil and gas reservoirs that OPGEE was built to assess. 
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The OPGEE model uses the principle of conservation of mass to trace flows of fluids 
from a reservoir to either a delivery point or to a point of loss, such as via venting, flaring, 
fugitive (VFF) emission, or combustion in the service of providing energy to the processing 
equipment. It allows for preliminary engineering and sizing of processing equipment and 
comprehensively considers factors that contribute to the lifecycle emissions of a 
development. These factors include the importation of grid electricity and the combustion 
of hydrocarbon fuels during exploration, development, operation, and abandonment 
(Brandt et al., n.d.). 

3.2. Key observations 
The headline results of Brandt’s paper indicate that, from the perspective of emissions 
intensity, geologic hydrogen is highly competitive with all other hydrogen production 
pathways,. However, any enthusiasm generated by these results should be tempered by 

the paucity of reliable, specific information about geologic hydrogen available to inform 
their calculation. It is essential, therefore, to be mindful of several key observations. 

First, Brandt openly acknowledges that the nascent nature of the geologic hydrogen 
industry means that there is a lack of meaningful data regarding the subsurface 
characteristics of geologic hydrogen reservoirs. Accordingly, Brandt assumes that the 
hypothetical development for his ‘Baseline’ case will be represented by an ‘average’ 
natural gas well in North America. He consults a database of North American well 
characteristics and performs simple statistical analysis to generate analogous values for 
the following key characteristics of the hypothetical geologic hydrogen resource:  

• Well depth 
• Total expected productivity of a reservoir (referred to as Estimated Ultimate 

Recovery, EUR) 
• Production decline rates  
Second, Brandt assumes values for other key variables necessary to complete analysis 

with OPGEE without justifying the basis for these assumptions. These include 
• Field life – This is assumed to be 30 years, without clear justification.  
• Number of wells – The hypothetical development is assumed to involve 50 

production wells, with an additional 13 gas injection wells (where one injection well 
is assumed necessary for every four production wells). 



 43 

Third, Brandt assumes that historical fugitive emission rates from oil and gas 
developments appropriately represent fugitive emission rates of a hydrogen development. 

Fourth, Brand assumes a ‘slippage rate’ (or the inverse of the separation efficiency) 
for the PSA unit equal to 10% of the quantity of hydrogen entering the PSA unit. This 
rate governs the quantity of useful hydrogen lost to the waste stream during PSA 
separation. The supplemental data to the paper explains that literature for gas separation 
of hydrogen streams via PSA reports slippage rates varying from 5% to 20%. It adds the 
caveat that this literature primarily considers gas compositions typically seen in industrial 
hydrogen production facilities, which involve gas compositions significantly different from 
those assumed in this geologic hydrogen analysis. The selection of a 10% slippage rate 
appears to have resulted from judgement applied to the range reported in the literature. 

Fifth, Brandt’s ‘well to gate’ analysis does not consider the transportation of the 
hydrogen from the production facility to the consumer. It does, however, assume that the 
small proportion of crude oil co-produced with the hydrogen is transported via the 
network of crude transportation pipelines within the United States.  

3.2.1. Brandt’s approach to uncertainty analysis 
Brandt discusses his approach to uncertainty analysis directly, noting that “the nascent 
nature of the industry precludes assigning realistic empirical distributions to the 
underlying parameters” (Brandt, 2023, p. 3). Accordingly, the paper adopts a 
straightforward parametric sensitivity analysis approach. Here, a range of cases are 
thoughtfully selected to assess the impact of key assumptions deterministically. 
Specifically, the sensitivity cases consider the assumptions regarding: 

• Gas composition 
• Productivity 
• Depth 
Similarly, the sensitivity cases consider design decisions relating to: 
• Waste gas re-injection vs flaring 
• Disposal vs exploitation of reservoir methane content 
• Local power generation vs grid power imports 

3.2.2. Discussion of key findings 
The key metric discussed in Brandt’s paper is “production-weighted mean emissions” (also 
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referred to in this document as ‘lifetime emissions intensity’). However, the paper does 
not include a specific definition, calculation method or justification for this metric. 
Examining the supplementary material reveals that this value is determined by simply 
calculating the total mass of ‘CO2-equivalent’ emissions throughout the field’s life 
(including the entire lifecycle, from exploration to abandonment) by the total mass of 
useful hydrogen product that is exported from the facility over its life.  

Importantly, this definition of production-weighted mean emissions differs from 
calculating emissions intensity for each year of field life (where production flow rates are 
assumed to be constant for the duration of each year). In this situation, annual emissions 
are divided by annual hydrogen exports to give a value for ‘production-weighted 
emissions’ for each year of operation. While calculating the mean of these annual values 
is not statistically valuable (because this makes low-production, low-emission years 
equally significant to the result as high-production, high-emission years), the annual 
results themselves may be meaningful. They could be used, for example, to calculate 
eligibility for PTCs (see Section 6.5. for a more detailed discussion of this topic). In this 
context, it may be most useful to report on the number or proportion of years that fall 
below a chosen threshold (e.g. 0.45 kg CO2e/kgH2) to indicate the tax-attractiveness of a 
potential development. 

In general, Brandt’s “prospective LCA” work ultimately shows sufficiently 
encouraging results to justify ongoing research and entrepreneurial efforts in the field of 
geologic hydrogen. This thesis is intended to contribute to the body of ongoing research 
and improve the shared understanding of geologic hydrogen’s place in the energy 
transition.   

3.3. Replication of key findings from Brandt’s paper 

As mentioned previously, this work bases a review of Brandt’s findings on a detailed 
recreation of the relevant components of the OPGEE model. Brandt’s key findings are 
replicated to validate the recreation's accuracy. Figure 3.1 shows both Brandt’s key results 
for the Baseline case and the replicated results generated in the recreated model. Note 
that the ‘error bars’ in the original plot can be considered somewhat misleading because 
they do not represent statistical uncertainty, as is conventionally implied by a ‘box and 
whisker plot’. Instead, they represent the minimum and maximum annual emissions 
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intensity results observed over the field life. This is made more explicit in the bar chart 
presentation of the replicated results.  

3.3.1. OPGEE calculations excluded from the replica model 
Due to resource constraints and to slightly reduce the complicatedness of the replicated 
model, certain calculations were excluded. These are summarised below: 

• Consideration of fuel gas demand from the ‘booster compressors’ that are assumed 
to be installed upstream of the inlet separator. These compressors are assumed 

only to be required once the pressure of gases leaving the reservoir drops below the 
500 psi assumed operating pressure of the processing equipment (plus an allowance 
for pressure losses between the wellhead and the separation unit). Further, in the 
peak demand scenario for the Baseline case (i.e. the last year of field life, when 
reservoir pressure is assumed to be at its lowest), the fuel gas demand for the 
separation compressors is only ~1% of the demand from the waste gas reinjection 
compressors (in year 30). This quantity is thus assumed to be negligible.   

• Reinjection compressor compressibility factor (‘Z factor’) calculations. In the 
module that calculates the required power demand for the waste gas reinjection 
compressors, the Z factors for all gas mixes have been set equal to 1 (i.e. ideal gas 
assumption) for simplicity. 

 
Figure 3.1: Left – Extract of Brandt’s Figure 2 (2023, p. 5), the key figure from this publication. Right – Output from 
the replicated model produced in this work. This illustrates the clear alignment between the Min, Median, and Max 

values from Brandt and the Year 1, Year 16, and Year 30 output values from the replicated model. 
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Figure 3.2: Alternative view of the output of the replicated model, showing absolute daily GHG emissions (broken 

down into four categories of emission types) and hydrogen exports for each year over the 30-year life of the 
hypothetical resource. 

Notice that embodied emissions are assumed to be evenly distributed over the entire life of the asset despite these 
emissions actually taking place before the start-up of the development (except for the small proportion of these 

emissions associated with field abandonment). 

3.4. Commentary on the Brandt paper 

Reverse-engineering Brandt’s application of the OPGEE model revealed the strengths and 
weaknesses of both the broad modelling approach and the OPGEE model itself. These are 
discussed in detail here. 

3.4.1. Strengths and weaknesses of the modelling approach  
In this author’s view, the main strength of Brandt’s modelling approach is the decision to 
leverage the capabilities and strengths of the OPGEE model, outlined below. Another 
primary strength of the approach was to generate an array of sensible sensitivity cases to 
examine the influence of key design decisions and key assumptions. Brandt’s thoughtful 
selection and description of these sensitivity cases are particularly beneficial given the 
paucity of reliable data for making reasonable assumptions for geologic hydrogen 
developments. 

The selection and implementation of sensitivity cases do, however, raise some 
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concerns. Specifically, several sensitivity cases ostensibly involve changes to a single, key 
assumption to determine the sensitivity of the emissions intensity results to this 
assumption. Consider, for example, the “Shallow” and “Low H2” cases. These cases are, 
respectively, intended to examine the influence of well depth and gas composition. There 
is no clear justification to explain why these cases would have assumed productivity 
different to that of the Baseline case. However close inspection of the supplemental data 
reveals that these two cases seem both assumed to have ‘raw gas’ EUR rates of 33 BCF, 
which is half of the Baseline case and equivalent to the ‘Low Productivity’ case. 
Precluding the ability to distinguish between the impact of depth, hydrogen 
concentration, and reservoir productivity means that these cases are less useful at best 
and misleading at worst.  

Noting that the sensitivity cases are useful when making claims about an assessment 
involving high uncertainty, this author argues that Brandt’s approach to modelling 
uncertainty is one of the major weaknesses of the paper. His argument that “the nascent 
nature of the industry precludes assigning realistic empirical distributions to the 
underlying parameters” may be logical but does not justify ignoring uncertainty 
altogether. Brandt’s argument may be construed as ‘there is very high uncertainty in this 
assessment, so we ignore uncertainty and report only on deterministic results’. 
Alternatively, just as reasonable assumptions are made to select deterministic values to 
include in the model, reasonable assumptions can be made regarding probabilistic 
distributions for these same values. This approach may yield important insights. Brandt’s 
decision here is somewhat perplexing, given that the OPGEE model has the native ability 
to handle uncertainty analysis. See Chapter 5 for a detailed discussion of incorporating 
uncertainty analysis and the associated insights. 

3.4.2. Strengths of the model 
The OPGEE model has several strengths relevant to its application to an assessment of 
geologic hydrogen. These include:  

• The model is well-established and reputable, thanks to the nature of its 
development history. This includes the legitimacy afforded by the peer-review of 
previous publications based on the model. 

• OPGEE’s comprehensive inclusion of potential sources of emissions, including 



 48 

embodied emissions (prior to operation) and decommissioning activities (well 
plugging, after operations have ceased). 

• The open-source nature of the model and the data/assumptions upon which it is 
built. This ensures that results generated by the model are maximally transparent 
and verifiable. Indeed, the premise of this thesis relies on the transparency of 
Brandt’s publication and the OPGEE model itself. 

• The model has sophisticated functionality, including the ability to include or 
exclude modules via simple toggles, the ability to incorporate uncertainty analysis, 
the inclusion of reasonable default values that may be easily overridden, and 
internal error-checking. It is also reasonably well-documented via a 402-page 
operating manual. 

3.4.3. Weaknesses of the model 
As a counterpoint to its strengths, the OPGEE model also has aspects that are 
disadvantageous in the context of the lifecycle assessment of geologic hydrogen. These 
include: 

• The ‘general purpose’ nature of the model. While the flexibility to apply a model 
to various contexts would ordinarily be considered a strength, the fact that OPGEE 
was not built with geologic hydrogen resources in mind means that it includes 
significant capability and structure that is unnecessary for hydrogen assessment(s). 
This superfluous capability reduces the interpretability of the model and analysis 
of its results. 

• The use of a Microsoft Excel spreadsheet as the primary modelling tool. The 
OPGEE documentation suggests that this choice of modelling tool ensures that it 
is highly accessible, given the ubiquity of spreadsheet software and the 
sophisticated capability that can be created via macros and other automation. The 
downside is that spreadsheet models are notoriously hard to inspect and validate 
due to the challenge of interpreting formulas, particularly those that use unnamed 
cell references and references across different sheets of the model file. In this 
instance, this difficulty is exacerbated by the previous observation of the inclusion 
of significant superfluous capability, which makes navigation of the file more 
complicated than it would otherwise be.  
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• The model includes citations or allusions to various reference documents, but it 
does not include a reference list, nor does the reference list in the operating manual 
capture all of the citations made within the model. 

3.5. Significance of minor errors/corrections on conclusions 
The reverse engineering of Brandt’s OPGEE modelling work revealed the weaknesses 
mentioned above and served as a detailed check of the logic and mechanics of the various 
calculations performed by the model. This activity revealed numerous minor errors in 
both logic and calculation mechanics (e.g. clear typographical errors in cell references). 
Figure 3.3 shows the individual and cumulative effects of correcting these errors for the 
Baseline case. The details of each of these errors are explained below. 

3.5.1. Corrected the number of injection wells when calculating steel mass 
Brandt’s OPGEE model clearly states the assumption that there are four gas re-injection 
wells for each of the assumed fifty production wells (i.e. applying a factor of 25%, rounding 
up). This results in an assumption of 13 injection wells, for a total of 63 wells. Some of 
Brandt’s calculations are inconsistent with this assumption, where the number of injection 
wells is assumed to be a factor of “0.25/1.25” (i.e. 20%) of the number of production wells. 
This inconsistency is not justified or explained and appears to be an error.  

3.5.2. Added injection well surface tubing 
The “Production and surface processing facilities” section of the “Embodied Emissions” 
sheet of Brandt’s OPGEE model calculates an assumed mass of steel associated with each 
well. It multiplies this ‘per well’ amount by the number of production wells and the 
number of water injection wells. The formula does not include the number of gas injection 
wells, so the reported total mass (and associated total emissions) only covers the 50 
production wells in the Baseline case. The additional 13 gas injection wells will necessarily 

require piping (between the surface processing facilities and the wellhead), so this 
calculation appears to be an error. 

3.5.3. Corrected equipment sizing calculations  
Brandt’s approach to sizing surface processing equipment (and thus the determination of 
the embodied emissions associated with this equipment) is flawed. The reasoning for this 
flaw is due to a nuance of the design and intended use of the generic OPGEE model, and 
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how Brandt has implemented it for the geologic hydrogen study. Generally, OPGEE is 
set up to allow parallel analysis and comparison of the estimated emissions of numerous 
oil and/or gas fields, with the general assumption of constant production flow rates over 
the life of the field. In Brandt’s analysis, he pays close attention to the estimated 
production decline rates over the assumed 30-year field life by assuming a constant flow 
rate for each year of operation, with flow rates generally declining over the field life (as 
indicated by an analysis of historical natural gas well operation data). Brandt models each 
of the 30 years of operation as a separate field. Each analysis of these 30 years of operation 
is then aggregated to provide the final results associated with the hydrogen development.  

Examination of the OPGEE calculations for embodied emissions reveals that the 
production flow rate is the main variable considered when sizing the surface processing 
equipment. This means that Brandt’s approach effectively re-sizes the equipment for each 
year of operation and the aggregation of results ‘averages out’ this phenomenon. In reality, 
equipment can only be sized once and, typically, this must consider the most onerous 
design conditions plus an additional design or safety margin. In general, this means that 
equipment like pressure vessels will need to be made larger to handle the high flows and 
pressures of early field life, while equipment like compressors will need to be made larger 
to deal with the lower pressures at the end of field life. 

Specific flaws in equipment sizing are discussed briefly below. As shown in Figure 3.1, 
each of these changes has an almost negligible impact on the LCA and its final reported 
value of lifetime emissions intensity for the Baseline case. However, these flaws and 
corrections become more significant when considering techno-economics, so they are 
discussed in more detail in Chapter 4. 

Separator/PSA sizing 
The OPGEE model assumes a three-phase separator is installed directly downstream of 
the gas-gathering piping from the wellheads. In line with the logic described above, 
Brandt’s modelling re-sizes this separator during each year of operation. In fact, the flow 
rates and pressures in early field life exceed the ratings of the nominal pressure vessel 
designs built into OPGEE, so they result in an error, meaning that zero weight is assumed 
for these years of operation. This significantly underestimates the mass of steel and 
embodied emissions associated with this equipment. The model generated as part of this 
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work has corrected this error by assuming a conservative design case (i.e. maximum 
expected flow rate) and a conservative pressure vessel design, based on the nominal 
designs included in OPGEE. Refer to the relevant sections of the model notebook in 
Appendix A and Section 4.3.1for detailed explanations. 

Further, Brandt’s modification of OPGEE to include a PSA unit is implemented 
simply by assuming the mass of the PSA unit is a multiple of 5 times that of the separation 
equipment. Accordingly, this magnifies the effect of correcting the flawed separator sizing. 

Acid Gas Removal Unit (AGRU or ‘gas sweetening unit’) included in 
embodied emissions 
The Brandt OPGEE model clearly states, “Turn acid gas removal off, as there is no 
appreciable concentration of CO2 or H2S in this gas.” This instruction is followed in the 
VFF and process flow portion of the model. However, the embodied emissions calculation 
includes an estimate of the mass of steel associated with “gas sweetening equipment”, 
which is clearly in conflict. Removing this equipment from the embodied emissions 
calculation reduces the emissions intensity of the development. 

Corrected AGRU adsorber sizing 
Noting the above observation that gas sweetening equipment, which is primarily centred 
on adsorber vessels, should be excluded from the embodied emissions calculation, it was 
also observed that the adsorber sizing logic was flawed. This flaw is similar to the 

separator sizing flaw, in that Brandt’s OPGEE implementation re-sizes the gas-sweetening 
adsorber pressure vessel at each year of operation. If the inclusion of AGRU/‘gas 
sweetening’ is ‘turned on’ in the model, then correcting this error based on a conservative 
design case would increase emission intensity due to increased steel mass. More 
specifically, for the Baseline case, emissions intensity would increase by ~4.7E-5 
kgCO2e/kgH2 or ~0.013%.   

Corrected gas dehydration contactor sizing 
The sizing of the gas dehydration contactor in Brandt’s model suffers from the same sizing 
flaws as the other pressure vessels. In this case, however, an additional error requires 
correction. OPGEE generally assumes that pressure vessels are simple cylindrical objects 
whose mass can be estimated by calculating the volume of steel in the shell of the vessel 
and multiplying it by a suitable value for the density of steel. In this instance, however, 
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there are significant typographical errors in the spreadsheet formulas intended to calculate 
the shell volume. The volume calculation did not include pi, nor did it account for any 
ends on the cylinder. Correcting these errors similarly resulted in increased embodied 
emissions due to increased estimation of steel mass. 

Corrected gas reinjection compressor sizing 
The OPGEE model algorithm scales the estimate of the size and mass of the waste gas 
reinjection compressor to the amount of gas being reinjected. Similar to how vessels are 

sized, Brandt’s OPGEE implementation effectively revises the size and mass of the 
compressor each year, as production flow rates decline. In reality, the compressor can only 
be sized once, so it is sensible and conservative to do so for the maximum flow rate. The 
impact of this change is minimal, calculated at 2.72E-07 kgCO2e/kgH2. This is the smallest 
effect of a correction from this chapter and is an order of magnitude smaller than the 
effect of the second smallest. For this reason, it has been deliberately omitted from Figure 
3.3. 

3.5.4. Corrected export piping steel allocation 
In order to account for embodied emissions of export infrastructure, the default method 
in OPGEE is to determine the steel intensity of the entire United States crude oil 
transportation network and apportion (on a volume basis) the embodied emissions 
associated with this network to the oil development under assessment in the OPGEE 
instance. In doing so, the calculation estimates the total mass of the U.S. pipeline system 
steel, as well as an allowance for “ancillary steel (supports, reinforcement, casing and 
trenching)” equal to 50% of the mass of the pipe. In an apparent typographical error, 
however, only the mass of the ancillary steel is used to apportion the associated emissions. 
This means that this estimate is only one-third the amount it should be. 

3.5.5. Added gathering piping for gas injection wells 
The OPGEE model includes an estimate of embodied emissions associated with the steel 
used in the “small diameter crude gathering system infrastructure”. This calculation is 
not documented within the operating manual nor clearly explained within the model. 
However, it appears that this references literature that assigns an assumed length of ‘small 
diameter’ piping for each well, possibly as an allowance for transporting produced oil 
within the surface processing facility. Again, a ‘per well’ mass of steel is determined and 
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multiplied by the number of wells. In the OPGEE model, the multiple is of the number 
of production wells as well as the number of water injection wells. This author cannot 
identify a justification for selecting these two categories of wells so, to be conservative, 
the revised model applies this factor to all wells (i.e. production as well as gas reinjection, 
given there are no water re-injection wells as part of the assessment). 

3.5.6. Added abandonment plugs for all wells 
One of OPGEE’s strengths is the consideration of the entire lifecycle of a development, 

up to and including abandonment. However, it appears the calculations estimating well 
abandonment emissions have not been carefully constructed. The default OPGEE model 
assumes that four wellbore plugs are required for abandonment, regardless of the number 
of wells. The lack of documentation means this logic cannot be checked for correctness. 
However, it seems likely that this should be a ‘per well’ factor rather than an absolute 
factor. Accordingly, the revised model includes an allowance for four plugs for each well 
involved in the development, including the production wells and the gas reinjection wells.  

3.5.7. Corrected typo in "other offsite emissions" 
Brandt’s modified OPGEE model for geologic hydrogen assessment includes an additional 
sheet for “Geologic H2 specific results”. It is from this sheet that the important annual 
emissions intensity value is calculated. Within this sheet, however, there are clear 
typographical errors in the calculation of “Other offsite emissions”. First, the formula 
subtracts a blank cell in the ‘GHG Summary’ sheet, which means that embodied emissions 
are double-counted in the final emissions intensity calculation. This error is slightly offset 
by another error, where the “Other offsite emissions” calculation does not convert the 
units from ‘tonnes CO2e/day’ to align with the ‘kg CO2e/day’ units of the other emissions 
sources referenced in the calculation. Both of these errors have been corrected in the 
revised model.  

3.5.8. Inconsistent assumptions regarding injection reservoir pressure 
Brandt’s analysis assumes that pressure in the reservoir into which the waste gas is 
reinjected is identical to the pressure in the production reservoir, i.e. declining over field 
life. This injection reservoir is not being produced (i.e. the process is not extracting matter 
from the reservoir), so the assumption of declining pressure is illogical. This assumption 
would be logical for applications where produced gases are reinjected for enhanced oil 
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production (known as ‘gas lift’), but it contradicts Brandt’s assumptions elsewhere. 
Expressly, the embodied emissions section of Brandt’s model assumes the mud required 
for “water injection wells” is zero because no water injection wells are included in the 
design. The calculation does not consider gas injection wells. If it is inferred that mud for 
gas injection wells has been deliberately excluded from the model, then this implies there 
is no reservoir pressure to be contained by the drilling mud. 

Two potential corrective measures can be taken: 
• Add the requirement/assumption that drilling mud is used during the drilling of 

the gas reinjection wells. This will increase embodied emissions. 
• Assume the pressure in the reinjection reservoir is the chronological reverse of the 

pressure in the production reservoir. i.e. increasing over time. 
For the sake of conservatism, the revised model implements both of these corrections.  

3.5.9. Inconsistent handling of fuel gas offtake assumption affects fugitive 
emissions 
The handling and assumptions regarding the ‘fuel gas’ that is assumed to be used to power 
the reinjection compressors are not consistent throughout the model. Brandt assumes that 
all fuel gas is taken from downstream of the PSA unit, meaning it is pure hydrogen and 
has no GHG emissions associated with combustion. However, Brandt’s mass balance 
approach used to determine fugitive emissions does not properly reflect this assumption. 
In this case, Brandt’s model shows that the fuel gas driving the reinjection compressor 
has the composition of a stream taken upstream of the PSA unit, meaning it contains 
methane (for cases where methane is present in the reservoir), as well as hydrogen. 
Incorrectly assuming that some of this methane is consumed as fuel gas means that the 
subsequent assumptions regarding the composition and flow rate of the stream 
downstream of the compressor turbine are underestimated. Given that fugitive emissions 
are assumed generally to be in proportion to the mass flow rate, then this incorrect 
assumption leads to an underestimation of the fugitive emissions downstream of the 
compressor.  
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3.6. Summary of impact of minor corrections 
As shown in Figure 3.3, implementing the corrections described above has a cumulative 
effect of increasing the ‘headline’ emissions intensity result from 0.37 kgCO2e/kgH2 to 
0.40 kgCO2e/kgH2, or an increase of 6.4%. Given the general uncertainty of many of the 
necessary parameters, this increase is likely within the confidence interval associated with 
the calculations. Regardless, correcting basic errors is important to improve confidence in 
the final results. 

3.7. Minor improvements not included in the revised model 

In the process of replicating and then revising Brandt’s implementation of the OPGEE 
model, it has become apparent that there are several other opportunities for minor 
improvements to the model. These have not yet been implemented but are stated here for 
visibility: 

• Add an allowance for the steel and cement used in the foundations and footings of 
surface equipment. The model uses multiplication factors to ‘gross up’ the quantity 
of steel associated with surface processing equipment and account for various 
ancillary steel; however, it does not include any allowance for the cement in 
concrete that would very likely be required to establish a permanent operating 
facility. 

• Improve the assumptions used when calculating the geometry of surface processing 
pressure vessels. Currently, OPGEE assumes pressure vessels are all cylindrical 
vessels with flat ends. The poor structural performance of this geometry means 
that it is rarely used, and a more realistic (‘better’) assumption would be vessels 
that have hemispherical or elliptical ends. 

• The assumptions regarding fugitive emissions associated with well completions and 
well workovers are inconsistent throughout the model. The calculations for 
completions emissions take into account hydrogen and assume that there are no 
emissions from injection wells. Conversely, the calculations for well workovers 
ignore hydrogen but take into account injection wells. These assumptions are not 
documented in the OPGEE model, but it is suspected that both of these sources 
of emissions should include hydrogen and both should consider all types of wells. 

• The default sizing algorithm for the dehydration contactor is flow-rate limited. For 
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high-productivity sensitivity cases (i.e., a combination of high well productivity 
rate and high well count), the maximum nominal flow rate is exceeded. In these 
cases, the revised model selects the largest contactor design nominated in the 
OPGEE algorithm. Thus, these cases underestimate the embodied emissions, 
however it was shown previously that even large magnitude changes in equipment 
sizing have only a minimal effect on the headline, final value of emissions intensity 
of the development.  

3.8. Discussion regarding the ‘accounting’ of embodied emissions 
The OPGEE model uses a ‘straight-line depreciation’ method of accounting for embodied 
emissions. That is, the model calculates total embodied emissions associated with the 
development and, together with the assumed lifespan of the development, determines an 
equivalent daily or annual rate of embodied emissions. While this method is simple and 

logical, it is unclear if it is the most appropriate. This is because, in reality, embodied 
emissions (except for those associated with abandonment) are released to the environment 
in advance of a resource development starting operation. Given the urgent emissions 
reductions required to achieve Paris Agreement targets, it is questionable that an 
‘emissions accounting’ approach that allows emissions to be apparently ‘deferred’ by 
multiple decades would be the best practice. A better approach may be to align this study 
with the approach and methods used to calculate the so-called ‘social cost of carbon’ (US 
EPA, n.d.). 

3.9. Conclusions 
This review of Brandt’s modelling approach and the details of the model itself found that 
both are sensible and generally of high quality. The correction of minor and typographical 
errors did not significantly change the major conclusions from the paper. That said, there 
are more significant changes that can be made to improve the model. Such changes are 
discussed in detail in Chapter 4. 
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Chapter 4: Improvements and Extensions to State-
of-the-Art LCA 
The previous chapter summarised the detailed review of Brandt’s (2023) paper and LCA 
model. It found typographical and other errors that were not individually significant in 
the context of a ‘prospective LCA’. This chapter considers some more significant critiques. 
It addresses several of these by proposing and implementing means by which they can be 
addressed in the model. These modifications are then analysed to consider their impact 
on the conclusions that may be drawn from the model. 

4.1. Proposed improvements to the OPGEE LCA of geologic 
hydrogen 
The critiques addressed in the chapter are: 

• Expanding on the importance (particularly for techno-economic considerations) of 
ensuring the model only selects a single design for surface processing equipment 
rather than effectively ‘re-designing’ the equipment for each year of the field’s life, 
and; 

• Examining sensitivity to unjustified assumptions in the original model, especially 
regarding assumed field lifespan. 

The following sections describe these critiques and the remedies included in this 
author’s model. 

4.2. Impact of field lifespan on emissions intensity 
4.2.1. Introduction 
Astute readers of the previous section will have identified that the uncertainty analysis 
did not include an assessment of another key assumption of Brandt’s analysis: the lifespan 
of the field. In all of Brandt’s cases, it is assumed that the field under analysis has an 
operating life of 30 years. It is further assumed that the flow rate of fluids from the 
reservoir declines over the 30-year life in amounts represented by the average reported 
production declines of U.S. natural gas wells (i.e. there is an empirical rather than 
mathematical sense to the flow rate decline). While using natural gas analogue data is 
consistent with the assumptions made elsewhere in Brandt’s paper, the foundational 
assumption of 30 years of operation is not explained nor justified. 



 59 

Brandt may have omitted such an explanation due to concluding that it was not 
relevant to the lifecycle emissions intensity results. Indeed, if emissions intensity is 
calculated by dividing lifetime emissions by lifetime hydrogen production, and if 
everything else is held equal, then the length of the field life will have no effect at all on 
the emissions intensity result. Pragmatically, however, field productivity and lifespan are 
likely to be highly correlated under the assumption that a field will continue to operate 
as long as there are marginal returns to be earned via continued operation (i.e. a field will 
typically be operated until the revenue earned from the produced hydrogen exceeds the 
cost of continuing to operate it. This is notwithstanding complicating factors such as 
operating companies deliberately deferring decommissioning and abandonment activities 
for financial reasons). With this in mind, it can be assumed that the Baseline case ceases 
to be sufficiently profitable at the hydrogen production rate in Year 30. For a small or 
‘failed’ development, production rates could drop to this level within years or months, 
whereas a large, successful development could continue for many decades. This 
observation suggests that a study linking lifespan and productivity may be informative. 
Such a study is described below. 

4.2.2. Understanding Brandt’s assumptions of lifespan and productivity 
Brandt states that the “baseline case is meant to represent a ‘‘general’’ case with average 
properties” (2023, p. 11) calculated using a comprehensive dataset of North American 
(USA and Canada) natural gas wells. The supplementary information explains that 
productivity (EUR) is calculated on a mean of reported values of 685,661 gas wells. Brandt 
calculates 1.33 BCF per gas well as the mean of the dataset. The dataset has a clear left 
skew, with the 75th percentile production rate being 1.21 BCF/well. Brandt indirectly 
acknowledges this skew by mentioning that the data set includes numerous newer wells 
and the likelihood that these are highly productive hydraulic fractured gas wells. However, 
Brandt’s baseline case includes only conventional, vertical wells, so the selection of the 
mean rather than median production rate is worthy of questioning. Brandt addresses 
potential criticisms of this selection by considering both ‘low productivity’ and ‘very low 
productivity’ scenarios. Like EUR, Brandt calculates production decline rates from the 
well data set by considering average monthly/annual production from fields with reported 
production >360 months. This filtering resulted in a smaller set of 160,229 gas wells. 



 60 

Brandt does not explicitly explain the approach to determining flow rate profiles. 
However, inspection of the model reveals that these appear to be calculated to fit the 
previous two assumptions. i.e. An initial flow rate is determined such that, when the 
empirical production decline rate is applied, the sum of annual flow rates also meets the 
1.33 BCF/well total productivity requirement. This approach firmly ‘bakes in’ the 30-
year lifespan assumption into the model. 

4.2.3. Approach to lifespan and productivity study 
In order to assess the relationship between field lifespan, productivity and emissions 
intensity, it is first necessary to establish additional assumptions that can ‘override’ the 
foundational assumptions linking productivity, production rate decline and flow rates. In 
this case, Brandt’s Baseline case continues to be the reference for the study. First, a 
mathematical relationship between productivity and lifespan is established by 
approximating the Baseline flow profile. To do so, the following assumptions are made: 

• The Baseline Year 30 flowrate is the minimum flow rate for viable ongoing 
operations (i.e. the point at which the marginal cost of ongoing production 
exceeds the marginal benefit) and; 

• The Baseline Year 1 flowrate is common, regardless of the total productivity 
of the reservoir. 

Now, noting that Brandt’s use of empirical production decline rates is inextricably 
linked to the assumption of 30-year field life, an exponential decay curve is fit to the 
Baseline flow curve to mathematically approximate this decline. This least squares 
regression calculation determined values for the initial flow rate and the exponential decay 
factor that maximised the closeness of the fit. The qualitative closeness of this fit is shown 
in Figure 4.1. The general formula for the fit of the equation is as follows: 

𝑄𝑄(𝑡𝑡) = 	𝑄𝑄!𝑒𝑒(#$%) 
Where:  𝑄𝑄(𝑡𝑡)	𝑖𝑖𝑖𝑖	𝑡𝑡ℎ𝑒𝑒	𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓	𝑟𝑟𝑟𝑟𝑡𝑡𝑒𝑒	𝑖𝑖𝑖𝑖	𝑦𝑦𝑒𝑒𝑟𝑟𝑟𝑟	𝑡𝑡 

𝑡𝑡	𝑖𝑖𝑖𝑖	𝑡𝑡ℎ𝑒𝑒	𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟	𝑓𝑓𝑓𝑓	𝑦𝑦𝑒𝑒𝑟𝑟𝑟𝑟𝑖𝑖	𝑖𝑖𝑖𝑖𝑖𝑖𝑠𝑠𝑒𝑒	𝑡𝑡ℎ𝑒𝑒	𝑖𝑖𝑡𝑡𝑟𝑟𝑟𝑟𝑡𝑡	𝑓𝑓𝑓𝑓	𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓	𝑓𝑓𝑟𝑟𝑓𝑓𝑛𝑛	𝑡𝑡ℎ𝑒𝑒	𝑓𝑓𝑖𝑖𝑒𝑒𝑓𝑓𝑓𝑓 
𝑄𝑄!	𝑖𝑖𝑖𝑖	𝑡𝑡ℎ𝑒𝑒	𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓	𝑟𝑟𝑟𝑟𝑡𝑡𝑒𝑒	𝑖𝑖𝑖𝑖	𝑌𝑌𝑒𝑒𝑟𝑟𝑟𝑟	1	 
𝑘𝑘	𝑖𝑖𝑖𝑖	𝑡𝑡ℎ𝑒𝑒	𝑒𝑒𝑒𝑒𝑒𝑒𝑓𝑓𝑖𝑖𝑒𝑒𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟𝑓𝑓	𝑓𝑓𝑒𝑒𝑠𝑠𝑟𝑟𝑦𝑦	𝑓𝑓𝑟𝑟𝑠𝑠𝑡𝑡𝑓𝑓𝑟𝑟  
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Figure 4.1: A plot showing the empirically determined flow rate profile for the Baseline case (red dots) and the 

exponential approximation of this profile (blue line), determined via the least sum of squared error method. 

While the exponential fit is mathematically convenient to implement, it is obviously 
an approximation of the Baseline case data. Rather than testing the quality of the fit via 
statistical means, the fit is tested by assessing the approximated exponential decay curve 
case’s impact on the outputs of the LCA model. Assessing the approximated case with 
the model shows that the exponential flow approximation is a reasonable representation 
of key LCA metrics. A specific comparison of the Baseline case’s emissions metrics with 
the approximated case’s emissions metrics is shown in Table 4 1. 
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Table 4-1: Comparison of the approximation of the Baseline case using an exponentially declining flow profile against 
the unmodified Baseline case. This shows generally good alignment between the Baseline case and the approximation. 

Emission Metric Baseline 
Value 

Exponential 
Approx Value 

Percentage 
Difference (%) 

Min (Year 1) Emissions (kgCO2e/kgH2) 1.68e-01 2.01e-01 19.5 
Max (Year 30) Emissions 
(kgCO2e/kgH2) 

7.38e-01 1.69e+00 129.2 

Percent Embodied to Total Emissions 
(%) 6.07e+01 6.45e+01 6.3 

Total Emissions (kgCO2e/day) 6.64e+03 5.90e+03 -11.1 
Total lifetime emissions (kgCO2e) 4.60e+07 4.58e+07 -0.4 
Total direct emissions (kgCO2e/day) 3.81e+03 3.14e+03 -17.6 
Total small source emissions 
(kgCO2e/day) 3.81e+02 3.14e+02 -17.6 

Total other offsite emissions 
(kgCO2e/day) 4.52e+01 4.43e+01 -2.1 

Total embodied emissions 
(kgCO2e/day) 2.40e+03 2.40e+03 -0.1 

Total emissions excluding embodied 
emissions (kgCO2e/day) 4.40e+03 3.50e+03 -17.4 

Total lifetime emissions excluding 
embodied emissions (kgCO2e) 

1.97e+07 1.95e+07 -0.8 

Lifetime Emissions Intensity 
(kgCO2e/kgH2) 

4.06e-01 4.07e-01 0.2 

Noting that the approximation can be considered reasonably representative of the 
Baseline (30-year lifespan) case, the 30-year approximation case can then itself act as a 
reference or baseline result for a study that examines the significance of field lifespan on 
emissions intensity. To do so, the initial and final flow rates of all cases are set to match 
the exponential approximation of the Baseline case. Then, flow rate decline is calculated 
according to an exponential decay curve that fits these two points and varies only by the 
space between the two points, dictated by the lifespan. To illustrate this further, Figure 
4.2 provides a visual comparison of the Baseline case flow rate, its exponential 
approximation, a sample of a case with a shorter-than-baseline lifespan and a sample of a 
case with a longer-than-baseline lifespan. 
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Figure 4.2: Plot comparing the 30-year Baseline case flow profile (red dots) with its exponential approximation (blue 
line), as well shorter (20-year) and longer (40-year) approximations (orange and green lines, respectively). Notice the 

exponential approximations all share the same values for initial and final flow rate. 

By implementing the approximations in this way, there is an implicit assumption 
that the total productivity of a development is linked to its lifespan. That is, total 
productivity is effectively the integral of the flow rate curve (or the area beneath the flow 
curve). This assumption is consistent with production from either a finite geologic 
hydrogen resource or production at a rate that exceeds the regeneration rate of a 
regenerating resource.  

4.2.4. Results 
With these assumptions defined, assessing field lifespans of any length is possible. For this 
study, a range of 1 to 50 years was selected. The aggregated results of this study of 50 
hypothetical fields, in terms of emissions intensity and total hydrogen exports, are shown 
in Figure 4.3 and Figure 4.4. 
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Figure 4.3: Summary of lifespan study based on exponentially decaying flow rate assumption. Note this chart is 
effectively showing the analysis of 50 different hypothetical field developments. It is not showing cumulative 
production of a field with a 50-year lifespan. The value for total production from the reference, exponential 

approximation of the 30-year Baseline case is highlighted in green. 

 
Figure 4.4: An alternative presentation of the previous plot, where emissions intensity values are reported as relative 

to the Baseline (30-year) case, rather than presented in absolute terms. 

4.2.5. Discussion 
The results of this analysis confirm a largely intuitive hypothesis. That is, from the 
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perspective of emissions intensity, it is better to operate a large, highly productive resource 
than to develop what ultimately turns out to be an asset with low productivity and a 
short lifespan. Much of this finding is due to the ‘sunk emissions’ associated with embodied 
emissions, which are assumed to be constant across each of the 50 scenarios. 

This analysis reflects the inherent risk and uncertainty associated with developing a 
geologic resource. The difficulty in characterising the resource means that actual 
performance (in this case, final emissions intensity) can only ever be truly determined in 
retrospect. The plot of relative differences reveals, for example, that a field with a 10-year 
lifespan has 100% higher emissions intensity than the baseline case. Depending on the 
operating environment of a prospective development, including regulatory and incentive 
regimes (e.g. production tax credits and/or carbon pricing), the net emissions intensity of 
an asset may or may not be an important factor when appraising an asset. 

The desire to reduce this uncertainty should motivate proponents of geologic 
hydrogen developments to maximise their ability to appraise and characterise geologic 
hydrogen reservoirs before committing to a development. Anecdotally, the prevalence of 
publications focussing on subsurface aspects of geologic hydrogen (including hypothesis 
on formation mechanisms, exploration techniques and reservoir characterisation methods) 
suggests that this importance is already well understood. The study above suggests that 
an ability to estimate lifespan in the decadal timescale may be sufficient to make initial 
screening decisions.  

4.3. Improvements regarding processing equipment sizing 

Section 3.5.3discussed the flaws in Brandt’s implementation of the OPGEE model and 
the effects this had on the sizing of the various units of surface gas processing equipment. 
This was included in Chapter 3 as a ‘minor’ error due to the minimal resulting impact on 
the lifetime emissions intensity of the hypothetical development, which was the primary 
finding of Brandt’s study. If emissions intensity was the only metric relevant to the 
development of such a resource, then it may be sufficient to end the discussion at this 
point. It is argued here, however, that emissions intensity is only one of numerous 
important metrics and that the flawed approach to equipment sizing may have a more 
significant impact on those metrics. Specifically, equipment sizing is often highly 
correlated to the associated capital cost, as is discussed in detail in Section 6.3.1This 
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perspective means that the error may be considered major rather than minor. It is 
revisited here in more detail to shed more light on the magnitude of the specific calculation 
errors, as opposed to limiting the consideration to the magnitude of the effect of the errors 
on emissions intensity.  

4.3.1.Separator and PSA unit sizing 
As described in Section 3.5.3, the OPGEE module for embodied emissions includes 
nominal designs for inlet separator vessels that are distinguished by design pressure and 

throughput flow capacity. The governing, early-field conditions of Brandt’s Baseline case 
exceed these design conditions. Specifically, the lookup table of separator designs is limited 
to working pressures of no more than 1440 gauge pounds per square inch (psig), whereas 
the wellhead pressure in the first year is ~2470 psig. 

To accommodate such a wellhead pressure, the separator would need to be custom-
designed with a higher working pressure. Basic structural mechanics implies that, while 
assuming steel of similar strength, the higher-pressure design will require increased wall 
thickness, resulting in increased mass. Therefore, the following two alternative 
assumptions are made:  

1. The gas-processing capacity of the separators is primarily associated with the 
vessel geometry (i.e. diameter and length). This means that where the required 
pressure exceeds the maximum rated pressure, based on the look-up table of 
designs, the most appropriate geometry from the highest-pressure-rated option 
will be selected based on gas processing capacity. 

2. Increasing the pressure rating for a given geometry will require significantly 
increasing the wall thickness of the shell. In reality, there is a hyperbolic 
relationship between pressure and wall thickness of the form (t = P*R/(S*E - 
0.6*P), where t is thickness, P is pressure, R is inside radius, S is the allowable 
material stress, and E is a joint efficiency factor). For simplicity, it is assumed 
here that the weight of a vessel rated at 2500 psig is 3x that of the vessels rated 
at 1440 psig. 

For the Baseline case, the Year 1 gas production rate is ~23 MMSCF/day. Therefore, 
of the standard designs referenced in the OPGEE model, the 1440 psig-rated, 36" Outside 
Diameter x 10' length geometry/design seems the most appropriate. It will further be 
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assumed that this design is appropriate for all cases under examination here. 
Because Brandt estimates the mass of the PSA unit as a simple five-fold multiple of 

the separation unit mass, this correction significantly affects the total mass of steel 
associated with these two units. More precisely, the separator unit mass, PSA unit mass 
and total mass of the combination of the two units increases by 1,264%. As described in 
Section 6.3.1the cost of pressure vessels is correlated with their mass, so it can be inferred 
that this change in sizing approach will cause a change in the assumed cost of the 
equipment by multiple orders of magnitude. 

Table 4-2: Summary of the impact of increasing conservatism in separator design on total steel mass. 

 Separator Unit Mass (lb) PSA Unit Mass (lb) Total Mass (lb) 
Brandt values 2,538 12,690 15,228 
Revised values 34,627.5 173,137.5 173,137.5 
Difference 32,089.5 160,447.5  192,537 

4.3.2.Gas sweetening absorber sizing 
As also described previously, there were two issues with Brandt’s approach to accounting 
for the mass of acid-gas removal or ‘gas sweetening’ equipment. First, the use of the 
maximum expected gas flow rate resulted in an approximately 300% increase (from 
~27,000 lb to ~80,000 lb) when using the maximum flow rate from the Baseline case, 
rather than the minimum gas flow rate (as was assumed for the Year 30 ‘sizing’ of the 
equipment).  

Ultimately, however, the model does not ‘see’ any increase in calculated total steel 
mass due to this sizing calculation because the model implementation deliberately 
excludes a gas-sweetening unit from the process design. Accordingly, correcting this error 
removes 100% of the steel mass associated with gas-sweetening equipment, so the manner 
and magnitude of the sizing errors are ultimately irrelevant.  

4.3.3.Dehydration contactor and equipment sizing 
As described in Section 3.5.3, the mass calculations for the sizing of the gas dehydration 
contactor vessel involved issues two primary issues. The flow rate sizing basis was flawed, 
and the volume equations included typographical errors. Replication of the Brandt 
model’s Baseline case reveals that the calculations assumed the following values for mass 
of the dehydration contactor unit: 

• Year 1 (i.e. maximum flow) mass: 5,976 lb 
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• Year 30 (i.e. minimum flow) mass: 851 lb 
Correcting to use only the conservative (maximum) flow rate and correcting the 

volume equations yields a total mass of ~27,500 lb in the revised model. This is an increase 
of 460% over Brandt’s Year 1 result and 3,233 % over the Year 30 result. 

4.3.4.Reinjection compressor sizing 
The correction of reinjection compressor sizing discussed previously had an almost 
negligible impact on emissions intensity. The magnitude of the relative effect on steel 

mass is larger than the effect on emissions intensity, but is also very small. In this case, 
rather than ‘averaging out’ Brandt’s Year 1 value of 12,740 lb and the Year 30 value of 
12,720 lb, the corrected algorithm simply selects the Year 1 value. Therefore, the 
difference is less than 20 pounds of steel, or less than 0.2%. 

4.3.5.Discussion 
In aggregate, these calculations show that correcting the equipment sizing logic makes a 
large difference to the total mass of steel associated with the surface processing equipment.   
It may not be intuitive that such large differences in steel mass calculations for this 
equipment can manifest in such small differences in emissions intensity. This apparent 
incongruence can be explained via reference to Figure 4.5. Here, we note that the mass of 
steel in the construction of the wells is at least one order of magnitude larger than any 
other equipment category in the Baseline case.  

However, it is important to note that the Baseline case assumes the development 
involves 63 total wells (50x production wells and 13x injection wells). The proportion of 
steel associated with equipment versus that associated with wells is clearly linked with 
this assumption. If the number of wells reduces significantly, the proportion of steel from 
equipment becomes relatively more significant. 

The importance of correcting the equipment sizing logic will become particularly 
important during the discussion of cost, in Chapter 6. For example, Figure 4.5 shows that 
the cost estimate for the Baseline case is dominated by the cost of wells, however, the 
surface equipment cost (based on the corrected sizing logic) is a sizable 15% of total cost. 
This would have been significantly lower without the corrections to the sizing logic. 
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Figure 4.5: Visualisation of the mass of steel calculated with each equipment type. Note the log scale, indicating that 
the steel associated with wells is the most significant contributor, by at least an order of magnitude over the second 

largest contributor. 

4.4. Summary 

This chapter extended Brandt’s work by considering the interplay between field lifespan 
and productivity. It also considered the impacts beyond lifetime emissions intensity of 
improving the logic used to size surface processing equipment. The embodied emissions of 
this equipment was dwarfed by that of the wells, and hence these adjustments had only 
a small impact on the LCA. However, the analysis makes it clear that both of these 
considerations are critical when assessing the economic viability of a potential geologic 
hydrogen development. Building on this foundation, economic viability will be examined 
in more detail in Chapter 6.
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Chapter 5: Extension of state-of-the-art LCA to 
include analysis of uncertainty 
The critiques, improvements, and extensions to Brandt’s prospective LCA of geologic 
hydrogen discussed in Chapter 4 are informative but do not address a major omission: 
assessment of the impact of uncertainty. This chapter addresses this omission by 
incorporating Monte Carlo simulations to study the sensitivity of final lifetime emissions 
intensity results to uncertain inputs. 

5.1. Introduction and method 

As mentioned in Section 3.4.1Brandt simultaneously acknowledges high levels of 
uncertainty regarding geologic hydrogen developments and argues that the level of 
uncertainty is too high to include in the analysis. This section challenges that argument 
by implementing the Monte Carlo method of uncertainty analysis to investigate the 
sensitivity of key results to uncertain inputs.  

 In the Jupyter notebook used to implement this model, each calculation that is 
required to determine emissions intensity has been implemented within Python functions. 
Each of these Python functions can (optionally) take as input a dictionary of ‘sensitivity 
variables’. The sensitivity variables are those to be included in a given Monte Carlo 
simulation run. Each entry within the sensitivity variable dictionary is an array of values, 
with the count of values in each array reflecting the number of simulations to be included 
in the run.  

5.2. Variables included in Monte Carlo simulation 
When establishing a framework for a Monte Carlo simulation, it is critical to select 
suitable variables to include in the analysis. The variables selected as part of this study 
are described and justified below.  

5.2.1. Correction factor for empirically determined venting and fugitive 
emissions rates 
A fundamental assumption of the OPGEE model is that fugitive emissions rates from oil 
and gas facilities are most accurately modelled using statistics derived from observation 
of leakage rates from operating facilities. Brandt then further assumes that these 
empirically derived leakage rates also describe the leakage rates from the hypothetical 
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geologic hydrogen development. Without equivalent empirical observations, it is difficult 
to evaluate the reliability of this assumption. Accordingly, the revised model has 
incorporated a ‘correction factor’ to be used in the algorithm that determines component 
and site-level leakage rates as a function of the flow rate of fluids through the process. 
The default assumption is that this factor is equal to 1. That is, the factors are calculated 
exactly as they would be in the OPGEE model. This correction factor is used exclusively 
to test the sensitivity of the results to the assume fugitive emissions rates. 

5.2.2. Global warming potential of molecular hydrogen (GWP H2, 
dimensionless) 
Figure 3.1 and Figure 3.2 show that “Direct” emissions are approximately as significant 
as embodied emissions when determining a geologic hydrogen development’s emissions 
intensity. Direct emissions can otherwise be described as ‘venting, fugitive and flaring’ 
(VFF) emissions, where venting is the deliberate release of fluids to the environment, 
fugitive emissions are those fluids that inadvertently escape the process into the 
equipment, and flaring is the deliberate destruction via combustion of part of the process 
stream. For each of these sub-categories of emissions, their GHG effect implications can 
be normalised to ‘equivalent tonnes of carbon dioxide emissions’ via their Global Warming 
Potential (GWP). As described in Chapter 1, existing studies on the GWP of molecular 
hydrogen have not converged on an agreed value.  

5.2.3. Reservoir oil production rate (barrels of oil per day, bbl/day) 
The assumed rate of oil production from the geologic hydrogen reservoir was included in 
the sensitivity study for two reasons: 

• First, this is one of the key assumptions made via Brandt’s aggregation of natural 
gas well data. As discussed previously, there is little scientific reasoning to suggest 
that geologic hydrogen resources will mimic natural gas resources, so it is 
informative to assess the sensitivity of the analysis to these assumptions. 

• Second, the calculation structure of the OPGEE model appeared on initial 
inspection to make the oil production rate central to assumptions regarding gas 
flow rate. It seemed possible that the analysis would be highly sensitive to this 
assumption. However, closer inspection revealed this not to be the case, with the 
impact of the assumed oil production rate being ‘cancelled out’ in successive 
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calculations. 
Including this variable in the sensitivity study helped to highlight that the OPGEE 

model structure means that the rate of oil production is only relevant to the calculation 
of emissions intensity when it assigns a proportional attribution of embodied emissions of 
the United States crude oil pipeline network to this incremental production. The effect of 
this attribution is tiny, even if the oil production rate is assumed to be multiple orders of 
magnitude larger. 

Pragmatically, the more significant impact of high oil production rates on emissions 
is likely to be on the requirement for more and/or more sophisticated equipment in the 
processing plant near the wellhead. This would increase the embodied emissions and 
potentially the fugitive emissions of this plant. In its current state, the model is built 
assuming the geologic hydrogen resource is a gas resource that requires only minimal 
liquids handling. It is not sophisticated enough to automatically determine the liquid 
production rate that would drive a significant change in process design (i.e. mist or liquid-
dominated multiphase flow regimes). 

5.2.4. Reservoir water production rate (barrels of water per million standard 
cubic feet of gas, bbl/MMSCF) 
Similarly to the oil production rate, the water production rate is another variable that 
relies on the assumption that natural gas reservoir characteristics are appropriate 
analogues for geologic hydrogen reservoirs. Accordingly, this variable was included in the 
uncertainty analysis to evaluate the significance of the assumption.   

5.2.5. “Small Source” emissions rate (percent, %) 
Brandt’s implementation of the OPGEE model accounts for miscellaneous, "small sources" 
of emissions (e.g. light vehicles driven around the field location, land clearing and site 
preparation, embodied energy in labour) as 10% of "direct sources" (Brandt, 2023; Brandt 
et al., n.d.). That is, emissions from combustion, land use, venting, flaring and fugitives 
throughout all stages of development (exploration, drilling and development, production 
& extraction, and surface processing), all of which are calculated elsewhere in the model. 
The assumption of 10% is not justified, so it is logical to include this in a sensitivity 
analysis, with the goal of determining if or how significant this assumption is on the 
conclusions drawn from the model. 
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5.2.6. Reservoir pressure decline/retention rate (percent, %) 
Brandt’s supplemental information and model file indicate an assumption that the 
reservoir pressure declines at a rate of 5% per year of operation. Unlike the other reservoir 
characteristics estimated via the use of natural gas well analogues, the assumption 
regarding the rate of pressure decline is not discussed nor justified in any way. This lack 
of justification makes it a prime candidate for a study of uncertainty and sensitivity.  

5.2.7. PSA unit ‘slippage’ rate (percent, %) 
Brandt assumes that the pressure swing adsorption (PSA) unit achieves perfect separation 
of hydrogen from other gas species, but it does so at the expense of a proportion of 
hydrogen content entering the waste stream rather than the export stream. This 
proportion is known as the ‘slippage’ rate. Brandt acknowledges in the supplemental 
information that there is little published data regarding PSA hydrogen slippage rates for 
gas compositions similar to those assumed in the geologic hydrogen model, so 10% is 
selected as it falls within the 5% to 20% range reported in the literature (Brandt, 2023). 
This observation makes the assumption of PSA slippage rate an obvious candidate for 
inclusion in uncertainty and sensitivity analyses.  

5.2.8. Number of production wells drilled during development 
Brandt’s model assumes (for all cases) that the development involves the drilling and 
completion of 50 identical production wells, plus an allowance for gas reinjection/disposal 

wells of 25% of the number of production wells (i.e. 13 injection wells, for 63 total wells). 
Injection wells are assumed, for simplicity, to be identical to production wells. The well-
count assumption is not discussed nor justified in any way. In speculating why this 
assumption was not justified, it is noted that the key well-productivity assumption (1.33 
BCF per well) scales with well count. Given that the study is primarily interested in 
emissions intensity (i.e. quantity of emissions per quantity of product), perhaps Brandt 
assumed that emissions would scale directly with well-count, meaning that emissions 
intensity is insensitive to the well-count assumption. While it is reasonable, this work has 
tested this assumption by including well-count within the uncertainty analysis.  

5.3. Assignment of probability density functions to selected 
variables 
Brandt’s observation that the nascency of the geologic hydrogen industry renders it 
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difficult to assign probability functions to key uncertain variables is fair. Accordingly, a 
straightforward approach has generally been adopted for this first-pass attempt at 
addressing this challenge. This approach assumes that uncertain variables can be 
described with a uniform probability density function centred on the default assumption 
from the Baseline case and extends out to ± 50% of the default assumption value. The 
exceptions to this general approach are: 

• GWP of hydrogen: Rather than assessing the scientific validity of each 

of the two estimates for GWP H2 mentioned by Brandt (i.e. 5.0 and 10.9), 
the approach taken is to consider them equally valid end bounds to a 
uniform probability distribution. To allow for further uncertainty of these 
reported figures, the end bounds are then extended by a further 50% of the 
lower estimate (i.e. 50% of 5 = 2.5). 

• PSA slippage rate: As summarised in Brandt’s supplemental data, the 

available literature indicates slippage rates ranging from 5 to 20%, so these 
have been taken as the bounds of a uniform distribution.  

The specific ranges and probability density function (PDF) types used in the 
uncertainty analysis are detailed in Table 5-1. 
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Table 5-1: Details of the probability density functions applied to uncertain variables in the Monte Carlo simulations 

Variable PDF 
Type 

Units PDF 
Characteristics 

Basis 

Fugitive emission 
rate correction factor 

Uniform Dimensionless Lower Bound: 0.5 
Upper Bound: 1.5 

+/- 50% of default 
value 

GWP of hydrogen Uniform Dimensionless Lower Bound: 2.5 
Upper Bound: 13.4 

Range from 
literature, plus 
margin 

Oil production rate Uniform Barrels of oil per day 
(bbl/day) 

Lower Bound: 0.05 
Upper Bound: 0.15 

+/- 50% of default 
value 

Water production 
rate 

Uniform Barrels per thousand 
of standard cubic feet 
of gas (bbl/mscf) 

Lower Bound: 0.5 
Upper Bound: 1.5 

+/- 50% of default 
value 

“Small source” 
emissions factor 

Uniform Dimensionless Lower Bound: 5% 
Upper Bound: 15% 

+/- 50% of default 
value 

Reservoir pressure 
decline rate 

Uniform Dimensionless Lower Bound: 2.5% 
Upper Bound: 7.5% 

+/- 50% of default 
value 

PSA unit slippage 
rate 

Uniform Dimensionless Lower Bound: 5% 
Upper Bound: 20% 

Range from literature 

Number of 
production wells 

Uniform Integer Lower Bound: 25 
Upper Bound: 75 

+/- 50% of default 
value 

5.4. Number of iterations in the simulation 

Monte Carlo analyses are, by their nature, computationally expensive. This study did not 
include a detailed examination of convergence. Rather, it selected a maximum number of 
iterations that could be run in a reasonable timeframe using available computation power. 
The results presented below are from a simulation of 1,500 iterations.  

5.5. Results 
The results of the Monte Carlo analysis are discussed here: 

5.5.1. Aggregated response results 
The data generated by the simulation is first examined via archetypal visualisations for 
Monte Carlo analyses. The histogram in Figure 5.1 shows that the results appear 
approximately normally distributed (i.e. follow a typical ‘bell curve’ shape). The central 
limit theorem suggests this should be the case, providing confidence that the model and 
analysis approach produce valid results. 
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Figure 5.1: Histogram summarising the results of a 1,500 iteration Monte Carlo analysis of the Baseline case, 

targeting lifetime emissions intensity as the target variable. 

This same data is presented in Figure 5.2 to show the classic ‘S-curve’ shape in the 
cumulative distribution function (CDF). This figure shows that the median value for 
lifetime emissions intensity in the Baseline case calculated by the simulation is 0.46 
kgCO2e/kgH2. Further, this plot can be interpreted to indicate that there is a 90% 
probability that the lifetime emissions intensity of the Baseline case falls within the range 
of 0.28 to 0.68 kgCO2e/kgH2. Recalling that these values include embodied emissions and 
that embodied emissions form the clear majority of emissions in the Baseline case (Figure 
3.1 provides an indication of the relative proportion of embodied vs non-embodied 
emissions), this analysis indicates that geologic hydrogen is highly promising from the 
perspective of emissions intensity. 



 77 

 
Figure 5.2: CDF plot of the 1,500 iteration Monte Carlo sensitivity analysis results for the Baseline case. This shows 
that the 90% confidence interval for lifetime emissions intensity is 0.28 to 0.68 kgCO2e/kgH2 (where the confidence 

interval is defined according to the ‘percentile bootstrap’ method). 

5.5.2. Individual variable response results, assuming independence 
In addition to providing cumulative, aggregated results, Monte Carlo analysis also allows 
examination of the relative influence of each of the uncertain variables included in the 
analysis. A simplistic, first-pass method of such an examination can be achieved by first 
assuming that each of the uncertain variables is completely independent of one another 
and has independent effects on the target variable (emissions intensity, in this case). Then, 
the sensitivity analysis can be run while varying only a single uncertain variable at a time, 
and the magnitude and direction of the results from these separate analyses can be 
compared to infer the variables to which the result is most sensitive. The results of such 

an analysis are presented in the so-called ‘tornado chart’ of Figure 5.3. This analysis 
technique suggests that the productivity of each well is the most significant variable, 
followed by the GWP of hydrogen, the emissions factor correction coefficient (i.e. the 
extent to which fugitive emissions rates from natural gas facilities are applicable to 
hydrogen facilities), and the separation efficiency of the PSA unit.   
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Figure 5.3: Tornado chart showing the range of effect of each sensitivity variable on lifetime emissions intensity. Note 

that this analysis assumes complete independence between variables. 

An alternative presentation of this same data is in the so-called ‘spider diagram’ 
shown in Figure 5.4. This diagram shows the emissions intensity response to variation of 
each variable included in the analysis. Note that the sensitivity variables have differing 
units of measure, so the horizontal axis of this diagram normalises these units to a measure 
of ‘percentage change’. Recall also that this analysis depends on the assumption of 
complete independence of the sensitivity variables.  
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Figure 5.4: 'Spider Diagram' showing the independent effect of each sensitivity variable on lifetime emissions intensity 

The assumption of the independence of the sensitivity variables is significant and 
warrants examination. One approach to assist with this examination is to present so-

called ‘sensitivity analysis graphs’, which present the single-variable response data of a 
single variable (represented by one bar of the tornado chart or one series of points in the 
spider diagram) on a separate chart, without normalising the values of the sensitivity 
variable shown on the horizontal axis. On this same chart can then be plotted the series 
of points that represent the emissions intensity response of all variables, including the 
subject variable of a given chart. An example chart is shown in Figure 5.5 and the 
complete set of charts, one for each of the sensitivity variables, is included in Appendix 
B. Figure 5.5 indicates that the single-variable response to GWP of H2 aligns with the 
trend of the all-variable response. This qualitatively suggests that the GWP of H2 explains 
some but not all of the stochastic variation.  

The charts in Appendix B show that this result holds generally true for many of the 
sensitivity variables. Two important exceptions to this observation are the charts that 
examine the influence of the number of production wells assumed in the development and 
the total gas productivity per well. These charts are shown in Figure 5.5 and Figure 5.6.  

In Figure 5.5, the single-variable study suggests that the number of production wells 
has only a small impact on emissions intensity. This is intuitive because, when all else is 



 80 

held equal, adding an additional well will result in an incremental amount of hydrogen 
product as well as an incremental amount of embodied and fugitive emissions. As the well 
count grows and the surface processing facilities reach their maximum limits (as artificially 
restricted by the OPGEE model algorithms), it is logical that the lifetime emissions 
intensity value is not significantly affected. Despite the logic of this intuition, however, 
inspection of the multi-variable response suggests that there is a significant correlation 
between the number of production wells and emissions intensity.  

The chart for per-well productivity stands in counterpoint to the chart for the number 
of production wells. In this chart, the single-variable analysis suggests that the value of 
per-well productivity is highly influential to emissions intensity. Inspection of the multi-
variable response, however, does not indicate any obvious association between these two 
variables. The incoherence of these charts suggests that the original, fundamental 
assumption of the independence of the input variables may be flawed. This then dictates 
that an alternative approach is necessary.  

 
Figure 5.5: Sensitivity Analysis Graph comparing the effect of varying only the GWP of hydrogen against the effects 

of simultaneously varying all variables. 
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Figure 5.6: Sensitivity Analysis Graph showing the incoherence between the trend of results when varying all 

variables and the trend when varying only the number of wells. 

 
Figure 5.7: Sensitivity Analysis Graph for per-well productivity, showing a similar lack of coherence as the chart for 

number of production wells. 
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5.5.3. Multi-variable sensitivity analysis 
Rather than assuming the variables are independent, statistical methods can be used to 
analyse the multi-variable response results and provide an indication of the relative 
significance of each sensitivity variable. Three different methods are applied in this 
analysis. First, a Pearson correlation matrix is calculated to determine the strength of the 
correlation between each of the sensitivity variables and the target variable, emissions 
intensity. Given that all of the sensitivity variables are generated randomly from uniform 

probability density functions, there is no multicollinearity present in these variables. 
There is, however, a notable correlation observed between several of the sensitivity 
variables and emissions intensity. These results are summarised in Figure 3.1. The results 
for “Number of Production Wells” and “GWP H2” confirm mathematically what was 
observed via inspection of Figure 5.6 and Figure 5.5: There is a notable positive correlation 
associated with each of these two variables. Inspection of the sensitivity analysis graphs 
for “PSA Unit Slippage Rate” and “Small Source Emissions Percentage” (see Appendix 
B) also confirms the positive but relatively weaker positive correlation for these two 
variables. Indication of correlation is important, however it only describes the quality of 
the ‘fit’ of the observed variables to a monotonically increasing (or decreasing) line. It 
does not tell us anything about the slope of this line. Put another way, confirmation of 
correlation does not indicate how much a unit change in the sensitivity variable will cause 
in terms of emissions intensity. 
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Figure 5.8: Rank-order correlation results from the 1,500 iteration simulation 

Fortunately, regression techniques can be used to provide this indication of 
sensitivity. This study implements two different techniques to do so. The first technique 
is a ‘rank-order regression’ analysis. This analysis runs a separate linear regression for 
each of the sensitivity variables, with emissions intensity as the target variable. The ‘R-
squared’ values of these linear regressions are then used to gain a sense of the proportion 
of variation within the multi-variable response that can be explained by each of the 
sensitivity variables. As shown in Figure 5.9, “Number of Production Wells” has the 
highest R-squared value, equal to 0.65. Simplistically, this implies that the number of 
production wells explains 65% of the variation in the multi-variable response data. 
Similarly, the GWP of hydrogen explains approximately 18%, the emissions factor 
correction coefficient explains approximately 9%, and the PSA unit slippage rate explains 
approximately 5% of the variation. This provides an indication of the relative importance 
of each of these variables when seeking to analyse and improve the results produced by 
the LCA model.  

Finally, a multi-variable linear regression is performed to gain a further improved 
sense of the relative sensitivity of emissions intensity to each of the sensitivity variables. 
This analysis first involves standardising each of the input variable datasets such that 
they all have a mean of zero and a standard deviation of one. After doing so, a multi-
variable linear regression is run to calculate coefficients for each of the sensitivity 
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variables. These coefficients can then be used to directly compare the sensitivity of the 
target variable to a change in each of the sensitivity variables. To help visualise the 
results, the coefficients for each variable are plotted in the bar chart in Figure 5.10. Here, 
we can see that “Number of Production Wells” has the largest magnitude coefficient, 
equal to 0.099. This implies that an increase in one standard deviation in production well 
count (approximately 15 wells) results in an increase in emissions intensity of 0.099 
kgCO2e/kgH2. Similarly, a single standard deviation increase in the GWP of hydrogen 
(~3.2) causes emissions intensity to increase by 0.054 kgCO2e/kgH2. Importantly, there is 
close alignment of the ‘rank order’ (i.e. from most significant to least significant) of 
variable sensitivities suggested by both of these analyses and displayed in Figure 5.9 and 
Figure 5.10. 

 
Figure 5.9: Chart showing the relative magnitude of the R-squared value associated with a single variable regression 

fit with each sensitivity variable with emissions intensity as the target value. 
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Figure 5.10: Chart showing the relative magnitude of the coefficients from a multi-variable linear regression with the 

sensitivity variables set as inputs and emissions intensity set as the target variable. Note: To enable direct 
comparison of the magnitude of each coefficient, input data was standardised to have a mean of zero and a standard 

deviation of one.  

5.5.4. Sensitivity analysis excluding the effect of embodied emissions 
The analyses described above all include embodied emissions in the calculation of lifetime 
emissions intensity to align with LCA best practices. However, as will be discussed in 
more detail in Section 6.5. some investment incentive regimes such as the United States 
45V production tax credit regime, do not require embodied emissions to be included in 
emissions intensity calculations. In these situations, it may be interesting to consider the 
relative importance of the sensitivity variables to the value of emissions intensity 
excluding embodied emissions. This can be achieved via the same means as described 

previously, but simply amending the target variable accordingly. The results of this 
revised analysis are shown in Figure 5.11 through Figure 5.14.  
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Figure 5.11: Tornado chart indicating the significance of each sensitivity variable in the case that embodied emissions 

are excluded from calculation of emissions intensity. 

 
Figure 5.12: Chart of Pearson Rank-order Correlation with target variable of lifetime emissions intensity excluding 

embodied emissions. 
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Figure 5.13: Chart of Rank-order Regression with target variable of lifetime emissions intensity excluding embodied 

emissions. 

 
Figure 5.14: Chart showing relative magnitude of coefficients from scaled multi-variable linear regression with target 

variable of lifetime emissions intensity excluding embodied emissions. 

5.6. Conclusions 

The analysis in the chapter indicates that, even in a ‘worst case’ scenario, geologic 
hydrogen developments are still expected to have lifetime emissions intensity that is 
among the most compelling of all hydrogen production pathways. The high uncertainty 
associated with the industry is reflected in this analysis by selecting broad, uniform 
probability density functions for each of the modelled sensitivity variables. 
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Understandably, these broad ranges of uncertainty are manifested in a wide confidence 
interval result for the target value, with a 90% confidence interval having a magnitude of 
0.4 kgCO2e/kgH2, around a median value of 0.46 kgCO2e/kgH2. Put less formally, the 
results indicate a 90% chance that the emissions intensity is 0.46 ± 0.2 kgCO2e/kgH2. 

The lack of coherence between the single-variable and multiple-variable trends causes 
this author significant consternation. In an empirical study using observed data, the 
existence of multi-collinearities or other explanatory factors is logical to expect. This 
study, however, generates all data from a single model. Indeed, the single-variable scatter 
plots are created by calling exactly the same model function as the multi-variable scatter 
plots. Logic suggests that the root cause of the difference should be readily discernible 
from the structure and calculations of the model. Despite having made this realisation 
and expending significant exploration effort, this author has not successfully identified a 
satisfactory explanation for the phenomenon. This remains a subject of future work.  

The confusion regarding the significance of the number of production wells when 
determining emissions intensity may be less pertinent when considering the economics of 
a potential geologic hydrogen development. As shown in Chapter 6, drilling and 
completion costs of wells are expected to comprise the majority of capital expenses 
associated with a development. This means that proponents of a development will 
generally be incentivised to minimise the well count. This is particularly true when the 
assumption of constant productivity per well is examined more closely. Assuming constant 
productivity implies that more production can always be achieved by simply drilling more 
wells. In reality, experience from oil and gas reservoirs suggests that there is a limited 
volume of recoverable product within a reservoir, which naturally results in ‘diminishing 
returns’ for the number of wells drilled. Perhaps a more appropriate set of assumptions 
for future analysis will be to explicitly set the total productivity of the reservoir rather 
than each well. The analysis in this chapter achieved a similar effect by simultaneously 

varying per-well productivity with the number of production wells. However, it may be 
useful in future to make this distinction more explicit.  

The sensitivity study of lifetime emissions intensity excluding embodied emissions 
reveals several insights. For example, this analysis shows that excluding embodied 
emissions causes factors associated with direct, VFF emissions to dominate the sensitivity 
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study. Here, the value of the GWP of hydrogen is the most influential variable. While 
this value is currently uncertain, it can effectively be considered a physical constant that 
simply has not yet been precisely determined. With further research, it is likely that a 
consensus will form on the ‘correct’ value for this GWP. This consensus will contribute 
significantly to the precision of this analysis.  

Similarly, the emissions factor correction coefficient becomes more significant. 
Importantly, it is possible that this factor can be influenced by the design of surface 
processing facilities. With careful effort to ensure that designs minimise VFF emissions,  
this factor and overall emissions intensity can be similarly minimised. It is logical to 
assume, though, that designs that minimise VFF emissions will cost more than designs 
that do not. Presumably, developers will not incur the extra expense unless there is 
adequate incentive (or absence of disincentive) to do so. 
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Chapter 6: Extension of LCA via preliminary TEA 
Consistent with the principles of lifecycle analyses, Brandt's paper limits the scope of the 
study to emissions intensity only. Emissions intensity is undoubtedly an important 
consideration for prospective energy resource developments. However, it may be argued 
that economic viability (or attractiveness) is a more critical consideration, particularly for 
developments being considered by enterprises operating in a free market. Analyses that 
consider these questions of economic viability are known broadly as techno-economic 
analyses (TEA) (P. H. Kobos et al., 2020). This chapter extends Brandt’s use of the 
OPGEE emissions model as part of a “prospective LCA” by developing a coarse cost 
model for the same set of cases assessed by Brandt (and discussed in previous chapters) 
to form the basis of a ‘prospective TEA’. The details of this analysis are described below.  

6.1. Introduction and background 

This chapter intends to use available, public-domain information to build preliminary cost 
models for the development and operation of the hypothetical geologic hydrogen resources 
described by Brandt’s Baseline case and a subset of sensitivity cases. The goal of this 
study is not a comprehensive techno-economic analysis. Such an analysis would require 
developing detailed revenue and cost models. In this case, developing a revenue model 
would require forecasting the realised sale price of hydrogen throughout the asset’s 
lifespan. Commodity price forecasting is a challenging and often imprecise activity, even 
for well-established commodities such as oil and natural gas. Forecasting the hydrogen 
price across the entire lifespan of a prospective hydrogen development is particularly 
difficult, given the high uncertainty regarding the growth of both demand and supply. 
Accordingly, the development of a revenue model is excluded from this study. Instead, it 
will estimate LCOH and compare it against relevant benchmark technologies to provide 
an indication of the attractiveness of this means of hydrogen supply to the market versus 
the more established means of production and supply.  

While complete techno-economic analysis is out of scope, this study does extend the 
LCA and cost analysis to provide indications of economic attractiveness. As an alternative 
to forecasting revenue to determine the viability of a potential development, this study 
takes the reverse approach. Specifically, given estimates of cost, estimates of hydrogen 
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production/export rates (developed as part of the LCA), and an organisation’s threshold 
for a minimum acceptable return on investment, one can determine the minimum average 
price of hydrogen exports that is required to render the investment attractive. A 
proponent can then consider this price requirement alongside estimates of other 
costs/prices in the hydrogen ‘value chain’ (such as transport, storage, and marketing) to 
develop an estimate of end-customer pricing that is required to make the industry viable.  

6.2. Techno-economic analysis approach 
The basic approach of this study involves extracting relevant outputs from the LCA and 
using them as the foundation for a cost model. Specifically, information regarding the size 
and type of processing equipment and the number and design of wells are used to estimate 
the necessary upfront capital expenditure (CAPEX). Standard allowances for ongoing 
operating expenses such as labour and maintenance are used to estimate the ongoing 

operating expenditure (OPEX). 
The source data and assumptions used to build these models are knowingly imprecise, 

so the models are only intended to be coarse, low-precision estimates. The intent is that 
they broadly comply with the Association for the Advancement of Cost Engineering 
International (AACEI) definition of a “Class 5” or “Class 4” estimate (Towler & Sinnott, 
2022). The development of more precise and reliable estimates is considered impracticable 
for a study of this scope for several reasons.  

First, precision in cost estimation is associated with the maturity of engineering 
design. For such a prospective analysis, engineering design is necessarily immature, so 
cost estimates cannot be precise.  

Second, reliable cost estimation depends on access to reliable historical cost data for 
analogous developments. Such data is generally considered proprietary and unavailable in 
the public domain. Indeed, research organisations that specialise in techno-economic 
analyses, such as the Argonne National Laboratory and Sandia National Laboratory, 
openly acknowledge this challenge and often resolve it by building their own cost 
databases or commercially engaging third-party engineering consultants to access their 
cost databases as well as their engineering expertise (P. H. Kobos et al., 2020; Lewis et 
al., 2022).  

Finally, a review of best-practice documentation for techno-economic analysis reveals 
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that the generation of a cost estimate suitable for a meaningful TEA is an activity that 
requires considerable resources and expertise (P. H. Kobos et al., 2020). The resources 
available to execute this study are very constrained, so the scope and reliability of the 
cost modelling are likewise constrained. 

6.3. Cost estimation approach  
Noting the limitations discussed above, the approach to building the cost model is 
described here. As mentioned, the first distinction is between CAPEX and operating 
OPEX. The CAPEX model is composed of two major components: 

• A cost estimate for surface processing equipment, per the guidance in Chapter 
7 of Towler & Sinnott (2022). 

• An estimate of the cost of developing wells (both production and injection 
wells), which leverages historical data from the United States Energy 

Information Authority (EIA) (Trends in U.S. Oil and Natural Gas Upstream 
Costs, 2016). 

The OPEX model follows the guidance of Chapter 8 of Towler & Sinnott and is also 
composed of two major components: 

• Variable costs 
• Fixed costs 

Each of these components of CAPEX and OPEX are described in more detail below. 

6.3.1. Approach for estimating the cost of surface facilities 
Without access to specialised cost-estimating resources and expertise, this study leverages 
approaches to cost estimation outlined in Towler & Sinnott’s book on chemical 
engineering design (2022). They describe the workflow as follows (paraphrasing pg. 260): 

1. Complete preliminary process design: Prepare material and energy balances; draw 
up preliminary flowsheets; size major equipment items and select materials of 
construction. 

2. Estimate the purchased cost of the major equipment items.  

3. Calculate the ISBL [inside battery limits] installed capital cost… and correcting 
for materials of construction. 

4. Calculate the OSBL [outside battery limits], engineering, and contingency costs 
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5. Determine the fixed capital investment as the sum of ISBL, OSBL, engineering, 
and contingency costs. 

6. Estimate the working capital as a percentage of the fixed capital investment. 

7. Add the fixed and working capital to get the total investment required. 

The relevant details of each step in this workflow are described below: 

Complete preliminary process design 
For this study, Brandt completed the preliminary process design as the foundation of the 

original study, and this approach has been replicated here. The only element of process 
design discussed by Towler & Sinnott but not by Brandt is material selection. Primarily 
due to the small size of hydrogen molecules, the mechanical design of hydrogen processing 
equipment needs to be particularly conscious of the risk of hydrogen-specific damage 
mechanisms, such as hydrogen embrittlement. While a detailed material selection process 
is beyond the scope of this study, it will be assumed that piping and equipment are 
fabricated from a grade of austenitic stainless steel (such as 304 or 316) that has improved 
resistance to hydrogen embrittlement compared to plain carbon steel grades.  

Cost of major equipment items 
Chapter 7 of Towler & Sinnott presents the “cost curve” correlation method for estimating 
the purchased cost of processing equipment. This processing equipment is also referred to 
as ‘inside battery limit’ (ISBL) equipment. The method details a range of equipment types 
and, using a combination of historical cost data, empirically derived cost constants, a size 
parameter and an empirically derived, equipment-specific exponent factor, allows 
estimates of the cost of equipment within defined size parameter ranges. Towler & 
Sinnott's Equation 7.9 governs the estimate model and is replicated here for clarity: 

𝐶𝐶' = 𝑟𝑟 + 𝑛𝑛𝑆𝑆( 
where:  Ce = purchased equipment cost on a U.S. Gulf Coast basis 
  a, b = cost constants, published in Towler & Sinnot Chapter 7 
  S = size parameter, published in Towler & Sinnot Chapter 7 

n = exponent for that type of equipment, published in Towler & Sinnot 
Chapter 7 

 For example, pressure vessels are scaled based on shell mass (in kg) as the size 
parameter and reciprocal or centrifugal compressors are scaled based on driver power (in 
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kW) as the size parameter. The range of equipment types included in Brandt’s process 
model for geologic hydrogen are all represented in the Towler & Sinnot data, so it is 
straightforward to apply the listed factors to the scaling variables, which were calculated 
as part of the LCA.  

Once Equation 7.9 has been used to calculate the purchase cost for the equipment, 
then Towler & Sinnot’s Equation 7.12 can use the purchase cost and a range of installation 
factors to estimate the ‘installed cost’ of the equipment. This equation effectively assumes 
that the installed cost of any piece of gas-processing equipment is approximately three 
times the purchase cost.  

It is important to note that the model is based on cost data from the U.S. Gulf Coast, 
in January 2010. Towler & Sinnot quote the relevant Chemical Engineering Plant Cost 
Index (CEPCI) for this period as 532.9. This is helpful, as the intent of the CEPCI is to 
allow meaningful scaling of cost data across time horizons. The most recent CEPCI 
publication (for 2023) states a value of 797.9 (Anonymous, 2024). Thus, the cost estimates 
generated using the equation above are scaled into 2023 terms by multiplying by a factor 
of 797.9/532.9 (i.e. approximately 1.5). 

Material selection cost scaling 
Importantly, Equation 7.12 incorporates a “materials cost factor”, which represents the 
ratio of purchased costs of equipment in exotic materials to those of that same equipment 
in carbon steel. For austenitic stainless steel grades 304 and 316, the materials cost factor 
is listed as 1.3 (i.e. 30% more costly than carbon steel). This factor is included in the cost 
model built in this study. 

Offsites, design and engineering, contingency, and working capital 
Towler & Sinnott’s method provides guidance regarding allowances for the cost of ‘offsite’ 
facilities, including all non-processing equipment that is required to run a facility. These 
are otherwise referred to as ‘outside battery limit’ (OSBL) facilities. This term covers a 
wide range of items such as utility systems like those that provide compressed air and 
water, buildings containing control rooms, offices and amenities, maintenance workshops, 
emergency response facilities, boundary fences and security systems and the like. Towler 
& Sinnott indicate that OSBL costs typically vary from 10% to 100% of ISBL costs. The 
default value for OSBL costs in Towler & Sinnott’s Table 7.5 is 30% of ISBL costs, which 
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is the value that has been adopted here. 
Towler & Sinnot make a similar allowance for the cost of design and engineering. 

Here it is assumed to be 30% of the total of ISBL and OSBL costs. They also include an 
allowance for contingency costs, which is 10% of the total of ISBL and OSBL costs. This 
has also been adopted here.  

Total fixed capital cost 
Total fixed capital cost is simply the sum of the previously calculated costs: ISBL 

equipment cost, OSBL equipment cost, design and engineering cost, and contingency cost. 

Working capital 
Towler & Sinnott make allowance for the amount of capital required to be held in order 
to commence and sustain operation of a plant. This is referred to as working capital. They 
indicate that this is typically 10% to 20% of total fixed capital cost, so this study has 
adopted a value of 15%. 

Total cost of development 
The total capital cost of a development is thus the sum of total fixed capital working 
capital. This represents the total capital investment required to build and sustain the 
facility. 

6.3.2. Approach for estimating the cost of wells 
Ideally, a method analogous to that described for estimating the cost of surface processing 
equipment would also be used to estimate the cost of drilling and completing the wells 
associated with the development. Unfortunately, no public-domain method was identified 
during this research, so an alternative method was adopted. This method relies heavily 
on the data published in a 2016 report from the United States Energy Information 
Authority (EIA), titled “Trends in U.S. Oil and Natural Gas Upstream Costs” (Trends 
in U.S. Oil and Natural Gas Upstream Costs, 2016). This report aggregates cost data for 
upstream drilling and production costs between 2006 and 2015 across five key onshore 
regions and the offshore Gulf of Mexico region. Given the significant difference in drilling 
between onshore and offshore wells, the report treats these two categories completely 
separately. Brandt’s scenarios all assume that the geologic hydrogen development involves 
only onshore wells, so this study refers only to the onshore sections of the EIA report. 
The report, authored primarily by the information services provider IHS, discusses the 
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growth of the ‘unconventional’ drilling activities in the U.S., characterised by consistently 
increasing amounts of horizontal drilling and hydraulic fracturing. These differ from the 
‘conventional’, vertically-drilled and unfractured wells assumed in Brandt’s scenarios. The 
clear focus on unconventional wells means that much of the data in the report cannot be 
readily adapted to inform meaningful cost estimates for conventional wells. Fortunately, 
however, there is a small but sufficient amount of data that can be used to develop a 
coarse cost model for conventional wells. This model is described below. 

Determine drilling cost per foot of vertical depth 
First, the report details historic (up to 2014) and forecast (from 2014 to 2018) drilling 
cost per “Total Depth”, which is distinguished from horizontal drilling. The relevant chart 
has been duplicated here in Figure 6.1. For this study, it is assumed that Total Depth 
cost rates are a suitable representation of drilling costs for vertical wells. 2014 is selected 
as the benchmark year, as this is the data year from the chart, with data in subsequent 
years representing forecast rather than actual costs. In the spirit of replicating Brandt’s 
LCA approach of geologic hydrogen wells being an analogue of the ‘average’ natural gas 
well, a drilling cost rate for hydrogen wells of $150/ft is selected as an approximate average 
of the reported 2014 regional cost rates. 

 
Figure 6.1: Extract of Figure 2-17 from EIA's Trends in U.S. Oil and Natural Gas Upstream Costs report (2016, p. 

31) 

Scaling drilling cost to total well cost 
The EIA/IHS report also states that “Before the expansion of horizontal drilling within 
unconventional plays, drilling costs ranged from 60% to as much as 80% of a well’s cost” 
(2016, p. 17). Accordingly, this study conservatively assumes that drilling costs represent 
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only 60% of the total well cost. This logic can be extended to estimate total well cost, as 
per the following equation: 

𝑇𝑇𝑓𝑓𝑡𝑡𝑟𝑟𝑓𝑓	𝑓𝑓𝑒𝑒𝑓𝑓𝑓𝑓	𝑠𝑠𝑓𝑓𝑖𝑖𝑡𝑡 =
𝐷𝐷𝑟𝑟𝑖𝑖𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝐷𝐷	𝑠𝑠𝑓𝑓𝑖𝑖𝑡𝑡

𝐷𝐷𝑟𝑟𝑖𝑖𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝐷𝐷	𝑠𝑠𝑓𝑓𝑖𝑖𝑡𝑡	𝑟𝑟𝑖𝑖	𝑒𝑒𝑟𝑟𝑓𝑓𝑒𝑒𝑓𝑓𝑟𝑟𝑡𝑡𝑖𝑖𝑓𝑓𝑖𝑖	𝑓𝑓𝑓𝑓	𝑡𝑡𝑓𝑓𝑡𝑡𝑟𝑟𝑓𝑓	𝑠𝑠𝑓𝑓𝑖𝑖𝑡𝑡 =
$150/𝑓𝑓𝑡𝑡

0.6 = $250/𝑓𝑓𝑡𝑡 

The report describes the IHS cost model for wells consisting of four components; 
drilling, completions, facilities, and operations. The report does not make it clear which 
of these four components are captured by the $250/ft value calculated above. In the 
absence of this clarity, it is assumed in this study that this cost value covers all and only 
costs associated with drilling and completions. Costs for facilities are assumed to be 
captured by the costs calculated in Section 6.3.1 Costs for operations are assumed to be 
captured by the calculations in Sections 6.3.3and 6.3.4 

Scaling 2014 cost data to 2023 basis 
Given that the costs for surface equipment have been scaled to represent 2023 values, it 
is important that costs for wells are also scaled this way. The EIA/IHS report discusses 
the use of cost indexes for this specific purpose and makes use of the CERA Capital Cost 
Index to do so as part of the analysis. S&P Global now maintains this index, referred to 
as the Upstream Capital Cost Index (UCCI). Thus, the UCCI is considered appropriate 
for scaling the total well cost from 2014 to 2023 dollars. The relevant data points are as 
follows: 

• Mean UCCI value for 2014: 232 
• Mean UCCI value for 2023: 220 

These values imply that upstream costs in 2023 are approximately 5% lower than 
those in 2014. To be conservative, this study assumes that 2014 and 2023 cost data are 
equivalent. i.e.: 

𝑇𝑇𝑓𝑓𝑡𝑡𝑟𝑟𝑓𝑓	𝑓𝑓𝑒𝑒𝑓𝑓𝑓𝑓	𝑠𝑠𝑓𝑓𝑖𝑖𝑡𝑡	𝑖𝑖𝑖𝑖	2023 = 𝑇𝑇𝑓𝑓𝑡𝑡𝑟𝑟𝑓𝑓	𝑓𝑓𝑒𝑒𝑓𝑓𝑓𝑓	𝑠𝑠𝑓𝑓𝑖𝑖𝑡𝑡	𝑖𝑖𝑖𝑖	2014 = $250/𝑓𝑓𝑡𝑡 

Validation of estimation approach 
There is precious little data available to enable validation of this estimation approach, 
with the exception of one case within the EIA/IHS report. The report refers to “small 
vertical wells accessing the stacked pay zones in the Sprayberry costing only $2.5 MM per 
well” (2016, p. 20). This sentence provides a reference point for vertical wells against 
which the estimation method can be validated. 



 98 

The report also explains that the Sprayberry ‘sub-play’ is in the Permian ‘play’ 
(region). We can see in Figure 6.1: Extract of Figure 2-17 from EIA's Trends in U.S. Oil 
and Natural Gas Upstream Costs report (2016, p. 31)Figure 6.1 that the 2014 drilling rate 
for the Permian play was $170/ft. Further, Table 8-1 from the report reveals that the 
model for the Sprayberry sub-play involved well depth of 8,996 ft (2016, p. 96). Applying 
the logic from above gives: 

𝑇𝑇𝑓𝑓𝑡𝑡𝑟𝑟𝑓𝑓	𝑓𝑓𝑒𝑒𝑓𝑓𝑓𝑓	𝑠𝑠𝑓𝑓𝑖𝑖𝑡𝑡 =
$170
𝑓𝑓𝑡𝑡 ∗ 8,996𝑓𝑓𝑡𝑡 ∗

1
0.6 = $2.55	𝑛𝑛𝑖𝑖𝑓𝑓𝑓𝑓𝑖𝑖𝑓𝑓𝑖𝑖/𝑓𝑓𝑒𝑒𝑓𝑓𝑓𝑓 

The close alignment with the stated cost for these wells of “only $2.5 MM per well” 
gives some level of confidence that the modelling approach, while simple, may be 
considered suitably representative for the purposes of this research.  

Summary cost calculations 
This analysis in this study only considers three discrete scenarios for well depths. ‘Shallow’ 
wells of 1,500 ft, the Baseline case of 6,000 ft wells and the ‘Deep’ case of 12,000 ft wells. 
This means the calculation of estimated drilling cost and total cost per well is trivial. This 
is summarised as follows: 

Drilling cost per well: 

Shallow = 1,500 ft * $150/ft ~= $225k/well 
Baseline = 6,000 ft * $150/ft ~= $900k/well 
Deep = 12,000 ft * $150/ft ~= $1.80 million/well 

Total cost per well: 

Shallow ~= 0.225/0.6 ~= $0.4 million/well 
Baseline ~= 0.9/0.6 ~= $1.5 million/well 
Deep ~= 1.8/0.6 ~= $3 million/well 

6.3.3. Approach to modelling variable operating costs 
Towler & Sinnot (2022) describe their approach to modelling variable operating costs in 
Chapter 8.4. The components they describe as contributing to variable operating expenses 
are listed below, along with a brief explanation as to how the components are treated in 
this analysis: 

• Raw materials (e.g. feedstock) 
o Brandt’s process model does not include the consumption of any raw 

materials, so this cost is assumed to be zero. 
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• Utilities (e.g. fuel for turbines and generators, electricity) 
o The LCA calculates electricity demand, so the cost model applies the 

a cost in US Dollars per kWh, taken from the EIA’s reported average 
electricity price for industrial customers in April 2024 ($0.08/kWh) 
(Electric Power Monthly - U.S. Energy Information Administration 
(EIA), 2024). 

• Consumables (e.g. chemicals, catalysts, corrosion inhibitors etc.) 
o The cost model assumes that the process doesn’t require any 

consumables, so this is assumed to be zero. 
• Effluent disposal 

o The primary ‘effluent’ involved in this assessment are the waste (non-
hydrogen) gases produced from the reservoir. These are assumed to 
be reinjected into a disposal reservoir, which is powered by self-
consumption of produced hydrogen. Accordingly, the additive cost of 
this process (as opposed to the opportunity cost of lost/reduced 
quantity of exported hydrogen) is assumed to be zero. 

• Packaging and shipping 
o This ‘well to gate’ analysis, specifically excludes transportation 

infrastructure from both emissions and cost analysis, so this cost is 
set to zero. 

6.3.4. Approach to modelling fixed operating costs 
Towler & Sinnot outline a similar approach for fixed operating costs in their Chapter 8.5. 
The components of fixed costs are listed as: 

• Operating labour and supervision; 
• Overhead for direct employees; 
• Maintenance (including material and labour); 
• Property taxes and insurance; 
• Rent of land and/or buildings; 
• General plant overhead; 
• Environmental charges; 
• Running license fees and royalty payments; 
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• Capital charges, and; 
• Sales and marketing costs. 

The approach taken for each of these components is described below: 

Operating labour and supervision 
Towler & Sinnot provide specific guidance for estimating labour and supervision cost, 
based on the nature of the facility. Here, the following assumptions are made: 

• 3x shift positions are required.  

o This is a conservative selection, based on the assumption of one 
control room operator, one field operator, and one product shipping 
area operator. With sufficient automation, this could potentially be 
reduced to a single control room operator position. 

• 4.8 operators employed per shift position 
o This provides “a four-shift rotation with allowance for weekends, 

vacations and holidays, and some use of overtime” (Towler & 
Sinnott, 2022, p. 295). 

• Operator annual salary of USD $50,000  
• Cost of supervision salaries is estimated at 25% of total operator salaries 

Overhead for direct employees 
These costs represent non-salary costs associated with employees, including non-salary 
benefits and training. Towler & Sinnot suggest this typically varies between 40% and 60% 
of labour plus supervision costs, so this study assumes a value of 50%. 

Maintenance (including material and labour) 
Here, Towler & Sinnots’ guidance for gas plants is that annual maintenance expense can 
be estimated as 3% of capital costs. This includes the cost of materials, equipment and 
labour required to complete the maintenance program.  

Annual property costs 
Annual property costs consist of property taxes, rent, and insurance. Towler & Sinnot 
indicate that, as a first approximation, the cost of each of these categories can be 
estimated at 1% of capital costs.  

General plant overhead 
These are charges to a facility to cover corporate overhead functions such as human 
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resources, research and development (R&D), information technology and the like. Here 
we account for most of these costs in an annual “General and Administrative (G&A)” 
category, which is approximated as 65% of the total labour costs of the facility (i.e. labour 
plus supervision plus overhead, described above). While Towler & Sinnot propose 
estimating R&D costs as 1% of revenue, for simplicity we assume here that it is instead 
1% of processing equipment costs (applied annually). 

Environmental charges 
Towler & Sinnot acknowledge the “Superfund Act”, which taxes chemical and petroleum 
industries to fund the remediation of uncontrolled or abandoned hazardous waste sites. 
Here this cost is estimated as 1% of surface processing equipment CAPEX, applied 
annually.  

Running license fees and royalty payments 
An allowance is suggested for running of proprietary processes and payment of royalties. 
Given the simplicity of the proposed process design, it is assumed that these fees to not 
apply to this study. 

Capital charges 
If the development of an asset is funded by debt, then repayment of this debt will form 
part of the fixed cost of the asset. For simplicity, we assume here that there are zero 
capital charges (i.e. the development is funded by cash not debt). 

Sales and marketing costs 
Given this hydrogen is expected to be a commodity product, special sales and marketing 
expenses are not expected (unlike the production of specialist cosmetic or pharmaceutical 
products). Any necessary expense is assumed included in the G&A overhead, so this line 
item is set to zero.  

 

6.3.5. Key assumptions 
Noting the range of assumptions made above, there are several assumptions that are 
considered particularly critical to the magnitude of the estimates. These include: 

• Wells are vertical only – It is expected that horizontal wells will add significantly 
to the cost. However, if horizontal drilling increases the productivity per well, then 
it may be required to estimate and consider a trade-off curve to optimise the 
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profitability of the development. 
• No hydraulic fracturing – Fracking adds the cost of fracturing pumps and proppant 

(Trends in U.S. Oil and Natural Gas Upstream Costs, 2016).  
• Surface processing equipment is assumed to be fabricated from austenitic stainless 

steel (grade 304 or 316). These grades are assumed to have 30% higher purchase 
cost than basic carbon steel. 

• All operating costs are assumed to be subject to annual inflation of 3%. 

6.4. Cost estimate results 
Figure 6.2 summarises total and component-level costs estimated for the Baseline case. 
Clearly, the cost associated with developing the 50 production wells and 13 injection wells 
dominates this estimate. The balance of the cost is approximately divided between capital 
costs associated with processing equipment and fixed costs. The results indicate that 

variable costs (associated with electricity consumption from the grid) are essentially 
negligible. Dividing the total present value of all costs by the total hydrogen exports from 
the asset gives cost value of $1.45/kgH2. 

 

 
Figure 6.2: Visualisation of the components contributing to the total cost estimate for the Baseline case. 
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6.5. Consideration of United States hydrogen PTC regime  
As discussed in Chapter 1, the United States government has incentivised the production 
of low-carbon intensity hydrogen via the 45V PTC regime. Given the size of the United 
States economy, its related importance to the global economy and the significant geologic 
hydrogen startup activity within that country, this study attempts to value the PTCs 
associated with the hypothetical geologic hydrogen development that forms the basis of 
Brandt’s paper.  

Also as discussed previously, the LCA portion of this study calculated estimates of 
the annual emissions intensity of the hydrogen produced in each year of the asset’s life. If 
it is assumed that the 45V PTC regime requires or allows an annual calculation basis for 
determining eligibility for the tiers within the PTC regime, then these estimates can be 
readily repurposed to estimate the potential value of the associated tax credits. It is not 

clear to this author if the United States legislation and regulations allow or require such 
annual accounting, or if PTCs will be granted based on a calculation of forecast lifetime 
emissions intensity. 

The repurposing of annual emissions intensity values and consideration of lifetime 
emissions intensity values have both been implemented in the revised model. For the sake 
of academic interest (as opposed to the sake of investment analysis or policy setting), the 
calculations have been run considering both the situation where embodied emissions are 
excluded from the PTC eligibility calculation (as is currently the situation) as well as the 
situation where embodied emissions are included in the eligibility calculation. While the 
latter of these situations is clearly not in line with the relevant legislation, it may be 
argued that considering embodied emissions is a valid and necessary progression for this 
type of incentive or stimulus, because, from the perspective of atmospheric physics and 
chemistry, embodied emissions are as relevant as any other form of emissions. Lastly, the 
fivefold increase in the value of PTCs associated with meeting the relevant employment 
conditions is also modelled. 

In general, it is found that the emissions intensity of geologic hydrogen developments 
are sufficiently low such that the inclusion or exclusion of embodied emissions in the 
calculus is irrelevant. That is, even with the inclusion of embodied emissions, average 
annual emissions intensity over the first ten years of operation is below the most onerous 
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(lowest) tier of emissions intensities, for which the highest tax credits are earned. This 
means that the PTC values are identical and maximised in either situation. Figure 6.3 
shows the undiscounted value of PTCs for the Baseline case and makes it clear that the 
reported values are unaffected by the inclusion or exclusion of embodied emissions. It also 
shows that the use of annual or lifetime emissions intensity does not affect the value of 
PTCs earned, in this case. Here, the fivefold value increase when the stipulated 
employment conditions are satisfied manifests as a simple fivefold increase, regardless of 
whether embodied emissions are included or whether emissions intensity is determined on 
an annual or lifetime basis. 

 

 
Figure 6.3: Plot of the undiscounted value of Production Tax Credits for the Baseline case.  

Notice the value is not affected by the inclusion or exclusion of embodied emissions. 

It is not to say, however, that the inclusion or exclusion of embodied emissions is 
irrelevant in all cases. Figure 6.4, for example, demonstrates the significant difference in 
PTC values when including versus when excluding embodied emissions from the emissions 
intensity calculations in the ‘Low Productivity’ case. The figure also shows that the basis 
of annual versus lifetime emissions intensity can significantly affect the value of PTCs 
granted. 
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Figure 6.4: Plot of the undiscounted value of Production Tax Credits for the 

“Low Productivity” case.  
Notice that the reduced quantity of export hydrogen increases the emissions intensity relative to the Baseline case, 
and the value of PTCs is significantly eroded by the inclusion of embodied emissions. Similarly, basing the PTC 

calculation on a single value of lifetime emissions intensity (rather than annual emissions intensity) is highly 
impactful when embodied emissions are included. When these are excluded, the emissions intensity drops such that 

the maximum PTC benefit is realised for all 10 years. 

It is also interesting to consider the value of the PTCs relative to the costs of 
developing a geologic hydrogen asset. If, for example, the value of the PTCs completely 
offsets the development cost, then the decision to develop the asset would be inherently 
low risk. In this example, the development would be profitable regardless of the realised 
hydrogen price and there would be enormous ‘upside risk’, where the asset's value 
increases proportionally with the price of hydrogen. Figure 6.5 shows that this scenario is 
realistic under the current United States PTC regime if the requirements regarding 
employment conditions are satisfied and the fivefold benefit ‘uplift’ is applied. With or 
without the uplift, the value of PTCs is an important factor in the ‘business case’ and 
investment attractiveness of potential geologic hydrogen developments. Section 6.7. 
examines this significance in more detail.  
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Figure 6.5: Plot of estimated present-value costs against present-value PTC benefit for a subset of sensitivity cases. 

6.6. Effect of lifespan and total productivity on levelized cost of 
hydrogen 

Just as the effect of lifespan and its link to total productivity (EUR) was interesting to 
study as part of the LCA, it is also interesting to consider as part of TEA. This analysis 
maintains the simplifying assumptions regarding flow rate at the start and end of field 
life, as well as the assumption of exponential flow rate decline between these two flow 
rates. Figure 6.6: Plot summarising the effect of increasing lifespan (and associated 
estimated total productivity) on the levelised cost of hydrogen for the Baseline case. 
Figure 6.6 summarises these results, where the levelized cost decreases with increasing 
productivity (and lifespan) in the same hyperbolic manner as did emissions intensity. This 
reinforces the conclusion that proponents should seek to develop maximally productive 
and long-lived geologic hydrogen developments.  
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Figure 6.6: Plot summarising the effect of increasing lifespan (and associated estimated total productivity) on the 
levelised cost of hydrogen for the Baseline case. 

6.7. Preliminary assessment of investment metrics vs average 
realised price of hydrogen 
In a market economy, firms are incentivised to seek maximal returns on investments. 
There are a range of methods to evaluate and estimate the potential return delivered by 
a potential investment. Each of these methods requires three basic elements: an estimate 
CAPEX, an estimate of OPEX, and an estimate of ongoing revenue generation. With 
these basic elements and a discount rate that appropriately represents the ‘time value of 
money’, an estimated net present value (NPV) of the investment can be calculated. NPV 
is simply the present value of revenues less the present value of costs, and rational 
investors typically seek to maximise NPV (or at least ensure that it is not negative). A 
thorough determination of NPV will use a discount rate set equal to a firm’s real weighted 
average cost of capital (WACC), which is a calculation that weighs the relative costs and 
benefits of debt and equity financing, including tax advantages (P. Kobos et al., 2020). 
This calculation involves details that are more specific than are worth considering in this 
study, so a common default discount rate of 10% has been adopted instead.  

In this study, estimates of CAPEX and OPEX have been generated as per the 
discussion in Section 6.3. Annual rates of hydrogen exports have also been calculated, so 

annual gross revenue can be estimated as the production rate multiplied by an assumed 
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realised price (i.e. the price received by the producer, typically equivalent to the cost to 
their customer). As indicated in Section 1.4.2, forecasting of hydrogen pricing is beyond 
the scope of this study (and the opinion of this author is that any third-party forecasts 
are unlikely to be at all reliable, given the expected growth of the hydrogen market). 
Instead, the approach taken here is to consider the effect of investment attractiveness 
‘hurdle rates’, and calculate the price of hydrogen exports over the asset's life that would 
see these hurdle rates met or exceeded. The hurdle rates are explained in more detail 
below.  

6.7.1.Hurdle rates 

Internal Rate of Return (IRR) 
The Internal Rate of Return is the discount rate such that, when calculating NPV, the 
resultant NPV equals zero. Simplistically, the IRR needs to be at least as much as a 
WACC to be considered attractive. As discussed above, while WACC can be calculated 
for an individual firm and an individual investment, 10% is often selected as a reasonable 
benchmark hurdle rate. 

Discounted Profitability Index (DPI) 
The Discounted Profitability Index (DPI) is an alternative way to assess the attractiveness 
of a potential investment. DPI is calculated as the NPV of an investment, divided by the 
upfront capital expenditure (CAPEX). In this case, the discount rate used in the NPV 

calculation is fixed, typically at the proponent’s WACC (with 10% often assumed as a 
reasonable default). DPI enables the comparison and prioritisation of competing 
investment alternatives with differing capital investment requirements. It can be 
considered a ‘risked’ metric because, while the calculation of NPV accounts for CAPEX, 
it doesn’t account for the uncertainty in the cash flow model that is also required to 
calculate NPV. Put simply, DPI suggests that proponents should and will prefer to 
minimise the capital investment required to achieve a given value of NPV. A common 
benchmark value for minimum acceptable DPI (i.e. a DPI hurdle rate) is 1.3. 

Handling of Production Tax Credits 
For simplicity, this analysis treats PTCs as a source of revenue in the Discounted Cash 
Flow model that forms the basis of NPV calculations. This implies that the proponent 
has a sufficiently large tax liability to avail themselves of the full value of the PTCs. For 
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academic interest, the study considers the impact of PTC values excluding embodied 
emissions (as per the current U.S. legislation) as well as those including embodied 
emissions (as would be best practice from the perspective of minimising environmental 
impact).  

6.7.2.Limitations/notes 
It is acknowledged that the approach adopted here is unsophisticated. It is intended to 
provide only a preliminary view as to the potential investment attractiveness of geologic 

hydrogen in comparison to other production pathways.  
When considering the fivefold increase to the PTC due to the satisfaction of the 

employment condition requirements, this analysis considers the ‘upside’ effect of the 
additional benefit. It is reasonable to assume that satisfying these conditions would only 
be possible at additional cost to the firm. The ‘downside’ effect of these costs have not 
been considered or included in the cost modelling approach in this study.  

As mentioned, this approach calculates a single price for each hurdle rate included in 
the study. This is not to suggest that the price of such a commodity product will ever be 
stable over a 30-year lifespan; rather, it is the ‘production-weighted mean price’ above 
which the hurdle rate will be satisfied. Due to both the expected rapid decline in 
production rates in early field life, and the effect of the time value of money, the prices 
realised early in the field life will dominate the investment attractiveness. 

6.7.3.Results 
Rather than report values for a single hurdle rate for each of the metrics of investment 
attractiveness, this study calculated values for a ‘sweep’ of potentially-viable hurdle rates. 
Resultant prices are reported for scenarios both excluding and including embodied 
emissions in the calculation of PTC values. These results are shown in Figure 6.7 and 
Figure 6.8. 
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Figure 6.7: Plot of the lifetime mean hydrogen price required to meet a range of IRR hurdle rates. 

 
Figure 6.8: Plot of the lifetime mean hydrogen price required to meet a range of DPI hurdle rates. 

 

6.7.4.Discussion 
The most obvious observation from these results is that the use of DPI as a metric of 
investment attractiveness is significantly more onerous (i.e. requires significantly higher 
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realised hydrogen prices) than IRR. Given the large estimated capital investment required 
to develop the geologic hydrogen field, this is a logical finding.  

A second important observation is that the pricing referred to above is at the ‘gate’ 
of the hydrogen production facility. The price to the end user of the hydrogen will thus 
need to account for the cost of so-called ‘midstream’ services, such as transportation and 
storage. Examples of the estimated magnitude of these midstream costs include (Murdoch 
et al., 2023): 

• $0.1/kg to $0.4/kg for ‘best in class compression’ 
• $0.1/kg for 7 days of salt cavern storage 
• $0.8/kg for 7 days of tank storage 
• $0.1/kg for transportation via pipeline 
• $0.7/kg to $1.5/kg for transportation via trucking 

Ultimately, the hydrogen economy will need to find an equilibrium such that the price 
paid by end consumers is sufficiently high to compensate both hydrogen producers and 
those firms providing midstream services.  

Assuming that midstream costs will be approximately equivalent for any of the 
hydrogen production pathways, it is the cost of production (or the ‘gate’ price) that will 
ultimately distinguish the viability, attractiveness and competitiveness of a development 
that uses a particular production pathway (or set of pathways). The coarse modelling of 
this study suggests that the cost of geologic hydrogen production (in the Baseline case) is 
$1.45/kg.  

It is interesting to compare the cost profile of geologic hydrogen to other hydrogen 
production pathways. This study suggests that geologic hydrogen is capital-intensive, but 
that operating costs are mostly governed by the cost of labour. Comparisons with 
electrolytic (“green”) hydrogen developments are particularly interesting. Consider first 
those developments that install dedicated electricity generation capacity (e.g. solar panels 

and energy storage). It is likely that these could be similarly capital-intensive, and the 
magnitude of the relative capital expense per unit of production may be an important 
metric. Electrolytic hydrogen developments that procure electricity from third-party 
suppliers will require significantly lower capital investment but involve significantly higher 
operating expenses, and will be subject to pricing/cost risk. For reference, a Lazard study 
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of various electrolyser technologies and plant capacities indicated a range of Levelised 
Cost of Hydrogen (LCOH) between $1.40/kg and $2.90/kg(Lazard’s Levelized Cost of 
Hydrogen Analysis, 2021). 

While this study’s cost estimate for geologic hydrogen is coarse, it indicates that the 
technology may be as attractive as the lowest cost ‘green’ hydrogen assets. This promising 
result suggests that further work on the topic is warranted.  
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Chapter 7: Conclusions and Future Research 
7.1. Findings and discussion 
This thesis established that the magnitude of the potential societal benefits of naturally 
occurring geologic hydrogen is matched by the magnitude of the many uncertainties that 
surround the feasibility of its economic development. It came to this conclusion by: 

• Thoroughly reviewing the first publication to attempt to use LCA to quantify 
potential lifetime emissions intensity of geologic hydrogen developments; 

• Finding that Brandt’s LCA approach is logical and that the modelling work did 

not identify any errors that caused major differences in reported emissions intensity 
results, nor changes to the overall conclusions of the paper; 

• Finding that the correction of minor errors increased the headline value of lifetime 
emissions intensity by approximately 6%, to 0.40 kgCO2e/kgH2. 

• Extending Brandt’s work to consider the correlation between field EUR and field 
lifespan, and the associated impacts on lifetime emissions intensity. This confirmed 
quantitatively the intuitive presumption that longer-lived, higher-productivity 
assets are generally preferred. It indicated that lifespans on the ‘decadal’ timescale 
are necessary to achieve competitive, compelling emissions intensity results;  

• Correcting significant flaws in the LCA model’s equipment sizing algorithms. It 
was recognised that these flaws had minimal influence on the LCA outcomes and 
that they would have a much more significant impact on TEA; 

• Extending Brandt’s LCA modelling approach to include analysis of uncertainty via 
the Monte Carlo method; 

• Building coarse cost models to align with the scenarios set out in Brandt’s paper, 
and using these models as the foundation of a cost-centric ‘prospective TEA’. This 
calculated a levelized cost of hydrogen from geologic hydrogen of $1.45/kg, which 
may render it competitive with the lowest-cost, lowest-emissions of alternative 
hydrogen production pathways. 

• Completing preliminary investment modelling to suggest ‘at gate’ prices (realised 
by the owner of the geologic hydrogen production facility) at which investments in 
geologic hydrogen developments would likely be considered attractive. 
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More generally, the modelling work here provides numerical support for insights that 
may be otherwise considered intuitive. These include that: 

• Large resources with long field lives are the most appealing, from both an 
environmental, emissions intensity perspective and from a techno-economic, 
investment attractiveness perspective. 

• Developers should try to minimise the number of wells in a development: 
o Drilling and completing wells has the most significant impact on both 

embodied emissions and total development cost. In a regime where embodied 
emissions have no impact on project economics (such as the USA’s 45V PTC 
regime), the cost impact will almost certainly be the most significant 
consideration for proponents.  

o Thus, maximising productivity per well is essential to maximise the 
attractiveness of the development. 

o Given the use of natural gas as an analogue for this study, and considering 
that the natural gas industry has spent decades developing techniques to 
maximise well productivity (most notably horizontal drilling and hydraulic 
fracturing) this is not a surprising finding. When the geological/geophysical 
nature of geologic hydrogen reservoirs are better understood, it will likely 
be wise to consider if or how these techniques may be applied to similarly 
maximise well productivity in this nascent industry. 

While this work has sought to make meaningful contributions to the body of 
knowledge, it is self-evident that any conclusions are limited by the inputs to the model. 
With this in mind, perhaps the most important contribution of this work is not the results 
produced by the replicated, improved and updated LCA and TEA model. Rather, the 
creation of this new, open-source tool may itself be considered a more important 
contribution.  

7.2. Research Limitations 
This work was governed by numerous limitations. Many of these are shared by Brandt’s 
work but some are unique to this study. These are as follows: 

• Reliance on natural gas historical data for reservoir characteristics to compensate 
for the absence of suitable data specific to geologic hydrogen 
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• Reliance on natural gas fugitive emission rates 
o The uncertainty analysis shows that this assumption is influential, and there 

are valid hypotheses (particularly the small size of hydrogen molecules 
relative to methane molecules) that fugitive emission rates from hydrogen 
facilities will be different, and probably more severe, than those from natural 
gas facilities.  

• Equipment sizing calculations that are generic/preliminary 
• Reliance on multiplication factors to estimate total mass of steel and cement 
• Cost estimation is coarse, relying on information in the public domain. 

o Even public research institutes (such as U.S. National Laboratories) tend to 
rely on proprietary data  

7.3. Future Research  

The promising findings of this research, coupled with the high levels of uncertainty that 
it acknowledges means that there are abundant opportunities for further research in the 
field of geologic hydrogen generally, as well as the more specific areas of LCA and TEA. 
These opportunities include: 

• Continued refinement of the ‘prospective’ LCA and TEA model developed as part 
of these research. There are both minor and major opportunities for refinement: 

o Minor 
§ Add iteration to solve for the reduced requirement for gas injection 

when part of waste gas is consumed as fuel gas 
§ Add implementation of the OPGEE calculations that were 

deliberately excluded from the revised model, as described in Section 
3.7.  

o Major 
§ Where possible, replace assumptions of natural gas analogues with 

updated findings from geologic hydrogen literature and/or industry 
§ Refine cost models based on more detailed engineering and specialist 

cost-engineering data 
§ Incorporate more sophisticated engineering software into the model 

to improve estimates associated with surface processing equipment. 
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Proprietary tools such as Aspen HYSYS should improve the 
reliability of the process and equipment design but will reduce the 
open-source nature of the model. Future work should consider how 
best to manage this trade-off. 

§ Incorporate into the cost model the implications of achieving the 
employment conditions that avail a firm of the fivefold increase in 
PTC benefits. Intuitively, this is expected to raise the cost by a non-
trivial amount. 

§ Extend cost analysis to include assessment of uncertainty. Much like 
this study extended Brandt’s LCA work, the prospective TEA study 
completed here will be significantly improved by quantifying the 
impacts of uncertain assumptions.  

§ Consideration of implementing a means of accounting for embodied 
emissions that is more temporally representative of actual emissions, 
such as those used to calculate the ‘social cost of carbon’ (as discussed 
in Section 3.8. ). 

• Considerations regarding co-processing of H2 and He. Answering the question ‘how 
does the presence of He affect the carbon intensity and economic attractiveness of 
a development that is nominally targeting geologic hydrogen?’ Similarly, ‘is there 
a driver to consider the carbon intensity and techno-economics of helium 
production?’ 

• Addition of a sensitivity case that uses low carbon intensity steel and cement 
technology. This has the potential to significantly reduce the quantity of embodied 
emissions, particularly of the wells. 

• Estimates of emissions intensity and LCOH for stimulated geologic hydrogen 
production (so-called ‘orange’ hydrogen) 

The expectation is that the modified OPGEE model developed by Brandt and 
extended here could be further modified and/or extended to consider stimulated 
production. Some key differences are expected to include: 

• A default assumption of horizontal drilling and hydraulic fracturing for stimulated 
production 
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• Additional surface/processing equipment for water injection and pre-injection 
water treatment  

• Possible elimination of the requirement for a re-injection compressor and associated 
equipment 

A separate branch of research in this area should consider the impact of a geologic 
hydrogen development on the techno-economics of the broader energy system of a region, 
using tools such as capacity expansion models. A key characteristic of geologic hydrogen 
is that, due to the nature of geology, the location of the resource (i.e. the source of 
hydrogen supply to the market) is fixed. It is unclear if these locations will be conveniently 
located to end-users of the hydrogen. If they are not, the hydrogen ‘value chain’ will need 
to consider ‘midstream’ aspects (and costs) of transportation and storage. This is 
distinctly different to electrolytic hydrogen, where proponents can choose to locate 
hydrogen generation adjacent to end-user facilities (indeed, end-user facilities could well 
install their own hydrogen generation facilities) and instead ‘transport’ the electricity they 
need to generate the hydrogen. A direct, parametric comparison of geologic hydrogen and 
co-located electrolytic hydrogen would make for an interesting study. Such a study could 
potentially determine a maximum distance away from an end-user that a geologic 
hydrogen development could be located to maintain techno-economic and emissions 
intensity viability. Knowledge of this distance could then feasibly help proponents of 
geologic hydrogen developments prioritise their exploration efforts accordingly. 

In conclusion, this thesis highlights the significant potential of naturally occurring 
geologic hydrogen as a future energy source, balanced by the numerous uncertainties that 
must be addressed to fully realise its economic and environmental benefits. Through 
replicating and extending Brandt's OPGEE model, this research has underscored the 
importance of accurate lifecycle and techno-economic analyses in evaluating geologic 
hydrogen. Future research should aim to refine these models further, reducing 

uncertainties and exploring the long-term viability of geologic hydrogen. By advancing 
our understanding of this promising energy source, we take a crucial step toward 
sustainable and low-emission energy alternatives, contributing to global climate goals and 
energy security.
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Appendix A: Replicated and Extended OPGEE 
Model   

The replicated and extended model has been developed using open-source Python coding 
packages and presented in a Jupyter notebook format. A Jupyter notebook was chosen 
for the following reasons: 

• It is open-source, extending the accessibility of the original OPGEE model 
• It allows the inclusion of rich text explanatory notes via markdown language cells. 

These cells facilitate the interpretation of the code by third parties.  
• The markdown list numbering schematic also forms a convenient means of 

navigating the notebook via hyperlinks in supported Integrated Development 
Environments (e.g. Visual Studio Code). 

• The ability to execute individual cells within the notebook in isolation (rather 
than running a full script) facilitated rapid iterations during model development. 

For the sake of limiting the length of this thesis document, a full copy of the notebook 
has been omitted from this appendix. Rather, the code has been developed via a GitHub 
repository, preserved via the Zenodo platform. This repository can be accessed via the 
link below. The screenshots below show several of the early cells of the notebook and 
provide a sense of its structure. 

 
https://zenodo.org/doi/10.5281/zenodo.13270812 
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Appendix B: Sensitivity Analysis Graphs 
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