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ABSTRACT
Understanding the charge transfer processes at solid oxide fuel cell (SOFC) electrodes is critical to designing more efficient and robust mate-
rials. Activation losses at SOFC electrodes have been widely attributed to the ambipolar migration of charges at the mixed ionic–electronic
conductor–gas interface. Empirical Butler–Volmer kinetics based on the transition state theory is often used to model the current–voltage
relationship, where charged particles transfer classically over an energy barrier. However, the hydrogen oxidation/water electrolysis reac-
tion H2(g) +O2− ⇌ H2O(g) + 2e− must be modeled through concerted electron and proton tunneling events, where we unify the theory of
the electrostatic surface potential with proton-coupled electron transfer kinetics. We derive a framework for the reaction rate that depends
on the electrostatic surface potential, adsorbate dipole moment, the electronic structure of the electron donor/acceptor, and vibronic states
of the hydrogen species. This theory was used to study the current–voltage characteristics of the Ni/gadolinium-doped ceria electrode in
H2/H2O(g), where we find excellent validation of this novel model. These results yield the first reported quantification of the solvent reorga-
nization energy for an SOFC material and suggest that the three-phase boundary mechanism is the dominant pathway for charge transfer at
cermet electrodes.
© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0145247

I. INTRODUCTION

The solid oxide fuel cell (SOFC) is a highly efficient chemical-
to-electrical energy conversion technology compatible with both
existing fuel (e.g., natural gas) and future fuel (e.g., renewably
sourced hydrogen) infrastructures.1–3 These devices work through
electrochemical RedOx reactions at the air and fuel electrodes,
whereby chemical energy is used to drive external work. The
Faradaic reactions at the fuel electrode can be given simply as H2(g)

+O2− ⇌ H2O(g) + 2e− (elementary steps are listed in Table I).4,5 The
hydrogen oxidation/water hydrolysis reaction may occur via the
two-phase boundary (2 PB) [Fig. 1(a)] or the three-phase bound-
ary (3 PB) [Fig. 1(b)]. At the 2 PB, two neighboring polarons in
the CeO2 surface will combine with two neighboring protons. This

process is driven by a combination of the electrostatic potential
and the concentration of electronic defects at the interface between
mixed ionic–electronic conductors (MIEC) and the gas phase.2
Alternatively, in the presence of an electrocatalytic metallic phase,
the electron–proton recombination may occur via a 3 PB mecha-
nism. Electron density migrates from a polaronic state in the oxide
phase to the metal; meanwhile, the proton is reduced as it migrates
to the metal surface. The electrostatic nature of the 3 PB process is
less well studied.

Gadolinium-doped ceria (CGO) displays considerably fast oxy-
gen transport kinetics and high electronic conductivity under reduc-
ing conditions.11–15 To enhance the overall electronic conductivity
of the electrode and to increase the density of reactive 3 PB, it is
beneficial to mix a metallic phase with the MIEC to create a cermet
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TABLE I. Elementary steps for the two-phase boundary (2 PB) and three-phase boundary (3 PB) reaction mechanisms written
in the Kröger–Vink notation. For water adsorption, H2O(g) consumes an oxygen vacancy (V⋅⋅O) and an oxygen site (Ox

O),
forming two hydroxyls (OH⋅O) on the CGO surface. This is followed by the rate limiting PCET step. At the 2 PB, two hydroxyls
and two polarons (Ce′Ce) form H2(g) at the surface of the MIEC. At the 3 PB, one hydroxyl and one polaron combine at a free
site on the nickel surface (∗), forming an adsorbed hydrogen on the nickel surface (HNi). At the 3 PB, there is an additional
hydrogen desorption step.

Elementary
step Two-phase boundary Three-phase boundary

Water
adsorption H2O(g) +V⋅⋅O +Ox

O⇌ 2OH⋅O H2O(g) +V⋅⋅O +Ox
O⇌ 2OH⋅O

PCET 2OH⋅O + 2Ce′Ce⇌H2(g) + 2Ox
O + 2Cex

Ce OH⋅O + Ce′Ce + ∗⇌HNi +Ox
O + +Cex

Ce

Hydrogen
desorption 2HNi ⇌ H2(g) + 2∗

electrode, i.e., nickel/gadolinium-doped ceria (Ni/CGO).1,2,6,16–19

The operation of the Ni/CGO electrode under electrical bias
has been studied for decades; however, a unifying model for
hydrogen electro-oxidation or water electrolysis has not yet
been agreed upon.18,20–30 Most charge transfer models uti-
lize the empirical Butler–Volmer equation, which is convenient
for fitting current–voltage data at low overpotentials.31,32 How-
ever, the Butler–Volmer equation suggests that the electrostatic
potential driving the charge transfer reaction is located at the
electrode–electrolyte interface. In our previous work, we have illus-
trated that the electrostatic potential modulated by the state of
the electrode is located at the surface of the MIEC.1,2 The driv-
ing force for charge transfer should therefore be determined by the
electrostatic potential at the MIEC–gas interface.

Herein, we build on these previous findings to model the
kinetics of electron and proton transfer at MIEC–gas interfaces.
By accounting for nuclear quantum effects of the transferring pro-
ton, the charge transfer at SOFC electrodes can be described within

FIG. 1. Schematic illustration of the charge transfer step of the water hydrolysis
reaction at the Ni/CGO surface. (a) Via 2 PB pathway, where two protons and
two polarons combine at the surface of the MIEC. (b) 3 PB pathway, where the
polaron migrates into the metal phase and the proton is reduced at the metal
surface forming a neutral hydrogen state. Red spheres and purple isosurfaces
represent protons and polarons, respectively. The purple lines represent the elec-
tric field created by the intrinsic dipole moment of the surface hydroxyl. PT and ET
represent proton transfer and electron transfer processes, respectively.

a concerted proton-coupled electron transfer (PCET) framework.
Therefore, in this study, we aim to combine the theory of the elec-
trostatic surface potential with the vibronically nonadiabatic PCET
theory to develop a unifying kinetic model for charge transfer at
MIEC–gas interfaces.1,2,33–36 This model is adapted to both 2 PB and
3 PB rate expressions that are fit to experimental data to discern the
PCET mechanism at MIEC–gas interfaces.

II. THEORY
A. Thermodynamics

The (electro)chemical potential, μi, of a mobile species in an
electrochemical system is expressed as32

μi = μΘ
i + kBT ln ai + zieϕi = μex

i + kBT ln ci, (1)

where μΘ
i is the standard chemical potential, kBT ln ai is the activity

potential, and ϕi is the electric potential. The activity (ai = γici) is
the product of the concentration (ci) and activity coefficient (γi),
which is a measure of the non-ideality of the species.37,38 A sim-
plification can be made to express all the non-idealities within the
excess chemical potential, μex

i , which also includes contributions
from the standard and electric potentials. Here, we use the definition
of (electro)chemical potential, meaning that if the species of interest
is charged, we find the electrochemical potential, and if the species
of interest is neutral, we find the chemical potential.

As current is drawn, resistances act by changing the cell volt-
age, V , this departure from the open circuit voltage, V0, is described
as the reservoir chemical potential, μres = e(V0 − V).32,39–42 The dif-
ference between the internally controlled potential (μh) and the
externally controlled potential (μres) is given by the reaction affin-
ity, Ar,o = μres − μh, which controls the driving force of absorption
of the species from the reservoir. In the case of electrochemical
RedOx reactions, the affinity can also be expressed as the activation
overpotential (η),32,39,42

Ar,o = neη, (2)
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where n is the number of electrons transferred in the Faradaic reac-
tion.43 If we consider the reduction reaction On+ + ne− → R, the
activation overpotential is described,

neη = μR − μO − nμe, (3)

where μR, μO, and μe represent the (electro)chemical potentials for
the reduced, oxidized, and free electron states, respectively. We can
use Eq. (1) to expand Eq. (3) to give the standard electrode potential
(E0), activity, and electrostatic potential,

neη = neE0 + kBT ln( aR

aOan
e
) + zReϕR − zOeϕO. (4)

For electrochemical gas reduction at the SOFC electrodes, the
reaction mechanism is often split into multiple steps,

net result of steps preceding RDS: On+⇌On+
ad , (5)

RDS: On+
ad + ne−⇌Rad, (6)

net result of steps proceeding RDS: Rad⇌R, (7)

where On+
ad and Rad are the adsorbed states preceding and proceeding

the rate determining charge transfer reaction, respectively. To derive
the electrostatic surface potential, we assume that the rate determin-
ing step of the model system is the transfer of a single electronic
charge, O+ad + e− → Rad. As such, the activation overpotential is given
as (derivation given in the supplementary material)

eη = μRad − μOad − μe = eE0
rds + kBT ln( aRad

aOadae
) + eχ, (8)

where E0
rds is the standard potential of the rate determining (charge

transfer) step and χ represents the electrostatic surface potential,
which is an electric field formed by the difference in electrostatic
potential of the electrode (ϕe) and the charged adsorbate (ϕad),

1,16,33

χ = ϕe − ϕad. (9)

Under bias, an electrostatic potential shift is defined at the
surface,

Δχ = χ − χgas−eq, (10)

where an effective electrical double layer is formed between the elec-
trode surface and the adsorbed species.44 The notation χgas−eq refers
to the surface potential when the RDS and therefore the electrode
surface is in equilibrium with the gas phase and is expressed by the
standard potential of the RDS and the activity at equilibrium,1

χgas−eq = −E0
rds +

kBT
e

ln
⎛
⎝

agas−eq
Oad

agas−eq
e

agas−eq
Rad

⎞
⎠

. (11)

We must note that at the MIEC–gas interface, applying an acti-
vation overpotential departs the electrode surface from equilibrium
with the gas phase by changing the concentration of chemical species
as well as the magnitude of the electrostatic surface potential.16,45,46

This key finding is routed in the mechanism by which the elec-
trostatic surface potential is formed, whereby an adsorbate must
form on the surface for an electrostatic surface potential to be
induced; thus, the coverage of adsorbates on MIEC surfaces is a
function of the activation overpotential.33 Fleig theorized that the
origin of the electrostatic surface potential was the dipole moment
of the adsorbed gas, χ = μ⃗�ρ0cOad/ε0, where μ⃗�, ε0, and ρ0 represent
the dipole moment normal to the surface, vacuum permittivity, and
the density of adsorption sites, respectively. This theory was later
confirmed by Williams et al. by illustrating excellent correlation
between the magnitude of the electrostatic surface potential and the
intrinsic dipole moment using the density functional theory.1 By
combining Eqs. (8), (10), and (11), we may relate the chemistry of
the MIEC–gas interface with the activation overpotential,

eη = kBT ln
⎛
⎝

cRad

cOad ce

cgas−eq
Oad

cgas−eq
e

cgas−eq
Rad

⎞
⎠
+ eΔχ, (12)

where the activity coefficients cancel and the activation overpotential
can be expressed in terms of concentration and electrostatic surface
potential (derivation in the supplementary material).

B. Electrode kinetics
For SOFC systems, electrode kinetics are often limited by ion

or electron transfer events.32,39,42,47 The overall reaction rate can be
written in terms of elementary processes as

Rr,o = Rr − Ro, (13)

where Rr and Ro represent reduction and oxidation rates, respec-
tively. In the framework of nonlinear kinetics, we introduce terms
that describe the probability of finding a particle in the desired loca-
tion, the probability of occupation of the transition state, and the
probability of a successful tunneling event once the transition state
is occupied. The rate of electrochemical reactions is often described
by the phenomenological Butler–Volmer equation, which was orig-
inally derived based on the transition state theory to model the
rate of ion transfer (IT).1,32,39,47–49 Here, the rate of ion migration
over an activation barrier is determined through classical statistical
thermodynamics composed of an attempt frequency and a success
probability determined by the thermal energy of the system. The
rate for a reduction reaction per surface site for the forward and
backward reactions is therefore32

Rr,o = k0(cOce)1−αcα
R[exp(−αneη

kBT
) − exp((1 − α)neη

kBT
)], (14)

where α is the charge transfer coefficient 0 < α < 1 and k0 is an
overall pre-factor related to the curvatures of the excess free energy
landscape near the initial, final, and transition states.32 By moving
the concentration terms outside of the exponent,

Rr,o = k0(cOce)1−αcα
R[cO exp(−αneηf

kBT
)

− cR exp((1 − α)neηf

kBT
)], (15)
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where the formal overpotential reads38,39,50

neηf = μex
R − μex

O − nμe = neη + kBT ln
cO

cR
, (16)

which is a measure of the departure of the electrode potential
from the formal one η f = E0′ − E, where E0′ is the formal electrode
potential and E is the applied electrode potential.38,39

C. Electron transfer
Tunneling is manifested in quantum mechanics whereby small

particles may penetrate a potential energy barrier, resulting in an
electron or proton transfer event. The Marcus theory explicitly
describes electron transfer (ET) as a tunneling event, which occurs
when the reduced and oxidized states are isoenergetic along a
collective solvent coordinate.51,52 The activation energy barrier is
determined by the reorganization energy (λ) of the solute and the
surrounding solvent environment during charge transfer.53,54 The
forward and backward rates for outer-sphere electron transfer under
the framework of the Marcus theory is given,32,55

Rr(η) = k∗0 cO exp(−(λ + eηf )2

4λkBT
), (17)

Ro(η) = k∗0 cR exp(−(λ − eηf )2

4λkBT
), (18)

where k∗0 = k0kTe−gr,o/kBT in which kT is the electron tunneling prob-
ability and gr,o is the work required to bring RedOx species to the
reaction site.39

In the case where ET involves a metallic phase, the rate is
obtained by integrating over all energy levels (ε) in the electrode,50

Rr,o(ε, η) = ∫
∞

−∞

(Rr,ε(ε, η) − Ro,ε(ε, η))ρ(ε)dε, (19)

where Rr,ε and Ro,ε represent the reaction rate dependent on the posi-
tion of the energy level ε for the forward and backward reactions,
respectively, and ρ(ε) represents the density of electronic states
in the electrode.39,50,56,57 Equation (19) describes electron transfer
involving a continuum of states in a metallic electrode by integrat-
ing over the energy levels in the electrode. This integral is often
described in the literature as the Marcus–Hush–Chidsey theory;
however, Dogonadze and Kuznetsov also made pioneering contri-
butions to the nonadiabatic ET theory.58,59 In general, the tunneling
probabilities kT depend on ε and are a function of the electronic cou-
pling between single-electron states in the metal and the molecular
orbitals of the RedOx species.59,60 However, most theoretical treat-
ments use a coupling matrix element associated with the entire metal
d-band as in the Newns–Anderson model and the d-band theory of
Hammer and Nørskov.61 By neglecting variation in the density of
states for a metallic electrode, we arrive at the electron transfer rate
dependent on the position of the energy level ε for the forward and
backward reactions,55

Rr,ε(ε, η) = k∗0 cO exp
⎛
⎝
−
(λ + eηf − (ε − EF))

2

4λkBT
⎞
⎠

f (ε), (20)

Ro,ε(ε, η) = k∗0 cR exp
⎛
⎝
−
(λ − eηf + (ε − EF))

2

4λkBT
⎞
⎠
(1 − f (ε)). (21)

In the above equations, f (ε) represents Fermi distribution func-
tion. Substituting Eqs. (20) and (21) into Eq. (19) yields an improper
integral that is not ideal for numerical calculations. As such, Zeng
et al. derived a uniformly valid analytical approximation for the inte-
grals by matching asymptotic approximations for large and small
lambda,39,59,63

Rr(η) =
k∗0 cO

1 + eη̃ f
× erfc

⎛
⎜
⎝

λ̃ −
√

1 + λ̃ + η̃2
f

2
√

λ̃

⎞
⎟
⎠

, (22)

Ro(η) =
k∗0 cR

1 + e−η̃ f
× erfc

⎛
⎜
⎝

λ̃ −
√

1 + λ̃ + η̃2
f

2
√

λ̃

⎞
⎟
⎠

, (23)

where λ̃ = λ/kBT and η̃ f = eη/kBT + ln (cO/cR). For the cases for
outer-sphere reactions, the relative error of this approximation was
calculated to be less than 5% for small overpotentials and negligible
for large positive or negative overpotentials.56

III. PROTON-COUPLED ELECTRON TRANSFER
By treating the proton quantum mechanically, we derive an

expression for rates at the MIEC–gas interface in the framework of
proton-coupled electron transfer (PCET). We will begin this section
by summarizing the general theory of PCET through the deriva-
tion of vibronic states and charge transfer mechanisms. After which,
we will look at where PCET is applied to electrochemistry specifi-
cally before integrating PCET into the framework of the MIEC–gas
interface.

A. Fundamental concepts of PCET theory
PCET reactions are prevalent in many biological, chemi-

cal, and electrochemical processes.34–37,57,62–70 A general reaction
square scheme for heterogeneous electrochemical PCET involv-
ing the transfer of one electron and one proton is illustrated in
Figs. 2(a)–2(c).67 Because the transferring electron and proton are
treated quantum mechanically within this theoretical treatment,
such a PCET reaction can be described in terms of the four diabatic
states shown on the corners of the surface. As Figs. 2(a)–2(c) imply,
the net PCET mechanism could be sequential with initial electron
transfer (ET) or proton transfer (PT) producing a thermodynam-
ically stable intermediate, or concerted, without forming such an
intermediate.57

In the vibronically nonadiabatic PCET theory, the transferring
proton and electron are treated quantum mechanically, where the
states involved in PCET are mixed electron–proton vibronic states.
The vibronic states are a direct product of the initial and final elec-
tronic states and proton vibrational states.34,57 PCET is related to
the Marcus theory in that reactive electron–proton tunneling tran-
sitions can occur when the free energies of pairs of initial and
final vibronic states become degenerate due to polarization of the
solvent environment.32,35,55,71 The center panel of Fig. 2(d) shows a
schematic of the Marcus parabolas that represent the free energies
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FIG. 2. (a)–(c), Reaction scheme illustrating the heterogeneous proton-coupled electron transfer process, where the electrode participates directly in forming and breaking
chemical bonds. H+, e−, and M∗ represent a proton, electron, and free metal electrode surface site, respectively, H represents the hydrogen atom, MH+ represents a proton
adsorbed onto the metal surface, and MH represents a hydrogen adsorbed onto the metal surface. The contour map details the excess chemical potential energy landscape
for (a) ET limited reduction, (b) PCET limited reduction, and (c) PT limited reduction. The planes represent the ET reaction coordinates and the PT reaction coordinate.39

The axis in white plots represent the 1D chemical potential landscape explored by overall PCET reaction. RET is the electron transfer (ET) step, RPT is the PT step, and
RPCET is the PCET step. (d) Schematic illustration of the excess chemical potential landscape explored by the PCET process. The left-hand panel illustrates the reactant
proton potential with its corresponding proton vibrational wave functions along the proton coordinate, while the right-hand panel illustrates the product proton potential with its
corresponding proton vibrational wave functions. The middle panel shows a set of stacked PCET Marcus parabolas corresponding to the oxidized (blue) and reduced (red)
diabatic states of the reaction. The splitting between the stacked free energy curves corresponds to energy level splitting between the sets of reactant and product vibronic
states (μ and ν, respectively). ΔGex

00 represents the excess free energy difference between the ground vibronic states of the reactants and products, and λ represents the
reorganization energy.

of the initial (blue) and final (red) diabatic states along the collec-
tive solvent coordinate for concerted PCET. The probability of a
PCET event occurring is proportional to the square of the vibronic
coupling matrix (Vμν).35,62,63 This coupling is defined as the Hamil-
tonian matrix element between the reactant and product vibronic
wave functions.57 In the high temperature regime, the quantum
descriptions for the population distributions breakdown to the
classical Boltzmann distribution function.72 The Boltzmann popu-
lation of vibronic state μ is determined by the temperature and the
splitting between μ and the ground state at μ = 0,

Pμ =
e−εμ/kBT

Z
, (24)

where Z is the canonical partition function, which normalizes the
exponential term,

Z =∑
μ=0

e−εμ/kBT. (25)

As a result of this constant, the probability of all accessible states
adds up to one.

B. PCET at electrochemical interfaces
The derivation of PCET applied to electrochemical interfaces

given here is similar to the coupled-ion electron transfer (CIET)
theory by Fraggedakis et al.39 and follows the same framework
combining nonequilibrium thermodynamics with the Marcus the-
ory given by Bazant.32 The key difference being that ion transfer
is treated classically in CIET while proton transfer is also quantum
mechanical in PCET. For inner sphere (or heterogeneous) electro-
chemical PCET, the electrode not only serves as a reservoir for
electrons but also participates in chemical bonding.67 For a metallic
electrode in solution, the free energy of reduction (ΔGμν) for the pair
of reactant and product vibronic states μ and ν is the free energy dif-
ference between the minima of the corresponding electron–proton
vibronic surfaces plus additional terms depending on the electro-
static potentials in solution and in the metal electrode as well as the
energy level of the transferring electron in the electrode,35,67,73

ΔGμν(ε, η) = Δεμν + kBT ln
aR

aOae
+ zReϕR − zOeϕO − (ε − EF),

(26)

where Δεμν = ε( f )
ν − ε(i)μ = (εν − εν=0) − (εμ − εμ=0) + eE0 is the dif-

ference in intrinsic free energy between the initial and final vibronic
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states of the PCET reaction. By rearranging Eq. (26), we arrive at an
expression consistent with our earlier derivations,

ΔGμν(ε, η) = eη + ΔUμν − (ε − EF), (27)

where ΔUμν = (εν − εν=0) − (εμ − εμ=0) is the intrinsic energy bias.
By modifying the rate of electron transfer dependent on the posi-
tion of the energy level ε given by Marcus in Eqs. (20) and (21), we
arrive at

Rr,ε(ε, η) = k0cOρF

γTS
∑

μ
Pμ∑

ν
wμν(ε, η), (28)

Ro,ε(ε, η) = k0cRρF

γTS
∑

ν
Pν∑

ν
wνμ(ε, η), (29)

where k0 satisfies microscopic reversibility,37,39 ρF is the density of
states at the Fermi level of the metallic phase, Pμ/ν is the Boltzmann
population of the vibronic state μ/ν given by the equation, and γTS is
the activity coefficient of the transition state.32 All vibrational infor-
mation contained in the partial transition probability, wij(ε, η), of a
given pair of initial (i) and final ( f ) proton vibrational states at high
temperatures closely resembles the nonadiabatic expression for ET
given in Eqs. (17) and (18), 57,67

wμν(ε, η) = 1
h̵
∣Vμν∣2

√
π

λkBT
exp(−(λ + eηf + ΔUμν − (ε − EF))2

4λkBT
),

(30)

wνμ(ε, η) = 1
h̵
∣Vμν∣2

√
π

λkBT
exp(−(λ − eηf − ΔUμν + (ε − EF))2

4λkBT
).

(31)
The vibronic couplings Vμν defines the interaction between reac-
tant and product vibronic states in the diabatic representation of
the PCET reaction. The vibronic states are defined by the electronic
states and proton vibrational states. One justification for a nonad-
iabatic model is that the proton vibrational wavefunction overlap
between reactant and product states is typically small for PCET
reactions.57 When the free electron involved in the RedOx reaction
comes from/goes into a metallic phase, the rate of PCET depen-
dent on the position of the energy level ε is expressed by combining
Eqs. (28) and (29) with Eqs. (30) and (31), 47,74

Rr,ε(ε, η) = k0cOρFΛν

γTSh̵

√
π

λkBT
exp
⎛
⎝
−
(λ + eηf − (ε − EF))

2

4λkBT
⎞
⎠

f (ε),

(32)

Ro,ε(ε, η) = k0cRρFΛμ

γTSh̵

√
π

λkBT

× exp
⎛
⎝
−
(λ − eηf + (ε − EF))

2

4λkBT
⎞
⎠
(1 − f (ε)), (33)

where ΔŨμν = ΔUμν/kBT and Λν = ∑μ,ν Pν∣Vμν∣2e−ΔŨ μν and
Λμ = ∑μ,ν Pμ∣Vμν∣2eΔŨ μν represent the summation over the vibronic
states, vibronic couplings, and intrinsic energy bias between states
for the reduction and oxidation reactions, respectively.39 If the free

electron involved in the RedOx reaction comes from a polaronic
state, the density of states can be approximated by a Dirac delta
function around the localized energy level ε0; Eqs. (32) and (33)
become39

Rr(η) =
k0cOceΛν

γTSh̵

√
π

λkBT
exp
⎛
⎝
−
(λ + eηf )

2

4λkBT
⎞
⎠

, (34)

Ro(η) =
k0cRΛμ

γTSh̵

√
π

λkBT
exp
⎛
⎝
−
(λ − eηf )

2

4λkBT
⎞
⎠

. (35)

This expression gives the “inverted region” derived by
Marcus when plotting the current–voltage relationships.32,71 This
limit is also discussed by Fraggedakis et al. for CIET with the key dif-
ference being the summation over mixed electron–proton vibronic
states.39

C. PCET at the CeO2–H2/H2O interface
The water electrolysis reaction (described in Table I) can be

split into two steps at the CeO2–H2/H2O interface plus the net result
of the two reactions,

R1 : H2O(g) +V⋅⋅O +Ox
O⇌ 2OH⋅O, (36)

R2 : 2OH⋅O + 2Ce′Ce⇌H2(g) + 2Ox
O + +2Cex

Ce, (37)

Ro/r : H2O(g) +V⋅⋅O + 2Ce′Ce⇌H2(g) +Ox
O + 2Cex

Ce, (38)

where R1 and R2 represent the ion transfer (or water adsorption) and
PCET reactions, respectively, and Ro/r is the net chemical reaction.
The affinities of the above three reactions are37

A1 = 2μOH⋅O − μH2O(g) − μV⋅⋅O − μOx
O

, (39)

A2 = μH2(g) + 2μOx
O
+ 2μCex

Ce
− 2μOH⋅O − 2μCe′Ce

, (40)

Ar,o = μH2(g) + 2μOx
O
+ 2μCex

Ce
− μH2O(g) − μV⋅⋅O − 2μCe′Ce

, (41)

where Ar,o is the affinity of the net reaction. Since the adsorp-
tion step (R1) is fast relative to the PCET step and in a state of
quazi-equilibrium, we assume A1 = 0 and A2 = Ar,o (derivation in
the supplementary material). To calculate the concentration of sur-
face species and the electrostatic surface potential as a function of
overpotential, Eqs. (40) and (41) can be expanded,

η = E0′
2 +

kBT
e

ln(
cOx

O
cCex

Ce

√pH2(g)

cOH⋅O cCe′Ce

) + χ, (42)

η = E0′ + kBT
2e

ln
⎛
⎝

cOx
O

cCex
Ce

2pH2(g)

cV⋅⋅O cCe′Ce

2pH2O(g)

⎞
⎠

, (43)

where E0′ = E0′
1 + E0′

2 .38 Equation (42) was conditioned to exper-
imental data in Fig. 3(a), showing an exponential overpotential
dependency on polaron concentration; Eq. (43) was conditioned
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FIG. 3. (a) Polaron coverage, (b) hydroxyl coverage, and (c) electrostatic surface
potential shift on a Sm0.2Ce0.8O1.9–gas interface as a function of reservoir potential
at 500 ○C in 1:8:4 H2O : H2 : Ar. Gray circles represent data collected by APXPS
measurements (Feng et al).10 Polaron coverage is fit to Eq. (43); hydroxyl cover-
age and electrostatic surface potential shift is fit to Eq. (42).1 (d) Current density as
a function of overpotential for the Ni/CGO electrode in full cell (0.5 bar H2, 0.5 bar
H2O, 600 ○C). Gray circles represent experimentally observed current densities
derived from electrochemical impedance spectroscopy (Williams et al.),78 black
lines represent the Butler–Volmer model given by Eq. (14) (RMSE = 0.166), red
lines represent the 2PB-PCET model given by Eq. (44) (RMSE = 0.213), and
blue lines represent the 3PB-PCET model given by Eq. (47) (RMSE = 0.074).

to experimental data in Figs. 3(a) and 3(b), illustrating a linear
overpotential dependency on hydroxyl concentration and surface
potential.1,16 If the electron involved in the RedOx reaction at
the MIEC–gas interface was polaronic, we do not integrate over
the band structure of the metallic phase. As such, we can derive the
solution for the rate of PCET at MIEC–gas interfaces via the 2 PB,

R2PB
r,o (η) =

k0(1 − x)2

h̵

√
π

λkBT

×
⎛
⎝

cCe′Ce
cOH⋅O

cgas−eq
Ce′Ce

cgas−eq
OH⋅O

Λν exp(−(λ + eΔχ)2

4λkBT
)

−
cCex

Ce
cOx

O

cgas−eq
Cex

Ce
cgas−eq

Ox
O

Λμ exp(−(λ − eΔχ)2

4λkBT
)
⎞
⎠

. (44)

When conditioning Eq. (44) to the electrochemical data on
Fig. 3(d), we find a poor fitting. For the water reduction reaction
at the 3 PB, the free electron involved in the PCET step comes from
the metallic phase at an energy equal to, or below, the Fermi energy.
As such, the rate of PCET at the Ni/CGO 3 PB (R3PB) can be derived
from Eqs. (32) and (33). By taking the equilibrium concentration

outside the integral, the electrostatic surface potential shift is isolated
according to Eq. (12),

R3PB
r (ε, η) = k̃0Λν

γTS

cCe′Ce
cOH⋅O

cgas−eq
Ce′Ce

cgas−eq
OH⋅O

× ∫
∞

−∞

exp(−(λ + eΔχ − (ε − EF))2

4λkBT
) f (ε)dε, (45)

R3PB
o (ε, η) = k̃0Λμ

γTS

cCex
Ce

cOx
O

cgas−eq
Cex

Ce
cgas−eq

Ox
O

× ∫
∞

−∞

exp(−(λ − eΔχ + (ε − EF))2

4λkBT
)(1 − f (ε))dε,

(46)

where k̃0 = k0ρF
̵h

√
π

λkBT . Equations (45) and (46) are shown to obey
the De Donder relation in the supplementary material. The inte-
grals given in Eqs. (45) and (46) are expressed analytically using the
work of Zeng et al. to give the final solution for the rate of PCET at
MIEC–gas interfaces via the 3 PB,63

R3PB
r,o (η) = k̃0(1 − x)

⎛
⎝

cCe′Ce
cOH⋅O

cgas−eq
Ce′Ce

cgas−eq
OH⋅O

Λν

1 + eΔχ̃

−
cCex

Ce
cOx

O

cgas−eq
Cex

Ce
cgas−eq

Ox
O

Λμ

1 + e−Δχ̃
⎞
⎠

× erfc
⎛
⎜
⎝

λ̃ −
√

1 + λ̃ + Δχ̃ 2

2
√

λ̃

⎞
⎟
⎠

. (47)

The transition states requires a Ce atom to occupy the cation
site at the 3 PB. Therefore, we can express the activity coefficient
of the transition state as γTS = (1 − x)−1, where x is the concentra-
tion of aliovalent dopants since the dopants cannot participate in
RedOx reactions.39 When conditioning Eq. (47) to the electrochem-
ical impedance spectroscopy data, we find an excellent fit in Fig. 3(d).
When compared to the Butler–Volmer equation [Eq. (14)] and 2PB-
PCET equation [Eq. (44)], we find that the 3PB-PCET model fits
the experimental data far better. This suggests that the mechanism
involves PCET at the 3 PB and that the kinetics of this PCET reaction
can be accurately captured using a nonadiabatic model. It is impor-
tant to note that the vibronic coupling and Boltzmann population
are difficult to calculate. Goldsmith et al. illustrated limited change
in the contribution from each vibronic coupling relative to the expo-
nentially scaled electrostatic component.75 Therefore, we assume
that we do not observe their effects in the current–voltage experi-
ment. From this fitting, we were able to calculate the reorganization
energy λ = 18kBT (1.35 eV at 873 K). This is large relative to that esti-
mated for lithium ion intercalation into LiFePO4 (λLiFePO4 = 8.3kBT)
and graphite (λLiC6 = 5kBT).31,76 DFT calculations carried out by
Castleton et al. approximated the diabatic barrier for polaron migra-
tion in bulk CeO2−δ.77 The result that agreed closest to our system
was the local density approximation + U (LDA + U), which yielded
λLDA+U = 1.28 eV. However, there was a wide range of results as the
barrier was heavily dependent on the functional used; moreover, the

J. Chem. Phys. 158, 244107 (2023); doi: 10.1063/5.0145247 158, 244107-7

© Author(s) 2023

 28 O
ctober 2024 17:40:45

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

polaron migration process is not entirely representative of the PCET
process.

Interesting, the electrostatic driving force in Eqs. (47) and (44)
is the electrostatic surface potential located at the MIEC–gas inter-
face, even if the PCET event occurs at the 3 PB.2 The origin of this
phenomenon is rooted in the dipole–dipole interactions, whereby
the coverage of adsorbates at the 3 PB will influence the adsorption
thermodynamics across the MIEC–gas interface. Under water elec-
trolysis mode, PCET is driven by the charged particles (adsorbates
and polarons) seeking to establish thermodynamic equilibrium with
the gas phase, resulting in the release of hydrogen, relaxation of the
electrostatic surface potential, and a spatial region free of charged
particles. When PCET occurs at the 2 PB, a charge-free region will be
filled as the charged particles reorganize to maximize configurational
entropy and minimize columbic interactions. The same principle
applies to the 3 PB mechanism, where a charge-free region close to
the 3 PB will stimulate reorganization across the entire MIEC sur-
face, resulting in the relaxation of the electrostatic surface potential
at the CeO2–H2/H2O interface. We can account for the asymmetry
observed in the current–voltage plot in Fig. 3(d) to dipole–dipole
depolarization. This occurs when a dipole is exposed to the elec-
trostatic field of all other dipoles, shrinking in the hydroxyl bond
length, thereby reducing the size of the electric field normal to the
surface. Dipole–dipole depolarization increased at negative overpo-
tential as the coverage of hydroxyls on the electrode surface increases
[Fig. 3(b)].1,2,16 A decrease in the adsorbate dipole moment reduces
the magnitude of the surface potential shift and therefore increases
the resistance of the PCET process at negative overpotentials relative
to positive overpotentials.

IV. CONCLUSION
In this work, the origin and physics of the activation overpo-

tential for the Ni/CGO fuel electrode has been explained. Previously,
we demonstrated the effects of nonequilibrium thermodynamics on
the concentration of electronic defects and the adsorbate induced
electrostatic surface potential. Here, we derive a kinetic relation-
ship between the overpotential and surface potential via the 2 and
3 PB mechanism. In the framework of the proton-coupled electron
transfer (PCET) theory, electronic and protonic species were treated
as quantum particles whereby the probability of a concerted tun-
neling event was controlled by an external voltage. To account for
the electronic structure of the metallic phase, variation in the den-
sity of states was neglected to give an analytical expression for the
hydrolysis reaction via the 3 PB. Using the current–voltage data,
we found the best fit was given by the 3 PB PCET equation vs the
Butler–Volmer equation and the 2 PB PCET equation. This sug-
gested that the dominant pathway for charge transfer at the Ni/CGO
electrode includes the electrocatalytic metallic phase. Understand-
ing the mechanism of ambipolar charge transfer at the electrode–gas
interface is a significant consideration for the design and operational
conditions of SOC electrodes as the strength of the intrinsic dipole
moment of the adsorbed gas species is shown to have a profound
effect on the magnitude of the activation overpotential. The theory
of the electrostatic surface potential put forward in this work is not
confined to PCET processes at SOFC electrodes and can be extended
to other fields where charge transfer occurs at a solid–gas interface,
such as nitrogen reduction and in lithium air batteries.

SUPPLEMENTARY MATERIAL

Supplementary material notes: derivations of the electrostatic
surface potential, affinity of the water electrolysis reaction, and the
de Donder relation.
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