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Abstract

ABRACADABRA-10cm has had great success as a lumped-element axion dark mat-
ter pathfinder experiment, with two published axion searches and an extensive back-
ground investigation. Now, using the electrodynamics of gravitational waves and
a simple change of pickup structures, we are using the ABRACADABRA detector
to search for high-frequency gravitational waves in the kHz to MHz range. These
higher frequencies may indicate signs of in-spiraling primordial black holes, or other
beyond the standard model phenomena. With careful calibration used to distin-
guish between the two signals, we introduce the first simultaneous search for both
axions and gravitational waves using a lumped-element axion detector. In this the-
sis I will present on the high-frequency cryogenic ABRACADABRA-10cm detector,
the background investigations of the detector and the design and first data from the
ABRACADABRA-10cm high-frequency gravitational wave search.
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Chapter 1

Introduction

There are many ways to romanticize the science we do, from looking to the stars to
pondering the inner workings of the smallest particles in front of a chalkboard. But
the truth of it, at least for me, is idle curiosity and the inability to let something go.
Why? That’s the unanswerable question of the universe. As physicists we never grow
out of that childish questioning, we just arm ourselves with the tools to go out and
find the answer for ourselves.

There are several open questions in physics: where is all the mass and energy
in the universe? What is the neutrino mass? Why does particle physics have a
different expectation value for the cosmological constant as compared inference from
cosmology? Why is there more matter than antimatter? Why is there no CP violation
in the QCD Lagrangian? And many more. This thesis aims to discuss two of these
open questions: what happened to the CP violation in QCD, and what is the majority
of the mass in the universe?

The problem of CP violation in QCD is explored in Chapter 2, the core issue falls
into the category of a fine-tuning problem. The concept of a fine-tuning problem is
a question of unbelievable odds. If someone had launched a ball off the empire state
building and it landed perfectly balanced on the tip of the Statue of Liberty’s torch,
would it be impossible? Maybe not, but watching the video you would assume there
was more than likely foul play involved. As physicists we are skeptics, luck has no
identifiable force carrier.

The first half of Chapter 3 explores the missing matter in the universe, how we
know it’s missing and what we are doing to try and find it. We call the missing
mass "dark matter" since it does not directly interact with photons, and we have so
far not been able to observe it directly. Dark matter and dark energy (the missing
energy in the universe which drives expansion) make up around 95% of the universe,
with visible matter making up the remaining 5%. The second half of Chapter 3 is on
gravitational waves, ripples in the fabric of spacetime which propagate at the speed
of light, and how we can detect them in different frequency ranges.

Chapter 4 is a characterization of the ABRACADABRA-10cm detector, which was

12



originally built to detect the axion, a dark matter particle candidate, and Chapter
5 describes the analysis methods used in the first two results of ABRACADABRA-
10cm along with a discussion of noise in the detector. Chapter 6 is on the modification
of ABRACADABRA-10cm for the detection of high-frequency gravitational waves,
relating directly to the title of this thesis.
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Chapter 2

The Standard Model and What is
Missing

The standard model (SM) is governed by three major symmetries, charge, parity
and time. Through experiment we have proven that none of these symmetries are
conserved alone. The symmetries are additionally not conserved in pairs, the only
symmetric conservation that has not been disproven thus far is the three symmetries
together as CPT symmetry. CP violation has been observed in the weak sector, the
forces that govern nuclear interactions, and is expected in the strong sector, the forces
that hold protons and neutrons together. However, there has been no CP violation
observed in the strong sector, contrary to expectation. Peccei-Quinn (PQ) symmetry
was created to solve the strong CP problem, and as a consequence the resulting field
quanta of the broken symmetry, the axion, can also be a solution to the missing
matter in the universe.

This chapter explains the strong CP problem and a possible solution with PQ
symmetry breaking, followed by a discussion of the resulting axion and detection
methods for finding the axion.

2.1 Strong CP Problem

The Lagrangian which describes quantum chromodynamics (QCD) has a CP violating
term that is a function of 𝜃,

ℒ𝜃 = −𝜃
𝛼𝑠

8𝜋
𝐺𝐺̃ (2.1)

where 𝛼𝑠 is the strong coupling constant, and 𝐺 and 𝐺̃ are the gluon color field
strength tensor and its dual. 𝜃 is the effective 𝜃 parameter (the phase parameter of
the QCD vacuum) after diagonalizing the quark masses,

𝜃 = |𝜃 + arg(det(𝑀𝑞))|. (2.2)
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𝜃 has the freedom to take a value anywhere from −𝜋 to 𝜋, therefore it is expected to
be roughly on the order of 1. However, if we look at measurements of the neutron
electric dipole moment (EDM), we find 𝜃 is quite small [1].

The neutron dipole moment is a function of 𝜃,

𝑑𝑛 ≃ 𝑒 𝜃𝑚𝑞

𝑚2
𝑁

. (2.3)

The coefficients of the EDM come out to around 10−16, and recent measurements of
the neutron EDM have given it an upper limit of 1.8× 10−26 [eV cm] [2]. Solving for
𝜃, we find that it is approximately less than or equal to 10−10, which is significantly
less than a number on the order of one.

Aside on the neutron electric dipole moment

The neutron EDM violates parity and time reversal symmetry, meaning it does not flip
direction under a time reversal transformation, while the spin and the magnetic dipole
moment (MDM) do flip direction. The MDM is a pseudo-vector, so it will not change
sign under parity, but the EDM is a vector, so it does change sign. Time reversal
symmetry is violated by the neutron EDM as a result of the construction of the EDM,
which is a simple distribution of charges within the neutron. A violation of time
reversal symmetry is equivalent to CP symmetry violation, therefore by construction
an observation of the neutron EDM would be an observation of CP violation in QCD.

There have been many experiments which have placed limits on the neutron EDM,
the Paul Scherrer Institute used ultra-cold neutrons (UCN) with Ramsey’s method of
separating oscillating fields to achieve their limit on the neutron EDM quoted above.
To find their limit, they first polarized their UCNs and measured the spin of those
UCNs, and then selected a spin in the z-direction. Using 199Hg as a co-magnetometer,
next they rotated the spin to the x direction (“𝜋/2 flip”). The spins were allowed to
precess for time 𝑇 = 180s at a frequency given by the Larmor precession frequency
which would be affected by the presences of a permanent EDM,

ℏ𝑓𝑛 =
1

𝜋
|𝜇𝑛

−→
𝐵0 + 𝑑𝑛

−→
𝐸 |. (2.4)

Where |−→𝐵0| = 1036 nT is the collinear magnetic field, 𝜇𝑛 is the MDM, 𝑑𝑛 is the EDM
and |−→𝐸 | = 11 kV/cm is the change of polarity of the electric field. Finally the spins
were rotated back to the z direction and measured [2].

From limits on the neutron EDM, we can see the CP violating term in the QCD
Lagrangian is essentially zero. We call a result this coincidentally precise a fine-
tuning problem, and we refer to this particular fine-tuning problem as the strong CP
problem.
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2.1.1 PQ Symmetry Breaking

To solve the strong CP problem, Roberto Peccei and Helen Quinn introduced an
additional global chiral U(1) symmetry, U(1)PQ [3].

We start with a field in a potential that has a U(1) symmetry. We then go
through the PQ phase transition which turns the potential into a wine-bottle potential
as a results of spontaneous symmetry breaking. The spontaneously broken U(1)PQ
symmetry creates a new field which corresponds to the angular degree of freedom,
moving the field around the bottom of the wine bottle potential.

If we assume that the new field 𝜑𝑎, interacts with the SM through a term that
looks like

ℒ =
𝜑𝑎

𝑓𝑎

𝛼𝑠

4𝜋
𝐺𝐺̃, (2.5)

with 𝑓𝑎 as the decay constant, then interactions with the gluon fields will tip the wine
bottle potential, explicitly breaking the symmetry and creating a minimum at 𝜃. The
field will oscillate about the minimum at 𝜃, and the coefficient in front of the strong
CP violating Lagrangian will be driven to (or time averaged to) zero,

ℒ =

(︂
𝜑𝑎

𝑓𝑎
− 𝜃

)︂
𝛼𝑠

8𝜋
𝐺𝐺̃. (2.6)

The oscillations of the field are the result of a misalignment of the initial field with
the minimum of the potential [4]. The resulting pseudo-Nambu-Goldstone boson from
the spontaneous symmetry breaking is massive as a result of instanton effects which
create the non-zero vacuum expectation value and are the cause of that spontaneous
symmetry breaking. That massive particle is called the "axion" [5, 6].

The timing of the PQ symmetry breaking poses constraints on the axion decay
constant. The ratio 𝜑𝑎/𝑓𝑎 is approximately constant over scales smaller than the
horizon size, the length scale over which particles/events are causally connected. If
PQ symmetry breaks before or during inflation, the size of causally connected region
is much greater (see Chapter 3 for more details on inflation) and 𝑓𝑎 is allowed to take
a much larger range of values. These pre-inflationary axions can have decay constants
ranging to and past the grand unification (GUT) scale, resulting in low-mass axions
which can constitute wave-like dark matter (DM) [7].

The vacuum expectation value of the scalar fields carrying PQ charge introduced
by the axion field are expected to be on a scale much larger than the weak scale.
There are two main theories for the QCD axion which explain these high vacuum
expectation values, the Kim [8] and Shifman, Vainshtein and Zakharov [9] (KSVZ)
model and the Dine, Fischler and Srednicki [10] and Zhitnishy [11] (DFSZ) model.
The KSVZ model introduces two fields carrying PQ charge, a scalar field on the scale
of 𝑓𝑎 and a massive quark with 𝑀𝑄 ∼ 𝑓𝑎. The DFSZ model is a grand unification
model with ordinary quarks and leptons carrying PQ charge, and requires at least
two Higgs doublets [1, 12].

16



A particle is only called an axion if that particle results from the PQ symmetry
breaking which solves the strong-CP problem. However, there is a larger class of
particles with similar characteristics to the axion which we call axion-like particles
(ALPs). Many versions of string theory produce ALPs, and they have the similar
couplings to the SM as the axion, which means they can be searched for using the
same methods. Axions and ALPs are very promising particles, not only because
the axion could solve the strong CP problem, but also because an axion or ALP
could constitute DM. DM and axions/ALPs in the context of DM are explored in
more detail in Chapter 3. Throughout the following chapters the term axion is often
broadly applied to axions and ALPs, when it is important a distinction should be
made ALPs are called by name and the true axion is referred to as the QCD axion.

2.2 The Axion

The axion is a pseudo-scalar particle, the implication being that the axion is spin-0 and
does not change sign under parity transformations. The axion gets its mass by the
misalignment mechanism, under which oscillating fields generate massive particles.
The axion mass is found from diagonalizing the 4×4 squared mass matrix of the four
Goldstone Bosons, and can be approximated as

𝑚𝑎 ≈
𝑓𝜋𝑚𝜋

𝑓𝑎
= 5.691(51)

(︂
109GeV

𝑓𝑎

)︂
, (2.7)

where 𝑚𝜋 is the pion mass and 𝑓𝜋 is the pion decay constant [5, 12].
To understand axion interactions with the SM we look at the effective axion

Lagrangian,

ℒ ⊃ 𝑔2𝑠
32𝜋2

𝜑𝑎

𝑓𝑎
𝐺𝜇𝜈

̃︀𝐺𝜇𝜈+
𝐶𝑎𝛾𝛾𝛼EM

2𝜋𝑓𝑎

𝜑𝑎𝐹 ̃︀𝐹
4

+
𝐶𝑎𝑒𝑒

2𝑓𝑎
(𝜕𝜇𝜑𝑎)𝑒𝛾

𝜇𝛾5𝑒+ (2.8)

𝐶𝑎𝑞𝑞

2𝑓𝑎
(𝜕𝜇𝜑𝑎)𝑞𝛾

𝜇𝛾5𝑞 −
1

2
𝑚2

𝑎𝜑
2
𝑎,

where the terms in order are the axion coupling to gluons, photons, electrons, quarks
and the axion mass term.

2.2.1 Axion electrodynamics

The axion interacts with many SM particles, but the most commonly used interaction
for detection is the two-photon interaction. This vertex of an axion converting to two
photons is a simplification of a more complicated diagram with a loop and the two
photons emitting from vertices on the loop as seen in Figure 2-1. The contents of the

17



loop are dependent on the axion model, for example, the KSVZ model depicts heavy
quarks as the loop moderators.

(a) (b)

Figure 2-1: Reproduced from [1]. Left: axion interaction with two photons mitigated
by a model-dependent loop. Right: Primakoff effect of an axion converting to a
photon in the presents of a Coulomb field of a charged particle.

The Lagrangian for the two-photon interaction is given by

ℒ𝑎𝛾𝛾 =
𝐶𝑎𝛾𝛾𝛼EM

8𝜋𝑓𝑎
𝜑𝑎𝐹𝐹 =

𝑔𝑎𝛾𝛾
4

𝜑𝑎𝐹𝐹 , (2.9)

where 𝐹 and 𝐹 are the electromagnetic field-strength tensor and its dual, and 𝑔𝑎𝛾𝛾 is
the axion coupling constant to two photons which is given by

𝑔𝑎𝛾𝛾 =
𝛼EM

2𝜋𝑓𝑎

(︂
𝐸

𝑁
− 1.92(4)

)︂
[GeV−2]. (2.10)

Here 𝐸 and 𝑁 are the electromagnetic and color anomalies of the axion axial
current, their values are determined by the model use, with DFSZ having 𝐸/𝑁 = 8/3
and KSVZ having 𝐸/𝑁 = 0 for an electrically neutral massive quark [12].

The two-photon Lagrangian can be re-written in terms of electric and magnetic
fields,

ℒ = 𝑔𝑎𝛾𝛾𝜑𝑎E ·B. (2.11)

The coupling of the axion field to the electric and magnetic fields modifies Maxwell’s
equations to include the axion field. Specifically, we can look at Ampere’s law,

∇×B =
𝑑𝐸

𝑑𝑡
= 𝐽eff , (2.12)

which is modified by the presence of an axion to include new terms proportional to
𝑔𝑎𝛾𝛾,
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∇×B =
𝑑𝐸

𝑑𝑡
− 𝑔𝑎𝛾𝛾(E×∇𝜑𝑎 −

𝑑𝜑𝑎

𝑑𝑡
B) = 𝐽eff . (2.13)

In the remaining Maxwell’s equations, the divergence of B is still zero, and the
curl of the electric field is still the negative derivative of the magnetic field, but the
divergence of the electric field is changed,

∇ · E = 𝜌− 𝑔𝑎𝛾𝛾B∇𝜑𝑎. (2.14)

Note equations (1-13) and (1-14) are dependent on the gradient of the axion
field, which is negligible. The axion’s de Broglie wavelength is about 3 orders of
magnitude larger than the oscillation wavelength, and thus the spatial gradient terms
are suppressed [13].

2.2.2 Axion detection

There are many different methods used to search for the axion using the two-photon
interaction, three of the most well-known are cavity searches, solar axion searches and
light-shining through walls searches. In recent years a new method of using a lumped-
element method has gained traction. Figure 2-2 is a diagram of the major current
and upcoming axion experiments and the axion characteristics which correspond to
their search range.

Cavity searches

Pierre Sikivie was the first to suggest the "invisible" axion could be searched for. This
"invisible" axion existed in energy ranges below what could be seem in beam dump
experiments or other existing experiments, Sikivie proposed a new method of reso-
nantly converting the axions to photons in an electromagnetic cavity at a frequency
proportional to the axion mass in new experiments he called "axion haloscopes" [15].
The full axion mass is converted into photons with a frequency

𝜔𝑎 = 𝐸𝑎 = 𝑚𝑎 +
1

2
𝑚𝑎𝜈

2 ≈ 𝑚𝑎

(︀
1 +𝒪(10−6)

)︀
, (2.15)

for the energy of an axion 𝐸𝑎 traveling at velocity 𝜈, for a cold DM axion this is the
velocity of the standard halo model (SHM) [16]. In a resonant cavity the power of
the conversion of axions to photons is

𝑃𝑎 = 𝑔2𝑎𝛾𝛾𝑉 𝐵2
0𝜌𝑎𝐶𝑙𝑚𝑛

1

𝑚𝑎

min[𝑄𝐿, 𝑄𝑎], (2.16)

where 𝑉 is the volume of the cavity, 𝐵0 the magnetic field in the cavity, 𝜌𝑎 is the
local density of axions, 𝐶𝑙𝑚𝑛 is the form factor of the transverse magnetic (TM𝑙𝑚𝑛)
mode of the cavity, and 𝑄𝐿 and 𝑄𝑎 are the loaded quality factor of the cavity and
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Figure 2-2: Reproduced from [14]

the quality factor of the axion signal respectively [17, 18, 15, 1]. Cylindrical cavities
are the most commonly used for axion detection and have the largest form factor for
the TM010 mode.

Cavities are built with resonant frequencies matching that of the axion mass of
interest, with tuning rods which could be used to adjust the resonant frequency
and broaden the searchable mass range. The signal-to-noise ratio (SNR) for cavity
experiments is given by the Dicke radiometer equation

SNR =
𝑃𝑎

𝑃𝑁

√
𝐵𝑡 =

𝑃𝑎

𝑘𝐵𝑇𝑆

√︂
𝑡

𝐵
, (2.17)

where 𝑃𝑁 = 𝑘𝐵𝑇𝑆 is the average noise power for the total system noise temperature
𝑇𝑆, 𝐵 is the bandwidth of the axion signal, and 𝑡 is the total signal integration time
[19, 1]. Many experiments have successfully used this cavity technique to set limits
down to the QDC axion, with ADMX reaching the DFSZ limit for axions of mass
2.66−3.31 𝜇eV [20]. Figure 2-3 is a subsection of the axion-to-two-photon parameter
space focusing on the cavity experiments. These cavity searches are used primarily to
search for DM axions, meaning they source their axions from the SHM of the Milky
way.
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Figure 2-3: Reproduced from [14]. A subsection of the axion-photon coupling limits
for cavity searches in radio frequencies.

Solar-axion searches

Axions are produced in the Sun through the Primakoff process, in which an axion
in the electromagnetic field of the Sun’s plasma is converted to a photon. Axion
luminosity in the Sun is given by

𝐿𝑎 = 𝑔210 × 1.85× 10−3𝐿⊙ 𝑔10 = |𝑔𝑎𝛾𝛾| × 1010GeV, (2.18)

which was fixed by the results from the Solar Neutrino Observatory (SNO) and the
standard solar model to 𝐿𝑎 ≲ 0.10𝐿⊙ [12, 21]. The flux of these solar axions on Earth
was found to be

𝑑Φ𝑎

𝑑𝐸
=

6.0 · 1010
cm2sec keV

(︁ 𝑔𝑎𝛾𝛾

10−10GeV−1

)︁2
(︂

𝐸

keV

)︂2.481

exp

(︂
− 𝐸

1.205keV

)︂
(2.19)

by [22]. Sivikie suggested in 1983 that these solar axions could be searched for directly
with a similar method as the DM axion search with cavities, converting the solar
axions into photons for measurement with the use of a magnetic field. He dubbed
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these detectors "axion helioscopes" [15]. For these helioscopes the number of photons
measured in the detector is estimated to be

𝑁 =

∫︁
𝑑Φ𝑎

𝑑𝐸
𝑃𝑎→𝛾 𝑆 𝑡 𝑑𝐸, (2.20)

where 𝑃𝑎→𝛾 is the conversion probability of an axion to convert to a photon in the
magnetic field of the detector, 𝑆 is area of the magnetic bore and 𝑡 is the total
measurement time. For a vacuum magnetic field volume,

𝑃𝑎→𝛾 =

(︂
𝐵𝑔𝑎𝛾𝛾

2

)︂2

2𝐿21− cos(𝑞𝐿)

(𝑞𝐿)2
(2.21)

with magnetic field strength 𝐵, magnetic field length 𝐿 and longitudinal momentum
transfer 𝑞 = 𝑚2

𝑎/2𝐸𝛾. 𝑃𝑎→𝛾 is only at a maximum for an in-phase axion and photon,
adding the constraint 𝑞𝑙 < 𝜋. From this constraint and equations (1.20) and (1.21),
it can be seen that the number of photons measured are limited by the mass of the
axion. However, the detectable mass can be extended with the use of a mediating
gas giving the photon an effective mass 𝑚𝛾 = 𝜔𝑝𝑙𝑎𝑠𝑚𝑎, and the momentum transfer is
now

𝑞 =

⃒⃒⃒⃒
𝑚2

𝛾 −𝑚2
𝑎

2𝐸𝑎

⃒⃒⃒⃒
. (2.22)

With the phase constraints the mass range of the detectable axion is given by√︂
𝑚2

𝛾 −
2𝜋𝐸𝑎

𝐿
< 𝑚𝑎 <

√︂
𝑚2

𝛾 +
2𝜋𝐸𝑎

𝐿
(2.23)

for a gas-filled magnetic volume [1, 12]. As a result of this range in detectable axion
masses, the helioscope experiments are able to set limits over a large spectrum of
masses, however a confirmed measurement from a helioscope experiment would not
be able to identify the exact mass of the solar axion found, only the value of the
coupling constant 𝑔𝑎𝛾𝛾.

There have been many helioscope experiments which have set world-leading lim-
its, such as the CERN Axion Solar Telescope (CAST) experiment, a portion of the
limits CAST has set can be seen in Figure 2-3. The CAST experiment uses a decom-
missioned LHC dipole magnet mounted to a movable platform to track the path of
the Sun and increase the measurement time 𝑡 which increases the expected number
of photons as seen in equation (2.20). The chamber of the magnet is filled with a
pressurized helium gas and x-ray optics to focus the signal. CAST has had multiple
searches with different gases and pressures to extend their detection range, resulting
in a limit of |𝑔𝑎𝛾𝛾| < 6.6 × 10−11GeV−1 at a 95% confidence level over ALP masses
above 0.02 eV [23, 24]. The International Axion Observatory (IAXO) will set the
strongest limits from an axion helioscope yet, with the goal to set limits 4-5 times
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stronger than the CAST limits [25]. In addition to the helioscopes, solar axions can be
searched for indirectly from stellar evolution observations (see Chapter 3), as axions
would be produced most stellar objects.

Light-shining-through-walls searches

Axions originating from DM or produced in the Sun are inherently source-model
dependent, however an axion created in the lab could be made without these source
dependencies. The principle idea of these lab-production experiments is to convert
photons into axions that can pass through an optically opaque obstacle then convert
the axions back into photons to be detected [26]. These experiments are referred to
as "light shining through walls" experiments.

In a light-shining-through-walls experiment, a polarized laser is used to gener-
ate the initial photons which are then converted to axions in a magnetic field with
probability

𝑃𝛾→𝑎 ∝
1

4
(𝑔𝑎𝛾𝛾𝐵𝐿)2

1− cos(𝑞𝐿)

(𝑞𝐿)2
. (2.24)

Similarly to the axion helioscopes, here the coherence of the axion beam is con-
strained by 𝑚2

𝑎𝐿/2𝜔 ≪ 2𝜋 for the energy of the photon 𝜔 over the length of the
𝐵 field 𝐿 [1, 12]. These axions are then converted back to photons with the same
probability, resulting in a total probability of detection of

𝑃𝛾→𝑎→𝛾 = 𝑃 2
𝛾→𝑎. (2.25)

The probability of detection is now suppressed by 𝑔4𝑎𝛾𝛾, while solar axion and DM
axion experiments are only suppressed by 𝑔2𝑎𝛾𝛾. To increase the number of expected
detection photons, these light-shining-through-walls experiments use high-powered
lasers and optical Fabry-Perót (FP) cavities. The lasers and FP cavities can func-
tion on the production side, the rate of expected detection photon counts is directly
proportional to the average power of the laser, and the FP cavity allows that laser to
reflect back and forth coherently, with each pass through the magnetic field photons
are converted to axions. The FP cavity uses partially reflective lenses, only letting
through light at the resonance frequency of the cavity and can be used on both the
production and detection side. On the detection side the FP cavity locks coherently
to the FP cavity on the production side, and the total effect is an enhancement of
𝑃𝛾→𝑎→𝛾 by ℱℱ ′/𝜋2, where ℱ is the finesse of the production cavity and ℱ ′ is the
finesse of the detection cavity [27, 28, 29, 30, 12]. The light-shining-though-walls
experimental setup can be seen in Figure 2-4, for both the simplest model and with
FP cavities. The ALPS II experiment is using a 150 kW laser, 24 superconducting
magnets and 122 m long FP cavities to search for laboratory ALPs, and they expect
to have sensitivity down to 𝑔𝑎𝛾𝛾 = 2× 10−11GeV−1 [1, 31, 16].
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Figure 2-4: Reproduced from [27]. (a) is the some simple version of the light shining
through walls detector, while (b) shows the experiment modified with FP cavities.

Lumped-element searches

For an axion of a smaller mass, entering the neV range, cavity searches become
impractical. For axions in the mass range of 10−14 to 10−6 eV the Compton wavelength
of the axion is much larger than the size of a practical detector, and we enter the
magnetoquasistatic regime. In this regime the displacement current is small enough
that we can ignore the time derivative of the electric field [32]. Starting from equation
(2.14) and taking the spatial axion gradient to be effectively zero we can solve for the
effective current,

𝐽eff = 𝑔𝑎𝛾𝛾
𝑑𝜑𝑎

𝑑𝑡
B. (2.26)

The axion field is given by

𝜑𝑎 =

√
2𝜌DM

𝑚𝑎

sin(𝑚𝑎 𝑡), (2.27)

plugging the field into equation (2.26), the effective current is now

𝐽eff = 𝑔𝑎𝛾𝛾
√︀
2𝜌DMcos(𝑚𝑎 𝑡)B. (2.28)

To detect axions in this low-mass/long wavelength regime a lumped-element tech-
nique can be used. Lumped-element searches describe measuring the axion signal by
coupling the axion current to circuit components like inductors and capacitors. Figure
2-5 shows the two basic circuit options for lumped-element detection, a broadband
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and a resonant search. ABRACADABRA-10 cm was the first experiment to demon-
strate the lumped-element technique with a toroidal magnet [33], and the SHAFT
experiment demonstrated the implementation of the technique with ferromagnets
[34]. There have been more experiments using the lumped-element method since the
first ABRACADABRA-10cm run, and the DMRadio collaboration is constructing
experiments to reach the QCD axion at GUT scales using a resonant lumped-element
construction (see Appendix A). Chapters 4,5 and 6 focus on the ABRACADABRA-
10cm experiment.

Figure 2-5: Reproduced from [35]. Right: broadband lumped-element circuit. Left:
resonant lumped-element circuit.

The field of axions is relatively young, but has been picking up considerable trac-
tion in the last few decades. Novel techniques such using dish-antenna haloscopes by
the BREAD collaboration [36] are being proposed and built, and the axion parameter
space will be considerably better searched in the next few decades, hopefully resulting
in a discovery.
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Chapter 3

Dark Matter, the Universe and
Gravitational Waves

Dark matter (DM) composes 85% of matter in the universe, yet its nature remains
largely unknown. The strongest evidence for DM comes from astronomical and cosmo-
logical observations dating back to the 1930s. Zwicky observed in 1933 that galaxies
in the Coma cluster were moving as if the clusters contained 10 times more mass than
was observable [37]. Later, in the 1970s Vera Rubin’s observations of galaxy rota-
tion curves showed the radial velocity distribution in a spiral galaxy did not match
calculations which were dependent on the mass of luminous matter contained within
those galaxies [38]. Other evidence came from gravitational lensing [39], x-ray gases
in galaxy clusters [40], the amplitude of peaks in the power spectrum of the cos-
mic microwave background (CMB) [41] and more. These observations lead scientists
to believe there must be some matter that interacts gravitationally yet is otherwise
unobservable in the universe.

The following chapter begins with evidence of DM in the formation of the present-
day universe from the time of recombination to cluster and galaxy dynamics, which
leads into a discussion of DM criteria and possible DM candidates. The last part
of this chapter is on gravitational waves (GWs), production, sources and detection,
for both GWs in the typical frequency range (below 10 kHz) and the high frequency
range (above 10 kHz).

3.1 Evidence of Dark Matter

The evidence of DM can be seen throughout the history of the universe, with notable
examples from the CMB, the formation of large-scale structures, velocity distribution
in galaxy rotation curves and most recently observations of matter dynamics in the
Bullet Cluster.
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3.1.1 Recombination and the Formation of Large Scale Struc-
tures

Recombination

Recombination describes the time when the thermal energy of the universe exceeded
the ionization potential of hydrogen. The minimum energy a photon needs to ionize
hydrogen is 13.6 eV, as the universe expands and cools the interactions between
hydrogen and photons at this critical energy decrease. At this point, the universe
became fully ionized, characterized by 50 % of electrons are free/bound, and this
time is referred to as "the surface of last scattering". Photons from the surface of last
scattering make up the cosmic microwave background (CMB) and the temperature
of the CMB has been measured today to be 𝑇 (0) = 2.73 K. Using this temperature,
the criteria for full ionization and the relationship between temperature and red shift,
𝑇 = 𝑇 (0)(1 + 𝑧), we find the red shift for recombination to be 𝑧 = 1090.

Formation of Large Scale Structures

Before Recombination, matter and radiation were coupled through Thompson scat-
tering and pressure in the universe was dominated by radiation. After Recombination
the universe behaved approximately as an ideal gas, and structure formation could be-
gin. At the time of Recombination we can assume ideal conditions, with the universe
as relatively "smooth" (as seen from the CMB), gravity behaving linearly before Re-
combination, and gravity behaving non-linearly after Recombination when the force
of gravity is stronger than the expansion of the universe.

The age of the universe before Recombination was shorter than the sound crossing
time in the matter-radiation plasma (𝑡𝑠 = 𝑟/𝜈𝑠, with 𝑟 as the distance and 𝜈𝑠 as the
speed of sound), the implications being that if a sound wave cannot cross a cloud
before it collapses then the pressure in that cloud cannot stabilize. This destabiliza-
tion leads to perturbations of matter gravitationally collapsing and then expanding
from excess pressure. The DM in the universe at that time does not face the same
stabilization issues as it is mostly non-interactive with the matter and radiation, and
DM is allowed to continuously collapse while the matter oscillates. After the universe
has expanded and cooled enough for over-densities1 to start to form, the densities os-
cillate until Recombination, when 𝑡 > 𝑡𝑠, at which point matter is allowed to fall into
gravitational potentials which were pre-made by DM. These oscillations are referred
to as Baryon Acoustic Oscillations (BAO), and they form the peaks in the CMB.
Signs of the BAO have also been observed in large-scale correlation functions over
large regions of space [42].

While the exact nature of DM is unknown, the temperature of DM can be deduced
from its clumping behavior and the formation of structures in the universe. There

1An over-density is defined as 𝛿(x) = 𝜌(x)−𝜌
𝜌 where 𝛿(0) marks the mean density.
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are two main theories for structure formation: top-down and bottom-up. Top-down
refers to large scale structures of smoothed-out matter forming first and establishing
formations like clusters, with small scale structures such as galaxies and later stars
forming later as a result of collapses in the matter densities. Bottom-up reverses
the order, small scale structures first form, then clump into larger structures. The
temperature of DM affects which scenario occurred [43].

It should be noted that here that the word "temperature" refers to the rela-
tive relationship between the temperature at which freeze-out in the early universe
occurred and the mass of the particle, which affects the relativistic nature of that
particle. Therefore, a "hot" DM candidate is relativistic, a "warm" DM candidate
is semi-relativistic, and a "cold" DM candidate is non-relativistic. However, there
are many DM models which were never in thermal equilibrium, and therefore their
mass does not affect their velocity, but the same temperature terms are still used to
describe their relativistic nature [12].

A hot DM candidate would smooth out structures and would not clump together
as a result of its relativistic speed, which supports the top-down theory of structure
formation, but simulations of hot DM fail to create all the observed small structures
of the universe, such as satellite galaxies. A cold DM (CDM) candidate does clump,
and therefore supports the bottom-up structure formation, CDM does face a few
challenges which are addressed later in the text. Stuck in the middle, warm DM
describes a candidate that is semi-relativistic and supports some in-between theory,
warm DM struggles to reproduce small-scale structures and requires some model
alterations. Figure 3-1 shows a simulation of structure formation with the inclusion
of warm DM and of CDM, where it is clear the small structures are blurred in the
warm DM model. Stars 10-14 billion years old have been observed in galaxies, while
many clusters have been observed to be in the process of formation, suggesting a
bottom-up approach and favoring CDM as the most likely candidate.

CMB

The CMB is characterized by the angular power spectrum. The sky is decomposed
into spherical harmonics with

∆𝑇

𝑇
=

∞∑︁
𝑙=0

𝑙∑︁
𝑚=𝑙

𝑎𝑙𝑚𝑌𝑙𝑚(𝜃, 𝜑). (3.1)

The power for each multipole moment is given by

𝒟𝑇𝑇
𝑙 =

𝑙(𝑙 + 1)𝐶𝑙

2𝜋
(3.2)

where 𝐶𝑙 = ⟨|𝑎𝑙𝑚|2⟩ and the units are given in µK2. The 𝑇𝑇 in the superscript
is in reference to the temperature-temperature power spectrum, as opposed to the
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Figure 3-1: Reproduced from [44]. Simulation of structure formation with cold dark
matter (left) and warm dark matter (right).

E-mode polarization (electric component of the polarization) power spectrum or the
temperature-E-mode power spectrum. We look at temperature measurements that
are in excess of the mean temperature to find the over-densities.

Each peak in the CMB power spectrum represents either maximum compression
or maximum expansion when recombination occurs, alternating with the odd peaks
as compression. As seen in Figure 3-2, the height of the first peak is an indicator
of the total matter density Ω𝑚, the relative heights of the first and second peaks
indicate the total baryon mass density Ω𝑏, the position of the first peak indicates the
curvature of the universe Ω𝑘 (the experimentally determined position indicates k =
0, a closed universe). The presents of DM can be seen in the difference between Ω𝑚

and Ω𝑏, and in addition by the relative height of the first peak which is driven by
baryon loading, more DM increases the baryon loading effects and raises the relative
height of the third peak to the first two peaks.

The discovery and measurement of the CMB brought with it a few major puzzles.
The first being an effect of how "smooth" the CMB is, i.e. homogeneous in temper-
ature to 1 part in 105, but the size of the horizon 2 at the time of last scattering was
much smaller than the universe, giving rise to the Horizon problem. Additionally,
the CMB presents the issue of "flatness" which describes the fine-tuning problem of
the conditions of a flat universe being met today, requiring the energy density to
take a value very close to the critical density, where the critical density is the density
needed for a flat universe. The ratio of density to critical density is closely tied to
the expansion of the universe, and extrapolating back to the time of big bang nucle-

2The size of the horizon describes the largest distance that is causally connected by light.
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Figure 3-2: Adapted from [45]. The TT power spectrum with the indicators of
the densities of mass, baryons and curvature marked in orange, purple and green
respectively.

osynthesis necessitates that ratio to be 𝜌crit/𝜌− 1 ≈ 10−60, an extremely finely-tuned
value. The last major puzzle posed by the CMB was the magnetic monopole, there is
reason to believe that monopoles should have formed early in the universe, yet they
are unobserved today. The theory of Inflation solves all three of these problems.

Inflation is the concept the universe underwent a period of rapid expansion shortly
after the Big Bang. This rapid expansion would allow all points to have been causally
connected just before it occurred, solving the Horizon problem, and the Flatness
problem is solved by an asymptotical approach to flatness from the rapid expansion.
The lack of magnetic monopole detection can also be explained if they were formed
before Inflation and then became heavily diluted after the universe expanded [46].
Signs of inflation would be present in B-mode polarizations in the CMB caused by
gravitational waves (GWs) from inflation, more on this signature in section 3.3.

3.1.2 Galaxy Rotation Curves

Galaxy rotation curves are generally the most reference evidence for DM. The concept
is quite simple, from the estimated luminous mass in a galaxy the rotation speed of the
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outer objects can be determined. However, observations showed that the outer objects
in galaxies were traveling at far greater speeds than estimated, leading scientists to
believe there had to be some sort of hidden mass in the galaxy that is more massive
than the luminous matter and extends beyond the observed galaxy.

Vera Rubin and colleagues measured 21 spiral galaxies of varying masses (1010 to
2×1012𝑀⊙) and luminosities (3×109 to 2×1011𝐿⊙) in 1978 and found the majority of
the galaxies had rising velocities out to the furthest objects from the nuclei, and the
largest galaxies had flat rotation curves. The lack of a falling rotation curve suggests
that the majority of the mass must be contained past the outer-most measured object
[38]. These observations also could have been indicative of a misunderstanding of
gravity, leading to theories of modified Newtonian dynamics (MOND).

3.1.3 The Bullet Cluster

Analysis of 1E 0657-56, the Bullet Cluster, provided one of the strongest pieces of
evidence for DM to-date. The Bullet Cluster is at a redshift of 𝑧 = 0.296 and contains
a pair of galaxy clusters which are in the process of merging, with the smaller of the
two moving away at 4700 km/hr. X-ray detections observed the intra-cluster plasma
slowed in the collision by ram pressure and the gas in the merger also slowed by
the ram pressure3, gases make up the majority of luminous mass in a cluster. The
luminous mass was accounted for in the collision, and weak gravitational lensing was
used to find the center of mass of each individual cluster. Weak gravitational lensing
refers to the observation of the distortion of objects caused by a large mass between
the observer and the objects [47]. They observed that the peaks of the gravitational
potentials were ahead of the centers of luminous mass, as would be expected of a
cluster dominated in mass by DM. The DM in a cluster is not slowed by the ram
pressure of the plasma, and with minimal self-interactions the DM is essentially only
affected by the gravity. The Bullet Cluster presents proof of DM that is independent
of cosmological model parameters at high significance [48].

The analysis of the Bullet Cluster discredited may theories of MOND, as the
trajectory of the center of masses of the two galaxy clusters suggests a particle-like
DM candidate and are difficult to model with a modification to gravity. Many of
the remaining MOND theories were mostly disproved with the discovery of GWs by
the LIGO/Virgo collaborations in 2016, when it was verified that GWs travel at the
speed of light [49].

3Ram pressure is the force exerted on a stable point contained in a fluid caused by the movement
of the fluid.
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Figure 3-3: Reproduced from [48]. The image on the right is from the Magellan
telescope of 1E 0657-56, and the image on the left is from the Chandra x-ray obser-
vatory. The green contour lines showing the weak gravitational lensing constrains on
the gravitational potential.

3.2 Dark Matter Candidates

There are many theories of what could compose DM, from compact objects to sub-
neV particles, yet there are common features all viable DM candidates must have.
First, the candidate must be color charge and electric charge neutral, meaning DM
cannot interact directly through the strong force or the electromagnetic (EM) force.
Direct interactions with photons, the force carrier for the EM force, would show
in astronomical observation, while direct interactions with gluons, the force carriers
for the strong force, would show in the existence of exotic isotopes which are not
observed. Additionally, if the DM particle were to carry charge, Recombination could
be affected and the baryon acoustic peak structure in the CMB would be altered.
Second, DM must have been created in the early universe before the transition from
radiation domination to matter domination, to allow large scale structures to form.
Regardless of the production mechanism, the DM candidate must produce in the
correct relic abundance. Third, based on observations of the Milky Way Galaxy, DM
must still be around today. Fourth, DM must have the ability to cluster in order
to explain large- and small-scale structures in the universe. An inability to cluster
leads to a more "fuzzy" universe, where galaxies do not group together to form the
structures that are observed [43]. Finally, DM must be non-baryonic. Besides the
obvious quality that if DM was baryonic it would interact with the standard model
(SM) and thus be observable, DM being baryonic in nature would change the power
spectrum of the CMB, leading to large fluctuations of the amplitudes of the peaks
and very large CMB anisotropies [50].

While the CDM model is preferred to hot and warm DM models, it is also imper-
fect. There are three major issues with CDM that have arisen since it’s conception:
the cusp-core problem, the missing satellite problem, and the too-big-to-fail prob-
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lem. The cusp-core problem describes the tension between how CDM is theorized
to peak sharply in the radial center of the distribution of matter within a halo, and
the observations of rotational velocity that show a flat constant core profile of the
DM halo. To get around the cusp-core problem without changing to the warm DM
model (which is flawed in and of itself) elastic scatting from small self-interactions
can be added to the CDM model to smooth out the density profile of DM halos.
The missing satellite problem states that from the clumping properties of CDM, it
is expected that many satellite galaxies should have formed around large galaxies,
specifically, the Milky Way galaxy should have somewhere between 50-200 satellite
galaxies which were previously unobserved. SDSS and other surveys have found some
of these satellite galaxies in their coverage of the sky, and it is likely that as the
full sky is mapped the necessary number satellites will be found, lessening tension
in the CDM model from the missing satellite problem. The last major issue with
CDM is the too-big-to-fail problem, which describes CDM predictions of massive DM
sub-halos which are not observed. Self-interacting DM can also pose as a solution to
the too-big-to-fail problem[43].

There are many candidates for DM that fit the self-interacting CDM model, many
are particle candidates though notably primordial black holes (PBHs) which are a
non-particle candidate have gained traction in recent years.

3.2.1 Thermal Dark Matter: the WIMP

By far the most popular DM candidate in the last few decades has been the weakly
interacting massive particle (WIMP). A WIMP refers to a very general class of ther-
mal relics which only interact gravitationally and possibly through the weak force,
but not through strong and EM forces [51]. WIMPs with mass greater than a keV
are thermally produced at non-relativistic speeds and they can function as CDM, and
many WIMP models contain self-interactions so the major of the issues of CDM are
avoided.

As the early universe expanded and cooled, particles which were in thermal equi-
librium of annihilation and production fell out of equilibrium to form relic abundances
that can be seen today. This thermal mechanism is present for many of the SM par-
ticles. The Boltzmann equation is used to describe the change in number density of
the thermal particles over time,

𝑑𝑛

𝑑𝑡
= −3𝐻𝑛− ⟨𝜎𝐴𝑣⟩(𝑛2 − 𝑛2

𝑒𝑞). (3.3)

Here, 𝐻 is the Hubble parameter, 𝑛 is the number density, ⟨𝜎𝐴𝑣⟩ is the thermally
averaged annihilation cross section, and 𝑛𝑒𝑞 is the number density in equilibrium.
For the case of WIMPs, 𝑛2

𝑒𝑞⟨𝜎𝐴𝑣⟩ describes the annihilation rate into SM particles,
and 𝑛2⟨𝜎𝐴𝑣⟩ describes the formation of WIMPs from SM particles. The Boltzmann
equation can be solved numerically at freeze out, which is defined to be when 𝑛⟨𝜎𝐴𝑣⟩ =
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𝐻, to find the thermal relic density and the annihilation cross section. The so-called
"WIMP miracle" refers to the convenient fact that WIMPs over a large mass range are
naturally produced with the correct relic density to be all of DM. Another interesting
outcome of the WIMP miracle is that the annihilation cross section of WIMPs is on
the weak scale, with 𝜎𝐴𝑣 ∝ 𝑔4𝑤𝑒𝑎𝑘/𝑚

2
𝑋 [51].

WIMP parameters such as self-interaction rates and mass range can be con-
strained by astronomical observations such as the Bullet Cluster or large-scale struc-
tures. Finer constraints of WIMP parameters and potential direct measurements are
searched for using direct detection. There are many different methods for WIMP
detection such as beam-dump experiments or cosmic ray searches for WIMP signa-
tures, but the most popular and well-funded searches are in nuclear recoils. A WIMP
has no EM interactions, so a WIMP will elastically scatter off a nucleus of a atom
and cause a nuclear recoil of which the energy could be measured. To perform these
searches, a dense and very stable medium is needed, which is why the largest WIMP
experiments use liquid Nobel gases as their detection medium, liquid xenon being the
most prominent [52].

The WIMP parameter space has been constrained to such a high degree that
experiments are now hitting what is known as the "neutrino floor" or more optimisti-
cally, the "neutrino fog" where DM recoils are difficult to distinguish from recoils from
a neutrino background. While this may seem like a bleak ending for WIMPs it should
be noted that any WIMP that can be found in a detector, either from nuclear recoil or
collider experiment, is not model independent and changes in models could open new
parameter space [53]. Additionally, the neutrino fog can be understood with careful
directional searches and better understanding of the neutrino interactions.

The WIMP as a particle candidate is so far primarily constrained by experimental
direct detection, and cosmological and astrophysical limits are much less strong by
comparison. Figure 3-4 shows the experimental direct detection constraints on the
WIMP and the neutrino fog for liquid xenon experiments.

3.2.2 Athermal Dark Matter: the Axion

As discussed in the previous chapter, axions are massive light bosons that are a viable
candidate for DM. The axion has small interactions with the SM, they are produced
athermally making them non-relativistic and a CDM candidate and they do not have
self-interaction terms at tree-level. The non-tree-level self-interactions are important
for DM evidence like the bullet cluster, where the luminous matter collided but the
DM passed right through. If the axion had strong self-interaction terms, the axions in
the Bullet Cluster would have been slowed and the centers of gravitational potential
would have more closely matched the luminous matter.

The axion parameter space is still relatively open, with experimental direct-
detection limits getting better each year and a wide range of strong astrophysical
and cosmological limits. Even while holding the abundance constant, the addition of
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Figure 3-4: Reproduced from [54]. WIMP parameter space with liquid-xenon neutrino
fog limits.

a light particle to the SM has the potential to highly affect astrophysics on many dif-
ferent scales. A few robust limits on axion parameter space from supernovae, Globular
clusters and white dwarfs are explored below.

Supernova 1987A

During a core-collapse supernova (SN), it is expected that ALPs will be emitted via
nucleon interactions and the Primakoff process, and limits can be placed on axion
parameter space based on observations of SN 1987 A and the diffuse SN background.
During SN 1987A, about two dozen neutrinos were detected from the SN by the
Kamiokande II experiment over an 11 second interval [55] and the IMB experiment
over a 6 second interval [56]. These neutrino detections closely matched models of
core-collapse SN, establishing cooling limitations. In the nascent protoneutron star
stage4 of the SN, the neutrinos are trapped and escape on a timescale described

4The nascent protoneutron star stage occurs when the core of the star collapses to the point that
the density has exceeded the saturation density and the core begins to bounce back.
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by the diffusive neutrino energy transport. If ALPs are emitted through nucleon
bremsstrahlung during the SN, the neutrino burst duration would shrink as the system
cools faster, placing limits on the coupling constant 𝑔𝑎𝑁𝑁 [1, 57]. ALPs would also
be expected to form via the Primakoff process during the core expansion.

Additional signs of ALPs from SN 1987A would appear in the form of 𝛾-rays,
as ALPs produced in the SN would convert to photons in the magnetic field of the
Milky Way and produce a 𝛾-ray flash which would have been detectable for certain
ALP couplings and masses. The ALPs form through the Primakoff process for this
burst, giving a detection dependence on 𝑔4𝑎𝛾𝛾 and an arrival time which would match
with the SN neutrinos, ahead of the SM-SN 𝛾-rays. Limits were placed on ALPs as
a result of the lack of a 𝛾-ray burst of 𝑔𝑎𝛾𝛾 ≲ 5.3× 10−12 GeV−1 for 𝑚𝑎 ≲ 4.4× 10−10

eV [58].
Extra-galactic supernovae (SNe) can also be analyzed for signs of axions in the

form of prompt 𝛾-ray bursts and the diffuse 𝛾-ray background. In [59], 20 core-
collapse SNe were examined with the assumption the Fermi Large Area Telescope
would observe at least one SN. Without signs of 𝛾-ray bursts characteristic of ALPs,
they were able to place limits of 𝑔𝑎𝛾𝛾 ≲ 2.6 × 10−11 GeV−1 for 𝑚𝑎 ≲ 3 × 10−10 eV.
The limits from extra-galactic 𝛾-ray burst can be made stronger by the inclusion of
ALP-nucleon coupling, to get 𝑔𝑎𝛾𝛾 ≲ 6 × 10−13 GeV−1 for 𝑚𝑎 ≲ 10−11 eV [60]. The
extra-galactic space is expected to also have remnants of ALP-created 𝛾-rays from
past SNe in the form of a diffuse background [61], which was used to constrain heavy
ALPs down to 𝑔𝑎𝛾𝛾 ≲ 5× 10−11 GeV−1 for 𝑚𝑎 ∼ 5 keV [60]

Globular Clusters

As a result of the non-interactive nature of the axion, axions are able to pass through
optically opaque regions of stars, carrying energy away from the star through the
Primakoff process. Throughout the life cycle of a main sequence star, a star composed
originally of primarily hydrogen and helium, the star burns energy, expands, contracts,
cools and heats. One part of the cycle that is of particular note from the prospective
of axion production is during the red-giant phase when the star maintains a constant
luminosity while continuously dropping in temperature. The effect is a horizontal
line of the stellar population in the H-R diagram5, and these stars are referred to
as horizontal branch (HB) stars. The HB phase occurs once the star has burned
hydrogen to the point the helium core is massive enough to begin helium burning.
During helium burning the core of the star becomes less dense, allowing for more free
photons and as a consequence more axion production. As axions are produced and
leave the star, they take away energy which results in contracting and heating of the
core which shortens the time the star spends in this phase. If these red giant stars

5The HR diagram is the Hertzsprung-Russel diagram, which is used to plot the luminosity of
stars as a function of temperature. The stars are plotted as a scatter plot, each plot is for a given
population of stars.
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were to cool too fast, the HB stars would not be observed. With the observations of
HB stars, we can set limits of the axion mass and coupling to photons, to prevent
too-rapid cooling.

Observations of globular clusters (GCs) are used to constrain axions (or ALPs
in this case) by counting stellar populations in different phases of stellar evolution.
Globular clusters are populations of stars in the galactic halo which are gravitationally
bound together. These GCs were formed early, they tend to have a higher density of
stars than the surrounding space and the stars within often have a low metallicity6,
these factors make GCs relatively well understood and easier to model than other
astronomical collections. In Figure 3-5 the HB limits were originally resulting from
finding the R-parameter in multiple globular clusters, were 𝑅 is ratio of the observed
HB stars to the observed red giant branch stars in a given cluster [62]. The "Globular
Clusters" limits in Figure 3-5 are from an alternate ratio, 𝑅2 which is the ratio of
asymptotic giant branch stars to HB stars [63]. The 𝑅2 value used to create these
limits was found by measuring 48 GCs in the Milky way using data from the Hubble
Space telescope [64].

White Dwarfs

Much like for the HB stars, the presents of an axion affects the cooling of white dwarfs
(WDs). For dense stellar objects like WDs, the primary production channel for axions
is through their coupling to electrons,

ℒ𝑎𝑒𝑒 =
𝐶𝑎𝑒𝑒

2𝑓𝑎
(𝜕𝜇𝜑𝑎)𝑒𝛾

𝜇𝛾5𝑒, (3.4)

by axion bremsstrahlung off electrons, 𝑒 + 𝑍𝑒 → 𝑍𝑒 + 𝑒 + 𝑎. Observations of the
period of rotation of WDs slowing at rates higher than theory would suggest could
be a sign of axion cooling [65, 66, 67, 68]. Global fits to a QCD axion with data
from WD, HB stars, red giant stars and neutron stars (NSs) was conducted by [69],
who found a best-fit axion mass of around 10 eV, but some tension remained with
supernova and NS cooling results. The future IAXO and ARIADNE experiments will
be able to probe the parameter space suggested by [69].

WDs can also be used to constrain other anomalies from observations of x-rays
from magnetic WDs. These constrains are based on the axion coupling to photons,
where an axion produced in the core of a magnetic WD may convert to an x-ray photon
in the strong magnetic field of that same WD [70]. The x-ray observations of these
magnetic WDs were be used to place limits on the combined |𝑔𝑎𝛾𝛾𝑔𝑎𝑒𝑒| in [70], and
with more x-ray data from Chandra, new limits were placed in [71]. They additionally
found limits on 𝑔𝑎𝛾𝛾 alone by taking 𝐶𝑎𝑒𝑒 = 𝐶𝑎𝛾𝛾 at tree level of 𝑔𝑎𝛾𝛾 < 4.4× 10−11 of
𝑚𝑎 ≈< 5× 10−6 eV.

6metallicity in stars refers to the abundance of elements heavier than helium in stars.
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Figure 3-5: Reproduced from [14]. Limits of axion coupling to two photons from
direction detection and astrophysical/cosmological searches.

3.2.3 Athermal Dark Matter: Primordial Black Holes

Primordial black holes (PBH) are one of the few viable non-particle candidates for
CDM. A PBH describes a black hole (BH) formed in the early universe before matter-
radiation equality. After they were first theorized in the late 1960s, interest in PBH
has once again grown with the 2016 LIGO and Virgo discovery of GWs from a merger
of BHs with masses around 30 M⊙ [72]. These merging BH could be primordial, if that
were the case they would fall in a mass range of interest where they could constitute a
portion of the DM abundance, however there are astrophysical explanations for these
BHs outside of primordial formation. PBHs are exciting for a number of reasons, their
existence could lead to new cosmological physics, and they could be small enough in
present day to constitute DM [73].

A BH formed after matter-radiation equality must be larger than 3 M⊙ by the
Tolman-Oppenheimer-Volkoff limit, but a PBH could have a mass below this limit if
they were produced early in the age of the universe. Standard model BHs are formed
from star death, placing a maximum creation age at the star formation, z < 20. A
PBH would form if the density contrast (𝛿) in the plasma exceeded a critical value
(𝛿𝑐 = 𝑐2𝑠), defined as the square of the speed of sound during radiation domination.
The mass of a PBH is on the order of the Horizon mass at the time of formation,
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where the Horizon mass is given by

𝑀𝐻 ∼ 𝑡

𝐺
∼ 1015[𝑔]

(︂
𝑡

10−23[𝑠]

)︂
, (3.5)

with 𝐺 as the gravitational constant. The relationship between the PBH and the
Horizon mass goes as 𝑀𝑃𝐵𝐻 = 𝜅𝑀𝐻(𝛿 − 𝛿𝐶)

𝛾, where the constants 𝜅 and 𝛾 are
dependent on the shape of the primordial perturbation and the equation of state [73].
Limits on the density contrast place the bounds as 0.41 < 𝛿 < 0.67, which correspond
to small pressure gradients on the larger limit, and large pressure gradients on the
smaller limit [74].

Mass and abundance constraints on PBHs come from primarily astrophysical and
cosmological sources, with GW-based direct detection experimental limits emerging
at a slower rate. Some of the more prominent sources are listed below, with more
depicted in Figure 3-6.

• The evaporation rate from Hawking radiation places a limit of 𝑀𝑃𝐵𝐻 > 𝑀* =
4×1014𝑔 for PBHs with lifetimes longer than the age of the universe that could
be around today. PBHs masses below 1017𝑔 should emit a strong gamma ray
signal, and therefore be more easily detectable. Absence of detection of a BH
with mass 1017𝑔 > 𝑀𝑃𝐵𝐻 > 𝑀* places constrains on the PBH parameter space.

• Microlensing from compact objects places another limit on PBHs. Lack of de-
tection of sufficient microlensing events excluded standard massive compact halo
objects (MACHOs) from being all of DM, however PBHs are constrained but
not fully excluded since they can be smaller and even more compact, producing
a smaller lensing effect.

• Gravitational waves observed by LIGO and Virgo restrict PBH merger rates to
not exceed the rates that have been observed. This constraint affects PBHs in
the mass range of 1 to 300 M⊙ where LIGO/Virgo observations have been made
[75].

• BHs emit radiation by accretion and by Hawking radiation, and this radiation
can affect the CMB spectrum. The CMB spectrum can be altered from radiation
by spectral distortions and modification of temperature anisotropies [76].

• NANOGrav is an experiment which uses radio pulsar timing to detect low-
frequency GWs. The NANOGrav collaboration found evidence of a low-frequency
GW background, which was recast as a limit on PBHs by making the assump-
tion that the signal had an origin in scalar inducted GW for PBH formation
[77, 78].
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Figure 3-6: Reproduced from [79] generated using [80]. x-axis is the mass of the PBH,
and the y-axis is the fraction of DM could consist of PBHs, with fPBH = 1 as the DM
abundance fully accounted for by PBHs.

3.3 Gravitational Waves

The first direct detection of GWs by the LIGO/Virgo collaborations in 2016 [49]
marked one of the most prolific discoveries in modern physics, along with the discovery
of the Higgs Boson in 2012 [81, 82]. LIGO, Virgo and KAGRA are long-baseline
Michelson laser interferometers which are sensitive to the modification of arm length
as a result of a passing GW. The three detectors used in tandem can correlate signal
discoveries and triangulate the direction of the incoming GW signal [83].

3.3.1 What is a Gravitational Wave?

Gravitational waves were first theorized by Einstein in his theory of general relativity,
they are propagating oscillations in the gravitational field caused by moving masses.
Gravity is theorized to have a force carrier, the graviton which is described by a
massless spin-2 field. Gravitons have not yet been discovered but are theorized to
constitute GWs similarly to how photons constitute EM waves.

To get a concept of how GWs modify spacetime we can follow [84] by starting
with the Einstein field equations that are used to describe the geometry of space time
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as it relates matter and energy,

𝐺𝜇𝜈 = 𝑅𝜇𝜈 −
1

2
𝑔𝜇𝜈𝑅 =

8𝜋𝐺

𝑐4
𝑇𝜇𝜈 , (3.6)

where 𝐺𝜇𝜈 is the Einstein tensor, 𝑅𝜇𝜈 is the Ricci tensor, 𝑅 is the Ricci scalar, 𝑔𝜇𝜈 is
the metric tensor, 𝐺 is Newton’s constant and 𝑇𝜇𝜈 is the energy momentum tensor.
In the linearized theory where the source of the GW is considered weak, the flat-space
metric tensor can be expanded to contain a small perturbation from a GW, ℎ𝜇𝜈 ,

𝑔𝜇𝜈 = 𝜂𝜇𝜈 + ℎ𝜇𝜈 , |ℎ𝜇𝜈 | ≪ 1. (3.7)

Plugging in equation (3.7) into equation (3.6) and choosing the Lorentz gauge, 𝜕𝜈 ℎ̄𝜇𝜈 =
0, the linearized Einstein equations become

□ℎ̄𝜇𝜈 = −16𝜋𝐺

𝑐4
𝑇𝜇𝜈 for ℎ̄𝜇𝜈 = ℎ𝜇𝜈 −

1

2
𝜂𝜇𝜈ℎ, (3.8)

for □ as the flat space d’Alembertian, □ = 𝜂𝜇𝜈𝜕
𝜇𝜕𝜈 = 𝜕𝜇

𝜇 . From the Lorentz gauge
and equation (3.8) we find 𝜕𝜈𝑇𝜇𝜈 = 0, which is the conservation of energy-moment.

To study sources from outside the source location we can look at the transverse-
traceless (TT) gauge. At the location of the observer, we have

□ℎ̄𝜇𝜈 = 0, (3.9)

where now □ has taken the form of −(1/𝑐2)𝛿2𝑡 +∇2 and we have taken the the energy
momentum tensor 𝑇𝜇𝜈 to be zero. From equation (3.9) we can conclude that GWs
travel at the speed of light, which was later confirmed by LIGO/Virgo [49]. The TT
frame is defined by setting

ℎ0𝜇 = 0, ℎ𝑖
𝑖 = 0, 𝜕𝑗ℎ𝑖𝑗 = 0. (3.10)

The metric in the TT gauge is denoted by ℎTT
𝑖𝑗 , for the plane wave solution ℎTT

𝑖𝑗 =
𝑒𝑖𝑗(k)𝑒

𝑖𝑘𝑥 with 𝑘𝜇 = (𝜔/𝑐,k), 𝜔/𝑐 = |k| and the polarization tensor 𝑒𝑖𝑗(k). We now
have

ℎTT
𝑎𝑏 (𝑡, 𝑧) =

(︂
ℎ+ ℎ×
ℎ× −ℎ+

)︂
𝑎𝑏

cos[𝜔(𝑡− 𝑧/𝑐)] (3.11)

for a GW propagating in the z-direction originating from a source in the x-y plane,
ℎ+ and ℎ× are the amplitudes of the plus and cross polarizations of the GW and 𝑎, 𝑏
are the indices in the transverse plane (𝑥, 𝑦).

We can express the strain tensor in terms of the second mass moment 𝑀(𝑡)𝑖𝑗 =
𝜇𝑥𝑖

0(𝑡)𝑥
𝑗
0(𝑡) with reduced mass 𝜇 = 𝑚1𝑚2/(𝑚1 + 𝑚2) from an expansion of the
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quadrupole moment,

ℎ𝑖𝑗 =
2

𝑟

𝑑2𝑀(𝑡)𝑖𝑗

𝑑𝑡2
. (3.12)

The two polarization of strain can now be expressed as

ℎ+ =
1

𝑟

𝐺

𝑐4

(︁
𝑀̈11 − 𝑀̈22

)︁
, ℎ× =

1

𝑟

𝐺

𝑐4
𝑀̈12. (3.13)

3.3.2 Sources of Gravitational Waves

The GWs which were detected by the LIGO/Virgo collaborations were created by
merging compact objects, specifically BHs and NSs. Other sources which have been
explored in recent years include GW backgrounds, such as GWs from the time of the
CMB or super-massive BHs.

Compact object mergers

A merger of compact objects can be described in three distinct stages, a relatively
frequency-stable in-spiral, the chirp where the two objects rapidly spin together and
merge, and the ring-down, in which the excess angular momentum is radiated away
from the new object. The in-spiral occurs in the weak-field regime where post-
Newtonian approximations work well, but the chirp and the ring-down exist in the
strong-field regime and require numerical relativity to be modeled. All three of these
stages produce a GW signature, with the chirp having the highest frequency and
amplitude in strain.

For the in-spiral portion we follow [85] for the Newtonian approximation. The
in-spiral has a relationship between the orbital radius 𝑅 and the orbital frequency
given by Kepler’s law

𝜔2
𝑠 =

𝐺𝑚

𝑅3
. (3.14)

For a circular orbit in the (𝑥, 𝑦) frame,

𝑥0(𝑡) = 𝑅 cos(𝜔𝑠𝑡+
𝜋

2
), 𝑦0(𝑡) = 𝑅 sin(𝜔𝑠𝑡+

𝜋

2
) and 𝑧0(𝑡) = 0, (3.15)

the second mass moment now gives

𝑀11 =𝑅2𝜇 cos2(𝜔𝑡), 𝑀22 = 𝑅2𝜇 sin2(𝜔𝑡) cos2(𝜃),

(3.16)
𝑀12 = 𝑅2𝜇 cos(𝜔𝑡) sin(𝜔𝑡) cos2(𝜃).
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The two components of strain polarization from equation (3.13) are now

ℎ+(𝑡) =
4

𝑟

(︂
𝐺𝑀𝑐

𝑐2

)︂5/3(︂
𝜋𝑓gw
𝑐

)︂2/3
1 + cos2 𝜃

2
cos (2𝜋𝑓gw𝑡ret + 2𝜑),

(3.17)

ℎ×(𝑡) =
4

𝑟

(︂
𝐺𝑀𝑐

𝑐2

)︂5/3(︂
𝜋𝑓gw
𝑐

)︂2/3

cos2 𝜃 sin (2𝜋𝑓gw𝑡ret + 2𝜑),

where 𝑓gw = 𝜔𝑠/𝜋 = 𝜔gw/(2𝜋), 𝜃 is the angle on inclination of the orbital plane, 𝜑 is
the phase of the GW and 𝑀𝑐 is the chirp mass,

𝑀𝑐 = 𝜇3/5𝑚2/5 =
(𝑚1𝑚2)

3/5

(𝑚1 +𝑚2)1/5
. (3.18)

The total power radiated by the in-spiral is

𝑃 =
32

5

𝑐5

𝐺

(︂
𝐺𝑀𝑐𝜔gw

2𝑐3

)︂10/3

. (3.19)

As the compact objects orbit one another and lose energy through the emission of
GWs the radius of the orbit must decrease, and as a consequence of equation (3.14),
𝜔𝑠 must also increase. As 𝜔𝑠 increase more power is emitted in the form of GWs
repeating the cycle in quasi-circular motion until coalescence under the condition
𝜔̇𝑠 ≪ 𝜔2

𝑠 . The frequency of the GW at a time to coalescence 𝜏 = 𝑡merge − 𝑡 is

𝑓gw(𝜏) =
1

𝜋

(︂
5

256

1

𝜏

)︂3/8(︂
𝐺𝑀𝑐

𝑐3

)︂−5/8

≃ 134Hz

(︂
1.21𝑀⊙

𝑀𝑐

)︂5/8(︂
1𝑠

𝜏

)︂3/8

. (3.20)

As a useful metric for detection, we can calculate the number of cycles the binary will
in-spiral within the detector’s bandwidth 𝑓 ∈ [𝑓min, 𝑓max],

𝒩cyc =
1

32𝜋8/3

(︂
𝐺𝑀𝑐

𝑐3

)︂−5/3 (︁
𝑓
−5/3
min − 𝑓−5/3

max

)︁
(3.21)

≃ 1.6× 104
(︂
10MHz

𝑓min

)︂5/3(︂
1.2𝑀⊙

𝑀𝑐

)︂5/3

,

assuming 𝑓
−5/3
min − 𝑓

−5/3
max ≃ 𝑓

−5/3
min .

As the two compact objects spiral in towards one another the assumption they
are perturbations in a flat-space metric becomes less reasonable, specifically the in-
spirally objects will eventually reach an innermost stable circular orbit (ISCO) with
a corresponding source frequency (𝑓𝑠)ISCO ≃ 2.2kHz𝑀⊙

𝑚
for 𝑚1 = 𝑚2 = 𝑚. The
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form of the wave functions when the two objects coalescence, "the plunge", and the
resulting ring-down requires numerical relativity to solve for the GW forms, and these
are calculated to form templates. With matched filtering these templates are used in
GW searches to make discoveries.

Figure 3-7: Reproduced from [49]. Estimated GW strain amplitude from GW150914
and the Keplerian effective BH separation for Schwarzschild radii 𝑅𝑠 = 2𝐺𝑀/𝑐2.

LIGO and VIRGO have observed BH-BH mergers, BH-NS mergers, and NS-NS
mergers. NS-NS mergers are of particular interest since they are theorized to be the
major factory for the rapid neutron capture process (r-process), which is responsible
for the nucleosynthesis of the majority of elements heavier than iron in the universe
[86].

Gravitational wave backgrounds

A stochastic background can be either be generated from early universe productions
of GW which have formed a GW background similarly to how the CMB has formed
an electromagnetic background, or a combination of astrophysical sources which have
formed an incoherent superposition of GWs. A stochastic background is characterized
by four qualities, first, the background must be stationary, the point in time of ob-
servation should not affect the observed signal. Second, the background is Gaussian
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distributed, stemming from the central limit theory for the astrophysically sourced
stochastic background. Third, the background will likely be isotropic, as most cosmo-
logical sources are, but deviations from the isotropy are not unexpected. Fourth, the
background should be unpolarized if it is a combination of many different sources,
and a cosmological GW is also expected to be unpolarized [84]. A cosmologically
sourced GW produced with frequency 𝑓* will have a frequency today of

𝑓0 = 𝑓*
𝑎(𝑡*)

𝑎(𝑡0)
≃ 2.65× 10−8 1

𝜖*

(︂
𝑇*

1GeV

)︂(︁ 𝑔*
106.75

)︁1/6

Hz, (3.22)

where 𝑎 is the cosmological scale factor, 𝑡0 is the time now, and all quantities denoted
by * are properties during the production of the GW, 𝑡* is the time, 𝜖* is the super-
horizon modes, 𝑇* is the temperature and 𝑔* is the number of spin or helicity states
[87].

Anisotropies present at the time of inflation (the surface of last scattering) would
polarize the CMB. The presents of anisotropies in the CMB were confirmed by the de-
tection of temperature fluctuations. The pre-inflation anisotropies produce magnetic
(B-mode) polarizations which probe the surface of last scattering directly, unlike tem-
perature fluctuations which were formed between then and now, meaning B-modes
would be direct proof of inflation [88]. Fluctuations in polarization are theorized to
be smaller than fluctuations in temperature, making them very difficult to detect and
distinguish [89]. B-mode detections have been claimed but cannot be verified to have
originated from Inflation, as cosmic dust cannot be fully ruled-out as the source of
the detection [90, 91]. A detection of B-modes would additionally be a measurement
of GWs, since the GWs generated during Inflation are the cause of the anisotropies
which created the B-modes. GWs from inflation are expected to have a frequency
range of 𝑓CMB ∼ 10−18 − 10−17 Hz [92].

The GW background’s effects on the CMB could be modified by the existence
of ALPs during inflation. The particle physics model of inflation requires a flat
scalar potential which can be achieved by assuming the inflaton7 is a pseudo Nambu-
Goldston boson, which arises from string theory [93]. This pseudo Nambu-Goldston
boson could be an ALP, lighter than the QCD axion, which couples to EM fields,
the inflationary ALP cannot couple to QCD and therefore cannot be a solution to
the strong-CP problem. If the ALPs began their oscillations between Recombination
and now, the CMB polarizations would be affected by a rotation of the polarization
plane, ∆𝛼. A non-zero ∆𝛼 would cause some of the E-modes of the CMB to rotate to
B-modes, in this way ALPs do not generate B-modes, but their presents does cause
a shift to more B-modes [94]. ∆𝛼 has been constrained to 0.0∘ ± 0.37∘ by the Planck
collaboration at a 65% confidence level [95].

There are many of other sources of GW backgrounds at all frequencies produced
by non-equilibrium phenomena in the early universe. The NANOGrav collaboration

7the inflaton is a scalar field which drives inflation in particle and string theories.
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saw signs of a low-frequency GW background in their 15-year dataset analysis, which
could be signs for many different types of physics, and they focused their analysis on
super-massive BHs in the center of galaxies [77]. The NANOGrav results have also
been cast to PBHs limits as discussed above.

A new generation of interferometry-based detectors in space will begin with the
Laser Interferometer Space Antenna (LISA), which will have an expected frequency
range of 𝑓CMB ∼ 10−5 − 0.1 Hz with arms stretching lengths of millions of miles [92].
LISA’s main goal is to look for massive BH binaries, but the detector will also be
able to look for GW backgrounds [92]. There are also new generations of ground-
based interferometers which will reach new greater sensitivities, some being built
underground to reduce noise [96, 97].

3.3.3 High-Frequency Gravitational Waves

LIGO has searched for and found evidence of GWs with sensitivity up to around 10
kHz, which marks the highest frequency expected for GWs created by SM BH-BH
mergers, NS-BH mergers and NS-NS mergers. GWs producing high frequency signals
above 10 kHz could be the result of beyond the SM physics such as PBH mergers
and superradiance, or early universe stochastic signals such as signs of preheating or
phase transitions [98, 92]. Figure 3-8 presents possible early universe high-frequency
GW (HFGW) signals and current/future projections from experiments.

The BBN bound

Big Bang Nucleosynthesis (BBN) marks the first production of stable nuclei in the
history of the universe, it begins at a time around 3 minutes after the big bang, at a
temperature of T ∼ 0.1 MeV, when nuclei can form without photo-dissociation. BBN
lasted until around t ∼ 20 minutes and T ∼ 0.03 MeV, ending with the expansion and
cooling of the universe to the point that the Coulomb barrier is too high for fusion
processes to occur at any appreciable rate. By the end of BBN almost all free neutrons
are bound into 4He nuclei. The result of BBN is a universe that is approximately
75% hydrogen and 25% helium. We understand BBN relatively well from the nuclear
physics of the binding energies, and from astrophysical observations of abundances,
the only two free parameters of BBN are baryon number and the effective neutrino
number, 𝑁eff . Given our good understanding of BBN, it can be used in combination
with our knowledge on the radiation from the surface of last scattering to constrain
the total energy density of the GW background [98].

An excess of radiation before BBN would be apparent in 𝑁eff , which is related to
the energy density of the GW background 𝜌GW through ∆𝜌rad = 𝜋2

30
7
4

(︀
4
11

)︀4/3
∆𝑁eff𝑇

4

and 𝜌GW(𝑇 ) ≤ ∆𝜌rad(𝑇 ). For 𝑁eff < 0.2 [99], the energy density of the GW wave

46



Figure 3-8: Reproduced from [98]. Projections of experimental sensitivity to HFGWs
and possible HFGW sources.

background produced before BBN is constrained by(︂
𝜌GWℎ2

𝐻

𝜌𝑐

)︂
0

< 1.12× 10−6, (3.23)

with 𝐻0 = ℎ𝐻×100km sec−1Mpc−1 and critical energy density 𝜌𝑐 = 3𝐻2
0/(8𝜋𝐺) need

for obtaining the Hubble parameter today 𝐻0. This limit corresponds to frequencies
𝑓 ≥ 1.5× 10−12 Hz as shown in Figure 3-8 [98].

Superradiance

Superradiance describes loss of energy from the formation of gravitational bound
states around a rapidly spinning BH by spin-0 bosons [100, 101, 102, 103]. For
superradiance to occur, the Compton wavelength of the boson must be on the order
of the BH size. For astrophysical BHs, axions in the mass range of 10−22 eV to 10−10

eV could undergo the Penrose superradiance process by which the BH and axion-cloud
system loses energy through GW emission [94]. The mass of the axion which could
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form a superradiant state around a given BH is

𝑚𝑎 ∼
(︂

𝑀⊙

𝑀𝐵𝐻

)︂
10−10eV, (3.24)

found from the Compton wavelength of the axion [98].
The GW emission is produced by axions losing energy in their atomic-like states

around the spinning BH. The axions primarily release energy as they transition to
lower energy states in the form of annihilating to gravitons, 𝑎+𝑎 → 𝑔 with momentum
𝑘𝑔 ≈ 2𝑚𝑎. The expected GW signal amplitude at the detector for annihilation is

ℎ0 ∼ 10−22𝛼7𝜖

(︂
10Mpc

𝑟

)︂(︂
𝑀BH

2𝑀⊙

)︂
, (3.25)

where 𝛼 = 𝑚𝑎𝑟𝑔 for the gravitation radius of the BH 𝑟𝑔, 𝜖 is the fraction of BH mass
accumulated in the surrounding cloud and 𝑟 is the distance to the source [104]. The
resulting annihilation signal frequency is

𝑓 ≈ 30 kHz𝛼

(︂
𝑀BH

2𝑀⊙

)︂
. (3.26)

Additionally, axions are theorized to decay to two gravitons 𝑎 → 𝑔 + 𝑔 during
superradiance, producing a GW with a frequency of

𝑓 =
𝑘𝑟
2𝜋

= 1.2× 104
(︂

𝑚𝑎

10−10[eV]

)︂
[Hz] (3.27)

where 𝑘𝑟 is the wavenumber [105]. The expected strain amplitude for axion decay is
given by

ℎ0 ∼ 10−24

(︂
1MHz

𝑓

)︂(︂
𝜖𝑀BH

10−7𝑀⊙

)︂1/2(︂
10 kpc

𝐷

)︂
, (3.28)

for a distance from the observer 𝐷 [98, 106].

Methods for searching for HFGWs

As a result of their shorter wavelengths, HFGWs are not well suited for searches with
interferometers, which operate best for GW wavelengths longer than the length of
the arms. Shorter arms decrease the sensitivity to strain, making interferometers
difficult for HFGW searches. A search up for GWs up to 100 MHz was conducted by
[107] with a 75 cm baseline to a strain sensitivity of ∼ 10−16Hz−1/2, and the NEMO
detector which is designed specifically to search for spinning NS-remnants from NS
mergers would be sensitive to kHz regime with a 4 km baseline [108]. To achieve
sensitivity to higher frequencies, other techniques are explored such as bulk acoustic
wave (BAW) detectors, EM detection through the inverse Gertsenshtein effect and
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Figure 3-9: Reproduced from [104]. A rotating BH surrounded by an atomic-like
axion cloud in a superradiant state, gravitons are emitted as the axions lose energy.

mechanical and EM cavity excitations.
The BAW detectors principally operate by resonantly trapping a large amount of

phonons between borders to create a phonon cavity. By using a piezoelectric material,
the phonons created from vibrations are converted to electric signals which can be
measured with an amplifying circuit [109]. At cryogenic temperatures these devices
have very high quality factors, with 𝑄 ∼ 106 − 109, and can be tuned with a DC bias
voltage to a specific frequency, these devices typically operate in the MHz regime
[110, 111]. BAW detectors can act as a resonant mass antenna to search for HFGWs,
the MAGE experiment [112] uses two quartz BAW resonators coupled to SQUIDs
taking data simultaneously to exclude localized backgrounds and dark counts. The
GWs couple to acoustic modes in the BAW resonators, which are narrow bands of
around 1 Hz, and multiple modes are are monitored at once. MAGE has sensitivity
down to 6.6 × 10−21 1/

√
Hz in its first iteration and is expecting to achieve greater

sensitivity with the addition of more BAWs.
Inverse Gertsenshtein effect [113, 114] describes the relationship between GWs

and photons, and was proposed as a method for GW detection. At low frequencies,
mechanical strain detection has proved to be much more successful, but EM detec-
tion is possible at all frequencies, including high frequencies where many mechanical
systems may have difficulties. In an analogy to axions, GWs can be searched for by
GW conversion to photons in a magnetic field. Limits can be placed on GWs from
existing axion data based on the inverse Gertsenshtein effect, and existing axion ex-
periments can be used in modified configurations to search for GW signals. In [115]
they use the back end of light-shining-through-walls axion experiments to search for
GWs. Recall from Chapter 2, light-shing-though-walls experiments rely on the use of
two cavities, one for production and one for detection. Since the GWs are difficult
to produce in appreciable quantities, only the detection cavity is used and the signal
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is from either an astrophysical or cosmological source, see Figure 3-10. Using exist-
ing data from the ALPS, OSQAR and CAST collaborations they set limits down to
ℎmin
𝑐 ≈ 6 × 10−26 for a frequency of (2.7 − 14) × 1014 Hz and ℎmin

𝑐 ≈ 5 × 10−28 for a
frequency of (5− 12)× 1018 Hz, as seen in Figure 3-8 [115]. Similarly, data from res-
onant cavity axion experiments can be recast to HFGW limits, reaching sensitivities
down to ℎ ∼ 10−22 − 10−21 [116]. GW electrodynamics are explored in more detail in
Chapter 6, along with the results from using the ABRACADABRA-10cm experiment
to search for HFGWs.

Figure 3-10: Reproduced from [115]. Top: standard setup for a light-shining-through-
walls axion detection experiment. Bottom: modification for the detection of GWs.

EM cavities can be used to search for HFGWs by utilizing mechanical excitations
in the cavities to produce an EM signal, similarly to a traditional Weber bar8. In
particular, the MAGO 2.0 [118] experiment will utilize both the mechanical resonances
signal, and the EM signal from the inverse Gertsenshtein effect to search for GWs.
The superconducting radio-frequency cavity of the MAGO 2.0 detector has two EM
resonant modes tuned to the frequency of the pump mode 𝜔0 and the signal mode
𝜔1 such that a GW with a frequency 𝜔𝑔 ≪ 𝜔0, 𝜔1 ∼ 1 GHz fits the mode splitting
𝜔𝑔 ≃ |𝜔1 − 𝜔0|. The signal mode is initially empty and can be tuned to achieve
the desired mode splitting dictated by the GW interaction with the pump mode, and
energy is resonantly transfer from the pump mode to the signal mode if a GW interacts
with the detector. The use of superconducting radio-frequency cavities allows for

8A Weber bar was designed by Joseph Weber as the first resonant-mass GW detector, utilizing
vibrational eigenmodes to couple to the GW signal [117]. The more modern version of the Weber
bar are the spherical resonant mass detectors.
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low-noise detection, and the MAGO 2.0 experiment will operate in broadband mode,
allowing for the search of transient signals.

The search for DM and HFGWs is ongoing, with the relatively young field of
HFGW detection embarking on many new detection methods and experiments. Small
signals pose many challenges for detection, and by their nature both DM and HFGW
produce extremely small signals. Continued effort from the communities and new
ideas are need for us to discover the nature of DM and detect HFGWs.
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Chapter 4

ABRACADABRA-10cm Detector

The ABRACADABRA-10cm experiment (ABRA) was designed as a first-of-its-kind
lumped-element axion direct-detection experiment [35]. As discussed in Chapter 2,
"lumped-element" refers to using individual circuit components to inductively couple
to the axion effective current [119]. ABRA has two published axion campaigns, Run
1 in [33, 32] and Run 3 in [120], and an in-progress gravitational waves search, see
Chapter 6.

This chapter is structured by first a discussion of the large physical components
of the experiment, then a discussion of the parts of the detector which are used
directly in detecting a signal, and finally a discussion of the calibration and the data
acquisition system (DAQ).

4.1 Large Detector Components

The ABRA detector is located on the ground floor of MIT building 24 between a
server room and a chemical storage room. The experimental apparatus consists of
a 1 T superconducting toroidal magnet, a calibration circuit and two two-stage DC
SQUID current sensors and their readouts inside a dry dilution refrigerator, along
with an external DAQ. The signal-to-noise relation for the axion signal is,

𝑆𝑁𝑅 = 𝑔𝑎𝛾𝛾
√
𝜌𝐷𝑀𝒢𝑉 𝑉 𝐵max

(︂
𝑀𝑖𝑛

𝐿𝑇

)︂
(𝜏𝑡)1/4

𝑆
1/2
ΦΦ

, (4.1)

where 𝑔𝑎𝛾𝛾 is the axion to two photons coupling constant, 𝜌𝐷𝑀 is the local DM density,
𝒢𝑉 is a geometric factor, 𝑉 is the magnetic volume, 𝐵max is the maximum magnetic
field inside the toroid, 𝑀𝑖𝑛 is the mutual inductance coupling into the SQUID, 𝐿𝑇

is the total inductance of the readout circuit, 𝜏 is the axion coherence time, 𝑡 is the
integration time and 𝑆ΦΦ is the flux noise level. To get the (𝜏𝑡)1/4 factor, we assume
the axion coherence time is much less than the total integration time [121]. For
ABRA Runs 1 and 3 the total integration time for the axion searches were around
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a month each. Relevant parameters for Runs 2 and 3, as well as the backgrounds
investigations campaign (Runs 4 and 5) can be found in Table 4.1 [32]. Parameters
for Run 6, which searched for both axions and gravitational waves, can be found in
Chapter 6 and Appendix C.

Detector Design Parameters
Pickup Cylinder Radius 𝑅𝑝 5.1 cm
Pickup Cylinder Height 𝐻𝑝 10 cm
Pickup Cylinder thickness 𝑟𝑝 150 𝜇m
Magnet Inner Radius 𝑅𝑖𝑛 30 mm
Magnet Outer Radius 𝑅𝑜𝑢𝑡 60 mm
Magnet Height ℎ 120 mm
Magnet Max Field 𝐵𝑚𝑎𝑥 1.0 T
Geometric Factor 𝒢𝑉 0.031
Total Impedance 𝐿𝑝 800 nH
SQUID Input Inductance 𝐿𝑖𝑛 150 nH
SQUID Inductive Coupling 𝑀𝑖𝑛 2.5 nH

Table 4.1: Design parameters for ABRACADABRA-10cm Runs 2-5 with a cylindrical
pickup structure.

4.1.1 Magnet

The magnet used for ABRA is a superconducting 1 T DC toroidal magnet manufac-
tured by Superconducting Systems Incorporated (SSI), with a magnet field that falls
off as 1/𝜌 towards the center of the magnet. The dimensions of the magnet measure
about 12 cm in height and diameter, with an inner radius of around 3 cm, giving
a total magnetic volume of around a liter (a more detailed description of magnetic
volume is described in section 5.2). The magnet was wound with NbTi wire (crit-
ical temperature around 10 K) in three separate pieces, then secured together with
glue and superconducting crimps. The wires are supported by a 80 identical Delrin
wedges which form the mandrel. The NbTi wire winds around the mandrel 1280
times, fitting into the 80 groves between each pair of Delrin wedges. The magnet
is charged by injecting 121 A of current into the magnet leads on the warm side of
the fridge which connect down to the magnet through a series of normal conducting
wires, high-temperature superconducting wires, a superconducting switch and cold
superconducting wires. These cold superconducting wires having a limited length,
and as a result the wires are not well thermalized at each cooling stage. The lack
of proper thermalization on the wires limit the base temperature of the magnet to
just over 1 K (measurement taken on the shield of the magnet) and allow noise to
be carried down into the system from the magnet leads as they act as antennas, see
section 5.3 for more descriptions of backgrounds. Portions of the magnet description
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were adapted from [32].

(a) (b)

(c) (d)

Figure 4-1: (a) Delrin wedges which for the mandrel, black bar indicating 1 cm,
adapted from [32]. (b) CAD of a cross-section of the ABRA magnet, including Run
1 pickup loop and axion calibration loop, also adapted from [32]. (c) inside of the
dilution refrigerator highlighting the path of the cold superconducting portion of the
magnet wires. (d) tin-coated copper magnet shield.
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The magnet is surrounded by a tin-coated copper shield. The tin layer is super-
conducting just under 4 K and approximately 25-75 µm thick. The shield was epoxied
together with Sili-Thane™ 803 Sealant and solder was placed in the gap between the
two shield halves. Solder becomes superconducting at temperatures below 5 K, and
when placed between the halves it creates an electrical connection and provides a
more complete electromagnetic shield. The shield-magnet system is suspended from
a steel spring and Kevlar string system with a pendulum mode which rolls off below
0.4 Hz laterally and below 0.3 Hz vertically [32].

From photos of the magnet, we have concluded that the magnet was not counter-
wound1. Not counter-winding the magnet results in a small azimuthal current in
the toroid as the magnet wires cross between the groves in the mandrill, this current
creates a DC field in the center of the toroid, and possibly a higher mutual inductance
between the magnet and other components in the fridge. Fortunately, as a result of
the oscillating nature of the axion signal, the field from a non-counter-wound magnet
does not mimic an axion signal, it just increases our overall noise levels as there would
be stray fields in the z-direction resulting from the azimuthal current.

Figure 4-2: Close-up image of the ABRA magnet wires, the wire only appears to
cross in one direction as the wire is wound between Delrin wedges and does not cross
back, suggesting that the magnet was not counter-wound.

1The magnet was ordered to have been counter-wound to prevent azimuthal currents.
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4.1.2 The ABRACADABRA-10cm dilution refrigerator

ABRA uses a dry dilution refrigerator designed by Oxford Engineering which relies
on pulse tubes to cool the mixture of He3 and He4 down to around 3K before the
dilution unit cools the mixture to lower temperatures. These pulse tubes operate
at 1.4 Hz and introduce harmonic vibrations into our system, which are explored in
more detail in section 5.3. The magnet is thermalized to the mixing chamber stage,
the coldest stage of the refrigerator. The mixing chamber also hosts either one or
both of the SQUIDs (depending on the run configuration), and with the heat-load
from the magnet the mixing chamber plate sits around 800 mK. The magnet reaches
temperatures a little above 1 K, cold enough to ensure our data is not overwhelmed
by thermal noise floor. With the magnet removed our dilution refrigerator would
reach temperatures under 100 mK on the mixing chamber stage.

To mitigate external electromagnetic noise, a MuMetal shield is constructed around
the body of the refrigerator, which covers the sides and bottom of the vacuum-holding
external cans. The MuMetal is plated 200 µm thick on the external cans, and not
on any of the internal radiation-shielding cans, since MuMetal becomes less effective
at lower temperatures. After the MuMetal was shaped around our cans it was not
re-annealed, meaning the shielding capabilities of the MuMetal were not as high as
they would have been had it not been bent. The MuMetal shield was measured before
Run 1 ex-situ to attenuate a DC magnetic field at a factor of ∼ 5− 10 [32].

4.2 Detection method
ABRACADABRA-10cm is designed to detect trace currents made by weakly2 in-
teracting phenomenon. To accomplish this extremely sensitive detection we turn to
superconducting detection methods and devices. A superconducting pickup structure
detects the current and is connected to a superconducting quantum interference de-
vice (SQUID) which is read out to an analog to digital converter (ADC), otherwise
known as a digitizer.

4.2.1 Pickup structure

The pickup structure in any given ABRA detection campaign is built from NbTi and
in a form in which the given signal would induce a current. NbTi is superconducting
under around 10 K. For the axion detection campaigns these pickups have cylindrical
symmetry to detect the azimuthally-symmetric axion signal. An effective current
is the induced in the DC magnetic volume, resulting in a z-directional oscillating
magnetic field in the otherwise (ideally) field-free region in the center of the toroid.
Runs 1 and 6 used a loop of wire as the pickup structure for detecting axions, while
Runs 2-5 used a cylinder for their respective axion or noise searches.

2as in low in coupling strength, not as in the weak force.
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The GW signal has a much more complicated effective current structure which
breaks cylindrical symmetry; therefore a stronger current is induced in the pickup
if the pickup also breaks cylindrical symmetry. The form of the pickup for the GW
signal is a circular figure-8, see Figure 3-3. To capture as much of the signal as
possible, the form of the figure-8 is almost that of two connected semi-circles. The
figure-8 pickup was only included in the Run 6 design.

All the pickup structures had a NbTi twisted pair which was an extension of the
pickup loop wire (or was soldered on in the case of the cylindrical pickup) that exited
the shield and was connected to a SQUID. These twisted pairs were shielded individu-
ally using hollowed-out solder which originally had a rosin core and is superconducting
at the temperatures of the shield and SQUIDs.

(a) (b)

(c) (d)

Figure 4-3: COMSOL models of the two signals searched for with ABRACADABRA-
10cm, values shown are only used for relative comparison and the absolute values are
only for display purposes. (a) and (c) are the volume current in the magnet resulting
from an axion-like effective current (a) and a GW-like effective current (c). (b) and
(d) are the z-component of the magnetic field from an axion-like signal (b) or a GW-
like signal (d) in a top-down view, dashed black lines represent pickup loops.
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4.2.2 Superconducting quantum interference devices

The current collected on the individual pickups was detected by two-stage DC Mag-
nicon SQUIDs. The following section on the principles of DC SQUIDs is based on
the work in [122].

DC SQUIDS

SQUIDs use the principles of flux quantization and Josephson tunneling to detect
trace amounts of current. Josephson tunneling describes the tunneling of Cooper pairs
between two super conductors through an insulator or barrier. The current through a
junction is given by 𝐼 = 𝐼0sin𝛿, where 𝐼0 is the critical current and 𝛿 = 𝜑1 − 𝜑2 is the
phase difference between the superconducting electrodes. For a voltage U between
the electrodes the phase difference changes with time as

𝑑𝛿

𝑑𝑡
=

2𝑒𝑈

ℏ
=

2𝜋𝑈

Φ0

, (4.2)

where Φ0 is the magnetic flux quantum, a unit of measurement equal to ℎ/2𝑒 ≈
2.07× 10−15 Wb. For a static system with 𝑈 = 0, a DC superconducting current can
get up to critical current 𝐼0 across the junction. For the non-static case where 𝑈 ̸= 0,
𝐼𝑗 oscillates at a frequency of 𝜔𝑗 = 2𝜋𝑉/Φ0, defined as the Josephson frequency, where
𝑉 is the time-averaged DC voltage across the junction.

The most basic DC SQUID has two Josephson junctions connected in parallel in
a superconducting circuit. Practically, most DC SQUIDs use a shunt to eliminate
hysteresis on 𝐼 − 𝑉 characteristics. A shunt can be made either resistively or capaci-
tively, here the resistive shunt is explored. A resistor of resistance 𝑅 can be added to
a junction with critical current 𝐼0 and self-capacitance 𝐶 to mitigate hysteresis if

𝛽𝐶 ≡ 2𝜋𝐼0𝑅
2𝐶/Φ0 = 𝜔𝑗𝑅𝐶 ≤ 1, (4.3)

where 𝜔𝑗 the Josephson frequency for a voltage of 𝐼0𝑅. If 𝛽𝐶 ≪ 1, now

𝑉 = 𝑅(𝐼2 − 𝐼20 )
1/2, (4.4)

and as 𝐼0 ≪ 𝐼 the 𝐼 − 𝑉 characteristic converges to 𝑉 = 𝐼𝑅 and hysteresis is not a
large effect.

Figure 4-4 (a) depicts a basic DC SQUID with a bias current 𝐼𝑏. Changes in
magnetic flux cause V to oscillate between extrema as seen in (c), resulting in a
maximum reaction to a small change in flux. A maximal flux-to-voltage transfer
coefficient, 𝑉Φ ≡ |(𝜕𝑉/𝜕Φ𝑎)𝐼 |, occurs for 𝛿Φ𝑎 ≪ Φ0, when Φ𝑎 ≈ (2𝑛+1)Φ0/4. Change
in voltage (𝛿𝑉 = 𝑉Φ𝛿Φ𝑎) is approximately linear in 𝛿Φ𝑎 for a maximal flux-to-voltage
coefficient.

DC SQUIDs operating below 10 MHz are typically run in flux-locked feedback
loop (FLL) mode, which linearizes the flux response of the SQUID and maintains
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proportionality between the voltage and flux for large changes in flux. If the voltage
in response to a large flux increases past the working points by a change in voltage
𝑉𝑏, a feedback resistor with resistance 𝑅𝑓 and a feedback coil with mutual inductance
𝑀𝑓 with respect to the SQUID is used to amplify and integrate 𝑉𝑏 so it can be fed
back into the SQUID and working points can be re-established.

Figure 4-4: Figure 1.3 from [122], (a) depicts a basic DC SQUID, (b) 𝐼 − 𝑉 char-
acteristics for integer and half integer values, (c) voltage response of the SQUID to
small changes in flux.

Noise in a DC SQUID is dominated by "flicker" or 1/𝑓 noise at frequencies below
0.1 Hz, thermal noise is also present, resulting from the resistors in the circuit, 𝑆𝐼(𝜔) =
2𝑘𝐵𝑇
𝜋𝑅

. Thermal noise has no time correlation and presents as white noise. In addition
to cooling for mitigation of thermal noise, SQUIDs must be kept under the critical
temperature of 4.2 K to maintain Josephson coupling. At this temperature the noise
floor of the SQUID is typically around 0.6 𝜇Φ2

0/Hz.

SQUIDs in the ABRACADABRA-10cm detector

The DC Magnicon SQUIDs used in ABRA are operated below 4.2 K and follow
the typical noise floor for DC SQUIDs. The SQUID noise floor can be affected by
mechanical vibrations at frequencies below 100 Hz, but the SQUID noise resulting
from vibrations is still well below the experimental noise floor [122]. In practice, the
SQUID noise floor varies over our frequency range and thermal cycles of the dilution
refrigerator. Flux can become trapped in the SQUID loops, which can be released by
a brief controlled heating, but the SQUID parameters, such as the bias current, are
prone to shifting slightly in value through thermal cycles.

While both of our SQUIDs are two-stage DC Magnicon SQUIDs, one of the
SQUIDs has both stages integrated onto one chip, while the other SQUID has the
two stages on separate chips in separate niobium casings, connected by a wire connec-
tor. We attempted to shield this connection electromagnetically by providing a small
Faraday cage in the form of tin foil, but the separated SQUID still has a higher noise
floor than the integrated SQUID. The integrated SQUID was used for data collection
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in Runs 1-6, and the separated SQUID was used in addition to the integrated SQUID
in Runs 4-6.

We operate the SQUIDs in FLL mode with a feedback resistance between 10
kΩs to 100 kΩ, dependent on the noise level in the system at the time of data col-
lection. For Run 1 the SQUID flux-to-voltage conversion gain in FLL mode was
𝜕𝑉/𝜕Φ𝑆 = 1.29𝑉/Φ0, while in Run 3 it was increased to 4.3 𝑉/Φ0, decreasing the
system noise. This increase was possible as a result of decreasing the length of the
twisted pair connecting the pickup structure to the SQUIDs, decreasing the induc-
tance into the SQUID. The decrease in length of the twisted pair was achieved by
moving the integrated SQUID down to the MC plate from the Still plate where it
had sat for Run 1, decreasing the temperature of the SQUIDs from ≈ 870 mK to
≈ 450 mK, subsequently also decreasing the thermal noise floor [120]. The integrated
SQUID was kept on the MC plate for Runs 2-6, and for Run 6 the separated SQUID
was also moved down to the MC plate.

4.2.3 Readout

The SQUID current sensors were operated with Magnicon XXF-1 electronics in FLL
mode and the signal was read into the computer by an Alazar 9870 8-bit digitization
board. The Magnicon electronics consist of a steel-mesh-wrapped coaxial cable that
runs from the current sensor on the MC plate, to the SQUID box at room temperature
which reads the signal. At each cold stage the Magnicon wires are well-thermalized
to the cryostat plates. The bandwidth of the SQUIDs is limited to 6 MHz by the
dynamic range of the amplifier which is ±11𝑉 and is linear over the bandwidth [32],
but the SQUIDs were not the fundamental limit to the high-end of our frequency
range.

The Alazar digitizer has a maximum sampling rate of 10 MS/s, limiting the top
of our frequency range to the Nyquist frequency of 5 MHz. To prevent aliasing from
higher frequencies, we use a 5 MHz low-pass filter, which has a transition band of
about 2 MHz, limiting our science range to around up to 3 MHz. The low-pass filter
roll-off limited the highest frequencies measurable in all our campaigns. Either a 10
kHz or 70 kHz high-pass filter is used on the low-frequency end of our spectrum to
mitigate noise.

The digitizer is typically run with the lowest voltage range possible, the lowest
range the digitizer can achieve is ± 40 mV resulting in a digitizer noise floor around
3.5× 10−9 mV2/Hz [32]. In many campaigns, particularly with the use of the second
SQUID in separated stages, the noise on the digitizer was high enough that we had
to collect data with a larger voltage window. Run 6 was taken with a range of ± 200
mV resulting in a digitizer noise floor around 7× 10−8 mV2/Hz. Section 4.5 describes
the data acquisition methods used to process the data from the digitizer.
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4.3 Calibration

The calibration system is setup to test the detector response to an axion-like signal for
Runs 1-6 and an additional GW-like signal for Run 6. For an axion signal calibration,
we inject an AC current into a loop located inside the magnet to mimic an oscillating
axion current and we read that signal with the detector pickup structure. The GW
signal is mimicked by a semi-circular figure-8 loop of the same form as the GW pickup
1 cm above the pickup in the final configuration of Run 6.

Figure 4-5 has a schematic of the calibration system from Runs 2-5 and Run 6. For
a Run 2-5 science data collection configuration, the signal generator is used for active
feedback to cancel out low frequency noise[120], see section 5.3.2 for more details. A
Run 1 and Run 4-6 science data collection configuration has 50 Ohm terminators on
both calibration ports, while Runs 2-3 only terminate the unused calibration port.
See section 6.3 for more details on the complications of the Run 6 calibration with two
different calibration circuits corresponding to the two pickups. Various attenuators
are placed throughout the system to decrease the amount of power deposited onto
the cold stages of the fridge during calibrations and to attempt to more closely mimic
the small size of the axion or GW signal. See the circuit diagram for the attenuators
listing and placement.

Calibrations are taken before and after science data collection, for both magnet
on and off data collections. These calibrations are used to check our understanding
of the system by comparing the data collected to estimated values of the gain of the
system. The estimated gain is always larger than the measured gain as a result of
unaccounted for parasitic inductances and the general principle that hardware has
inherent complications and losses.

The data collected from a calibration is generally in the form of the gain of the
amplitude of the signal from the signal generator to the amplitude measured on the
digitizer,

𝑉ADC

𝑉Sig

=
𝑉ADC

𝑉SQUID

𝑉SQUID

𝑉Φ𝑝

𝑉Φ𝑝

𝐼𝐶

𝐼𝐶
𝑉Sig

(4.5)

where 𝑉ADC is the RMS voltage on the digitizer, 𝑉Sig is the voltage output by the
signal generator, 𝑉SQUID is the measured on the SQUID, 𝑉Φ𝑝 is the voltage on the
pickup loop and 𝐼𝐶 is the RMS current entering the calibration loop. The first term
is given by the attenuators and warm filters in the system, the third term is the
mutual inductance between the calibration loop and the pickup structure, found by
simulation, similarly to the first term, the last term is given by physical attenuators
and the second term can be solved for.
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(a)

(b)

Figure 4-5: (a) The basics layout of our calibration system for Runs 2-5, the divide
between the warm and cold parts of our system is marked by the dotted line, adapted
from [120]. More information on the feedback system is given in section 5.3 and
descriptions of filters are included in the text. (b) The basics layout of our calibration
system for Run 6, the top circuit is used for calibrating the axion pickup loop, and
the bottom circuit for the GW pickup. A calibration signal was only placed on one
calibration loop at a time, represented by the switch between the signal generator
and the fridge.

4.4 Data Acquisition System

Data was collected and saved in a series of averaged power spectral densities (PSDs)
as well as in the raw time series (TS) form. The raw TS data was used in the GW
analysis, correlation analysis in background identification campaign, and to detect
instances where the signal exceeded the range of our digitizer which result in railing.
The averaged PSDs are formed from squared fast Fourier transforms and have units
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of mV2/Hz.

4.4.1 Collecting Time Series

Time series data contains the maximal amount of information possible in our system,
it is the raw output of the digitizer. Ideally, we would only save TS data, since the
PSDs can be made from TS but the creation of the PSDs loses the phase information
and the data cannot be transformed back to its TS form. However, since TS is so
information dense, the files after a science run are large relative to our computer stor-
age. In cases where we don’t need the phase information and our signal is relatively
stationary, it makes the most sense to save the data as averaged PSD to reduce stor-
age size. When there is a specific need for TS data, especially on multiple channels,
the process for collecting TS data needs compression and more efficient methods for
saving files. The greater efficiency is needed to allow the system to take continuous
data while also compressing the data and saving that compressed data. The data
compression we’ve used relies on grouping like-values, which means the noisier the
data, the less compressible it becomes. This effect is seen very clearly in that our
files with the digitizer unplugged are about a tenth of the size of the science data files
with the SQUIDs connected.

Sections of the background identification campaign data were taken simultane-
ously with an accelerometer, in this case the phase information is needed to perform
a correlation between the two data sets. In addition, we were particularly interested
in which noise resulted in an excess of the range of the digitizer (railing), which
can clearly be seen in TS data as a maximal voltage value in a bin but cannot be
distinguished once an FFT has been performed.

Run 6 has a transient search for the GW search data, which means the data
cannot be averaged on large time scales relative to the signal. The amount of allowed
averaging is defined by the duration time of the signal, the data can be averaged for as
long as the signal is present and constant in frequency, otherwise averaging will reduce
the signal amplitude. Post-data taking the raw data is filtered and down-sampled,
but at the time of collection we did not anticipate the need for down-sampling and
collected the maximum amount of data possible. Both channels were collected as
TS data, while the axion data could have theoretically been collected in PSDs, the
computer did not have enough memory to be continuously streaming data on one
channel and preforming FFTs on the other.

4.4.2 Collecting PSDs

Power spectral density construction is flexible, and depending on the use of the PSDs
they can be customized for the analysis preformed. The sampling rate determines
the maximum frequency that can be measured by finding the Nyquist frequency. The
frequency step is determined by the sampling rate and the length of the data being
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transformed, ∆𝑓 = 1/𝑇 where 𝑇 is the length of the data in seconds. For the axion
campaigns, the resolution of the axion signal determined the minimum required ∆𝑓 ,
see Chapter 5 for more axion analysis details.

The axion campaign PSDs were built in two different data streams, both were
built while continuously sampling data [32, 120]. The first stream preformed an FFT
on 10 seconds of data at a time to get the PSDs, then averaged 80 PSDs together to
get an average over 800 seconds. This first stream is referred to as ℱ10M as it uses a
sampling rate of 10 MS/s with a Nyquist frequency of 5 MHz, shown in Figure 4-6.
The frequency resolution of the ℱ10M data is 100 mHz and was used in Runs 1 and
3 to evaluate frequencies from 500 kHz to 2 MHz in the axion analysis. The second
stream down sampled the data by 10 to get a Nyquist frequency of 500 kHz, taking
100s of data in each PSD, 16 PSDs are averaged over 1600 seconds. The ℱ1M data
has a resolution of 10 mHz and was used to analyzes frequencies from 50 Hz to 500
kHz [32, 120]. For the background identification campaigns the frequency resolution
did not have to be as fine for analysis. The PSDs taken were primarily 1 second long
at a sampling rate of 10 MS/s.

Figure 4-6: Adapted from [32], depicting an example of the ℱ10M data collected for
the magnet both charged and discharged averaged over ≈ 9 hours. The digitizer noise
floor is also included, which was averaged over ≈ 16 hours.
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The ABRA detector has served as the first-ever pathfinder experiment for two
different lumped-element searches for low-mass axions, and then was adapted for use
of HFGW detection, which in turn was the first-ever modification of an axion detector
for the purpose of detecting GWs. With a conceptually simple setup of a magnet,
a loop wire and a current sensor, ABRA has achieved many scientific goals and has
been a pioneer in small signal searches.

65



Chapter 5

First Runs of
ABRACADABRA-10cm and Noise
Characterization

The axion search campaigns of ABRA include Runs 1-3 and 6. Runs 1-3 searched
for axions at the GUT scale in the mass range of 0.3 to 8 neV, reaching below the
CAST and setting world-leading limits with Run 3. Run 1 was the first published
lumped-element search for axions, it used a loop of superconducting wire to induc-
tively couple to the axion signal. To improve coupling to the axion signal, Runs 2
and 3 used a superconducting cylinder to replace the loop of wire and increase the
mutual inductance to the signal, and therefore the geometric coupling constant 𝒢𝑉 ,
which is directly proportional to the signal to noise ratio shown in equation (4.1).
This increased sensitivity to the axion signal also resulted in an increase of noise,
which inspired the background identification campaign, Runs 4 and 5, which were
dedicated to understand noise sources in a cryogenic axion detector. The numbering
of the runs mark major hardware changes, changes in goal, and the passage of time.
Run 2 was not calibrated so the data was used for testing the analysis framework and
was not used to publish limits. Run 3, which had the same geometry and science goal
as Run 2, was properly calibrated and was used to publish limits in [120]. Runs 4 and
5 only differ in the year in which data was collected, Run 4 data was taken in 2020
and Run 5 data was taken in 2021. Run 6 is the axion and GW search campaign,
which necessitated a major hardware change, more on Run 6 in Chapter 6.

The first section of this chapter is an overview of the axion analyses done in Runs
1-3. The second section consists of a re-calculation of the method for finding the
geometric constant used in the axion searches for Runs 1 and 3, focusing on the Run
1 value. Originally, we thought we would need a geometric constant for Run 6 before
we figured out a different method for accounting for the detector geometry, which
lead to the work in the 𝒢𝑉 section. The third section describes the backgrounds in
ABRA which increased as a result of the cylindrical pickup in Run 3, how that noise
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was dealt with in Run 3, and the findings from the background identification and
mitigation from Runs 4 and 5.

5.1 Overview of Axion Analysis
The goal of the ABRA Run 1 and 3 analyses were to search for an axion signal and set
limits on 𝑔𝑎𝛾𝛾 as a function of the axion mass where one wasn’t found. Both searches
were broadband and collected data for around a month. The following section is
based on the work done in [123], [120] and [32] focusing on the techniques used in
Run 1. The Run 3 analysis differed by adding a more in-depth veto system and a
better understanding of certain noise features.

The analysis for ABRA Runs 1 and 3 starts with an analytic description of the
field of an individual axion or ALPs in our galaxy indexed by 𝑖, with 𝑖 ∈ 1, 2, ..., 𝑁𝑎,

𝑎𝑖(𝜈, 𝑡) =

√︀
2𝜌DM/𝑁𝑎

𝑚𝑎

cos

[︂
𝑚𝑎

(︂
1 +

𝜈2
𝑖

2

)︂
𝑡+ 𝜑𝑖

]︂
(5.1)

where 𝜌DM is the local dark matter density, valued at 0.4 GeV cm−3, 𝑁𝑎 is the total
number of axion particles, 𝑚𝑎 is the axion mass, 𝜈𝑖 is the velocity of the individual ax-
ion and 𝜑𝑖 is the phase of that particle which is randomly distributed. The individual
axion field is summed over for axions with like velocities and this axion distribution
(𝑎(𝑡)) is used to determine the magnetic flux on the pickup loop,

Φpickup(𝑡) = 𝑔𝑎𝛾𝛾𝐵max𝒢𝑉 𝑉 𝑚𝑎𝑎(𝑡). (5.2)

Where 𝑔𝑎𝛾𝛾 is the axion to two photons coupling constant discussed in Chapter 2,
𝐵max is the peak magnetic field reached in the toroidal volume of the magnet, 𝑉 is
the volume of that total magnetic field and 𝒢𝑉 is the geometric coupling constant
discussed in the next section of this chapter. By taking the magnitude of the flux we
can define the signal strength 𝐴,

|Φpickup|2 = 𝑔2𝑎𝛾𝛾𝜌𝐷𝑀𝑉 2𝒢2
𝑉𝐵

2
max ≡ 𝐴. (5.3)

The flux on the pickup is read out by the SQUIDs, which also measures flux,

ΦSQUID ≈ 𝛼𝑆

2

√︃
𝐿

𝐿𝑝

Φpickup, (5.4)

here 𝐿 is the inductance of the SQUID, 𝐿𝑝 is the inductance of the pickup loop and 𝛼𝑆

is a characteristic constant of the SQUID geometric coupling to the pickup, typically
having a value of 1/

√
2. In practice, there are many more inductances which affect

the measured flux from the pickup loop, including parasitic inductances from the
wires throughout the system, from the twisted pair which connects the pickup loop
to the SQUID, to the wires of the SQUID readout. These inductances and other
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experimental factors are accounted for with calibration. Run 1 measured a total
inductance of the circuit of around 3.3 𝜇H, an order of magnitude higher than the
predicted total inductance of around 550 nH.

Equations (4.2) and the summed form of (4.1) can be combined to find the flux on
the pickup loop taken over a collection period of 𝑛∆𝑡, represented by Φ𝑛. The time
step ∆𝑡 is the spacing between data points, with ∆𝑡 = 1/𝑓 , and 𝑛 ∈ 0, 1, ..., 𝑁 − 1
marks the measurement time of each data point. The flux on the pickup is Fourier
transformed and squared to get a PSD, ℱ𝑘 at a frequency of 𝑓𝑘 = 𝑘/𝑇 for frequency
bin 𝑘 ∈ 0, 1, ..., 𝑁 − 1. The frequency step of ℱ𝑘 is ∆𝑓 = 1/𝑇 where 𝑇 is the
experimental run time, or the length of time of the time series data collected for and
used to form the PSD. As discussed in the previous chapter, the data is collected in
chunks which are transformed and averaged together, the different lengths of collection
mark different resolutions of frequency spacing.

The coherence time of the axion signal is given by 1/(𝑓𝜈2
0), where 𝜈0 = 220

km/s is the velocity dispersion of DM in the standard halo model (SHM), and the
coherence time has a value of around 1 second for a MHz. To search for each individual
mass point a frequency window was establish of 𝑓𝑘𝑖(𝑚𝑎) = 𝑚𝑎/(2𝜋) to 𝑓𝑘𝑓 (𝑚𝑎) =
(1 + 4𝜈2

0)𝑓𝑘𝑖(𝑚𝑎). This window is approximately eight times larger than the expected
width of the axion signal, given by ∆𝑓/𝑓 ∼ 10−6.

As a result of the random phase in the axion distribution, ℱ𝑘 is exponentially
distributed. The background is assumed to be Gaussian distributed and locally inde-
pendent in the time domain over the window of data used to take each PSD, which
also translates to an exponential distribution once the PSD of the background is
taken. The averaged independent PSDs of ℱ̄𝑘 and ℱ̄background are Erlang distributed,

𝑃 (ℱ̄𝑘;𝑁avg, 𝜆𝑘) =
𝑁

𝑁avg
avg

(𝑁avg − 1)!

(ℱ̄𝑘)
𝑁avg−1

𝜆
𝑁avg

𝑘

𝑒
−𝑁avgℱ̄𝑘

𝜆𝑘 (5.5)

for 𝑁avg averages and 𝜆𝑘 = 𝑠𝑘 + 𝑏, where

𝑠𝑘 =

{︃
𝐴𝜋𝑓(𝜈)

𝑚𝑎𝜈
, 𝑓𝑘 > 𝑚𝑎/2𝜋,

0, 𝑓𝑘 ≤ 𝑚𝑎/2𝜋

𝑏 is the background power, 𝜈 =
√︀
4𝜋𝑓𝑘/𝑚𝑎 − 2 and 𝑓(𝜈) is the local velocity distribu-

tion of DM as dictated by the SHM. The background over the total science collection
time will likely not remain stationary, to account for this drift the background values
are defined as b = {𝑏1, 𝑏2, ..., 𝑏𝒩}, these values are treated as nuisance parameters.
The signal strength will not vary with time in the SHM.

The likelihood of the data d for a background of b is given by

ℒ(d𝑚𝑎 |𝐴,b) =
𝒩∏︁
𝑗=1

𝑘𝑓(𝑚𝑎)∏︁
𝑘=𝑘𝑖(𝑚𝑎)

𝑃 (ℱ̄𝑗,𝑘;𝑁avg,𝑗, 𝜆𝑗,𝑘) (5.6)
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with 𝑗 indexing the different spectra and allowing for the individual spectra to have
different numbers of averages. Using Wilks’ theorem, a likelihood ratio test is used
to search for the axion signal with a log-likelihood ratio as the test statistic (TS).

TS(𝑚𝑎) = 2ln

[︃
ℒ(d𝑚𝑎|𝐴, b̂)

ℒ(d𝑚𝑎 |𝐴 = 0, b̂𝐴=0)

]︃
(5.7)

with 𝐴 and 𝑏̂ as the values which maximize the global likelihood, and the denominator
representing the null hypothesis, where there is no signal (𝐴 = 0) and the background
maximizes the likelihood with respect to no signal (b̂𝐴=0). 𝐴 is maximized for a range
of parameter values and 𝐴 is allowed to take a negative value. A negative value of 𝐴
is not physically possible, it is interpreted as TS(𝑚𝑎) = 0, and the null hypothesis is
found true. To determine a signal detection, a 5𝜎 threshold for discovery is given by
TS(𝑚𝑎) > TS(𝑚𝑎)thresh with

TSthresh =

[︂
Φ−1

(︂
1− 𝑝

𝑁𝑚𝑎

)︂]︂2
, (5.8)

where Φ is the cumulative distribution function of the normal distribution and 𝑁𝑚𝑎

is the number of mass points searched for. 𝑁𝑚𝑎 is determined analytically to be

𝑁𝑚𝑎 =
3

4𝜈2
0

ln
𝑓max

𝑓min

(5.9)

where the constant of 3/4 was determined by comparing the analytic form to Monte
Carlo simulation. The look-elsewhere effect is accounted for in this analysis by assum-
ing the background could fluctuate and create a signal with a probability 𝑝 = Φ(𝑁)
for 𝑁𝜎 significance, for an 𝑁 of 5 𝑝 = 2.87× 10−7. Run 1 had around 8.1× 106 mass
points, giving TSthresh = 56.1, and Run 3 had around 11.1× 106 mass points, giving
TSthresh = 55.

The survival function under the null hypothesis is the probability that the back-
ground produces a significant signal, and is given by

𝑆(TS(𝑚𝑎)) = 2
(︁
1− Φ

(︁√︀
TS(𝑚𝑎)

)︁)︁
, (5.10)

and the presents of an axion would produce a slight deviation from this distribution.
Transient noise that produces many correlated peaks in a spectrum creates a clearly
distorted distribution, and quality cuts can be made for averaged PSDs with an
excess of 30 mass points with over 3𝜎 significance. In Run 1 these transient noise
cuts removed around ≈ 30% of the exposure but did not affect the single-mass axion
search.

The data is farther processed by using Magnet off data to veto any possible signal
that appears without the presents of a magnetic field. Additionally, Run 3 had a
data cleaning procedure which removed narrow spectral features which presented
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often as single-bin excesses and peaks which shifted in frequency over time. The
stationary peaked noise features result from sources like AM radio stations and do
not perfectly mimic an axion signal which has a distinct shape over multiple bins,
however these features do look more like the signal than a flat background. Figure
5-1 shows the survival fraction of events from the Run 3 analysis, where the survival
fraction represents the faction of mass points which have a TS which maximize 𝐴 at
or over the corresponding TS value on the x-axis.

Figure 5-1: Adapted from [120]. The survival fraction of TS values for Run 3, shown
with different vetoes and cuts applied.

Runs 1 and 3 did not discover an axion-like particle, and were able to place an
upper limits for 𝑔𝑎𝛾𝛾 at a 95% confidence level for each mass point tested. The TS
for placing limits is given by

𝑞(𝑚𝑎, 𝐴) =

{︃
2ln

[︁
ℒ(d𝑚𝑎 |𝐴,b̂)

ℒ(d𝑚𝑎 |𝐴,b̂𝐴)

]︁
, 𝐴 ≥ 𝐴,

0, otherwise.

Much like for equation (5.7), b̂𝐴 represents the background which maximizes the
likelihood for a value of 𝐴. The upper limit is found by using a background only
model with 𝑞(𝑚𝑎, 𝐴95%) = 2.71. As was done for the discovery search, 𝐴 is again
allowed to take negative values. One-sided power-constrained limits are constructed
which restrict the strength of the limit to 1𝜎 above the 95% confidence level.

The axion searches of ABRACADABRA-10cm demonstrated the ability to search
for axions with a lumped-element experiment, and Run 3 set limits on 𝑔𝑎𝛾𝛾 extending
past the CAST limit, excluding previously empty parameter space. While Run 3 set
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stronger limits than Run 1, it had a slightly reduced mass range as a result of noise,
this reduction is explored in the last section of this chapter.

Figure 5-2: The limits placed on 𝑔𝑎𝛾𝛾 from Run 3 and Run 1 for the given axion mass
range. The one-sided upper limit is shown for the Run 3 analysis. "This work" refers
to [120], from which this figure was adapted.

5.2 Geometric Constant 𝒢𝑉

𝒢𝑉 is the geometric constant which describes how the axion signal couples to the
ABRA detector. This constant is needed to characterize the detector response to the
axion signal and is used in addition to the calibration data. The calibration signal is
created from a loop of wire and cannot account for the shape of the axion effective
current, which is a current density filling the volume of the magnet. To find 𝒢𝑉 ,
the axion current is simulated through the magnetic volume and the pickup response
is measured. The documentation was insufficient to reproduce the 𝒢𝑉 results from
Runs 1-3, this section describes different methods that could be used to recreate the
Run 1 [32, 33] and Run 2-3[120] values. This re-calculation was initiated when we
thought we might need a 𝒢𝑉 for Run 6 and had to confirm we could reproduce the
results from Run 1, which has a very similar geometry as the Run 6 axion search. In
our initial calculations of 𝒢𝑉 , we had trouble recreating the published values. To find
the source of the discrepancy, we found 𝒢𝑉 for Run 1 using two different methods
and different combinations of possible variable values for each method, resulting in
16 different calculations of 𝒢𝑉 . Out of these 16 calculations four of them matched
the published value and lead us to believe an incorrect volume was used to find the
published value of 𝒢𝑉 .

𝒢𝑉 provides a relationship between a theoretical axion current and the current on
the pickup loop. The magnitude of axion effective current produced is directly related
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to the magnetic volume, as the DM density is locally homogeneous. Analytically, 𝒢𝑉

takes the form of

𝒢𝑉 =
1

𝐵max𝑉

⃒⃒⃒⃒∫︁
Loop

𝑑𝐴

∫︁
Toroid

𝑑𝑉 ′B(r′)× (r′ − r)

|r′ − r|3 · n̂
⃒⃒⃒⃒
, (5.11)

where V is the magnetic volume of the detector and Bmax is the maximum value
of the magnetic field, the volume integral is taken over the toroidal DC magnetic
field volume, the surface integral is taken over the pickup loop area and n̂ is normal
to that pickup loop area. This analytic form is very difficult to evaluate given the
non-rectangular toroidal shape of the magnet, which makes simulation necessary for
a more accurate calculation of 𝒢𝑉 .

As shown in the following calculations, it appears as though Runs 1-3 simulated the
magnetic volume over the volume of the mandrel, likely over-estimating the magnet
volume. A more likely accurate estimate for the magnetic volume would be to set
the magnetic volume boundary as half-way through the wire winding, from here on
referred to as the mid-winding volume. The length from the inside of the winding to
the outside is about a 5 mm. In addition, the calculation of the magnet volume in the
PRD is less than the actual value, we found the smallest possible value of the volume
to be 917 cm3 from COMSOL (measuring from the inside of the winding), while in the
PRD the value is listed as 890 cm3. In the following attempts there are multiple sets of
COMSOL results with two volumes used in the simulation, one with the axion current
filling the mandrel volume (1190.6 cm3) and the other using the axion current filling
the magnet mid-winding volume (1069.2 cm3). The post-simulation calculations are
also done both with the volume as calculated by COMSOL, and the volume listed in
the PRD. See appendix A for COMSOL simulation specifics.

There are two volumes listed throughout the text, in a correct scenario this two
volumes would be equal, as they both represent the volume of the magnet. However,
as we discovered that we could not recreate the published values for 𝒢𝑉 , we exper-
imented with using one value to define the volume of the magnet in the simulation
(the value input to COMSOL as referenced in the text) and a different value as the
variable "V" when solving for the final 𝒢𝑉 in equations (5.17) and (5.22), referenced
as the post-simulation calculation.

5.2.1 Method 1: using the current ratio

The first method used to calculate 𝒢𝑉 finds the current ratio between the integrated
axion effective current and resulting pickup current from the simulation. We start
with [32] equation (3) which describes the flux resulting from an axion signal in the
detector,

Φ = 𝑔𝑎𝛾𝛾
√
𝜌𝐷𝑀V𝒢𝑉Bmax. (5.12)
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Additionally, we can calculate the flux in terms of 𝑀 , the mutual inductance between
the axion effective current and the pickup loop,

Φ = MItot = M

∫︁
JeffdA, (5.13)

with 𝐼tot as the integrated axion effective current and Jeff as the axion effective current.
Combining equations (5.11) and (5.12) we get

M

∫︁
JeffdA = V𝒢𝑉 Jmax (5.14)

where
Jmax = 𝑔𝑎𝛾𝛾

√
𝜌𝐷𝑀Bmax. (5.15)

Solving for 𝒢𝑉 ,

𝒢𝑉 =
M

V

[︂∫︁
JeffdA

Jmax

]︂
. (5.16)

Inserting the equation for the mutual inductance between the axion current and the
pickup loop, switching for an equivalent integral and adding a constant for units the
final form of 𝒢𝑉 is

𝒢𝑉 =
1

𝜇0V

Ip
Ia
Lp

[︂∫︁
RindA

𝜌

]︂
. (5.17)

Where Rin is the inner radius of the magnet, valued at 30 mm, and 𝜌 is the cylindrical
radial coordinate. The effective axion current used in the magnet volume was based
on the current in the magnet (121 [A]) and the number of winding (80*16) with a 1/r
dependence,

Jeff = 4𝜋 * 121 * 80 * 16/(2𝜋 * 𝑟). (5.18)

We use COMSOL to find the current ratio and solve for the integral over the
magnet volume. Since this calculation relies on the current in the pickup, a frequency-
based study is used. To mimic superconductivity, the boundary of the pickup loop
was set to have a conductivity 18 order of magnitude greater than that of normal
copper, see Appendix A for more details. The following calculations were done for a
Run 1 geometry to be able to directly compare with the value found for Run 1, which
published a 𝒢𝑉 value of 0.027.

Note on interpreting tables 5.1-3: for the calculation of current through a cross
section in COMSOL there are multiple options, the two listed in the tables below
are "current density norm" and "current density, 𝜑 component". Norm in this case
is slightly misleading, it is not the normal to the surface as one might think, but
the normalization over the surface. For this reason, we trust the single component
results more, but both are used in calculating 𝒢𝑉 as we were searching for the cause
of anomalous published values. 𝒢𝑉 is calculated using equation (5.17) for both values
of the current over the two values of V, the volume found by COMSOL and the PRD
volume. Here "COMSOL volume" refers to the volume through which the axion
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effective current was simulated, it is the same value as listed in the "Volume" row of
the tables. The "𝒢𝑉 for ..." rows use the "Volume" value to evaluate (5.17).

Table 5.1 simulates the mandrel magnetic volume with a 3D simulation. Using
the 𝜑-component of the current density and the PRD volume in the post-simulation
calculation we come close to the PRD value for 𝒢𝑉 , the error of which can likely be
attributed to the simplifications of the geometry for the 3D simulation (see appendix
A). Since the mandrel volume is likely an overestimate of the magnetic volume, and
the PRD volume does not match the volume found in COMSOL, this result is likely
unphysical.

Table 5.2 presents a more physical setup, using the mid-winding volume. The
result for the norm of the current and post-simulation calculations with the PRD
volume seems to recreate the published Run 1 value. The most physical result in
table 5.2 would be for the 𝜑 component of the current density and using the COMSOL
volume for post-simulation calculations, resulting in a 𝒢𝑉 value of 0.019.

Table 5.3 uses an axi-symmetric simulation, which allows a more complicated
geometry and the possibility to make the inside of the pickup loop superconducting as
well (see appendix A). The simulation is likely the same as was used for the published
result, Chiara Salemi sent the simulation over as the most updated version that was
last used, and we ran it unaltered. The volume as calculated in COMSOL for the 2D
axi-symmetric model matches the mandrel volume found in the 3D simulation. Using
the PRD volume for post-simulation calculations and the 𝜑 component of the current
density recovers the Run 1 published result.

Comparing the "𝒢𝑉 for 𝜑 comp" rows in tables 5.1-3, the values are fairly close
in value, which seems to suggest that the exact value of the magnetic volume is not
so significant as long as that same volume is used in the post-simulation calculations
as was used for the simulation. This result for "𝒢𝑉 for 𝜑 comp" of around 0.0195 is
the most physical of the current-based calculations, and about 72% of the published
result.

While these current-based simulations are compelling, they rely on COMSOL
correctly simulating the superconductivity of the pickup loop, which is not a function
it was designed to simulate. The flux-based method for finding 𝒢𝑉 in the next section
only relies on the flux on the area of the pickup, so no physical pickup is required and
superconductive properties do not have to be simulated.
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Parameter Value

Frequency 100 kHz

Volume 1190.6 cm3

𝐼𝑝 norm of current 0.0003553 A

𝐼𝑝 𝜑 component only 0.0003155

𝐼𝑎𝑥𝑖𝑜𝑛 0.0029802 A∫︀
RindA

𝜌
0.0028863

𝒢𝑉 for norm 0.02196

𝒢𝑉 for 𝜑 comp 0.01950

𝒢𝑉 using PRD volume and norm 0.02937

𝒢𝑉 using PRD volume and 𝜑 0.0261

Table 5.1: Current ratio method for solving for 𝒢𝑉 using a 3D simulation and the
mandrel volume as the input to COMSOL.

Parameter Value

Frequency 100 kHz

Volume 1069.2 cm3

𝐼𝑝 norm of current 0.00032862 A

𝐼𝑝 𝜑 component only 0.00028172

𝐼𝑎𝑥𝑖𝑜𝑛 0.0026531 A∫︀
RindA

𝜌
0.0025695

𝒢𝑉 for norm 0.0226

𝒢𝑉 for 𝜑 comp 0.019387

𝒢𝑉 using PRD volume and norm 0.0272

𝒢𝑉 using PRD volume and 𝜑 0.0233

Table 5.2: Current ratio method for solving for 𝒢𝑉 using a 3D simulation and the
mid-winding volume as the input to COMSOL.
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Parameter Value

Frequency 100 kHz

Volume 1190.6 cm3

𝐼𝑝 norm of current 0.00078848 A

𝐼𝑝 𝜑 component only -0.0003296

𝐼𝑎𝑥𝑖𝑜𝑛 0.0029802 A∫︀
RindA

𝜌
0.0028863

𝒢𝑉 for norm 0.0487

𝒢𝑉 for 𝜑 comp 0.0204

𝒢𝑉 using PRD volume and norm 0.0652

𝒢𝑉 using PRD volume and 𝜑 comp 0.0272

Table 5.3: Current ratio method for solving for 𝒢𝑉 using the mandrel volume. This
simulation was done as a 2D-axisymmetric model.

5.2.2 Method 2: Flux based calculation

For the flux calculation the goal is to get 𝒢𝑉 only in terms of flux and not current.
First we use equations (5.15) - (5.17) to solve for Jmax,

Jmax =

∫︁
JdA/

∫︁
RindA

𝜌
, (5.19)

and plug that into [32] equation (3) to get

Φ = 𝑉 𝒢𝑉

∫︁
JdA/

∫︁
RindA

𝜌
. (5.20)

If we use

J =
Rin

𝜌
, (5.21)

as our effective axion current (Jeff), the relationship between 𝒢𝑉 and flux is now
simplified to

𝒢𝑉 =
1

𝜇0

Φ

V
. (5.22)

We use the stationary solver in COMSOL to find the flux in the loop for a Jeff
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of 𝑅in/𝜌 in the ϕ direction. The area covered by the loop is defined by a surface
and the z-direction of the magnetic field is integrated over that surface to find Φ𝑝.
Similarly to tables 5.1-3, the "𝒢𝑉 for PRD volume" row refers to using the volume
found in [32] to evaluate equation (5.22). The "𝒢𝑉 " row uses the volume through
which the axion effective current was simulated, which is listed in the "Volume" row,
to evaluate (5.22).

Parameter Value

Volume 1190.6 cm3

Φ𝑝 3.0361 * 1e-11 Wb
𝒢𝑉 0.0203

𝒢𝑉 for PRD volume 0.02714

Table 5.4: Flux method for solving for 𝒢𝑉 using the mandrel volume.

Parameter Value

Volume 1069.29 cm3

Φ𝑝 2.736 * 1e-11 Wb
𝒢𝑉 0.01692

𝒢𝑉 for PRD volume 0.02032

Table 5.5: Flux method for solving for 𝒢𝑉 using the mid-winding volume.

The value for 𝒢𝑉 using the PRD volume post-simulation calculations in table 5.4
recreates the published Run 1 result, providing farther evidence that the published re-
sult used the mandrel volume for simulation and the PRD volume for post-simulation
calculation. This value is in agreement with the table 5.1 and 5.3 values for "𝒢𝑉 using
PRD volume and 𝜑 comp". Between tables 5.4 and 5.5 the most physical result would
be using the mid-winding volume for the simulation and post-simulation calculations,
resulting in a 𝒢𝑉 value of 0.017, about two-thirds of the published value for Run 1.

5.2.3 𝒢𝑉 Conclusions

Figure 5-3 summarizes all the 𝒢𝑉 values found in tables 4.1-5. Strong statistical claims
are difficult to make about the spread of 𝒢𝑉 values since each value is calculated us-
ing different methods and input variables. Four of the re-calculated values closely
matched the Run 1 published value, and it appears from these calculations that the
Run 1 published value likely used the full mandrel volume as the magnetic volume for
the simulation and the PRD volume as the magnetic volume for the post-simulation
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calculation. The most logical method for calculation would use a consistent magnetic
volume for both the simulation and post-simulation calculations. The results that
have the most physical step up used the mid-winding volume, they are "Flux calcu-
lation and COMSOL volume" at 0.0169 and "𝜑 component of current and COMSOL
volume" at 0.0194. We reiterate that the fluxed-based calculations do not rely on
COMSOL to simulate superconductivity, a function which COMSOL was not built
to simulate. It is likely the true value of 𝒢𝑉 is not smaller than 0.01692, and not larger
than 0.0203, both values are from the flux calculation, the first using the mid-winding
volume for simulation and calculation, and the second using the mandrel volume for
simulation and calculation.

Figure 5-3: All the calculated 𝒢𝑉 values from the tables in section 5.2. The x-axis
lists the volume and pickup-current value which was used to evaluate 𝒢𝑉 for the
current-based solution (5.17), or the volume used to evaluate 𝒢𝑉 for the flux-based
solution (5.22). The gray band marking "This evaluation" shows the region in which
we determined the value of 𝒢𝑉 should lay based on the work in this chapter.
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5.3 Backgrounds in ABRACADABRA-10 cm

For the background-search campaign of ABRA (Runs 4 and 5) we used the same
cylindrical pickup setup as used in Run 3, which was more sensitive to the axion signal
than the ring pickup from Run 1, but in turn also more sensitive to backgrounds.
From Run 1 to Run 3 there was a reduction in measurable axion mass parameter
space, from a lower limit of 𝑚𝑎 ∼ 0.31 neV (∼ 75 kHz) to a lower limit of 𝑚𝑎 ∼ 0.41
neV (∼ 100 kHz) as a result of noise increase. Unlike the data taken in Run 3, the
majority of the noise tests were done without the use of the PID, which was used for
active feedback to reduce the low-frequency noise in Run 3 [120].

In the following sections we discuss the increased sensitivity in Run 3 and the
predominant noise features we encounter with ABRA and how they interfere with
our data collection and signal detection. The features discussed are electromagnetic
interference (EMI), vibrations and an artifact in our background at 70 kHz.

5.3.1 Sensitivity in Run 3

The cylinder used in Runs 2-5 had a higher coupling to the axion signal than the loop
used in Run 1, increasing the published 𝒢𝑉 value from 0.027 to 0.031[120]. We did
not re-simulate and recalculate the value of 𝒢𝑉 for the cylinder when we did the Run
1 recalculations since the axion geometry of Run 3 is fundamentally different from
the axion geometry of Run 6. We have reason to believe the same methods used in
the Run 1 published value were also used in the Run 3 published value, i.e. using
the inflated magnet volume for simulation and the deflated magnet volume for post-
simulation calculation. Given the similarity in methods, the scaling between Runs 1
and 3 are likely the same, which would put the Run 3 value for 𝒢𝑉 around 0.023.

The noise increase with the addition of the cylindrical pickup affected all frequen-
cies, but at low frequencies the amplification was enough to overwhelm the SQUIDs,
rendering the data unusable and preventing data from being collected at any frequency
initially. To combat this low-frequency noise for Run 3, we used a Stanford Research
Systems SIM960 analog PID controller during the data collection for active feedback.
The PID was connected to the signal generator, which in turn was connected to the
calibration loop, and signals were injected at low frequencies to destructively interfere
with the noise. Since this active feedback was limited to the low-frequency region,
it did not interfere with the frequency range which was of scientific interest [120].
A 10 kHz low-pass filter was placed before the digitizer to attenuate these actively
corrected low frequencies, see Chapter 4.4 Figure 4-3 for a circuit diagram of the
setup. With the low frequencies attenuated, the data could be collected for Run 3,
but there was still a need for passive noise reduction to increase the searchable axion
mass range.
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5.3.2 E and M Noise

In the winter of 2021, we conducted a series of tests to determine the sources and
characteristics of electromagnetic noise in our system. The majority of these tests were
conducted with the magnet uncharged, since the noise from the magnet dominates our
backgrounds, especially at high frequencies. EM noise can enter our system directly
into the pickup, or through our readout chain either through the body of the fridge
into the cold components, or onto the electronics external to the fridge.

Our pickup structure is susceptible to EM noise entering through the body of our
fridge from environmental sources, and EM noise from wires within the fridge itself.
As a consequence of the short magnet charging wires which are not well thermalized,
noise can easily travel through our system to the pickup via the magnet leads. Our
leads act as antennae, picking up EM noise on the warm side, and carrying that
noise down into our system. We experimented with placing different types of Faraday
cages over the leads, and found generally the more shielding we added, the greater the
decrease in noise. The ultimate system we found worked best included plastic covers
directly on the leads, followed by aluminum foil around each lead, covered entirely by
an aluminum can, which was then wrapped in aluminum foil.

In an effort to minimize environmental noise entering thought the body of the
fridge, we temporarily placed an additional portable MuMetal blanket around the
body of our fridge. The combination of the MuMetal blanket and extra shielding
around the magnet leads reduced our noise by an order of magnitude to two orders
of magnitude over our frequency range, with the greatest reduction from 100 Hz to 1
kHz.

In the process of organizing our lab we moved our portable external electronics,
including filters, SQUID electronics, our computer and signal generator into a walled
server rack. The external electronics had previously been laid out a lab bench, with
each instrument plugged into the wall separately. The result was a large reduction in
our noise floor as seen in Figure 5-5. This reduction was likely a result of the walled
server rack acting as a Faraday cage, shielding our electronics from the EM noise in
the building. We conducted tests with the server rack with and without walls and
observed a decrease in high-frequency noise with the doors added, making a more
complete Faraday cage. In addition, we placed the box that contained our external
SQUID electronics inside another metal box within the server rack and grounded to
the server rack sitting about two feet above the rest of the external electronics. This
move and additional shielding proved to further reduce our high frequency noise by a
half order of magnitude in the frequency range between 800 to 1300 kHz (see Figure
5-5). In addition to acting as a Faraday cage, the server rack also allowed us to plug
all of our external electronics into the same ground, which likely contributed to the
noise reduction. However, we were led to believe the greater effect was the Faraday
cage, since there was a large difference between the wall-less server rack, and the
walled rack.
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(a)

(b)

Figure 5-4: Top: Shielding the magnet leads with layers of metal and plastic (see
text), Integrated refers to the two-stage SQUID on one chip, see Chapter 4 for details
on the SQUIDs. Bottom: Low-frequency PSD of the body of the fridge without ad-
ditional Mumetal shielding (Baseline) and with an addition Mumetal blanket (Added
Blanket). The digitizer noise floor is added for comparison.

Unfortunately, the background created by the fully charged magnet is much noisier
than the background created by external EM signals. With the magnet fully charged,
the background from the magnet dominated all other backgrounds and the only re-
duction which was visible was the disappearance of the board EM peaks, however
the results from these tests can be used to better inform future upgrades with lower
magnet backgrounds.
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Figure 5-5: The PSD of the noise with the magnet off. Blue: configuration with
external electronics on lab bench not connected to the same ground. Green: exter-
nal electronics in an un-walled server rack with all electronic plugged into the same
ground. Pink: external electronics in a fully shielded server rack with walls on and
SQUID controller box additionally shielded inside the server rack, all grounds are
connected.

5.3.3 Vibrations

Vibrations are a major contributor to noise in our system, both directly at low fre-
quencies, and with harmonics to higher frequencies. Any mechanical motion of the
pickup within a spatially varying magnetic field gradient will generate a current signal
within our circuit. These field gradients can come from fringe fields from the magnet
(only present when the magnet is on) or from residual DC fields from the environ-
ment penetrating into the pickup region. Vibrations can be induced by a variety of
sources, including cryogenic pumps and compressors, as well as environmental sources
within the building. The detector is supported by a simple vibration isolation system
described in [32], which reduces, but does not completely eliminate, this vibration.

We perform a series of tests using a PCB Piezotronics model 393B04 accelerometer
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fastened to the room-temperature plate on top of the fridge. With the accelerometer
taking z-directional data, we took simultaneous SQUID data for different experimen-
tal configurations. These tests included changing the current in the magnet, turning
off the pulse tubes, and driven external audio speaker tests.

Since we expect the majority of the signals from vibrations come from the pickup
moving in the fringe fields, we tested that theory by varying the value of the magnetic
field. As seen in Figure 5-6, the values of our baseline increase with the charge of
the magnet. The effect of the magnet can be seen to drop off at the top of our
frequency range, as seen both with and without the high-pass filter. We observed
large structures at frequencies above 10 kHz which seem to be connected to the
charging process. These large structures don’t appear in our long data runs, after
the magnet has been charged for a significant amount of time, suggesting they are
an artifact of the charging, possibly a result of trapped flux or heating of different
parts of the system resulting from the charging. The magnet charging process, and
the magnet hold charge significantly increase our noise floor.

Figure 5-6: Ramping the magnet strength from 0.25 T to 1 T in steps, data taken
in 20 minute intervals for the low-frequency plot (left plot) and 8 hours for 0.25 T, 4
hours for 0.5 T, 2 hours for 0.75 T, and 1 hour for 1 T in high-frequency plot (right
plot).

We took additional data with a SQUID not connected to the pickup cylinder, or
anything at all, and saw no change in the noise level of the PSD from the changing
magnet strength. The disconnected SQUID is located on the Still plate, which is a
little under two feet above the mixing-chamber plate where the data-taking SQUID is
mounted. These disconnected SQUID data suggest that if there are significant fringe
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fields, they do not affect any of the electronics beyond the pickup cylinder and above
the Still plate.

The pulse tubes (PTs) provide the second stage of the cooling power for the
dilution refrigerator. They can only be shut off for brief tests without compromising
the temperature stability of the system. To minimize the amount of time that the
PTs were turned off, we limited our tests to 60 second integration periods, with ∼ 10 s
between turning the PT off and starting data collection. The data we collected during
this 60 second period showed that the pulse tubes are relatively well isolated from our
system as compared to higher background which dominate. We see only small effects
at the PT driving frequency of 1.4 Hz and harmonics at 2.8 Hz, higher harmonics are
not significantly observed.

Though we turned off the PT compressor, the mixture circulation pumps stayed
on. These are located about a meter from the base of the fridge on rubber isolation
pads in a rolling cart, but it’s possible these are adding to the vibrations. The mixture
circulation pumps cannot be turned off. In addition, the effects from the pulse tube
compressor were not considered, since the compressor is well isolated in a separate
room from the dilution refrigerator.

Figure 5-7: Low-frequency spectrum of acceleration correlated data with the pulse
tubes on for 60 seconds, then off for 60 seconds.

To see which vibrational frequencies induced the strongest signals in our system,
we used a speaker connected to a signal generator driven at signal frequencies. The
speaker was place on top of our fridge, and we collected data for frequencies in the
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range of 1 Hz to 10 kHz. As seen in the 100 Hz example, we were able to clearly see
the accelerometer peak, along with a corresponding peak in the SQUID signal. As the
speaker was uncalibrated, and the accelerometer is not rated to measure accelerations
above 450 Hz, we use this data a proof-of-concept for the propagation of vibrations
from the top of the fridge into our data readout. For future upgrades, vibration
isolation systems could greatly reduce our backgrounds.

In addition, we took data with the accelerometer on top of the fridge and with the
accelerometer placed on the floor near the fridge, unmounted. There was correlation
with the floor and the SQUIDs, but the rate of correlation was much higher from the
top of the fridge. We expect the vibration on the top of the fridge to be higher in
general, since it is a free-standing structure, and the floor is on the ground level.

With the magnet off, the signals resulting from the vibrations are not a result of
the pickup moving through stray magnet fields. The vibrational noise induced by the
SQUIDs themselves is below the base SQUID noise floor. A likely possibility for the
source of the majority of the vibrational noise is microphonic noise from the wires in
the fridge.

Figure 5-8: Data taken with the speaker place on the top of the dilution refrigerator
and driven at 100 Hz, two runs taken, magnet off (0 T) and magnet on (1 T). The
top plot shows the data taken from the SQUIDs, and the bottom plot shows the data
form the accelerometer.

5.3.4 70 kHz Anomalous Signal

For Runs 2-5, our power spectrum contained a large peak at 70 kHz of unknown origin
which remained in the data regardless of magnet charge and filters in the system. As
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a part of our background characterization, we conducted multiple tests to determine
the nature of this signal.

The peak first appeared after the upgrade to the cylinder pickup from the loop
pickup in June of 2019. During the upgrade, there was a down time from April till
June of 2019 in which no data was taken. It is possible that there has been a 70
kHz signal since the start of data taking in 2018, and the upgrade in the pickup
caused an amplification of that signal, allowing it to be raised above the noise floor.
The hypothetical amplification of the peak could be caused by a resonance of the
signal with the cylinder. Another possibility is that during the down time when the
upgrades were taking place something changed in our environment creating this 70
kHz signal.

We conducted multiple tests in which we varied high and low pass filters, magnet
charge, magnet height, and the RF value to see how these changes affected the 70
kHz signal. Changing filters and the charge value of the magnet had little to no
effect on the peak, but we did see a shift in the amplitude from changing the magnet
height and varying the RF value. A change in the RF resistance value is reflected in
the peak amplitude but not in the shape of the signal, leading us to believe that the
signal enters on the SQUID input. For an RF value of 100 kΩ, the peak is on the
order of 1e-1 mV2/Hz, and at an RF value of 10 kΩ, the peak has a value around
1e-3 mV2/Hz. The loss of two orders of magnitude for a one order of magnitude loss
in RF is as expected for a signal on the SQUID input.

Changing the magnet height had a less definitive conclusion, the amplitude of the
peak changed with the height but not consistently. After multiple tests of raising
and lowering the magnetic the peak amplitude was occasionally at a max for the
lowest height of the magnet, and occasionally at a max for the highest height of
the magnet. The only conclusion we draw was that moving the magnet affected the
signal. Previous EM tests had little to no effect on the signal.

Additionally, we observed the value of the peak of the 70 kHz signal to fluctuate
over time. In the spring of 2021, we observed values of the peak amplitude for an RF
value of 100 kΩ around 5×1e-1 mV/Hz, and as high as 1 mV2/Hz. In comparison, in
the fall of 2021 values at the same RF were closer to 1e-1 mV2/Hz. In the same week
during the fall, we observed a peak value of 2×1e-2 mV2/Hz, almost a full order of
magnitude lower.

The peak is not present in the Run 6 data for either the axion data, nor the
gravitational wave data, which both use wire loops in different configurations. The
existence of the 70 kHz peak in only Runs 2-5 suggests that the signal is tied to the
cylinder, either in a stronger coupling to the pickup itself or having to do with the
installation of the cylinder.
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5.3.5 Effects of Noise on the Axion Analysis

The axion signal is characterized by a Doppler-shifted peak in frequency space, which
disappears when the magnet is turned off. This signal is quite unique, and unlikely
to be mimicked by any noise source. However, while the axion signal can be dis-
tinguished from background signals, noise limits the searchable parameter space and
the sensitivity of our experiment. Lumped-element axion experiments are evolving
and gaining sensitivity, and with this improved signal sensitivity there is likely to be
increased noise sensitivity. EM shielding and vibration mitigation are essential for
controlling noise in a lumped-element axion experiment.

While simple in design, the ABRA experiment has a sophisticated analysis with
a complex array of backgrounds. Each element of the experiment has been studied
and while the backgrounds have not all been fully accounted for or mitigated, as a
pathfinder experiment, ABRA has taught us much about searching for axions in this
frequency regime and controlling and characterizing noise for future experiments.

87



Chapter 6

ABRACADABRA-10cm
Gravitational Wave

Once ABRACADABRA-10cm completed its Run 3 data collection and set limits in
previously unsearched parameter space, large modifications needed to be made to the
experiment to increase the sensitivity to axions. Taking equation 4.1 for the signal
to noise ratio, one of the most effective methods to increase sensitivity is to increase
the magnetic field volume, requiring a new magnet to be wound and a new larger
dilution refrigerator to cool the magnet. Another method that could be employed
for greatly increasing our sensitivity would be to change from a broadband search to
a resonant search. Both of these changes require major hardware and/or software
upgrades, a new experiment had to be built from the ground up to reach greater
axion sensitivity. To achieve this higher sensitivity, ABRA joined with the DMRadio
Pathfinder experiment with Stanford and UC Berkeley. In Appendix B more details
on the DMRadio suite of experiments are given. With the ABRA setup at MIT
we moved to modify the experiment to search for high-frequency gravitational waves
(HFGWs), which produce an electromagnetic signal analogous to the axion signal.
With ABRA-GW, we set out to prove a lumped-element axion experiment could be
modified to search for HFGWs without losing sensitivity to axions.

The following chapter begins with GW electrodynamics, followed by the setup
and calibration of ABRA-GW, and concluding with the results and data analysis of
ABRA-GW.

6.1 Gravitational Wave Electrodynamics

The following section is based on work in [124] and [125]. The scale of interest for
our experiment is 𝜔L, with 𝜔 as the angular frequency of the incoming GW wave,
and L as the characteristic spatial length scale of the experiment, which is 10 cm for
ABRA. With the division by the speed of light for units, this quantity is very small,
we take 𝜔L ≪ 1. For the remaining chapter and in Appendix D, 𝜔L/c is implied with
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the mention of orders of 𝜔.
Another important note, on the spatial length scale of the experiment and in

the frequency range considered (𝜔 > 10 kHz) we can safely consider mechanical
perturbations negligible, and only consider the electromagnetic interactions. There
have been considerations of how a mechanical interaction with the detector could in
itself produce a small (likely negligible) electromagnetic signal, however this effect
would likely only enhance our signal and is safe to not consider in our analysis.

6.1.1 Gravitational Wave Interaction

Much like the axion, GWs can also be detected electromagnetically, the EM mech-
anism for interaction however is fundamentally different for GWs. Axions modify
Maxwell’s equations through their interaction with photons, and while a closer anal-
ogy can be made using the inverse Gertsenshtein effect, we can also consider that
GWs perturb the flat spacetime metric, thereby modifying Maxwell’s equations. The
flat spacetime metric is given by 𝑔𝜇𝜈 = 𝜂𝜇𝜈 , and in the presents of a GW the spacetime
metric is perturbed adding a new term ℎ𝜇𝜈 , to form 𝑔𝜇𝜈 = 𝜂𝜇𝜈 + ℎ𝜇𝜈 . The work done
in [124] and [125] and what is presented here is all done in the proper detector frame,
as opposed to the TT frame discussed in Chapter 3, we also consider a plane wave
in the following section. In this frame distances can be measured by rigid rulers, and
the detector quantities are understood.

In the proper detector frame, a plane GW warping spacetime at position r with
azimuthal and inclination angles of 𝜑ℎ and 𝜃ℎ respectively produces a metric ℎ𝜇𝜈 of

ℎ00 = 𝜔2𝑒−𝑖𝜔𝑡𝐹 (k · r)𝑟𝑚𝑟𝑛
∑︁

𝐴=+,×

ℎ𝐴𝑒𝐴𝑚𝑛(k̂), (6.1)

ℎ0𝑖 =
1

2
𝜔2𝑒−𝑖𝜔𝑡 [𝐹 (k · r)− 𝑖𝐹 ′(k · r)]

[︁
k̂ · r 𝑟𝑚𝛿𝑛𝑖 − 𝑟𝑚𝑟𝑛𝑘𝑖

]︁ ∑︁
𝐴=+,×

ℎ𝐴𝑒𝐴𝑚𝑛(k̂),

ℎ𝑖𝑗 = −𝑖𝜔2𝑒−𝑖𝜔𝑡𝐹 ′(k · r)
[︀
|r|2 𝛿𝑖𝑚𝛿𝑗𝑛 + 𝑟𝑚𝑟𝑛𝛿𝑖𝑗 − 𝑟𝑛𝑟𝑗𝛿𝑖𝑚 − 𝑟𝑚𝑟𝑖𝛿𝑗𝑛

]︀ ∑︁
𝐴=+,×

ℎ𝐴𝑒𝐴𝑚𝑛(k̂),

where 𝐹 (𝜉) = (𝑒𝑖𝜉 − 1 − 𝑖𝜉)/𝜉2 ≈ −1/2 + 𝒪(𝜉), ℎ+,× represents the amplitude of
the two possible strain polarizations, and the direction of GW propagation is k̂ =
sin𝜃ℎê

𝜑ℎ
𝜌 + cos𝜃ℎê𝑧, with ê𝜑ℎ

𝜌 and ê𝑧 representing the unit vectors with the origin at
the center of the experiment for a polar angle of 𝜑ℎ. The polarization tensor 𝑒+,×

𝑖𝑗 is
defined as

𝑒+𝑖𝑗 =
1√
2

[︁
𝑈̂𝑖𝑈̂𝑗 − 𝑉𝑖𝑉𝑗

]︁
, 𝑒×𝑖𝑗 =

1√
2

[︁
𝑈̂𝑖𝑉 𝑗 + 𝑉𝑖𝑈̂𝑗

]︁
, (6.2)

V̂ = ê𝜑ℎ

𝜑 , Û = V̂ × k̂.
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The EM tensor is modified by the perturbation of spacetime to gain a new effective
current in the presence of a GW,

𝜕𝜈𝐹
𝜇𝜈 = 𝑗𝜇 + j𝜇eff , 𝜕𝜈𝐹𝛼𝛽 + 𝜕𝛼𝐹𝛽𝜈 + 𝜕𝛽𝐹𝜈𝛼 = 0 (6.3)

where 𝐹 𝜇𝜈 is the electromagnetic field tensor, 𝑗𝜇 is the electromagnetic current for
a flat spacetime metric and the equation on the right is the homogeneous form of
Maxwell’s equations which are unaffected by the presents of a GW, the appendix of
[125] goes into detail of why the equations are unaffected. The effective current is
given by

j𝜇eff ≡ 𝜕𝜈

(︂
−1

2
ℎ𝜇
𝜇𝐹

𝜇𝜈 + 𝐹 𝜇𝛼ℎ𝜈
𝛼 − 𝐹 𝜈𝛼ℎ𝜇

𝛼

)︂
. (6.4)

The effective current can also be written in terms of the effective polarization
and magnetization vectors for a more direct comparison to axion electrodynamics. In
Appendix D the full equations for the effective current resulting from a plane GW in
a toroidal magnet are given.

6.1.2 Gravitational wave detection in ABRACADABRA-10cm

The effective current is induced in the presents of a magnetic field, and that effective
current itself induces an oscillating magnetic field at the frequency of the GW, 𝜔.
The form of the magnetic field for a toroidal magnet with inner radius 𝑅 and peak
field value 𝐵max (see Figure 6-1) like the one used in ABRA is a DC magnetic field
with

B0 = 𝐵max(𝑅/𝜌)ê𝜑 (6.5)

for the volume within the toroid and zero elsewhere. The resulting magnetic field in
center of the toroidal magnet can be found from the effective current using Biot-Savart
law

Bℎ(r
′,k) =

1

4𝜋

∫︁
𝑉𝐵

𝑑3r
(𝑗𝜌ê𝜑 − 𝑗𝜑ê𝜌) · (r′ − r)

|(r′ − r)|3 , (6.6)

with 𝑗𝜌 and 𝑗𝜑 as jeff ·ê𝜌 and jeff ·ê𝜑 respectively. The integral is taken over the volume
of the magnetic field, 𝑉𝐵. Much like for the axion searches of ABRA, we search for
this resulting magnetic field. The GW magnetic field signal would be detected from
the flux in the area of the pickup loop

Φℎ =

∫︁
𝐴ℓ

𝑑2r′Bℎ(r
′) · n̂′(r′), (6.7)

which induces a current in the pickup loop that is read out with our current sensors.
Unlike the axion signal, the GW signal lacks azimuthal symmetry. The asymmetric
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signal results in a weaker coupling to a circular pickup. The radial component of the
effective current is integrated to zero for the circular pickup and only the azimuthal
component remains, resulting in an 𝜔3 dependence from only the h× polarization,

Φ𝑐 =
𝑖𝑒−𝑖𝜔𝑡

16
√
2
ℎ×𝜔3𝐵max𝜋𝑟

2𝑅𝑎(𝑎+ 2𝑅)sin2(𝜃ℎ), (6.8)

where 𝑅 and 𝑎 are dimensions of the toroid as depicted in Figure 6-1. However if that
symmetry is broken in the form of a semicircular figure-8 loop, then the signal is able
to couple to terms up to 𝜔2 using the radial component of the effective current. The
figure-8 pickup couples to both the h× and h+ components. The flux for a figure-8
pickup is approximated as

Φ8 =
𝑖𝑒−𝑖𝜔𝑡

3
√
2
ℎ×𝜔2𝐵max𝑟

3𝑅 ln(1 + 𝑎/𝑅)sin2(𝜃ℎ) (6.9)

× (ℎ×sin(𝜑ℎ)− ℎ+cos(𝜃ℎ)cos(𝜑ℎ)).

These equations for flux are made in the limit that the magnet is a rectangular
toroid and has infinite height, to account for these approximations in the analysis we
find the flux on the pickup loop resulting from a GW by simulation as opposed to
analytically.

Figure 6-1: Reproduced from [124], original proposition for the GWs search with an
ABRACADABRA-like detector. The DC magnetic field is represented by B0, H, R
and a are the height, inner radius and width of the toroid respectively. The radius of
the semi-circular figure-8 is r.
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6.2 Setup

ABRA-GW is designed to simultaneously look for axions and HFGWs. The system
is constructed with two pickups for detection: a circular pickup for axion detection,
and a semi-circular figure-8 pickup for GW detection. To first order, the axion signal
does not induce a current in the figure-8 loop and the GW signal does not induce a
current in the circular loop, this is because the mutual inductance between a circular
loop and figure-8 loop should be effectively zero. To higher orders, possible cross-
measurement of signals is not much of a concern since the signal shapes are very
distinct and cross-measurements can be vetoed in the analysis. Since these searches
do not fundamentally interfere with one another theoretically, we were able to conduct
simultaneous searches. Experimentally we faced a few challenges ensuring the lack of
interference between the searches.

ABRA-GW has gone through two configurations. The first configuration consisted
of three pickups, two GW pickups rotated 90 degrees apart, and an axion pickup. As
shown in Figure 6-2, the GW pickups were 1 cm above and below the axion pickup,
which was lined up with the center of the magnet. The axion calibration loop used was
the same as in previous runs, a 9 cm diameter wire that runs through the inside the
magnet in the azimuthal direction. The plan was to calibrate the GW pickups with
a GW loop 5 cm above the center of the magnet, which was at a 45 degree rotation
with respect to both GW pickups. This 45 degree rotation would have allowed us
to calibrate both GW pickups with a single calibration loop. Our system has two
two-stage DC SQUIDs, which limits our readout to measuring only two pickups at a
time. For the first cool down, we connected the top GW pickup (the GW loop closest
to the GW calibration loop) and the axion pickup.

In the first cool down with configuration 1, the signal we observed from the GW
calibration was the same order of magnitude as measured from both the axion pickup
and the GW pickup. Since the signal in the two pickups were of similar strength, we
could not trust that the signal seen in the GW pickup was directly as a result of the
current in the calibration figure-8 loop itself, nor could we make any sort of claim
that the axion pickup was weakly coupled to the GW signal. Without being able to
trust the calibration, we could not reasonably take science data. We suspected the
source of the issue was a weak coupling between the GW pickup loop and the GW
calibration loop, and the signal was primarily resulting from higher up in the system,
past the SQUIDs in the form of parasitic inductances.

To determine the nature of the signal measured on the axion pickup from the
GW calibration we ran a dedicated parasitic inductance and calibration cool down,
where we connected only one of the SQUIDs to a pickup loop, and only one of
the calibration loops to a port. The disconnected SQUID can only collect signal
from the SQUID readout chain, since the current sensors themselves are housed in
a super conducting niobium shield. We left a SQUID connected to the axion pickup
loop, disconnecting the GW pickup by removing the twisted pair from its SQUID
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Figure 6-2: Configuration 1 (left) of the pickups and calibration loops with the extra
directional GW loop and the GW calibration loop 5 cm above the axion pickup.
Configuration 2 (right) of the pickups and calibration loops without the directional
loop and the GW calibration loop 2 cm above the axion pickup.

and securing that pair with Kapton tape to the side of the shield. In addition we
disconnected the axion calibration loop by unplugging the SMA connector on the
mixing chamber plate which connected to the calibration port. Figure 6-3 shows the
results of this dedicated parasitic inductance and calibration cool down. From this
data, we determined that the parasitic inductance from the input and readout wires
in the GW calibration system was the dominate source of the GW calibration signal,
as the GW calibration signal read by the connected axion SQUID was less than the
signal read on the disconnected GW SQUID. In addition, We found that the SQUID
used in the GW search had a higher noise floor than the SQUID used for the axion
search. To combat these issues, we needed to increase the coupling between the GW
pickup and calibration loops and reduce the parasitic inductance in the system as
much as possible. Both solution required hardware changes to the system.

First, we needed to fully determine the state of the physical pickup structures, as
they were sealed inside of the shield containing the magnet. When we unsealed the
shield halves we found that the Teflon tube which held the pickups had fallen from
its secured position at the top of the magnet, and the twisted pairs coming out of the
pickup tube were un-shielded (the solder casing had slipped off) and slightly unwound.
For the purposes of calibration, the fallen position of the Teflon tube should not have
had a large impact, since the wires appeared to still be in good condition, but now the
geometric coupling to the axion and GW signals would be altered. A new position of
the pickups would need a new signal simulation, and would result in a different 𝒢𝑉

for the axion search. The center of the magnet produces the largest coupling between
the signals of interest and the pickup, our sensitivity would be greatly reduced with a
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Figure 6-3: Results from the dedicated parasitic inductance and calibration cool down.
Both figures show the gain from the signal generator output to the end of the readout
chain at the digitizer for both the axion calibration and the GW calibration. The
axion calibration loop was disconnected for this cool down. The top figure depicts the
axion detection chain, with the axion pickup connected to the SQUID. The bottom
figure depicts the GW detection chain with the GW pickup not connected to the
SQUID, this figure effectively shows the SQUID baseline with calibration signals
injected into the system.

move away from the center of the magnet. For the second configuration, we took care
to secure the Teflon tube not only with epoxy, but also mechanically by pressing the
shield halves closer together to rest the ends of the tube on both the top and bottom
of the shield.

In addition to the loose wire shielding, we had originally wired the pickup tube
such that the wires were all coming out in the same direction. With the twisted pairs
un-shielded and in such close proximity we were maximizing any potential parasitic
inductance that could occur within the shield. In the new hardware design described
below we made sure all the twisted pairs came out of the tube from different points.
This spreading out the of the twisted pairs also allowed us to push the magnet halves
closer together as mentioned above.

We determined we needed to rewire the pickups to neaten the wires, reducing
parasitic inductance, and to choose a design that gave us a stronger coupling between
each pickup and its respective calibration loop. We made the decision to remove
the bottom GW pickup, line up the GW calibration loop with the remaining GW
pickup, and move the GW calibration loop down such that it was only a centimeter
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(a) (b)

Figure 6-4: (a) The first version of the Teflon tube wiring removed after a year
of running with all twisted pairs exiting the magent at the same point. (b) Second
version of the Teflon tube wiring, showing the twisted pairs coming out of the magnet
at different, equidistantly spaced points.

above the pickups. There were multiple reasons for deciding on this new design, but
it came down to what gave us the most interesting science result and the best chance
to calibrate the detector. The initial goal of ABRA-GW was to show a search for
axions and a GW search could be done simultaneously, and if possible we wanted to
maintain that goal. By increasing the mutual inductance between the GW pickup
and the GW calibration loops, we increased our chances of being able to distinguish
a signal in the GW pickup from a signal in the axion pickup resulting from a signal
in the GW calibration loop. In other words, we would be able to confidently claim
that the signal seen on the GW pickup from the GW calibration was actually a result
of a signal on the calibration figure-8 and not some other parasitic inductance that
would also show up on the axion pickup. From a proportional Biot-Savart calculation,
moving the GW calibration loop even just 2 cm closer the to GW pickup should have
increase our mutual inductance by almost an order of magnitude, and aligning the
figure-8s should have also greatly increased the mutual inductance. Simulations done
in COMSOL confirmed this calculation.

While rotating the GW calibration loop to line up with only one of the GW pickups
did remove the possibility to calibrate the other GW pickup, we had no chance of
calibrating the far GW pickup even without rotating the calibration loop out of phase.
With the GW calibration loop 3 cm above the near GW pickup in configuration 1,
we were not strongly coupled enough to calibrate, therefore even moving the GW
calibration loop down to 1 cm above the near GW pickup would not have assisted in
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calibrating the far loop, which would have been 3 cm away from the new calibration
loop in this configuration. The only chance we would have of calibrating two out-
of-phase GW pickups would be to place the rotated calibration loop between the
two pickups, but even then the 45 degree rotation is still decreasing the mutual
inductance significantly. In addition this directional configuration would displace the
axion pickup significantly and greatly decrease the axion sensitivity, making it difficult
to prove the GW search does not interfere with the axion sensitivity.

6.3 Calibration
After changing from configuration 1 to configuration 2, we could show that the current
on the GW calibration loop was producing the dominate signal on the GW pickup,
and the signal was no longer dominated by parasitic inductances. The signal on
the GW pickup as a result of the GW calibration was now more than two orders
of magnitude higher than the signal produced by the axion calibration. Figure 6-5
shows the difference between the two configurations in terms of the gain on the GW
pickup loop from the signal generator to the ADC.

Figure 6-5: Difference between configuration 1 (top) and configuration 2 (bottom) as
shown in gain on the GW pickup loop. Both figures show the gain from the signal
generator output to the end of the readout chain at the digitizer for both the axion
calibration signal and the GW calibration signal.

We also compared our calibration data to a calculated expected value for the gain
of each calibration combination. This expected value was calculated by modifying the
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existing framework from Runs 1-3 to fit the new setup with multiple pickups. The
largest challenge for the new expected values was calculating current transfer between
loops using a matrix of mutual inductances, as each loop in the system had mutual
inductance with every other loop. Self inductances and mutual inductances were
calculated in COMSOL then those results were used to find the expectation value of
a signal resulting from the signal generator, results and general system parameters
show in Appendix C. The expectation values ensured we understand our system
within an order of magnitude, but the exact value has a low chance of matching as a
result of unknown parasitic inductances and systematic error.

Calibration results were additionally used to find the transfer function between a
signal on one part of the system to another, for example converting flux on the pickup
to voltage on the digitizer as was used to create the templates. These conversions are
done using equation (4.5) which describes the terms used for finding the gain from
the calibration results.

6.4 Analysis
As a transient search with a fundamentally different signal, the GW search analysis
looks different from the axion analysis done in Runs 1 and 3, described in section 5.1.
ABRA-GW relies on the use of signal templates and a Gaussian Process (GP)-based
handling of the background and likelihood ratio. We conducted a signal injection
recovery to prove the efficacy of our data pipeline, and a search to place limits on a
merger in our local environment.

The analysis was tuned using the first few hours of data that were taken. The
DAQ crashed after around 12 hours of data collection and had to be restarted, the
files from the first collection are clearly marked by timestamp and labeling. The crash
happened as a result of memory allocation issues, the data itself was uncorrupted.
The pipeline testing and the signal injection were preformed on this data, the merger
search was preformed on the data collected after the crash.

The analysis testing and the merger search were conducted on the subMIT cluster
at MIT Physics, and a copy of the data was stored there as well.

6.4.1 Templates

For the purposes of our demonstrator experiment, we only computed one signal tem-
plate to use in our analyses, the analysis framework can be generalized to multiple
templates, time and computing resources permitting. This template models the sce-
nario where there is a primordial black hole merger event at some distance from the
pickup. The signal is now no longer a plane wave, however the only change to the
electrodynamics in section 6.1 and Appendix D is to replace the ℎ+𝑒−𝑖𝜔𝑡 and ℎ×𝑒−𝑖𝜔𝑡

terms with the time-dependant form of the merger. All parameters were chosen to
maximize the strain in the merger within our frequency window (10 kHz to 3 MHz)
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and are listed in Table 6.1. In addition, the incoming angle of the GW was chosen to
maximize the effective current which results in a higher flux on the pickup.

The ripple code base [126] was used to generate the waveforms of the two polar-
izations of strain (h+(𝜔) and h×(𝜔)) for the merger. Ripple outputs the waveforms
as separate polarization arrays in frequency space, which we generate from 1 Hz to
5 MHz. The arrays could in principle be generated from 10 kHz to 5 MHz if we
intended to stay in the frequency domain, however the transition to the time domain
requires either the full frequency spectrum or a very carefully taken FFT with zero-
padded arrays. We transform the arrays output from Ripple to the detector frame
(mV on the digitzer) in the frequency domain before adding them together and taking
a real inverse fast Fourier transform (irfft) to get to the time domain. Transforma-
tions could be made in the time domain where they would be convolutions instead of
multiplications, but this process is both more computationally expensive and careful
consideration is needed to preform linear and not circular convolutions.

Merger parameter value

M1 0.01 M⊙
M2 0.01 M⊙

Dimensionless spin 0
Time of coalescence 1 ms
Distance to source 3.24 × 1e-23 Mpc (1 m)

Inclination 0

Table 6.1: Inputs to ripple to generate the merger template

The transfer function used to convert the strain output from ripple to voltage on
the digitizer is in two parts: the first relies on finding the induced flux on the pickup
using the analytic form of the effective current from [125] and COMSOL simulation,
and the second part converts from flux on the pickup to voltage on the ADC and is
found from the calibrations.

The full function for the effective current can be found in Appendix D, terms up
to 𝜔2 were input to COMSOL as the external current density. The flux on the pickup
as a result of the effective current was found by integrating over the surface of the
pickup, see Appendix A for more details on the simulation configuration. The effective
current for the h+ and h× polarization terms were simulated separately. By testing
different values of the strain polarizations, we ensured that the scaling with strain
was linear and additive in terms of the two polarizations. To simplify the COMSOL
inputs, terms which were constant and consistent across the different components of
the effective current were accounted for post-simulation. The flux on the pickup is
found to be
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Φpickup =
1

µ0

× h+/×(𝜔)× 𝜔2 × COMSOL, (6.10)

where here the h+/×(𝜔) terms represent the waveforms for the h+ and h× compo-
nents of the incoming wave and "COMSOL" is the output from the simulation. The
maximum magnetic field strength and the dimensions of the magnet are included in
the COMSOL simulation. The strain is effectively unit-less, 𝜔 is the frequency of
the GW whose units are accounted for in the effective current and the output from
COMSOL is in units of flux, the µ0 is the permeability of free space and is used to
correct for the units from the effective current which was input to COMSOL. The
maximum magnetic field strength could be accounted for post-simulation instead of
in COMSOL since it is a constant and consistent term, but it has a value of 1 T and
therefore it is inconsequential where it is included for our purposes.

As a result of our goal to create and run our analysis with one template, we chose
only one angle for the incoming wave, which was 𝜋/2 for both 𝜑ℎ and 𝜃ℎ. This angle
was chosen to maximize the h× component, since the COMSOL results for h× were
on average an order of magnitude larger. Figure 6-6 shows the COMSOL flux results
for each polarization for incoming angles from 0 to 𝜋 in both 𝜃ℎ and 𝜑ℎ. In an analogy
to the axion search, the conversion of strain to flux on the pickup for the GW search
includes similar information to the axion geometric coupling term 𝒢𝑉 , which connects
the axion current to the current on the pickup.

After finding the flux on the pickup from COMSOL, the gain resulting from the
calibration of the GW pickup loop with the GW calibration loop were used to convert
to mV on the digitizer,

Φpickup × 𝒯 (𝑓)Φpickup→𝑉ADC
= 𝑉ADC. (6.11)

The transfer function for flux on pickup to voltage on ADC, 𝒯 (𝑓)Φpickup→𝑉ADC
, is found

from equation (4.5) dividing the total gain, 𝑉ADC/𝑉Sig, by Φ𝑝/𝐼𝐶×𝐼𝐶/𝑉Sig, the mutual
inductance between the pickup loop and calibration loop, and the attenuation and
current conversion between the signal generator and calibration loop. See section
4.3 for more general ABRA calibration details. The results for the two polarizations
were then added, an irfft was preformed, and the waveforms were band-pass filtered
from 10 kHz to 3 MHz. Figure 6-7 shows the difference between a waveform which
was only band-pass filtered in units of strain and one that had the transfer functions
applied with units of mV.

In an effort to save computation time, we originally farther down-sampled the
template, stopping when we could still resolve the template. We determined that we
could down-sample by three and still resolve the signal, but two produced a smoother
template. However, since the portion of the signal we are using is only 30 𝜇s long,
resolution gained by using the full signal outweighs the computational benefits. This
benefit was determined by running the Gaussian process algorithm on a segment of
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Figure 6-6: Each square in the plots is the magnitude of flux in the z-direction for a
given pair of angles. The flux values are calculated over the half-sphere. Left: flux
calculated over the figure-8 area for h× = 0, h+ = 1000. Right: flux calculated over
the figure-8 area for h× = 1000, h+ = 0.

test data with a known signal injected and different amounts of down-sampling on
the template and data, the algorithm recovered the signal with the least amount of
uncertainty with no down-sampling. The signal injection recovery is explored more
in section 6.4.6.

6.4.2 Backgrounds, Data Filtering and Data Stability

To get any meaningful results from our data we needed to have a good understanding
of our backgrounds. The raw GW data had a consistent periodic pattern on mul-
tiple time scales which made the background difficult to model. When plotted in a
histogram by like-voltage values, the result was bimodal with peaks in alternating
bins. An autocorrelation analysis was preformed to characterize the time-scales of
the periodic behavior and determine if we could down-sample the data to filter out
the signal. The results of the autocorrelation found an oscillation with a frequency
of 5 MHz which appeared to be somewhat aliased, and an additional aliasing of that
signal at ∼ 500 kHz. Down-sampling to remove the 5 MHz signal could be done
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Figure 6-7: Results from a 0.01 M⊙ equal mass merger with the parameters from Table
6.1. Top: strain from h+ and h× polarizations added together, band-pass filtered and
an irfft taken. Bottom: transformed h+ and h× polarizations to the detector frame,
band-pass filtered and an irfft taken.

without affecting our sensitivity to the chirp signal, but high-pass filtering the signal
removed both the 5MHz signal and the aliased 500 kHz signal.

Zooming out we found another periodic background at 13 kHz, which is directly
in our search range of interest. As can be seen in Figure 6-7, the in-spiral of the
template sits around 13 kHz, therefore removing that frequency would degrade the
template. After band-pass filtering from 10kHz to 3 MHz the histogram only had one
mode, but failed the Anderson-Darling test for normality. To model the simplified
13 kHz periodic background for the likelihood analysis, we used a Gaussian Process
(GP). We used the George code base [127] for our GP in both the signal injection
analysis, and the merger search analysis.

Additionally, we checked the stability over time by dividing the data into hour-
long segments and transforming those segments to averaged PSDs. Each PSD was
composed of 10 seconds of raw data, 360 PSDs were averaged together for each hour.
For legibility, those hour-long PSDs were grouped into days and averaged to form
Figure 6-9, were we can see over the six days of data collection each averaged day
had very little variance from the other averaged days.
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(a)

(b)

(c)

Figure 6-8: (a) Auto correlation of 10 𝜇s of data (100 samples) taken in Run 6. The
data was down-sampled to varying degrees to remove periodic noise features. The
5 MHz signal is seen in the data in its raw form (blue), and down-sampling by 2
(orange) removes the high-frequency signal. The broader aliased ∼500 kHz signal is
only completely removed by down-sampling by 26. (b) Down-sampling vs filtering,
the band-pass filter removes the signal and aliased remnants. (c) Band-pass filtered
data, 13 kHz background is apparent.
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Figure 6-9: Power spectral density of the GW data in the frequency range of interest,
10 kHz to 3 MHz. The PSD for each day is composed of 8,640 averaged 10-second
PSDs.

6.4.3 Axion Sensitivity

One of the goals of the ABRA-GW campaign was to prove we can simultaneously
look for both axions and GWs. For the axion portion of the search, we changed
from a cylinder to a ring to physically accommodate the GW pickup and calibration
loops. This change decreased our sensitivity to axions through the geometric coupling
constant 𝒢𝑉 . Comparing Run 6 to the published value for Run 3, the axion search
went from a 𝒢𝑉 of 0.031 to 0.022. We used the flux method described in section 5.3
to find the Run 6 value, but the published Run 3 value is likely slightly inflated from
the true value. To compare sensitivity to axion between previous runs and Run 6 we
could not compare limits on 𝑔𝑎𝛾𝛾 because of this change in 𝒢𝑉 and the decrease in
integration time from one month to one week. Instead we took data of the SQUID
noise floor on the axion channel and compared to the data taken with the axion loop
simultaneously with the GW search. Proving we have not increased our noise with
the addition of the GW loop demonstrates that if we wanted to integrate for longer
and run the full axion analysis pipeline, we could recover similar limits to Run 1. We
focus our discussion on Run 1 since it was similarly a ring, the 𝒢𝑉 values between Run
1 and Run 6 are 0.019 to 0.022 respectively using the method flux method described
in section 5.3.

We demonstrated with Figure 6-10 that the axion sensitivity was not degraded by
the GW search. In Figure 6-10, the axion data taken during six-day-long Run 6 is
segmented, transformed to PSDs, averaged down and compared to the SQUID noise
floor. All the data shown in the figure have the shapes of the physical high and low
pass filters filtered out and the calibration data was used to compare results at the
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stage of the pickup loop. For the SQUID noise floor we used data taken a few months
prior of the SQUID used for axion data collection not connected to any input. This
data was taken in a five minute collection period as a part of the inductance run.
After the inductance run and the switch from configuration 1 to configuration 2 we
switched which SQUID was connected to which pickup for spatial reasons. Since this
data is much shorter than the full axion collection, and therefore does not average
down as much, we down-sampled the SQUID floor data to match the width of the
axion data. Similarly to the ABRA-GW axion result, figure 5 of [32] shows that Run
1 also had a noise floor close to that of the SQUID noise floor. The noise floor in [32]
was determined analytically instead of experimentally, as Run 1 did not take data
with the disconnected SQUID.

Figure 6-10: Axion data collection for Run 6 (blue), SQUID noise floor (green) and
digitizer noise floor (gray). Data shown is in power on the pickup loop, with all filters
divided out. All three data sets were taken at different times in different thermal
cycles. There are some regions where the axion Run 6 data seems to be more sensitive
than the SQUID noise floor, we attribute this unlikely situation to differences between
cool downs, as the data collections were taken months apart and the experiment was
thermal-cycled between collections. The result shows that the data taken with the
axion loop attached to the SQUID and the GW loop simultaneously taking data had
a noise floor almost the same the SQUID noise floor.

6.4.4 Noise-equivalent strain

The noise-equivalent strain is a metric adopted by the GW community used to com-
pare different detectors that may be looking for different GW signals with different
detection methods. The fundamental idea is to characterize the noise of the detector
as the minimum possible strain that could be detected by that detector. The metric
was created to be independent of the detector properties.
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A method for finding the NES is given by chapter 7.1 of [84]. GW detectors
primarily collect TS data to search for transient events, that data is often later Fourier
transformed for frequency based searches. The input signal to a given detector can
be described by

ℎ(𝑡) = 𝐷𝑖𝑗ℎ𝑖𝑗(𝑡) (6.12)

where 𝐷𝑖𝑗 is a constant tensor which describes the detector geometry, and ℎ𝑖𝑗 is the
familiar GW tensor shown for a plane wave in equation (6.1). For that given signal
the detector outputs a signal of the form

ℎ̃out = 𝒯 (𝑓)ℎ̃(𝑓), (6.13)

with ℎ̃(𝑓) as the Fourier transform of ℎ(𝑡) and 𝒯 (𝑓) as the transfer function of the
detector, example shown in equation (6.11) for ABRA-GW. Accounting for the noise
that is measured, the full detector output can be written as

𝑠out = ℎout(𝑡) + 𝑛out(𝑡). (6.14)

If we think of the noise output in the same manor as the signal, with all the noise
output from the detector as having originated completely as an input (i.e. all noise
that originates inside the detector is attributed as input to the detector) we can write
the Fourier transform of the input noise as

𝑛̃(𝑓) = 𝒯 −1(𝑓)𝑛̃out(𝑓). (6.15)

The input noise 𝑛(𝑡) can alternatively be thought of as the minimum value of
strain that could be detected, with the detector response completely filtered out.
The input to the system 𝑠(𝑡) is now a sum of 𝑛(𝑡) and ℎ(𝑡). If we assume the noise
is real and stationary and time averages to zero, ⟨𝑛(𝑡)⟩ = 0, then we have

⟨𝑛̃*(𝑓)𝑛̃(𝑓 ′)⟩ = 𝛿(𝑓 − 𝑓 ′)
1

2
𝑆𝑛(𝑓), (6.16)

where 𝑆𝑛(𝑓) is the noise spectral density and is a signal-sided PSD as defined in [84].
If we set 𝑓 = 𝑓 ′ and restrict to the time interval to [−𝑇/2, 𝑇/2] with 𝑇 as the data
collection time, 𝛿(𝑓 −𝑓 ′) reduces to 𝑇 = 1/∆𝑓 . With some rearranging, we now have

1

2
𝑆𝑛(𝑓) = ⟨|𝑛̃(𝑓)|2⟩∆𝑓, (6.17)

and transforming to the time domain,

⟨𝑛2(𝑡)⟩ =
∫︁ ∞

0

𝑑𝑓𝑆𝑛(𝑓). (6.18)

Once the square root is taken of the noise spectral density,
√︀
𝑆𝑛(𝑓) is what we
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refer to as the noise-equivalent strain. Figure 6-11 reproduced from the MAGO 2.0
collaboration [118] mentioned in section 3.3.3 shows the NES for various GW detection
experiments, focusing on the HFGW regime. The projection for the m3 lumped-
element resonant detector is based on the work in [124] and the future DMRadio m3

experiment.

Figure 6-11: Reproduced from [118], the noise-equivalent noise power projections for
many experiments which can search for HFGWs.

Finding the NES experimentally was essentially the inverse process of transform-
ing the merger template. For the NES we start with power on the digitizer from the
full data set1, then work backwards to convert to strain. Since the data for Run 6 was
taken in TS (𝑛out(𝑡)), we first had to find the PSD of the data on the digitizer. The
data was divided into segments, those segments were Fourier transformed (𝑛̃out(𝑓)),
squared and divided by frequency step to get the PSD (ℱ𝑉ADC

(𝑓)), then all the in-
dividual PSDs were averaged together (ℱ̄𝑉ADC

(𝑓)). The final ℱ̄𝑉ADC
(𝑓) was averaged

over the total collection time of six days, representing the PSD of the detector output.
The input to the detector was found by multiplying ℱ̄𝑉ADC

(𝑓) by the inverse of

1We take 𝑠out(𝑡) = 𝑛out(𝑡) for the full data set as the case where there is no signal without losing
our ability to claim discovery by using the fact that the signals we look for are transient and lasting 𝜇
seconds. To find the NES we rfft the data and average over the span of data collection, any transient
signal we might be looking for would be averaged to zero and we lack the sensitivity to search for a
stochastic signal with only one detector.
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the transfer function which converts flux on the pickup to voltage on the digitizer,

ℱ̄𝑉ADC
(𝑓)𝒯 −1(𝑓)2Φpickup→𝑉ADC

= ℱΦpickup
(𝑓). (6.19)

To get the NES, we used simulation to convert flux on the pickup to strain. Using
the equations for effective current from [125] as input and separating the h+ and h×

terms into separate simulations, we use equation (6.19) to find either h+ or h×. Since
the simulation results for h+ and h× are not equal, the polarizations must be handled
separately. When choosing an incident angle to produce the strongest signal, the
h× term dominates by an order of magnitude for 𝜃ℎ = 𝜑ℎ = 𝜋/2, with this in mind
we choose approximate the NES for the h× term only. With the simulation-based
transfer function, we found ℱ̄strainh×

(𝑓) = 1/2𝑆𝑛(𝑓). The factor of 2 relating 𝑆𝑛(𝑓)
and ℱ̄strainh×

(𝑓) results from us taking a two-sided PSD on the raw data. The result
for solving for

√
𝑆𝑛 using the experimental and simulation is show in Figure 6-12.

The theoretical calculation shown in Figure 6-12 was performed by Nicholas Rodd,
using the same incident angle of 𝜃ℎ = 𝜑ℎ = 𝜋/2 for only the h× term. The noise floor
for the detector was estimated to be 10−6Φ0/

√
Hz corresponding to the estimated

SQUID noise floor, and the flux on the pickup was estimated using equation (6.9).
As can be seen in the figure, the experimental result closely matches the theoretical
calculation.

Figure 6-12: Noise-equivalent strain power for the ABRA-GW run, calculated for the
h× polarization of the strain in the angular direction which maximizes amplitude for
both the theoretical calculation and the experimental result. The data was averaged
over a six-day-long period.

6.4.5 Data Pipeline

The basic outline of the data pipeline was
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𝑠(𝑡)𝑖 → band-pass filter → GP marginalized log-likelihood (6.20)
→ best-fit signal amplitude → statistical processing,

for data segment 𝑠(𝑡)𝑖 indexed by 𝑖 ∈ 1, 2, ..., 𝑁process where 𝑁process is the number of
segments processed.

The amplitude of the signal reference throughout the analysis text refers to a
constant that is multiplied by the existing template amplitude. An amplitude of 1
would mean the template was unaltered, and the amplitude represents a merger with
the parameters listed in Table 6-1 originating from 𝜃ℎ = 𝜑ℎ = 𝜋/2 or from a closer
distance with a different angular entry point. For an amplitude with a value other
than 1 could originate from a merger from a different distance away, or incoming
from a different direction. A negative amplitude would be a signal incoming from the
opposite angular direction 𝜃ℎ, 𝜑ℎ ∈ [𝜋, 2𝜋], for 𝜃ℎ = 𝜑ℎ = 3𝜋/2 the amplitude would
be -1. Both the distance and the incoming angle affect only the amplitude of the
signal and not the frequency.

To preform a template search, the template and the data must be in the same
frame, the detector frame (voltage on the digitizer) in the case of our analysis. The
template is pre-filtered and transformed to the detector frame as shown in section
6.4.1 above, and the raw data begins in the detector frame, only needing to be band-
pass filtered. The less processing that is required of the raw data the more efficient
the analysis, the templates can be pre-computed for whichever frame is convenient,
but if the analysis were to be done in another frame taking FFTs of the TBs worth
of raw data in real-time would be very computationally expensive.

Once the raw data is filtered to the same frequency range as the template, 10
kHz to 3 MHz, a GP is used to construct the marginalized likelihood for the signal.
The GP works by fitting multiple distributions to a data set using a joint Gaussian
distribution. A covariance matrix, referred to as a kernel in GP terminology, is chosen
as an input to the GP to define the relationship the data and the joint distribution.
We want to chose a kernel that will closely model the background and will not fit to
the signal at all. As seen in Figure 6-8, our background is mostly Gaussian with an
enveloping period of 13 kHz. To model this background, we choose the exponential
sine-squared kernel,

𝐾(x𝑖,x𝑗) = exp
(︁
−Γ sin2

[︁ 𝜋
𝑃
|x𝑖 − x𝑗|

]︁)︁
(6.21)

for correlated input coordinates x𝑖 and x𝑗, the scale of the correlations Γ and constant
period 𝑃 . The constant period of the exponential sine-squared kernel would not fit
to the template which contains higher frequencies than the periodic background and
does not have a constant frequency. We used the python package George [127] to
compute our GPs.
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The GP analyzer is given the detector data (s(𝑡, 𝐴) for signal amplitude 𝐴) and
the signal template (h(𝑡, 𝐴)). The joint distribution is fit to the background and the
marginalized log-likelihood is constructed for the residuals, where the residual is the
detector data minus the signal, r(𝑡, 𝐴) = s(𝑡, 𝐴)−h(𝑡, 𝐴). For the GP, we marginalize
over the GP joint Gaussian distribution to from the marginalized likelihood,

𝑝(r|𝑡, 𝐴) = 𝑁(𝑚(𝑡), 𝐾) (6.22)

where 𝐾 is the kernel and 𝑚(𝑡) = 𝐸[r] is the mean of the residual. The marginalized
log-likelihood is,

log(𝑝(r|𝑡, 𝐴))− 1

2
r𝑇𝐾−1r− 1

2
log(det|𝐾|)− 𝑛

2
log(2𝜋) (6.23)

with 𝑛 as the number of correlated variables. The maximum likelihood for an ampli-
tude is found from maximizing the log marginalized likelihood, or minimizing the TS
defined as

TS = −2log (𝑝(r|𝑡, 𝐴)) . (6.24)

We assume the from the Bayesian marginalized log-likelihood that the TS is chi-
squared distributed as was done in [128], but this assumption will be verified in future
work. Figure 6-13 shows the GP analysis and TS minimization on one segment of
data.

The iminuit package was used for minimizing the TS to find the best-fit amplitude
for the given data segment and the Hesse error on the fit [129]. The best-fit amplitude
and the Hesse error are used to find a 95% confidence level exclusion for amplitude
above the found value, 1𝜎 and 2𝜎 upper limits and 1𝜎 lower limits on that confidence
level post-processing. The 95% confidence level exclusion can be interpreted as 95%
confidence that a signal could not be present with an amplitude greater than that
value. The lower limit is only given to 1𝜎 as to not over-estimate our limit.

6.4.6 Signal injection recovery

As a test of the data-processing pipeline’s ability to recover an existing signal and pro-
vide reasonable limits we performed a signal injection recovery. The signal injection
recovery was done by taking a segment of data the length of the signal and adding
the template for the merger to that segment. By varying the amplitude and running
the Gaussian process, best fit and statistical analysis we compared the injected value
of the amplitude to the best-fit recovered value and 95% exclusion limit. For the
same segment of data, the relationship between the injected amplitude and recovered
amplitude is linear with a constant offset. The linear relationship is a result of the GP
formation of the likelihood, which will fit a distribution to the consistently periodic
background and not to the dynamic signal to form the null hypothesis and therefore
stay relatively constant in its estimate of the null. This linearity servers as proof to
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Figure 6-13: Gaussian Process regression run on a single segment of data. Left:
the "Null" line was produced by the GP fit to the background and the "Inferred"
line is that background plus the signal with the best-fit amplitude found from the
regression. Right: The profile likelihood is shown in dark-blue with a minimum at
the best-fit amplitude value. 95% confidence with one-sigma bounds (green) and two-
sigma bound (yellow).

the validity that the GP is indeed only modeling the background for the null. The 95
% exclusion is also linear and constantly offset from the best-fit value as is expected
since it is constructed from the best-fit value and the Hesse error. The results for 100
amplitudes ranging from 1 to 100 are shown in Figure 6-13 (a).

As an additional test of the signal injection recovery, we injected a constant am-
plitude into different time segments of data spaced over 100 seconds and observed
the spread in best fit and 95% confidence amplitude exclusions, as shown in Figure
6-13 (b). We found that varying the size of the amplitude injected on the same set
of segments had very little effect on the spread of values, as is expected based on the
results from the varying amplitude injection search in Figure 6-13 (a). For an injected
signal of amplitude 50, 100 test segments had a mean best-fit of 48.3 with a standard
deviation of 14.45, and a mean 95% confidence on exclusion of 71.2 with a standard
deviation of 14.6. For no injected signal, 100 test segments had a mean best-fit of
-1.57 with a standard deviation of 14.6, and a mean 95% confidence on exclusion of
21.3 with a standard deviation of 14.7. An amplitude of 21.3 corresponds to a merger
about 0.047 meters away.

For the 100 test segments used, 27 segments excluded the existing 50 amplitude
signal, if we increase the amplitude to 100 that number drops to 8. The iminuit minuit
function requires a guess for the best-fit amplitude, the pipeline cycles through a few
amplitude guesses starting with zero, and usually proceeds with zero, however if the
first guess is made to be 100 (the same as the input) the number of unjust exclusions
is still 8. Obviously during an exclusion search the expected amplitude should indeed
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be zero, as we do not observe mergers in the lab visually.

The signal injection search we verified that our GP has a consistent characteriza-
tion of the null hypothesis from the varying amplitude test, and the pipeline has an
ability to provide reasonable exclusions for multiple different data segments.

(a)

(b)

Figure 6-14: Green bands indicate the 1 𝜎 upper and lower limits on the 95% upper
limit confidence level on the amplitude, and gold indicates the 2 𝜎 confidence upper
limit. The injected amplitude is marked by the dotted gray line label "True". (a)
the signal injection recovery for a single segment of data over injection amplitudes
between 1 and 100. (b) the signal injection recovery for many different data segments
with a constant amplitude of 50.
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6.4.7 Merger Search

To search for a merger, we first take a data segment the length of the template then
the processing pipeline is run to find the amplitude of the signal which can be excluded
for that individual segment of data. The search is two-sided, meaning the amplitude
is permitted to take negative values. In the case of the merger template, a negative
amplitude is the signal interacting with the detector at a 𝜋 difference in direction.
The template is created for a specific incoming direction of the GW, however a change
in angular direction only has an effect on the amplitude of the signal, and not the
shape. Therefore an amplitude can be fit to a distance and set of incoming angles
without having to rerun the analysis.

The time step ∆𝑡 between segments of data processes was determined by running
the analysis on a segment with a signal injected at a shifted time. Once the time shift
was small enough that the signal was significantly recoverable, that time shift was
tested on other segments of data, doubled, and accepted as ∆𝑡. We tested this shifting
method for two different scenarios, the first for a fixed signal location in the GP, and
the second for a floating location. The idea of having the floating location was to
have a larger ∆𝑡, and therefore less overall segments to process, however floating the
location was only more efficient if it did not use more resources floating the location
than it saved by having larger time steps. The amount of times the analysis had to
be run to process the entire data set was

𝑁process = 𝑇/∆𝑡− (𝑡template/∆𝑡+ 1), (6.25)

where 𝑇 is the total length of the data in time. For 50 segments with an injection
of a signal with amplitude 50 we ran the analysis for 4 different signal locations, we
fixed the data segment and shifted the template with respect to the segment, the
parts of the template that no longer overlapped with the segment were cut. Recall
the templates are a total of 30 𝜇s long, and therefore each tested segment is also 30
𝜇s long.

To add the ability to float the location we fix the data segment and allow the
fitting function to shift the template with respect to the segment. The location fitting
parameters had to be constrained, if the template was allowed to be fit such that the
chirp was no longer overlapping and only the in-spiral or ring-down remained those
partial templates would create much stronger fits. With these constraints in place,
the analysis still had to now fit two free parameters. This new degree of freedom
caused multiple failures to converge, and many data segments could not be analyzed.
The segments that were analyzed failed to find reasonable fits to an injected signal. In
addition, for a signal injection with an amplitude of 50 able to use up to 8 GB memory
with 4 CPU it took 237.12 seconds to analyze 10 segments with convergence on all
segments without the floating location and it took 283.38 seconds to analyze with
the floating location on the same 10 segments, with only 4 successful convergences.
From these tests we concluded that the search without the ability to shift location
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was proficient for our analysis, and more work in a later analysis would have to be
done for the floating location analysis to produce reasonable results.

Parameter No injection No shift 0.1 𝜇s 0.2 𝜇s 0.5 𝜇s

Average best fit amplitude -1.57 48.3 43.03 27.3 -32.2
𝜎best fit 14.61 14.44 14.37 14.5 14.38

Average 95% C.L 21.29 71.19 66.07 50.57 -9
𝜎95% 14.69 14.55 14.5 14.67 14.52

# failed convergences 0 0 3 1 1

Table 6.2: Shifting the signal injection with respect to the data segment without
allowing the location to float in the best-fit analysis and testing the signal recovery.
The first column with values was ran without a signal injection, the following columns
had an injection which was shifted by the listed time. During the testing, a few of
the segments failed to converge, the number of segments which failed to converge are
listed in the bottom row.

As can be seen in Table 6.2, with a time step of 5𝜇s the signal is not only not
recovered, it is misinterpreted to have a negative value. The 0.1 𝜇s step provides rea-
sonable 95% confidence level exclusions which were greater than the injected value.
As a signal 0.1 𝜇s shifted from the template would recover a signal, we concluded to
use ∆𝑡 = 0.2𝜇s without the floating location was a reasonable choice for both recovery
ability and computational cost. This time step results in 𝑇 = 518459.1 s = 144 hours,
𝑁process = 2.59 × 1012 segments to process. This amount of data is not reasonable
to process with the GP analysis, which has to construct a new marginalized log-
likelihood for each segment processed. Instead we use a sliding window with the
same time step (∆𝑡 = 0.2𝜇s) to find the variance over each minute of data. If a
minute-long portion of the data has a variance three sigma away from the norm it is
flagged. Results from the GP analysis of the flagged minutes are saved in an array
of the best-fit amplitude and Hesse error. We tested the variance over an hour of
the full data set, and found one minute with a three-sigma fluctuation away from the
mean variance. However this trigger can only be used to find noisy periods of data,
and the binary signal would likely average to zero in a variance calculation, so the
trigger could only be used to find signals which have a less periodic nature than the
binary in the time domain. If we switch to the frequency domain, a high variance
could be a signal of signal with increased frequency values, however now the com-
putational costs have once again risen as each window of data would have to be FFT’d.

We presented a pathfinder for the first lumped-element search for HFGW, and
were able to show high stability in the data and a sensitivity to both GWs and axions
that match theoretical expectations. In future searches at high-frequency it would
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be beneficial to have a low-level trigger during the data collection which would only
save the segments of data with some signal signature without running the full GP
analysis. Additionally, allowing the location of the signal to float in the GP analysis
could reduce the number of computations needed, as even one minute of data requires
the processing of ∼ 2× 108 segments of data.
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Chapter 7

Conclusion: GW searches beyond
ABRA-GW

Future lumped-element searches can greatly increase their sensitivity to GWs by two
methods: changing their pickup geometry as was done with ABRA-GW, or by using
a coincidence search with multiple detectors. The multi-detector method requires the
detectors to be spaced far enough from each other that their noise is uncorrelated.
With correlated signals and uncorrelated noise, the veto power of the analysis will not
only increase sensitivity to the axion signal, but also achieve sensitivity to stochastic
signals which have never before been detected.

Stochastic signals cannot be searched for with a template, because of their random
and fluctuating nature, mimicking a standard noise we expect to see in our detector
backgrounds. However, with two detectors positioned sufficiently far apart such that
noise correlation is statistically extremely unlikely these stochastic signals can be
search for with correlations from the different detectors. The expected normalized
energy-density from a stochastic signal is

ℎ2
0Ωgw(𝑓) ≃ 3.6

(︁ 𝑛𝑓

1037

)︁(︂
𝑓

1kHz

)︂4

, (7.1)

where ℎ0 is the normalized Hubble expansion rate, with 𝜌c ≃ 1.688×10−8ℎ2
0 erg cm−3

for the critical density described in Chapter 3, Ωgw = 𝜌GW/𝜌c is the energy-density
of GWs normalized by the critical density, 𝑓 is the frequency of the wave and 𝑛𝑓 is
the number of gravitons per cell of phase space. The minimum detectable strain for
one detector is

[ΩGW(𝑓)]min =
4𝜋2

3𝐻2
0

𝑓 3𝑆𝑛(𝑓)
(𝑆/𝑁)2

𝐹
, (7.2)

for noise spectral density 𝑆𝑛(𝑓), signal-to-noise ratio 𝑆/𝑁 , angular average of the
detector 𝐹 and 𝑓 now as the central frequency of the detector bandwidth ∆𝑓 . For
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two detectors taking data simultaneously,

[ΩGW(𝑓)]min ∼ 4𝜋2

3𝐻2
0

𝑓 3𝑆𝑛(𝑓)√
2𝑇∆𝑓

(𝑆/𝑁)2

𝐹
, (7.3)

with integration time 𝑇 and

1√
2𝑇∆𝑓

≃ 1× 10−5

(︂
150Hz

∆𝑓

)︂1/2(︂
1yr

𝑇

)︂1/2

. (7.4)

From one detector to two we gain a factor of 1√
2𝑇Δ𝑓

, and for two detectors with a
bandwidth ∆𝑓 = 150 Hz, the sensitivity to the stochastic signal is increase by five
orders of magnitude as compared to one detector [84].

Figure 7-1: Reproduced from [124].

DMR-50L could be converted to search for GWs once it finishes it’s axion science
run, but the sheath configuration is difficult to geometrically convert for GW detec-
tion. However, the data collected in the axion configuration can be used to conduct
a search with sensitivity up to 𝜔3. Considering 50L is a resonant experiment, the
sensitivity to the strain is also increased by the quality factor 𝑄, the sensitivity of
50-L in axion configuration is comparable to ABRA-GW. Figure 6-14 shows the the-
oretical projections of GW sensitivity for DMR-50L. ABRA-GW and DMR-50L have
a large overlap in frequency space and similar strain sensitivity, with DMR-50L and
ABRA-GW running simultaneously on opposite coasts of the USA, the chances of co-
incidence noise decrease dramatically, and the experiments are ideal for a stochastic
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search.

We have demonstrated the first conversion of a lumped-element axion detector to
a GW detector without a decrease in sensitivity to axions. The GW results matched
theoretical expectation, and we now have the infrastructure to build more sensitive
experiments, and to preform cross-correlation searches with multiple detectors. In the
next few decades as axion experiments reach new sensitivities, they can be converted
or projected to GW searches and as a community we can broaden our searches for
beyond the SM physics.
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Appendix A

COMSOL simulations

COMSOL was used simulate both the axion and gravitational wave (GW) signals,
since both signals are current densities in the magnet volume, they prove challenging
to compute analytically. The main results we derive are for the response of the pickup
to one of these signals, either by measuring the current induced in the pickup, or the
flux induced within the area of the pickup.

A.1 𝒢𝑉 COMSOL setup for Run 1

The following sections are named after the associated tabs in the COMSOL simula-
tion, Geometry, Materials, Physics and Mesh. There is also a definitions tab but here
only constants and functions are defined so a full section was not necessary.

A.1.1 Geometry

For run 6, a 3D COMSOL simulation is needed to account for the non-symmetric na-
ture of GW loops, which inspired the re-calculation of the Run1 results. In Runs 1-3
a COMSOL 2D axi-symmetric model was used. The 3D geometry is created by sim-
plifying a cross section of the full ABRA cad of the shield and magnet, then revolving
the resulting structures. The simplification is necessary to enable the simulation to
run, the geometry is too complex to properly mesh otherwise. Figure A.1 shows the
simplified cross-section and revolution of the magnet and shield. The use of an air
bubble is optional depending on the setup. For the 3D simplified setup, the shield is
closed and can be used to define the outer boundary of the simulation. However, for
the 2D axi-symmetric simulation, the shield is less simplified and modeled to have a
very narrow gap between the two halves, therefore needing an air bubble to define
the outer boundary of the simulation. COMSOL will place the mesh points in differ-
ent places depending on the outer boundary, so in some cases even if the shield can
act as the outer boundary, adding the air bubble helped the simulation to run more
smoothly.
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The default coordinates of the 3D simulation are Cartesian; to use cylindrical
coordinates a new coordinate system must be defined under the "Definitions" tab of
the Component. To use the cylindrical coordinates "sysm4.–" has to be used, for r
and phi. We renamed the coordinates since the default was t1 and t2 for r and phi.
This redefinition of the coordinates greatly simplified the inputs of the currents in
the Physics section, as the magnet contains azimuthal symmetry.

(a) (b)

Figure A-1: (a) shows the simplified cross section from the original ABRA CAD. (b)
shows the final geometry, with the revolutions of (a) and the addition of the Run 1
axion pickup loop.

For finding the flux in the pickup, the area of the pickup was defined as a cross-
section of a cylinder of the radius of the pickup and the x-y plane. For a pickup current
simulation, the Run 1 pickup was modeled as a toroid with the proper dimensions.

A.1.2 Materials

Most of the objects in the 3D geometry were set to be COMSOL-defined air, with
the exception of the pickup when the pickup current needed to be found. Since the
axion current is an effective current over the volume, the material of the magnet
volume is best defined by either the mandrel material (Delrin) which was used in
the axi-symmetric model, or air which was used in the 3D models. The boundary
of the shield and magnet were not material-defined for the 3D simulations. For the
axi-symmetric the shield was set to be standard copper.

If the current on the pickup was needed, the pickup was modeled as supercon-
ducting by increasing the conductivity from 5.998e7[S/m] to 5.998e25[S/m]. For the
3D model the only the outside boundary of the pickup was set to be superconducting,
otherwise the simulation would not compute. The axi-symmetric simulation did not
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have the same issues so both the boundary and the volume of the pickup were set to
be superconducting.

A.1.3 Physics

The physics module used for both the 3D and axi-symmetric models was the Mag-
netic Fields module. The shield is superconducting, which means it stop magnetic
fields and sets the outer boundary of the simulation. The COMSOL option of "mag-
netic insulation" is used to stop the magnet field and simulate the superconducting
properties. The magnetic insulation option is the default for the boundary of the
simulation, so if an air bubble was used it also had that boundary condition.

The external current is set using the "external current density" option and the
cylindrical coordinate system. The axion current is defined in terms of cylindrical
coordinates. Depending on the method used, the equation for Jeff differs, see section
5.1.1 in the main text for details.

A.1.4 Mesh

The method for meshing the 3D model was developed for the GW simulation, see the
next section for details. The 3D mesh was made in an 8-part symmetry using the
"fine" size as defined by COMSOL. Since the pickup was in the center of the magnet,
the top and bottom were identically meshed. The axi-symmetric mesh was able to
use a physic defined mesh of "normal" size as defined by COMSOL.

A.2 COMSOL geometry for Run 6

The purpose of the COMSOL simulations is discussed in detail in the main text
Chapter 3.5.1, the abridged version is that we are modeling the GW effective current
and finding the pickup response. Figure A.2 shows the output of simulation, plotting
the z-component of the magnetic field over two cross-sections. Many of the details of
the setup are the same as were used for the 𝒢𝑣 simulations, the main differences being
the equations effective current and the shape of the pickup area. Different volumes of
the magnet were not tested, for Run 6 we consistently used the mid-winding volume.
The physical copper pickup could not be properly meshed as a result of the thin lines
and sharp corners and was unnecessary for the purpose of finding the flux on the
pickup.

The GW signal is directional, breaking the azimuthal symmetry that existed
for the axion signal and necessitating a non-symmetric pickup and therefore a non-
symmetric simulation. We can utilize some of the symmetry of our system with the
figure-8 pickup loop for the GW at z = 1 cm by modeling the signal over a quarter of
the volume, 𝜃ℎ from 0 to 𝜋, and 𝜑ℎ from 0 to 𝜋/2. The other four-thirds of the volume
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can be projected from the modeled fourth. A 3D model is needed in COMSOL to
recreate the GW setup.

(a)

(b)

Figure A-2: Z-component of the magnetic field plotted with COMSOL for an incoming
angle of 𝜃ℎ = 𝜋/2 and 𝜃ℎ = 𝜋/2.(a) Plotted over a cross-section of the x-axis. (b)
Plotted over a cross-section of the z-axis.

The difficulty of the GW simulation came primarily from symmetrizing the system.
As a result of using terms only up to 𝜔2 in equation (3.2), the resulting flux in a
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circular area should be zero. Testing this assumption, we found it was not zero in
COMSOL. We verified the equations were correctly inputted by copying them to tex
and comparing the original equations, and we verified the magnet symmetry across
the x-y plane. The issue turns out to be a finite element issue and is slightly helped by
symmetrizing the mesh. The issue arises from the exact location of each mesh point,
we tested the symmetrization on a much simpler system with absolute geometric
symmetry and found the error could be reduced only to a point. To determine the
value of that error for ABRA-GW setup, we simulated the signal over the figure-8
and circular error and compared the results.

The following results are from a simulation the used the area in the middle of
the magnet for the pickup location, i.e. a circle at z = 0, which is not the actual
experimental placement for the figure-8. With this geometry, we were able to make
an 8-part symmetric mesh. This mesh is built by meshing one eighth of the volume,
the copying that mesh onto the neighboring eighth, then that fourth is copied onto
the neighboring fourth, and finally the meshed half is copied on the un-meshed half.
In addition, a refine level of 2 is placed on the circular area surface and the magnet
volume.

The effective current used in the simulation was inflated with hx and hx of equal
value of 1000 to avoid small-number errors. Small-number errors seem to occur in
COMSOL for values on the order of 1e-15. To define the area of the different pickups,
the circular area was divided into North and South components which were added
for the circular area and subtracted for the figure-8. For a parametric sweep of 𝜃ℎ
and 𝜑ℎ over the half circle, the flux over the area of the figure 8 and the circular were
calculated. Figure A.3 shows the results of the magnitude of flux in the z direction
for a given pair of angles, it is clear from these plots that the flux in the circle is much
smaller than the flux in the figure-8. Before symmetrization efforts, the flux in the
circle was only about a factor of two smaller than the flux in the figure-8.

To find the error, we started with the assumption that there should be no cumu-
lative flux in the circular area. We calculated the standard deviation with respect to
zero for the circular area over the parametric sweep of incoming wave angles, since
the expectation value of the flux is zero. We did the same for the figure-8 to see how
far the results differed from zero and took the standard deviation of the circle with
respect to zero over standard deviation of the figure-8 with respect to zero to get the
errors listed in Table A.1. This method of error estimation is very conservative, since
it assumes that none of the flux values for the figure-8 would be zero, which isn’t the
case. We found that an eight-part mesh greatly reduced the error over the four-part
mesh (where the geometry was only split into four identically meshed parts), but the
sixteen-part mesh did not show a significant improvement.
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Figure A-3: Each square in the plots is the magnitude of flux in the z-direction for a
given pair of angles. The flux values are calculated over the half-sphere. Left: flux
calculated over the figure-8 area. Right: flux calculated over the circular area

# of symmetric parts 𝜎𝑐𝑖𝑟𝑐𝑙𝑒 𝜎𝑓𝑖𝑔𝑢𝑟𝑒−8 𝜎𝑐𝑖𝑟𝑐𝑙𝑒/𝜎𝑓𝑖𝑔𝑢𝑟𝑒−8

Four parts 4.12*1e-12 3.54*1e-11 11.6 %
Eight parts 1.78*1e-12 3.31*1e-11 5.4 %

Sixteen parts 1.84*1e-12 3.49*1e-11 5.3 %

Table A.1: Results for different symmetries of the mesh for the circular area placed
at z = 0. 𝜎 is the standard deviation calculated with respect to zero for the pickup
area over the parametric sweep of incoming wave angles.

To more accurately model the experiment, the circular area representing the figure-
8 was moved down to z = -1 cm (the magnet is upside-down). This move decreases the
symmetry of the system, now the top and bottom of the magnet must be symmetrized
separately. The mesh is still in eight parts, but only four of each are identical. The
refinement of the pickup area and magnet volume remains the same.

As discussed in the text, the hx and h+ components were simulated separately
for the purpose of transforming the templates. The hx component has over-all larger
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magnitudes of flux. We calculated the addition of the two polarizations (see Figure
A.3 left) and there are few areas where the hx and h+ components add constructively.
The points with the greatest overall value for flux maximize hx and minimizes h+. As
seen in Figure 6-6, these maximum points are around 𝜑ℎ = 𝜃ℎ = π/2.
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Appendix B

DMRadio

The DMRadio collaboration is searching for low-mass axions with tunable LC res-
onators. The DMRadio suite of experiments includes 50 L, m3 and GUT, and will
search for axions in the mass range of 20 peV ≲ 𝑚𝑎𝑐

2 ≲ 800 neV, reaching the QCD
axion band from 0.4 neV to 800 neV.

DMRadio 50 L will cover a frequency range of 5 kHz to 5 MHz (20 peV ≲ 𝑚𝑎𝑐
2 ≲

20 neV) and is in the construction phase at the time of this thesis. The basic design
of 50 L includes a toroidal magnet with a 50 L magnetic volume, a superconducting
sheath to screen the axion current and a resonant circuit to detect the axion signal.
The sheath serves to shield the resonant circuit from the lossy materials of the magnet
and allow us to achieve a higher Q value for the circuit. As seen in Figure B-1, 50 L
will cover a frequency range that encapsulates the ABRA frequency range, but with
a much greater sensitivity that will be achieved with the high-Q resonator and the
experiment will additionally serve as a testbed for novel quantum sensors [130].

The DMRadio m3 experiment is in the design phase, similarly to 50 L, the name of
m3 is in reference to the magnetic volume, but unlike 50 L, m3 will have a solenoidal
magnet. The choice of the solenoid for m3 is directly related to the frequency range
of 5 MHz to 200 MHz (20 neV ≲ 𝑚𝑎𝑐

2 ≲ 800 neV), which is higher than 50 L and the
magnetoquasistatic approximation mentioned in Chapter 2 starts to fail. DMRadio
m3 will use a series of differently sized cavities to couple to the axion signal, with each
cavity corresponding to a different frequency regime. In the high-frequency portion
of the m3 range we are expected to reach the QCD axion band for both KSVZ axions
in a mass range of about 40 neV to 800 neV, and DFSZ axions from about 120 neV
to 800 neV [131, 130, 132].

DMRadio GUT is still in the conceptual phase, but as the name suggests it will
look for GUT-scale axions in a frequency range of around 100 kHz to 30 MHz (0.4
neV ≲ 𝑚𝑎𝑐

2 ≲ 120 neV) and will reach the QCD axion band in the full frequency
range. As GUT covers a similar frequency band to ABRA and 50 L and does not go
as high in frequency as m3, the plan is to use a toroidal magnet with a 10 m3 volume.
A magnetic volume of this size is difficult to construct with cold superconducting
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material, the plan is to use high-temperature superconductors to achieve such a high
volume [133].
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Figure B-1: Projected limits for the DMRadio suite of experiments
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Appendix C

Design parameters of ABRA-GW

Specific design parameters used in the final configuration of Run 6, including self and
mutual inductances found through simulation in COMSOL.

Detector Design Parameters for ABRA-GW
Figure-8 Pickup Radius 2.2225 cm
Figure-8 Pickup Height -1 cm
Circular Pickup Radius 2.2225 cm
Circular Pickup Height 0 cm
Pickups Wire Diameter 170 𝜇m
Figure-8 Calibration Radius 2.2225 cm
Figure-8 Calibration Height -2 cm
Figure-8 Calibration Wire Diameter 170 𝜇m
Circular Calibration Radius 4.5 cm
Circular Calibration Height 0 cm
Circular Calibration Wire Diameter 500 𝜇m
Figure-8 Self-Inductance 261.64 nH
Circular Pickup Self-Inductance 158 nH
Circular Calibration Self-Inductance 298 nH
Circle to Figure-8 Pickup Mutual-Inductance 2e-5 nH
Circle to Figure-8 Calibration Mutual-Inductance 2.8e-4 nH
Circular Pickup to Figure-8 Calibration Mutual-Inductance 1.4e-4 nH
Figure-8 Pickup to Circular Calibration Mutual-Inductance - 2.5e-5 nH
Circular Pickup to Circular Calibration Mutual-Inductance 21 nH
Figure-8 Pickup to Figure-8 Calibration Mutual-Inductance - 28 nH
SQUID Input Inductance 150 nH
SQUID Inductive Coupling 2.5 nH

Table C.1: Design parameters for ABRACADABRA-10cm Run 6 configuration 2,
with an axion pickup loop and a GW pickup loop.
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Appendix D

Effective Current in Toroidal Magnet

Equations for the effective gravitational wave current in a toroidal volume. Equations
are originally from appendix E of [125] and modified with additional terms up to 𝜔2

for the top and bottom of the magnet, provided by Sung Mook Lee. The results are
divided into three parts: one proportional to Θ(𝑅+ 𝑎− 𝜌)−Θ(𝑅− 𝜌) describing the
volume current, one proportional to 𝛿(𝑅+𝑎−𝜌)− 𝛿(𝑅−𝜌) describing the current on
the inside and outside of the volume and one proportional to 𝛿(𝐻 − 2𝑧)− 𝛿(𝐻 + 2𝑧)
describing the top and bottom of the magnet. In the following equations 𝐵𝑚𝑎𝑥 is
the maximum magnetic field (1 T), 𝐻 is the height of the magnet (120 [mm]), 𝑅 is
the inner radius of the magnet (30 [mm]), 𝑎 is the minor diameter of the magnet (30
[mm]) and 𝜔 is the angular frequency of the incoming wave. "sin(𝜃)" and "cos(𝜃)"
have been shortened to "𝑠𝜃" and "𝑐𝜃" respectively. These equations take 𝜑ℎ = 0, but
𝜑ℎ can be added back by taking 𝜑 → 𝜑 − 𝜑ℎ, which was done when inputting the
equations into COMSOL.
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𝑗𝜌𝑒
𝑖𝜔𝑡 =

𝐵max𝑅

𝜌
[Θ(𝑅 + 𝑎− 𝜌)−Θ(𝑅− 𝜌)] (D.1)

×
[︃

1

12
√
2
ℎ+𝜔2

{︀
2𝑧(3 + 𝑐2𝜃ℎ)𝑐2𝜑 + 6𝑧𝑠2𝜃ℎ − 𝜌𝑐𝜑𝑠2𝜃ℎ

}︀
+

1

6
√
2
ℎ×𝜔2 (8𝑧𝑐𝜃ℎ𝑐𝜑 − 𝜌𝑠𝜃ℎ) 𝑠𝜑

+
𝑖

192
√
2
ℎ+𝜔3

{︁
𝑧𝜌 (−9𝑐𝜑(−11𝑠𝜃ℎ + 𝑠3𝜃ℎ) + 5𝑐3𝜑(5𝑠𝜃ℎ + 𝑠3𝜃ℎ))

+ 2𝑐𝜃ℎ
(︀
(30𝑧2 − 21𝜌2 + (10𝑧2 + 𝜌2)𝑐2𝜃ℎ)𝑐2𝜑 + (24𝑧2 − 2𝜌2)𝑠2𝜃ℎ

)︀}︁
+

𝑖

48
√
2
ℎ×𝜔3

{︀
2
(︀
5𝑧2 − 4𝜌2 + (5𝑧2 − 𝜌2)𝑐2𝜃ℎ

)︀
𝑠2𝜑 + 𝑧𝜌𝑠2𝜃ℎ(9𝑠𝜑 + 5𝑠3𝜑)

}︀]︃
+𝐵max𝑅 [𝛿(𝐻 − 2𝑧)− 𝛿(𝐻 + 2𝑧)]

×
[︃

1

12
√
2𝜌

𝜔2
{︁
ℎ+((𝑧2 + 2𝜌2)(3 + 𝑐2𝜃ℎ)𝑐2𝜑 + 2𝑧𝑠𝜃ℎ(−4𝜌𝑐𝜃ℎ𝑐𝜑 + 3𝑧𝑠𝜃ℎ))

+ ℎ×4(−2𝑧𝜌𝑠𝜃ℎ𝑠𝜑 + (𝑧2 + 2𝜌2)𝑐𝜃ℎ𝑠2𝜑)
}︁]︃
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𝑗𝜑𝑒
𝑖𝜔𝑡 =

𝐵max𝑅

𝜌
[Θ(𝑅 + 𝑎− 𝜌)−Θ(𝑅− 𝜌)] (D.2)

×
[︃
−1

6
√
2
ℎ+𝜔2 {𝑧(3 + 𝑐2𝜃ℎ)𝑐𝜑 + 𝜌𝑠2𝜃ℎ} 𝑠𝜑 +

1

3
√
2
ℎ×𝜔2 (𝑧𝑐𝜃ℎ𝑐2𝜑 + 𝜌𝑐𝜑𝑠𝜃ℎ)

− 𝑖

64
√
2
ℎ+𝜔3

{︁
4𝑐𝜃ℎ

(︀
3𝑧2 + 𝜌2 + (𝑧2 − 𝜌2)𝑐2𝜃ℎ

)︀
𝑠2𝜑 + 𝑧𝜌𝑠3𝜃ℎ(5𝑠𝜑 + 𝑠3𝜑)

+ 𝑧𝜌𝑠𝜃ℎ(9𝑠𝜑 + 5𝑠3𝜑)
}︁

+
𝑖

16
√
2
ℎ×𝜔3

{︀
(2𝑧2 + 𝜌2)𝑐2𝜑 − 𝑐2𝜃ℎ

(︀
𝜌2 + (−2𝑧2 + 𝜌2)𝑐2𝜑

)︀
+ 𝜌(𝜌+ 4𝑧𝑐3𝜑𝑠2𝜃ℎ)

}︀]︃
+𝐵max𝑅 [𝛿(𝑅 + 𝑎− 𝜌)− 𝛿(𝑅− 𝜌)]

×
[︃

−1

12
√
2
ℎ+𝜔2 {𝑧(3 + 𝑐2𝜃ℎ)𝑐𝜑 + 𝜌𝑠2𝜃ℎ} 𝑠𝜑 −

1

6
√
2
ℎ×𝜔2 (𝑧𝑐𝜃ℎ𝑐2𝜑 + 𝜌𝑐𝜑𝑠𝜃ℎ)

− 𝑖

48
√
2
ℎ+𝜔3 (𝑧𝑐𝜃ℎ + 𝜌𝑐𝜑𝑠𝜃ℎ) (2𝜌𝑠2𝜃ℎ𝑠𝜑 + 𝑧(3 + 𝑐2𝜃ℎ)𝑠2𝜑)

− 𝑖

12
√
2
ℎ×𝜔3 (𝑧𝑐𝜃ℎ + 𝜌𝑐𝜑𝑠𝜃ℎ) (𝑧𝑐𝜃ℎ𝑐2𝜑 + 𝜌𝑐𝜑𝑠𝜃ℎ)

]︃
,

+𝐵max𝑅 [𝛿(𝐻 − 2𝑧)− 𝛿(𝐻 + 2𝑧)]

×
[︃

1

12
√
2𝜌

𝑧𝜔2
{︁
ℎ+(2𝜌𝑠2𝜃ℎ𝑠𝜑 + 𝑧(3 + 𝑐2𝜃ℎ)𝑠2𝜑))− ℎ×4(𝑧𝑐𝜃ℎ𝑐2𝜑 + 𝜌𝑐𝜑𝑠𝜃ℎ)

}︁]︃
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𝑗𝑧𝑒
𝑖𝜔𝑡 =

𝐵max𝑅

𝜌2
[Θ(𝑅 + 𝑎− 𝜌)−Θ(𝑅− 𝜌)] (D.3)

×
[︃

1

12
√
2
ℎ+𝜔2

{︀
(𝑧2 − 2𝜌2)(3 + 𝑐2𝜃ℎ)𝑐2𝜑 + 3𝑧𝜌𝑐𝜑𝑠2𝜃ℎ

}︀
+

1

6
√
2
ℎ×𝜔2

{︀
4(𝑧2 − 2𝜌2)𝑐𝜃ℎ𝑐𝜑 + 3𝑧𝜌𝑠𝜃ℎ

}︀
𝑠𝜑

− 𝑖

192
√
2
ℎ+𝜔3

{︁
2𝑧(2𝑧2 − 7𝜌2)(7𝑐𝜃ℎ + 𝑐3𝜃ℎ)𝑐2𝜑 + 8𝑧𝜌2𝑐𝜃ℎ𝑠

2
𝜃ℎ

+ 𝜌𝑐𝜑
[︀
(50𝑧2 − 9𝜌2 + 5(4𝑧2 − 9𝜌2)𝑐2𝜑)𝑠𝜃ℎ

+ (10𝑧2 + 3𝜌2 + (4𝑧2 − 9𝜌2)𝑐2𝜑)𝑠3𝜃ℎ
]︀}︁

+
𝑖

48
√
2
ℎ×𝜔3

{︀
𝜌
(︀
14𝑧2 − 9𝜌2 + (4𝑧2 − 9𝜌2)𝑐2𝜑

)︀
𝑠2𝜃ℎ𝑠𝜑 + 4𝑧(2𝑧2 − 7𝜌2)𝑐2𝜃ℎ𝑠2𝜑

}︀]︃
+

𝐵max𝑅

𝜌
[𝛿(𝑅 + 𝑎− 𝜌)− 𝛿(𝑅− 𝜌)]

×
[︃

1

24
√
2
ℎ+𝜔2

{︀
(𝑧2 + 2𝜌2)(3 + 𝑐2𝜃ℎ)𝑐2𝜑 + 2𝑧𝑠𝜃ℎ(−4𝜌𝑐𝜃ℎ𝑐𝜑 + 3𝑧𝑠𝜃ℎ)

}︀
+

1

3
√
2
ℎ×𝜔2

[︀
(𝑧2 + 2𝜌2)𝑐𝜃ℎ𝑐𝜑 − 𝑧𝜌𝑠𝜃ℎ

]︀
𝑠𝜑

− 𝑖

192
√
2
ℎ+𝜔3

{︁
𝜌𝑐𝜑

[︀
(8𝑧2 + 3𝜌2 + 5(2𝑧2 + 3𝜌2)𝑐2𝜑)𝑠𝜃ℎ

+(−8𝑧2 − 𝜌2 + (2𝑧2 + 3𝜌2)𝑐2𝜑)𝑠3𝜃ℎ
]︀

+ 2𝑧𝑐𝜃ℎ
(︀
(6𝑧2 + 7𝜌2 + (2𝑧2 + 5𝜌2)𝑐2𝜃ℎ)𝑐2𝜑 + (8𝑧2 − 2𝜌2)𝑠2𝜃ℎ

)︀}︁
− 𝑖

48
√
2
ℎ×𝜔3

{︀
𝜌(3𝜌2 + (2𝑧2 + 3𝜌2)𝑐2𝜑)𝑠2𝜃ℎ𝑠𝜑 + 2𝑧(𝑧2 + 𝜌2 + (𝑧2 + 2𝜌2)𝑐2𝜃ℎ)𝑠2𝜑

}︀]︃
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