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Abstract

This thesis explores the complex dynamics of human behavior across diverse contexts,
integrating perspectives from behavioral science and statistical analysis. The central
focus of this study revolves around the analysis of repetitive behavior in various
scenarios including shopping, social media use, and news sharing.

The initial study investigates the influence of habits on the in-store shopping ex-
perience. By leveraging store closures as a disruptive event, we examine how these
closures prompt individuals to alter their purchasing patterns. We propose that such
disruptions encourage people to engage in more deliberate decision-making processes,
leading them to explore alternatives that they might have previously overlooked due
to established habits. Employing a difference-in-differences framework, we estimate
the causal impact of habits on brand loyalty. Our findings reveal a significant role
of habits, with households exhibiting stronger habits experiencing a temporary dis-
ruption in their shopping routines following store closures. Over time, these house-
holds appear to develop new habits in different stores, resulting in lasting changes in
preferred brands. This suggests that the formation of shopping habits can lead to
suboptimal consumer behavior. These insights have practical implications for busi-
nesses, including pricing strategies, advertising approaches, and product placement
within stores.

The second study introduces an innovative methodology for quantifying habit-
ual behavior in the context of social media usage. Interactions with social media
platforms often yield psychological rewards, fostering the development of habitual
behaviors driven by cue-response associations. By leveraging entropy as an implicit
measure of behavioral regularity, this study aims to uncover the intricate relationship
between habit formation and digital routines. Through empirical analyses, we estab-
lish the validity of the entropy metric, demonstrating its effectiveness in capturing
distinct behavioral patterns beyond mere frequency. Our results highlight the nu-
anced connection between entropy and future app engagement, indicating a positive
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association for lower entropy values and a significant decline for excessively irregular
patterns. These findings contribute to theoretical understanding of habitual behavior
and offer practical insights for managing digital habits. Ultimately, this work ad-
vances our comprehension of how habits manifest in the digital realm and provides a
robust tool for predicting long-term user behavior.

The third study delves into the intricate interplay between individuals’ beliefs and
their ability to anticipate the persuasive impact of climate change news articles. The
central aim is to determine whether climate change deniers or believers possess vary-
ing capacities to predict the persuasive consequences of articles emphasizing climate
change severity. Through a series of surveys, we gather predictions about the impact
of such articles on climate change deniers. Surprisingly, findings reveal discordant
predictions: deniers anticipate a backfire effect among peers, climate believers foresee
negligible effects. We rigorously test these predictions with a randomized survey ex-
periment involving deniers, uncovering an unexpected positive opinion shift towards
climate change after article exposure. Notably, this effect does not translate into
discernible changes in stated or revealed support for climate change actions. In the
context of the pressing climate challenge, our study offers insights to inform targeted
communication and interventions that foster consensus and meaningful action.

Thesis Supervisor: Ali Jadbabaie
Title: JR East Professor of Engineering

Thesis Supervisor: Dean Eckles
Title: Mitsubishi Career Development Professor of Marketing
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Chapter 1

Introduction

In an ever-evolving world shaped by complex economic, social, and political dynam-

ics, understanding human behavior remains a central challenge. The intricacies of

human decision-making processes hold the key to comprehending and predicting be-

haviors across various domains. In recent decades, there has been a notable increase

in the integration of psychological theories into other social science fields, including

economics and political science. Specifically within the domain of economics, this in-

tegration has given birth to the field of behavioral economics, which has transformed

our understanding of economic decision-making processes (Rabin 1998, Thaler 2016).

Behavioral economics diverges from neoclassical economics, which assumes that in-

dividuals have well-defined preferences and make rational, self-interested decisions

based on those preferences. The groundbreaking contributions of influential psychol-

ogists and economists, exemplified by seminal works like Simon (1955), Kahneman

and Tversky (1979), and Thaler and Sunstein (2009), have shed light on the impor-

tance of psychological factors, cognitive biases, and heuristics in shaping economic

behavior. By integrating psychological principles into economic analysis, behavioral

economics provides a more comprehensive framework for explaining and predicting

individual and collective economic choices (Chetty 2015, Mullainathan and Thaler

2000). Moreover, it paves the way for practical applications in policy design and

decision-making processes (Madrian 2014).
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In tandem, the field of political science has increasingly recognized the signifi-

cance of drawing insights from psychological concepts to enhance its depth of inquiry

(Huddy et al. 2013). This interdisciplinary approach, frequently termed behavioral

political science or political psychology, is aimed at comprehending the psychological

determinants that modulate political behavior, attitudes, and decision-making pro-

cesses (Sears 1987). This approach’s origins can be attributed to seminal works such as

Human Nature in Politics by Wallas (1921), highlighting the longstanding interaction

between these disciplines. Prominent research in political psychology has illuminated

a wide range of topics, from voter behavior and political ideology to the formation of

public opinion. Notably, Philip Converse’s landmark work on "The Nature of Belief

Systems in Mass Publics" (Converse 1964) elucidated the role of cognitive consistency

and political sophistication in shaping individuals’ political attitudes. Furthermore,

research by Shanto Iyengar and Donald R. Kinder in their book "News That Mat-

ters" (Iyengar et al. 1987) revealed how media framing and selective exposure can

substantially sway public opinion and political behavior. With the digital age’s ad-

vent, research has further expanded into understanding political behaviors in online

spaces. For example, Van Bavel and Pereira (2018) have delved into the dynamics of

online discussions on social media concerning politically charged topics. Their study

underscores how the utilization of moral and emotional language in these discussions

contributes to escalating political polarization. This body of research serves to show-

case the vast implications of incorporating psychological perspectives into political

science, thereby enriching our understanding of contemporary political phenomena.

The integration of multiple social science fields has been matched by a marked

rise in data availability. This ’data revolution’, bolstered by advancements in compu-

tational capacities, has transformed our capacity to comprehend and dissect complex

economic, social, and psychological phenomena (Einav and Levin 2014, Lazer et al.

2009). The availability of large-scale behavioral datasets, coupled with advancements

in analytical tools, has significantly expanded our ability to study and predict hu-

man behavior, cognition, and mental processes in real-world contexts. For instance,

Kosinski et al. (2013) demonstrated the potential of digital records of behavior, such
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as Facebook Likes, to accurately predict a broad range of sensitive personal attributes

including sexual orientation, ethnicity, religious and political views, personality traits,

intelligence, happiness, parental separation, age, and gender. These results underscore

the predictive power of digital behavioral data, opening up new research avenues in

understanding complex human behaviors and traits within our increasingly digitized

world.

Historically, psychological research relied heavily on limited sample sizes and con-

trolled laboratory experiments, thus constraining the generalizability of results (Hen-

rich et al. 2010). Now researchers increasingly explore expansive quantities of real-

world behavioral data sourced from social media, online platforms, and digital devices

(Kosinski et al. 2016, Salganik 2019). This migration towards studying behavior

within naturalistic contexts furnishes a more ecologically valid understanding of hu-

man behavior, encapsulating the intricacies and subtleties that emerge in real-world

situations. Furthermore, access to real-time and longitudinal data has substantially

enhanced our ability to track dynamic processes and temporal patterns. Researchers

can now monitor behaviors and psychological states as they unfold over time, facili-

tating the examination of variations and alterations in response to contextual factors

or interventions (Allcott et al. 2022, Amir and Levav 2008, Braghieri et al. 2022).

This temporal perspective affords invaluable insights into the dynamics of human

behavior, thereby enriching our understanding of the evolution and adaptation of

individuals and societies. Finally, the use of online platforms and internet-based

recruitment strategies has simplified the process of recruiting large and diverse sam-

ples (Birnbaum 2004). This expansion of participant pools enables a more inclusive

understanding of human behavior across various contexts and populations, thereby

enhancing the generalizability and applicability of research findings.

The advent of increased data availability and enhanced computational capabilities

has been accompanied by the advancement of rigorous statistical methods and the

utilization of cutting-edge machine learning techniques. The use of statistical methods

to explore and analyze psychological phenomena has a deep-rooted history in the
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field of psychology. Tracing back to the 19th century, the early use of probability-

based modeling and inference in psychological investigations was initiated by Gustav

Fechner’s seminal work on psychophysics (Fechner 1860, Stigler 1992). The early 20th

century saw further advancements with the introduction of factor analysis by Charles

Spearman as a means to investigate the structure of intelligence (Spearman 1904).

This innovative approach set the groundwork for modern psychometrics, significantly

enhancing methods for psychological measurement and assessment.

In recent years, the advancement of rigorous statistical methods and machine

learning techniques has further transformed psychological research. Researchers now

have the ability to extract meaningful insights from complex and unstructured data

(Yim and Ramdeen 2015). Machine learning algorithms, in particular, have proven

to be valuable in predicting behavior and uncovering subtle patterns that may not

be apparent through traditional analyses (Yarkoni and Westfall 2017). A noteworthy

example of this is the work by Buyalskaya et al. (2023), where a machine learning

methodology was introduced to identify context variables associated with habitual

behavior and infer the pace at which habits form. This fusion of psychological re-

search and advanced statistical methods has opened up new pathways for in-depth,

comprehensive explorations of human behavior.

This thesis capitalizes on recent advancements at the intersection of rigorous sta-

tistical methods, the use of large-scale datasets, and behavioral science to delve into

a comprehensive understanding of human behavior across diverse economic, social,

and political contexts. By embracing interdisciplinary approaches, our aim is to un-

ravel intricate patterns, establish causal relationships, and illuminate the underlying

drivers of human behavior. Our primary focus revolves around the examination of

settings characterized by repetitive behavior, as a substantial portion of our daily

lives is shaped by actions and behaviors that are recurrently performed over time.

These repetitive actions hold significant implications, influencing various facets of

our personal and social behavior through diverse psychological mechanisms. Exten-

sive research has been conducted across different domains to explore the nature and

30



effects of repeated behavior. For instance, investigations have delved into the habitual

nature of actions such as hand washing (Hussam et al. 2017), exercising (Aarts et al.

1997), social media use (Allcott et al. 2022), news reading and sharing (Ceylan et al.

2023, Yadamsuren and Erdelez 2011), and shopping (Sheth 2020). Understanding

these behaviors is crucial for obtaining insights into the functioning of individuals,

institutions, and societies, thereby enabling informed decision-making processes that

contribute to positive outcomes.

The following chapters focus on investigating three common and practical sce-

narios that we encounter in our daily lives: shopping, social media use, and news

sharing. The first two chapters are rooted in the extensive literature on habit for-

mation in psychology, which provides a foundation for understanding the underlying

mechanisms of repetitive behavior. The final chapter explores the intersection of the

theory of mind and political persuasion literature, aiming to uncover the psycholog-

ical processes involved in political persuasion and attitude change. The subsequent

sections of the introduction chapter delve into the motivation and significance of these

projects, elucidating the underlying psychological theories that serve as the bedrock of

our research. By drawing upon these theories, we strive to provide a strong theoretical

framework and establish a solid conceptual foundation for our studies.

1 Habits

One of the most influential psychological mechanisms associated with repetitive be-

havior is the construct of habit. It is important to differentiate habits from habitual

behavior, as habits refer to the underlying process that influences behavior (Rebar

et al. 2020). Since William James (1890) argued that “habit covers a very large part

of life”, psychologists have posited a large role for habits, with Wood et al. (2002)

concluding that more than a third of people’s daily decisions could be considered to

be habitual. Habits are of great importance because they allow individuals to per-

form tasks effortlessly, without requiring much mental effort or conscious deliberation.

This cognitive efficiency enables the allocation of mental resources to other activities
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such as problem-solving and decision-making (Macrae et al. 1994). Moreover, habits

can contribute to stress reduction and improved decision-making by providing a reli-

able set of behaviors to rely upon, thereby reducing the need for constant evaluation

of options (Welle and Graf 2011). Additionally, habits have long-lasting effects on

behavior due to their resistance to change. Once established, habits can persist over

time and significantly influence individuals’ actions (Wood et al. 2014). Even small

positive changes in our thoughts and behaviors, when maintained over the long term,

can result in substantial benefits for populations as a whole. Conversely, seemingly

harmless negative routines in the short term can have detrimental long-term con-

sequences (Wood et al. 2005). Recognizing the importance of fostering long-term

change, researchers have dedicated efforts to studying habits in different contexts.

The study of habits extends to areas such as health and diet, where understanding

habitual behaviors is useful for promoting healthier lifestyles (Gilbert and Khokhar

2008, Schwartz et al. 2011). Habits have also been explored in the context of hygiene

practices, such as sanitization and hand washing, particularly relevant in the domain

of public health (Hussam et al. 2017). Additionally, the role of habits in exercising

and physical activity has been investigated, as researchers seek to understand how to

promote consistent engagement in these beneficial behaviors (Aarts et al. 1997, Buyal-

skaya et al. 2023, Gardner and Lally 2013). Furthermore, habits have been studied

in the context of news consumption and sharing, as individuals develop routines and

automatic behaviors around their information-seeking and dissemination practices

(Ceylan et al. 2023, Yadamsuren and Erdelez 2011). The examination of habits ex-

tends to consumer behavior, where understanding the habitual nature of choices and

purchasing patterns can inform interventions aimed at promoting sustainable and

responsible consumption (Sheth 2020, Verplanken and Wood 2006). Lastly, the influ-

ence of habits in social media usage has been a topic of interest, as individuals develop

ingrained patterns of behavior in their digital interactions and content consumption

(Allcott et al. 2022). However, despite extensive research on habits in psychology,

neuroscience, and cognitive science, there is no universally agreed-upon definition of

habits.
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Indeed, older accounts of habit formation emphasized the role of automaticity

and stimulus-response associations (Berridge 2021). William James, in his influential

work "Principles of Psychology," described how habits eliminate the need for con-

scious will and deliberation by establishing automatic chains of successive nervous

events (James 1890). According to James, as habits develop, each event in a chain

of actions becomes linked to its appropriate successor, bypassing alternative options

and conscious decision-making. During the first half of the 20th century, behavior-

ists further expanded on the notion of habits and addiction using the framework of

automatic stimulus-response associations (Berridge 2021). From this perspective, the

strengthening of associations between stimuli and responses occurs through the "law

of effect", whereby actions that lead to satisfaction or reward are more likely to be

repeated (Thorndike 1898). This reinforcement-based learning process is often re-

ferred to as habitual learning (Dickinson 1985). As a behavior becomes habitual, the

repetition of the behavior in a specific context strengthens the association between

the context and the behavior, resulting in automatic or habitual performance and

reducing the need for deliberation before making a choice (Wood and Rünger 2016).

The same approach to defining habits is also adopted in some of the contemporary

research on the topic (Vandaele and Ahmed 2021).

While these accounts underscore the significance of automaticity and stimulus-

response associations in habit formation, contemporary perspectives have expanded

beyond a strict stimulus-response framework and embrace a more comprehensive un-

derstanding of the psychological mechanisms that underlie habits. Some psychologists

have adopted a different approach to defining habits, primarily contrasting them with

goal-directed behavior (Dickinson and Balleine 1994, Verplanken and Aarts 1999).

Goal-directed behavior involves individuals actively considering the value of their cur-

rent goals, evaluating environmental conditions, and weighing different contingencies.

In contrast, habits are characterized by their insensitivity to changes that diminish

the value of the habitual action. Experimental paradigms have been developed to as-

sess habits by examining the persistence of behavior even in the absence of a reward

or when the reward is no longer desirable (Adams and Dickinson 1981, Beshears et al.
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2021, de Wit et al. 2012, Dickinson 1985). This insensitivity to changes in reward

availability or desirability distinguishes habitual behavior from goal-directed actions.

Habit formation can arise from the repetition of goal-directed behavior in similar

contexts, leading to a shift in behavioral control from goal-dependence to context-

dependence (Danner et al. 2008). However, it is important to note a limitation of this

paradigm, as it assumes that behavior is strictly either goal-directed or habitual, im-

plying that low sensitivity to reward devaluation indicates a strong habitual response

(Watson and de Wit 2018). It is crucial to recognize that behavior independent of

goals does not necessarily depend solely on the context (Foerde 2018). To address

this limitation, an alternative approach involves integrating reward devaluation and

context change in a paradigm. Accordingly, a behavior can be classified as habitual

if it demonstrates insensitivity to reward devaluation in a familiar context while re-

maining responsive to rewards in a novel environment (Neal et al. 2011, Thrailkill

and Bouton 2015). This framework offers a more nuanced understanding of habit for-

mation by considering both the contextual and reward aspects of behavior, capturing

the complexities inherent in habitual behaviors.

One central issue in the ongoing debates surrounding habit definition is the chal-

lenge of measurement. Theory and measurement have a reciprocal relationship, where

existing theories inspire measurement methods with strong construct validity (Haynes

et al. 1995), and experimental findings further refine theories. However, the habit lit-

erature faces a significant challenge in the absence of a definitive measure for "true

habit" (Rebar et al. 2018). Various measurement approaches have been proposed

to capture the essential constructs inherent in the definitions of habitual behavior.

Initially, early habit research relied on past behavioral frequency as a proxy for habit

(Bagozzi 1981, Ronis et al. 1989). However, relying solely on past behavior lacks

explanatory power, as behavioral frequency alone cannot differentiate between habit

and non-habitual behaviors (Gardner et al. 2012). For instance, a physician might

routinely prescribe the same medication daily to individuals afflicted with similar

symptoms. However, merely adhering to this pattern of regularity does not necessar-
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ily classify this behavior as habitual.

Recognizing that habits are formed through the repetition of specific actions

within a stable context, Wood et al. (2005) introduced the concept of a frequency-

in-context measure. This measure represents the product of behavior frequency and

context stability. However, it falls short in capturing the automaticity observed in

many habitual behaviors. To address this limitation, researchers have proposed self-

reported habit measures such as the Self-Reported Habit Index (SRHI) (Verplanken

and Orbell 2003) and the Self-Reported Behavioral Automaticity Index (SRBAI)

(Gardner et al. 2012). These measures rely on participants’ self-assessment of their

own automaticity. However, an important limitation of these measures is their de-

pendence on individuals’ subjective evaluation of their own automaticity, which may

be influenced by factors such as memory recall and introspective accuracy (Hagger

et al. 2015). To overcome the limitations of self-reported habit measures, an emerging

direction in habit measurement research is the utilization of implicit measures. Im-

plicit measures, widely employed in cognitive and social psychology, provide indirect

assessments that do not rely on participants’ subjective evaluations (Gawronski and

De Houwer 2014). These measures are less susceptible to response biases and are

not reliant on introspection, making them more objective and reliable compared to

self-report measures (Greenwald et al. 2002).

1.1 Overview of Chapter 2

The second chapter of this thesis builds upon these established theoretical frameworks

to investigate the phenomenon of habit in the context of grocery store shopping, con-

tributing to the fields of psychology, consumer behavior, quantitative marketing, and

economics. A key issue in quantitative marketing and economics is the presence of

strong autocorrelation or "inertia" in consumption patterns across different product

categories (Cunningham 1956, Dubé et al. 2010, Guadagni and Little 1983, Keane

1997, Seetharaman et al. 1999). The underlying causes of this inertia have been

attributed to various factors (Liu-Thompkins and Tam 2013), including psychologi-

cal switching costs (Dubé et al. 2010, Farrell and Klemperer 2007, Klemperer 1987),
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although the precise mechanisms generating these costs have not been fully articu-

lated. Drawing from psychological theory and empirical studies, it is suggested that

in-store shopping behavior tends to be habitual (Machín et al. 2020). However, no

empirical study has explicitly demonstrated and measured the role of habits in this

particular context. This motivates our research to explore how sudden disruptions

to the shopping context, such as store closures, can influence consumers’ decision-

making processes. We propose that these disruptions prompt consumers to engage

in more deliberate decision-making, potentially leading them to select products that

align with their current preferences.

To examine the impact of shopping habits on in-store decisions, we leverage store

closures as an exogenous shock that disrupts households’ shopping behavior. The

core idea is that each store closure presents an opportunity for households to explore

new store environments where familiar contextual cues are absent, prompting a more

considered decision-making process. This exploration may lead consumers to consider

alternative options that are typically overlooked in their regular store. Our research

design, which utilizes a significant context change to gauge the strength of habits,

aligns with the habit discontinuity hypothesis (Verplanken et al. 2008, Verplanken

and Wood 2006). According to this hypothesis, when a habit is blocked or suspended

due to a change in context, individuals may actively seek information or advice and

become more open to alternative choices. We employ Nielsen retail scanner and

consumer panel data to identify store closures and detect changes in households’

purchase decisions following the closure of a local store. State-of-the-art methods in

econometrics and causal inference are applied to rigorously estimate the role of habits

in shaping consumer brand choices. Our findings demonstrate that households with

higher proxy measures for antecedent habits (i.e., a higher frequency of visiting the

closing store) experience a temporary disruption in their shopping habits immediately

following the closure. Subsequently, they appear to develop new habits over time in

the newly visited stores. This finding remains robust even after accounting for the

unavailability of their preferred brands. Furthermore, the temporary disruption in

shopping habits leads to lasting changes in households’ favorite brands, suggesting
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that formation of shopping habits could lead to sub-optimal behavior. These findings

have significant managerial implications for firms in various areas such as pricing,

advertising strategies, and the allocation and location of goods inside stores.

1.2 Overview of Chapter 3

The third chapter of this thesis extends the existing literature on habit measurement

by introducing entropy as an implicit measure of behavioral regularity. Entropy, a

well-established measure of uncertainty and randomness in probability distributions,

is applied to the distribution of behavior over a 24-hour clock time period to quantify

the level of regularity. Clock time is chosen as a relevant contextual factor, closely

tied to daily routines and activities such as sleeping, eating, working, and commuting.

Additionally, it serves as a proxy for other contextual cues, such as location. By cal-

culating the entropy of the behavior distribution, we capture the extent of regularity

in behavior patterns throughout the day. A low entropy value indicates that individ-

uals tend to repeat certain actions at fixed times, reflecting a high level of regularity

or habituality. On the other hand, a high entropy value suggests greater randomness

or variability in the timing of behaviors, indicating a lower degree of habit formation.

In essence, entropy serves as a metric for quantifying the stability of the contextual

factors surrounding behaviors, which can facilitate the formation of habits. Thus,

entropy estimates habit indirectly by assessing the likelihood that habit has formed

under conducive conditions.

Furthermore, we delve into various estimation methods for entropy and illustrate

the utility of this metric in the context of interactions with social media applications.

Interacting with social media platforms often entails receiving psychological rewards,

such as social validation, entertainment, or gaining new information. The repetitive

experience of these rewards in response to specific cues can foster the formation of cue-

response associations that drive habitual behavior (Anderson and Wood 2021). Given

the potential for social media usage to become habitual, this setting holds particular

relevance to our research. Considering that learned habits are relatively unaffected

by changes in goal structures, we propose the hypothesis that entropy, serving as a
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proxy for habit, can effectively predict long-term user behavior. Specifically, we aim

to examine its predictive power in relation to the frequency of app use and the amount

of time spent on the app. To empirically validate this hypothesis, we employ multiple

machine learning methods that carefully control for other predictors of user behavior.

Our analysis leverages a comprehensive and extensive dataset on mobile usage, which

captures timestamped entries each time a user opens an app. This dataset offers

valuable insights into the specific apps utilized by the participants and is particularly

well-suited for studying social media habits due to its accuracy and comprehensive

behavioral data. The findings from our analyses carry significant implications for

both the academic understanding of habitual behavior and the practical application

of this knowledge in the design of digital technologies and interventions.

2 Theory of Mind

Repetitive behaviors not only shape our actions and choices through the formation

of habits but also have a profound impact on our perception of the world and our

interactions with others. In the digital era we inhabit, the act of sharing information

and news has become a pervasive and repetitive behavior that permeates our daily

lives. The proliferation of social media platforms, online news outlets, and instant

messaging services has fueled a constant cycle of information dissemination among

individuals (Bakshy et al. 2012). This repetitive behavior holds immense significance,

as it directly influences how we perceive, interpret, and respond to the world around

us (Conover et al. 2011). Understanding the dynamics of information sharing is

important for unraveling human communication patterns, cognitive processes, and

the intricate mechanisms underlying belief and attitude formation. Furthermore, the

study of this phenomenon and its consequences, such as political polarization, offers

valuable insights into the complex interplay of social, psychological, and cultural

factors that shape our interactions, decision-making processes, and ultimately, the

fabric of our society as a whole. Investigating information sharing behaviors in the

digital landscape therefore represents a vital avenue for comprehending the underlying

dynamics of human behavior and its societal implications.
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In the process of sharing news, we implicitly rely on a mental model of how oth-

ers react to certain information. Understanding the cognitive processes and mindset

of others is a fundamental aspect of human social cognition. This cognitive ability,

commonly referred to as theory of mind (ToM) or mentalizing, enables individuals to

attribute mental states such as beliefs, desires, and intentions to oneself and others

(Happé et al. 2017). The term "theory of mind" was initially coined by Premack and

Woodruff (1978) when studying the ability of chimpanzees to distinguish between an

agent’s intentions and its overt behavior. Since then, ToM has been extensively in-

vestigated in various fields including psychology, cognitive science, and neuroscience

(Frith and Frith 2006, Schurz et al. 2014). The significance of ToM lies in its role in

acknowledging that others possess their own thoughts, perspectives, and emotions,

which may differ from one’s own. By understanding the mental states of others, in-

dividuals can predict and interpret their behavior, engage in perspective-taking, and

adapt their own behavior accordingly (Astington and Jenkins 1995). While most

studies on theory of mind focus on infants and toddlers to understand its devel-

opmental trajectory (Tomasello 2018), it has also been investigated in adults. For

instance, Clutterbuck et al. (2023) explored the correlations between various socio-

demographic factors, political beliefs, and ToM in adults. Their findings revealed that

participant gender was the most significant predictor of ToM, while political beliefs

did not exhibit a significant association with ToM.

Theory of mind provides a valuable framework for understanding how individuals

share, interpret, and respond to information on social media platforms. A well-

developed theory of mind allows individuals to empathize with others and engage in

effective communication by considering their perspectives and mental states (Baron-

Cohen 1997). Neuroscientific research supports the idea that the value of information

sharing is influenced by communicators’ thoughts about the mental states of the re-

ceivers. For instance, (Baek et al. 2017) conducted a study examining the neural

mechanisms underlying the decision to share health articles with others. They found

that individuals exhibited greater activity in the brain’s mentalizing system when de-

ciding whether to share health articles with others compared to when making other
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types of decisions, such as reading the articles themselves or evaluating their content.

Importantly, the study also revealed a positive association between neural activity

in these mentalizing-related regions and individuals’ self-reported intentions to share

health news information. These findings suggest that communicators adjust their

sharing strategies based on their anticipation of receivers’ mental states, aiming to

enhance the intended impact of the shared content. This adaptive behavior, known

as audience tuning, has been empirically demonstrated in numerous studies. For in-

stance, research conducted by Barasch and Berger (2014) revealed that participants

consistently adjusted their information-sharing behavior based on audience charac-

teristics, such as the number of people receiving their messages.

Given the significance of theory of mind in comprehending others’ mental states

and predicting behavior, it is reasonable to explore its implications for political persua-

sion. Understanding the dynamics of persuasion is crucial for comprehending users’

behavior on social media and the phenomenon of polarization. Psychological studies

have demonstrated that adopting the perspective of others can enhance the effective-

ness of communication (Traxler and Gernsbacher 1993), while neural research has

shown that successful persuaders engage brain regions associated with understanding

others’ minds more effectively than unsuccessful persuaders (Falk et al. 2013). For

instance, in the domain of sales, where understanding customers’ mindsets is crucial,

more successful salespeople exhibit stronger mentalizing abilities and greater neural

activation in regions associated with mentalizing (Dietvorst et al. 2009). A compre-

hensive review article by Falk and Scholz (2018) provides further insights into the

connections between theory of mind and persuasion, shedding light on the underlying

mechanisms and implications of this relationship. This body of research underscores

the importance of theory of mind in political persuasion and its potential to shape

communication strategies and outcomes in the digital era.

2.1 Overview of Chapter 4

The fourth chapter of this thesis advances our understanding of the interplay be-

tween individuals’ viewpoints on a controversial political topic and their capacity to
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anticipate and understand the mental processes of others. Inspired by the theoretical

foundations of theory of mind and the dynamics of persuasion, this chapter takes a

novel approach to operationalize and investigate this phenomenon. Specifically, it ex-

amines how individuals’ own perspectives on contentious issues influence their ability

to accurately predict the opinion shifts of others following exposure to relevant news

articles. It is hypothesized that personal opinions may hinder one’s understanding

of others’ viewpoints, particularly when there are fundamental disagreements on key

issues. The context chosen for this exploration is climate change, a highly polarized

topic with significant implications for society and the environment (Dunlap et al.

2016). The aim of this chapter is to determine whether climate change deniers or

believers exhibit different levels of accuracy in predicting the persuasive impact of

news articles that emphasize the significance of climate change issues. The hypoth-

esis suggests that individuals who share similar beliefs (i.e., climate change deniers)

may demonstrate greater accuracy in predicting these persuasive effects. This can be

attributed to their empathetic understanding of their peers’ perspectives and their

ability to simulate potential reactions to new information. Conversely, it is expected

that individuals who hold opposing beliefs (such as climate change believers) may face

challenges in comprehending others’ reactions, potentially hindering their predictive

accuracy.

To accomplish this, we conducted a survey to carefully select a set of news articles

that predominantly highlight the significance of climate change issues and the need

for action. Subsequently, a follow-up survey was administered to a diverse pool of

respondents representing different climate change stances, including believers, neu-

trals, and deniers. In this second survey, participants were asked to indicate how

they expect a hypothetical reader with a positive, indifferent, or negative attitude

towards climate change would change their opinion after reading the corresponding

news article. This question aimed to capture individuals’ expectations of others’ opin-

ion shift. Based on the survey results, individuals who believe in climate change do

not anticipate persuading climate change deniers through the selected news articles.

However, deniers themselves hold a different perspective. They predict a backfire
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effect, wherein fellow deniers are expected to become even more opposed to climate

change policies after reading articles that emphasize the severity of climate change.

To test these conflicting predictions, a randomized experiment was conducted. A

group of climate change deniers was invited to read the selected articles and assess

their persuasiveness. Their opinions were measured before and after engaging with

the material, allowing for an evaluation of the extent to which their opinions shifted.

Contrary to everyone’s expectations, deniers show a positive opinion shift in favor

of climate change after reading a newspaper article on climate change. The effect

coincides with no impacts on either stated or revealed support for actions that fight

climate change. No backfire effects are documented. The findings contribute to a

deeper understanding of the interplay between personal beliefs, theory of mind, and

the dynamics of persuasion in the context of climate change discourse.
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Chapter 2

Habits in Consumer Purchases:

Evidence From Store Closures

1 Preface

This chapter examines the impact of habits on consumer purchase behavior in the

grocery shopping context. Previous research has shown that consumer choices often

exhibit inertia, but it remains unclear how much of this inertia can be attributed to

habits. Drawing from theories in psychology, consumer behavior, and quantitative

marketing, we investigate the formation, persistence, and disruption of habits. By

leveraging panel data on households’ purchases across various product categories and

using store closures as a natural experiment, we analyze the role of habits in repeated

brand purchases. The findings shed light on the effects of habit formation on consumer

decision-making and have implications for marketers, retailers, policymakers, and

individuals seeking behavioral change.

2 Introduction

One area of daily life that involves repetitive behavior and plays a vital role in our

lives is grocery shopping. Grocery retail represents a substantial portion of consumer
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spending, with billions of dollars exchanged annually in this sector. Recognizing the

factors that shape consumer decision-making in grocery stores is of utmost impor-

tance, given the substantial economic impact of the grocery retail sector. Researchers,

marketers, retailers, and policymakers can benefit from a deeper understanding of con-

sumer behavior in grocery shopping, as it provides valuable insights for optimizing

strategies, improving customer satisfaction, and fostering economic growth.

In the everyday experience of grocery shopping, consumers are confronted with a

wide array of brand choices spanning various product categories. Making purchasing

decisions in such a context can be a complex and challenging process, given the

large and diverse choice sets, as well as the influence of marketing factors such as

prices and promotions. Consequently, consumers might rely on heuristics and habits

as efficient strategies for faster and less effortful decision-making. Notably, these

habits develop as a result of repetitive behavior occurring within the same context.

Psychological theory suggests that habits tend to form when individuals repeatedly

engage in rewarding behaviors within a consistent context (Verplanken and Aarts

1999, Wood and Rünger 2016). Over time, these contextual cues become associated

with the behavior, triggering an automatic response (Orbell and Verplanken 2010).

For a comprehensive overview, refer to the review by Gardner (2015b). Consequently,

it is reasonable to anticipate that in product categories where consumers frequently

make purchases in similar settings, such as shopping at the same store, their purchase

decisions may be driven by habitual behavior.

Habitual behavior in shopping could be one explanation of the empirical regular-

ity that purchase decisions exhibit substantial temporal-dependency or inertia (e.g.,

Carrasco et al. 2004, Dubé et al. 2010). Drawing on insights from psychology, we

hypothesize that such repeated behaviors in stable contexts are often the result of

slow-learning, fast-acting (i.e. System 1) processes (Mazar and Wood 2018, Wood

and Rünger 2016). Of course, other varieties of inertia can also be present, such

as learning and preference formation which are felicitously described through stan-

dard choice models. Here we aim to detect and estimate a role for habits specifically
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in explaining observed inertia in consumer purchase behavior. Hence, part of the

contribution of this chapter is to provide robust and rigorous empirical evidence to

bridge this gap and bring insights from the psychological definition to a setting of

broad interest in marketing, economics, public policy, and decision science. This re-

search contributes to the broader understanding of consumer behavior and provides

insights into the mechanisms that drive habitual consumption. By shedding light on

the influence of habits on consumer decision-making, this chapter has implications for

marketing practitioners, policymakers, and individuals alike, offering opportunities to

design effective strategies, promote healthy choices, and facilitate positive behavioral

change.

2.1 Related Work

Habit formation, persistence, and disruption have garnered attention from various

disciplines, each offering unique perspectives on this phenomenon. One aim of this

chapter is to adapt a theory of habit developed in the psychology and consumer

behavior literatures to one of the most widely-studied settings in quantitative mar-

keting, in this process clarifying the causes of stylized facts in quantitative marketing

and economics. So we first consider definitions and theories of habit in psychology

and then empirical work in quantitative marketing.

The study of habits is a topic of ongoing debate and controversy within the re-

search community. While there is no consensus on the precise definition, multiple

competing accounts converge on the idea that habits involve a certain form of auto-

maticity Berridge (2021), Wood and Rünger (2016). Wood et al. (2014) characterize

habits as being activated by recurring contextual cues and being insensitive to short-

term changes in goals. On this and related accounts, the repeated performance of a

behavior in the presence of the same contextual cues creates an association between

the context and the behavior, making performing it in that context automatic or

proponent, thereby reducing deliberation prior to choice (Wood and Rünger 2016).

Importantly, habits are relatively resistant to changes in goals or payoffs, meaning

that even if the rewards associated with the behavior diminish or disappear, the habit
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may persist. This is reflected in experimental paradigms that test for habits (or the

strength of habits) by examining persistence of the behavior even when the reward

is absent or no longer desired (Adams and Dickinson 1981, Beshears et al. 2021,

Dickinson 1985). In an influential empirical study related to the present work, Wood

et al. (2005) had participants report their frequency of performing exercise and media

consumption behaviors before and after transferring to a university, which changed

the context for some of those behaviors for some participants. The results showed

that behaviors in changed contexts shifted to align more closely with participants’

self-reported goals after the transfer, highlighting the influence of contextual changes

on habit formation.

This account of habits — in which deliberative processing of attributes of many

available options is often absent — is consistent with studies that have probed visual

attention of in-store shopping with mobile eye-tracking devices. For instance, in

a study of grocery shoppers in Uruguay, Machín et al. (2020) found that 67% of

shoppers have a tendency to directly select the product they are seeking without

comparing it to other options. These shoppers quickly put the chosen product in

their shopping basket, taking an average of just 7 seconds from the moment they

grabbed the product. These findings support the idea that in-store shopping behavior

can be highly habitual, where consumers quickly and automatically select familiar

products without engaging in extensive deliberation or comparison. Building on this

understanding, our hypothesis posits that when the context of shopping is disrupted,

such as through the closure of a frequently-visited store, consumers will be prompted

to engage in more thoughtful and deliberate decision-making processes. In these

situations, they may consider a wider range of product options and make choices that

align with their current, carefully considered preferences.

In quantitative marketing and economics, researchers have extensively studied the

presence of strong autocorrelation or "inertia" in consumption patterns across var-

ious product categories (Cunningham 1956, Dubé et al. 2010, Guadagni and Little

1983, Keane 1997, Seetharaman et al. 1999). This inertia is often captured by a
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variable known as state dependence or loyalty, which represents the influence of past

purchases on current decisions. The concept of state dependence was first introduced

by Guadagni and Little (1983), who demonstrated that incorporating past purchases

as a measure of loyalty in a choice model significantly improves the model’s fit. Sub-

sequent research has frequently employed a Markovian assumption, considering the

immediate past purchase as a proxy for the consumer’s current "state" (e.g., Dubé

et al. 2010, Levine and Seiler 2021, Simonov et al. 2020). Consequently, the phe-

nomenon of positive inertia or loyalty is often referred to as state dependence in the

literature. It is worth noting that while negative state dependence or variety seeking

has been observed in certain cases (McAlister 1982), it is generally less prevalent

(Adamowicz and Swait 2013).

The state dependence literature has dedicated considerable attention to validating

estimation procedures and employing flexible models to address unobserved hetero-

geneity in consumer preferences (Dubé et al. 2010). Overall, the existing literature

shows a general consensus that structural state dependence exists even when employ-

ing complex models that account for potential preference heterogeneity (cf. Levine and

Seiler 2021). However, the estimated magnitude of state dependence tends to diminish

after controlling for factors such as consumer heterogeneity (Dubé et al. 2010, Keane

1997, Simonov et al. 2020). Notably, Dubé et al. (2010) found that the estimated state

dependence vanishes when the order of shopping trips is randomly permuted. This

observation supports the presence of genuine temporal state dependence rather than

it being an artifact of model misspecification. If past decisions did not exert temporal

influence on future decisions and the estimated state dependence solely arose from

unobserved heterogeneity, it would have remained statistically significant even with

random trip reordering. Additionally, Seetharaman et al. (1999) examined various

product categories and discovered correlated state dependence among households,

further suggesting that this phenomenon extends beyond model misspecification.

Inertia in purchases can have multiple underlying causes (Liu-Thompkins and

Tam 2013). One typical explanation in the literature is psychological switching costs
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(Dubé et al. 2010, Farrell and Klemperer 2007, Klemperer 1987), although this does

not articulate underlying mechanisms which generate these mental costs. However,

considering this established evidence for state dependence with respect to a psycho-

logical theory of habit, we may want to distinguish the associative, slow-learning,

fast-acting process underlying habits from a deliberative, fast-learning, slow-acting

process. In the next section, we describe how our empirical strategy is chosen for

this purpose. Here we first consider some other decompositions of state dependence

proposed in the quantitative marketing and economics literatures; see Thomadsen

and Seetharaman (2018) for a review. Note that sometimes these have used the term

“habit”, but in ways that diverge both from our use and each other.

In a latent utility framework, Roy et al. (1996) incorporate both what they call

“habit persistence” and “structural state dependence” in their model.1 While struc-

tural state dependence only depends on realized past choices, “habit persistence” takes

into account how prior propensities to choose a brand affect current choices (Heck-

man 1981). So if the household has high evaluation of brand 𝑗 in trip 𝑡 but purchases

brand 𝑖, the high evaluation of brand 𝑗 would persist in trip 𝑡+1 even though it was

not purchased. Note that this might be interpreted as a reversal of terminology from

the psychological account described above, which centrally features (multiple) prior

choices (not just positive evaluations).

Moreover, Seetharaman (2004) builds on the work of Roy et al. (1996) and al-

lows for more complicated forms of “habit persistence” in a utility-based framework.

Seetharaman (2004) defines habit persistence type 1 as “serially correlated error terms

in the random utility function". This form of habit accounts for persistence in choices

for reasons unknown to the researcher such as long holidays or having guests which

might require successive purchases of the same brands. Habit persistence type 2 is

1In this model, structural state dependence is defined as a direct boost in utility at time 𝑡 coming
from purchasing the same brand as time 𝑡 − 1, while “habit persistence” is modeled as the serial
correlation between consequent choices in a Markov process that can be present even in the absence
of structural state dependence. Similar to many other papers in this literature, Roy et al. (1996)
impose a Markov assumption and consider the immediate past purchase as a proxy for past behavior.
However, this modeling choice is questionable regarding modeling habits, which typically form and
change slowly overtime.
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then defined as “serial correlations between utility-maximizing alternatives on succes-

sive purchase occasions of a household", which accounts for temporal dependencies in

successive brand choices due to unobserved information signals such as billboards or

television advertisements. However, the link between the notion of habits in these pa-

pers and the psychological view as cue–response associations in memory is not clear.

In particular, these models capture persistence around specific brands and implicitly

assume the shopping environment to be fixed. As a result, they are silent on any

changes in choices if the decision is being made in a quite different context with the

same choice set.

While developing considered preferences for specific brands can contribute to over-

all inertia, so can consequences of repeated choices in a stable context. In settings

from voting (Cantoni and Pons 2022) to food consumption (Privitera and Zuraikat

2014), empirical researchers have argued that context effects have a substantial im-

pact on individuals choices (Amir and Levav 2008). The importance of contextual

cues in triggering habits, despite conflict with current goals, has been extensively

studied by social psychologists (Neal et al. 2011). Despite the conceptual distinction

between brand loyalty and habits, the link between psychological measures of habits

and the state-dependence literature remains unclear, and these two areas have largely

evolved separately. While Tam et al. (2014) discuss the conceptual differences, empir-

ical evidence supporting this distinction is lacking. In this chapter, we aim to bridge

this gap by providing new empirical evidence that aligns with a significant role for

habits in state dependent consumer purchases.

2.2 Overview

This chapter focuses on analyzing in-store purchase behavior by utilizing store closures

as a means to disrupt the context in which consumers make their purchases. Through

this approach, we aim to enhance our understanding of the role of habits in shaping

repeated purchases.

We need to distinguish between habits — defined as an association in memory
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between purchase responses and contextual cues — and both any complementarity

in repeated consumption and other learned preferences for particular products and

brands. That is, in addition to distinguishing inertia from consumer heterogeneity

(Pakes et al. 2021), in order to attribute inertia to habits, we should also distinguish

it from other processes. Following the discussion by Tam et al. (2014), we propose

using the term "state dependence" as an overarching concept that encompasses vari-

ous mechanisms through which past purchases influence current choices. Within this

framework, we distinguish between two key concepts: brand loyalty and shopping

habits. Brand loyalty refers to the psychological disposition of consumers to evaluate

a brand favorably, independent of the specific context of the purchase and when con-

sidering a choice among different brand options (Neal et al. 2006, Tam et al. 2014).

It reflects the tendency to consistently prefer a particular brand due to established

expectations or preferences, leading to higher expected utility for that brand regard-

less of other features of the purchase occasion, such as the store context. In contrast,

shopping habits involve the repeated purchase of the same brands within a specific

store context. These habits can transcend the nature of the purchased product and

are influenced by contextual factors, such as the store layout or the placement of

specific brands on shelves. Shopping habits can arise as a strategy to minimize search

costs (Dong et al. 2020) or as a decision heuristic to conserve mental resources for

more significant tasks (Macrae et al. 1994).

In this chapter, we aim to identify and measure how shopping habits can affect

consumers’ in-store decisions. To this end, we leverage store closures as a shock

that disrupts part of the households’ shopping behavior. The key idea is that each

store closure can potentially force households to explore new store environments,

where previous contextual cues are no longer present and consumers are engaged in a

more thoughtful and deliberative decision-making process — driving them to explore

other options that are normally ignored in a familiar store. This research design,

in which a severe change of context is used to measure the strength of habits, is

also related to the habit discontinuity hypothesis (Verplanken et al. 2008, Verplanken

and Wood 2006). The idea is that when a habit is blocked or suspended due to
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a change of context, the person may need to search for information or advice, and

be open to alternative options. Some examples of change of circumstances that can

disrupt people’s habits include: transitions from school to work (Busch-Geertsema

and Lanzendorf 2017), residential relocation (Clark et al. 2016), changes in retail

contexts (Figueroa et al. 2019, Poortinga et al. 2013), and lifestyle changes due to

COVID-19 restrictions (Oblander and McCarthy 2022).

We argue that the use of the store closures increases the credibility of causal

inference about habits. One might alternatively consider any two adjacent trips by

the same household. Along these lines, Thomadsen (2016) finds some evidence that

consumers exhibit higher levels of state dependence if the store they are shopping

from is the same store they visited last time. However, the choice of the store could

potentially confound the choice of brands, i.e., people might have chosen to go to

a different store in the first place in order to buy a different brand. As a result,

one cannot simply consider changes in purchase locations because the choice of the

store could be correlated with brand choices. In our framework, the closure induces

a relative increase in visits to new stores or at least newly shopping for a particular

product category in a store. The set of exposed households is not all impacted equally

by store closures. We posit each household’s purchase behavior is primarily affected

for the subset of categories which they used to buy from the closing store and the

intensity of the effect increases with the frequency of visits. From this perspective,

the set of household–category pairs for which the household had never purchased

that product category in the closing store can be considered as the control group for a

difference-in-differences (DID) causal identification strategy. Hence, our identification

strategy is based on a combination of different households being exposed to store

closures at different times, as well as within-household variation in how much that

household is exposed to a closure for a particular product category.

Modeling brand choices involves a complicated multi-choice problem with varying

choice sets. One conventional modeling approach in the literature considers various

forms of latent utility choice models. However, these models are readily applicable
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only to a single product category, and researchers typically limit their analysis to a

few frequently purchased brands and ignore changes in the households’ choice sets.

Instead, we conduct a “reduced-form” analysis where the outcome is a binary vari-

able indicating whether the household is choosing their most frequent brand option

(i.e. modal brand), following the approach in Larcom, Rauch, and Willems (2017).

This simplification will allow us to detect changes in purchase patterns after the

closures by simultaneously modeling households’ purchases across multiple product

categories, use regression machinery to estimate causal effects, and avoid the difficul-

ties of estimating a model with a high-dimensional categorical outcome. Following

this framework, we first show that the subset of households with a higher proxy for

antecedent habits (i.e. higher frequency of visiting the closing store) experience a tem-

porary disruption in shopping habits right after the closure. They then apparently

form new habits over time in the newly visited stores. This observation is robust to

accounting for unavailability of their favorite brands. Furthermore, the induced tem-

porary disruption in shopping habits results in lasting changes in households’ modal

brands (brands most often purchased) suggesting that formation of shopping habits

could lead to sub-optimal behavior.

These results augment our understanding of the state dependant consumers pur-

chase behavior by demonstrating the importance of shopping habits, in addition to

pure brand loyalty. Our findings have immediate implications for firms who could

benefit from understanding (or discovery) of these shopping habits by incentivizing

stores to keep the placement of their brands consistent inside the store. However,

depending on the brands for which habits are formed (for any specific store), compet-

ing firms could have conflicting interests regarding keeping the product placements

constant. For a less popular brand, the firm has an incentive to pay the store to

change their product placement in order to disrupt existing habits. This would be

most effective if it complements other marketing strategies such as providing free

samples or different forms of advertisement.

The rest of this chapter is structured as follows: Section 3 describes the Nielsen

52



scanner data and explains how closing stores and corresponding exposed households

were identified. Section 4 discusses the problem formulation, in particular, how treat-

ment exposure level and outcome variables used in the regression model are defined.

Section 5 provides the results for various two-way fixed effects (TWFE) and event

study models using different outcome measures. It also presents results for a Bacon

decomposition analysis (Goodman-Bacon 2021) to explore any bias in TWFE estima-

tion due to differential treatment timing. Section 6 concludes and discusses potential

implications of our findings.

3 Data

We use Nielsen retail scanner and consumer panel data, containing detailed shopping

information for more than 50,000 American households and 35,000 stores across the

US between January 2006 and December 2018. We utilized the retail scanner data to

identify closing stores, and the consumer panel data to detect changes in households’

purchase decisions after one of their local stores closes.

3.1 Retail Scanner Data

The retail scanner data contains weekly pricing, volume, and store merchandising

conditions generated by retail store point-of-sale systems. The data includes approx-

imately 35,000 stores including grocery, drug, and mass merchandiser stores. The

data is available from January 2004, but we only used from 2006 onward since we

only needed the store closures relevant to panelists in the consumer panel data. All

stores have unique anonymized identifiers, so we could track the sales of each store

even if the retail chain changes, although more than 96% of the identified closing

stores in the data operate under a single retailer.

3.2 Consumer Panel Data

The Consumer Panel Data represents a longitudinal panel of approximately 40,000–

60,000 US households who use hand-held scanner devices to continually provide in-
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formation to Nielsen about their purchases. Products include all Nielsen-tracked cat-

egories of food and non-food items, across all retail outlets in all US markets. Nielsen

samples all states and major markets so panelists are geographically dispersed and

demographically balanced. Importantly, the consumer panel data can be linked to the

retail scanner data using unique store identifiers. Since we need to follow households’

purchased brands, we do not use the “Magnet" data which includes non-barcoded

products such as fresh fruit.

3.3 Store Closures

In order to identify closing stores, we compute the aggregate store weekly sales using

retail scanner data.2 Then, we single out the stores whose sales drop to zero at a

certain time and remain zero afterward. We found 7,847 such permanent store closures

during a 13-year period starting in 2006. We also investigated potential temporary

store closures. Considering stores whose sales drops to zero and remains zero for

at least the duration of a year, we found only 83 such cases. Varying the required

zero sales duration would change the number slightly, but overall, there were very

few temporary closures. Furthermore, there was no instance of multiple closures for

any store in the data set. As a result, given the small number of temporary closures,

we decided to drop them altogether and only consider permanent closures to avoid

further complications in the causal analysis.

We expected that some of these stores simply stopped participating in the panel,

while remaining open. To exclude such false closure identifications, we used the

consumer panel data and ruled out any store for which there was a reported purchase

trip after the closure date. After this correction, 3,243 closing stores remained. We

could also identify a false closure if a certain store and all the related customers in

the panel opt-out of reporting to Nielsen simultaneously. Even though there is a

low chance of this incident happening, it will not affect our results because we only

2For computational simplicity we only compute the overall weekly sales of each store for top-5
purchased product categories: Refrigerated milk, refrigerated yogurt, fresh bakery bread, cereal, and
canned soup.
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Figure 2.1: The figure shows log-weekly sales in the top-5 product categories by
national purchase volume for the closing stores corresponding to the set of exposed
households from January 2006 until December 2018.

consider households that are active both before and after their corresponding closure

to measure the change in their behavior.3

Figure 2.1 shows log-weekly sales for the closing stores corresponding to the set of

exposed households. Weekly sales by retailer, the distribution of closing stores over

years, and their geographical dispersion are shown in Appendix A, Section 1.

3.4 Exposed Households

After matching the set of closing stores with the consumer panel data, we find 14,406

households who at some point in time visited one of the closing stores.4 However, not

all of these households were exposed to the exogenous closure shocks. Some of them

might have visited the closing store months or years before it closed. We consider

only households who were still shopping from the closing store near its closing time

3Finally, some households might stop going to a store around the time it drops out of the retail
data, and therefore cause a false closure identification. Although this could potentially happen, it
is less likely to happen for households who are frequently shopping from the closing store. And as
we see in the following results, the main effect is driven by these more frequent visitors.

4In the final analysis, we only consider top-30 product categories and remove infrequent ones.
This leaves us with 14,360 households.
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to be exposed by the closure. Therefore, we marked households who had at least a

shopping trip to the closing store within a 4-month interval prior to the corresponding

closure date as the exposed set, which included 684 households with a total of 407,630

distinct shopping trips.

4 Framework and Definitions

In this section, first, we specify the treatment each household is receiving due to the

store closures, and then define two distinct outcome variables which are used in our

models.

4.1 Treatment Exposure

The set of exposed households are not all equally affected by a store closure. First,

we posit each household’s purchase behavior is primarily affected within the subset

of categories that they used to buy from the closing store. For example, if someone

frequently bought yogurt but not cereal from the closing store , we expect the closure

affects their yogurt purchase behavior, with effects on cereal, if any, being much

smaller. Second, we expect the effect to vary based on the prevalence of the shopping

trips to the closing store. In order to capture both of these dimensions, we define the

treatment exposure level (𝑒𝑖,𝑐) for household 𝑖 and category5 𝑐 as the relative fraction

of household 𝑖 shopping trips to the closing store in which a product in category 𝑐

was purchased:

𝑒𝑖,𝑐(𝑇𝑒) =
trips to the closing store by household 𝑖, for category 𝑐, 𝑇𝑒 years before

trips by household 𝑖, for category 𝑐, 𝑇𝑒 years before
.

(2.1)

The exposure level is a function of the pre-closure time period on which it is

defined, 𝑇𝑒. The shorter we define this period, the better the fraction would capture

5Nielsen has a 3 level hierarchy for categorizing different products. There are 10 Departments, 125
product groups, and about 1100 product modules. For example, within the Frozen foods department,
there are multiple groups including frozen vegetables or frozen breakfast foods. And within each
group there could be multiple modules such as frozen beans, frozen toaster items, etc. Throughout
the chapter by product category we mean the grouping at the product module level.
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the true impact of the closure because someone could have a many shopping trips to

the closing store many months before the closure but only a few such trips right before

the closure. This household would be less likely affected by the closure. However,

at the limit of 𝑇𝑒 −→ 0, we have zero observations to define the fraction, and with

small values of 𝑇𝑒, measured exposure would be sensitive to a small number of recent

trips. Since it is not obvious ex-ante what would be the optimal time period, we do

the analysis for a range of values and show that the main results are robust to the

choice of the 𝑇𝑒 parameter. Results presented in the main text are for 𝑇𝑒 = 1 year,

and result for 𝑇𝑒 = 2 and 𝑇𝑒 =
1
2

year are presented in Appendix A.

Figure 2.2(left) displays the treatment exposure levels for all household–category

pairs. There are a total of 9,338 units (not shown) with zero exposure level; these

household–category pairs can be used as the set of control units in a difference-in-

differences framework with differential treatment timing.

Furthermore, to flexibly allow for potentially heterogeneous effects among household–

category pairs, we partition treated pairs into four groups based on their exposure

levels: 𝐸1 = {(𝑖, 𝑐)|𝑒𝑖,𝑐 ≤ 0.25}, 𝐸2 = {(𝑖, 𝑐)|0.25 < 𝑒𝑖,𝑐 ≤ 0.5}, 𝐸3 = {(𝑖, 𝑐)|0.5 <

𝑒𝑖,𝑐 ≤ 0.75}, 𝐸4 = {(𝑖, 𝑐)|0.75 < 𝑒𝑖,𝑐}, and the control group is defined as 𝐶 =

{(𝑖, 𝑐)|𝑒𝑖,𝑐 = 0}. These groups are separated by dotted grey lines in Figure 2.2(left)

where each point stands for a household–category pair. There are 1,636, 881, 641,

768 household–category pairs in 𝐸1–𝐸4 correspondingly.

We expect household–category pairs with higher treatment exposure level to have

more significant disruption in their purchasing behavior for two main reasons. First,

according to psychological theory, more frequent trips make stronger shopping habits,

and hence the disruption in brand choices could be more substantial (Wood et al.

2005). Second, the main channel through which the closure is affecting households

purchasing behavior is the resulting forced exploration in visits to new store–category

pairs6 where old habitual cues are no longer present and people are susceptible to

6A purchase occasion at store 𝑠 in category 𝑐 is counted as new store-category visit for household–
category (𝑖, 𝑐) if household 𝑖 purchases category 𝑐 in store 𝑠 during her first 𝐿 trips after her corre-
sponding closure date, while she was not purchasing any items in category 𝑐 from store 𝑠 during 𝐿
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Figure 2.2: (left) Treatment exposure levels (𝑒𝑖,𝑐) for household–category pairs sorted
in decreasing order, where each point shows a unique pair. Control group (𝑒𝑖,𝑐 = 0)
pairs are not shown in the figure. Dashed grey lines show how household–category
pairs are categorized into four treatment exposure level groups. There are a total of
9,338 pairs in the control group, and 1,636, 881, 641, 768 pairs in 𝐸1-𝐸4 correspond-
ingly.
(right) The average number of new store–category pairs visited by each exposure
group during an 𝐿 trips before and after the corresponding closures. A purchase
occasion at store 𝑠 in category 𝑐 is counted as new store-category visit for household–
category (𝑖, 𝑐) if household 𝑖 purchases category 𝑐 in store 𝑠 during her first 𝐿 trips
after her corresponding closure date, while she was not purchasing any items in cate-
gory 𝑐 from store 𝑠 during 𝐿 trips prior to closure. Error bars show the 95% confidence
intervals. The highest exposed group 𝐸4 has relatively more new visits after the clo-
sure, which makes it more likely to observe a significant disruption effect in their
purchasing behavior caused by the closure.

exploration and formation of new habits. As you can see in Figure 2.2(right), the

average number of visits to new store–category pairs during the post-closure period

increases with exposure level. A purchase occasion at store 𝑠 is counted as new store

visit for household–category (𝑖, 𝑐) if household 𝑖 purchases category 𝑐 in store 𝑠 during

her first 𝐿 trips after her corresponding closure date, while she had not purchased

any items in category 𝑐 from store 𝑠 during 𝐿 trips prior to closure. We compare

these average new visits with the same quantity defined based on the period of 𝐿

trips prior to each closure, while here a visit is counted as new if the customer had

not purchased any item between 2𝐿 and 𝐿 trips prior to closure. The comparison

shows that relatively the new store visits increases only for 𝐸4. This is another reason

to expect effects of closures to be concentrated in the fourth exposure group.

trips prior to closure.
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Finally, the timing of closures and whether a household is exposed to a closure at a

given time is determined by households’ own choices and hence is potentially endoge-

nous. This motivates using differences-in-differences, whereby before–after closure

changes for household–category pairs are compared with those changes in the control

group of household–category pairs, which consists of households that did not purchase

that category at the closing store. We will return to this issue later in Section 5.1.3

and show evidence consistent with parallel pre-treatment trends comparing each of

the exposure groups with the control group.

4.2 Outcome Variables

Our goal is to detect changes in households’ brand choice patterns that are indicative

of habits and closure-induced search. This is a complicated multi-choice problem

with varying choice sets. In order to simplify the problem and provide interpretable

estimates, we follow the approach in Larcom, Rauch, and Willems (2017), and conduct

a relatively “reduced-form” analysis where the outcome is a binary variable indicating

whether the household is choosing their modal brand option. This simplification

has multiple advantages. First, it allows us to use regression machinery to estimate

causal effects and avoid the difficulties of estimating a model with a high-dimensional

categorical outcome. Second, it allows us to readily pool information across different

product categories, hence giving a more comprehensive view of shopping behavior.

We separately define recent and baseline modal brands to capture different aspects

of the changes in households’ behavior.

4.2.1 Recent Modal Brand

We expect the effect of the habit disruption on purchase patterns to be, in some

sense, temporary because customers will soon form new shopping habits in the new

store environments they visit. Therefore, to measure the temporary effect of habit

discontinuity on purchase decisions, we define the recent modal brand using a moving
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window, based on households’ 𝐿-most-recent shopping trips for each category.7. More

precisely, let 𝑏𝑖,𝑡,𝑐 be the brand purchase by household 𝑖 at trip 𝑡 in product category 𝑐.

The 𝐿-recent modal brand for the triple (𝑖, 𝑡, 𝑐) is defined as 𝑏̃𝑟𝑖,𝑡,𝑐 = mod (𝑏𝑖,𝜏,𝑐)
⃒⃒𝑡
𝜏𝑐(𝐿)

,

where 𝜏𝑐(𝐿) specifies 𝐿 previous trips in which category 𝑐 was purchased. Since

different categories are purchased with different frequencies, the time duration in

which modal brand is computed would be different for each category. Although

time duration is not entirely irrelevant, habits are understood as persistent over time

(Wood and Neal 2016). Therefore, we decided to define the modal brand based on

the number of visits to each store because what matters most is the repetition and

frequency of purchase behavior.8

As our first outcome variable, we define the recent modal brand indicator 𝑦𝑟𝑖,𝑡,𝑐

as a binary variable indicating buying the recent modal brand 𝑏̃𝑟𝑖,𝑡,𝑐, where 𝑖 specifies

the household, 𝑡 the trip number, and 𝑐 the corresponding category of the purchased

product:

𝑦𝑟𝑖,𝑡,𝑐 =

⎧⎪⎨⎪⎩1, 𝑏𝑖,𝑡,𝑐 = 𝑏̃𝑟𝑖,𝑡,𝑐

0, 𝑏𝑖,𝑡,𝑐 ̸= 𝑏̃𝑟𝑖,𝑡,𝑐

. (2.2)

We hypothesize that when shopping habits are disrupted, households purchase deci-

sions deviate more often from their modal options (so all the effects are expected to

be negative) because the old contextual cues that used to trigger the behavior are no

longer present. However, we expect the effect to be only temporary because after a

while the recent modal brand is defined based on post-closure trips. Some deviations

could also be caused by the unavailability of a household’s modal brand in stores they

visit after the closure; we return to this issue by conducting analyses that condition

7Results presented in the main text use 𝐿 = 20, but they are robust to variations in 𝐿. More
details can be found in Appendix A, Section 2

8This choice was primarily based on the frequency-in-context measure of habits (Labrecque and
Wood 2015). Since people could have very different rates for visiting stores, considering same time
frames could result in very different number of trips. In particular, habits are resilient to the passage
of time and could be triggered even with the loss of memory (Bayley et al. 2005, Knowlton et al.
1996). As a result, we concluded the number of repetitions could matter more than the frequency
over time. Although one could imagine the time passed between shopping trips could also play
a role, this data set did not provide us with enough variation to study both of these phenomena
simultaneously. This is an interesting research question that can be studied using carefully designed
experiments.
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on brand availability.

4.2.2 Baseline Modal Brand

Another interesting question to explore here is whether this disruption causes a lasting

change in households’ brand choices, or after doing some exploration they would

return to their prior modal brands. To answer this question, we use all trips prior

to closures to specify households’ baseline modal brand and then measure deviations

from that after the closures.9. For each household–category pair, the baseline modal

brand 𝑏̃𝑏𝑖,𝑐 is defined as the most frequently purchased brand during all trips before the

household 𝑖’s corresponding store closure date 𝜏𝑖.10 Note that the long-term modal

brand is fixed for each household–category and independent of trip number, unlike

the recent modal brand which is defined on a rolling basis. Similar to Equation 2.2,

we define the long-term modal brand indicator 𝑦𝑏𝑖,𝑡,𝑐 as a binary variable indicating

whether household 𝑖 is buying her baseline modal brand in category 𝑐 during trip 𝑡:

𝑏̃𝑏𝑖,𝑐 = mod (𝑏𝑖,𝑡,𝑐)
⃒⃒𝜏𝑖
𝑡=−∞ , 𝑦𝑏𝑖,𝑡,𝑐 =

⎧⎪⎨⎪⎩1, 𝑏𝑖,𝑡,𝑐 = 𝑏̃𝑏𝑖,𝑐

0, 𝑏𝑖,𝑡,𝑐 ̸= 𝑏̃𝑏𝑖,𝑐

. (2.3)

4.3 Variation in Treatment Timing

Our identification strategy is based on a combination of different households being

exposed to store closures at different times, as well as within-household variation

in how much that household is exposed to a closure for a particular product cate-

gory. Until recently, two-way fixed effects (TWFE) estimators would be the standard

method for estimating treatment effects in such difference-in-differences (DID) set-

9Since the panel is not balanced, the number of pre-closure trips could be highly variable for
different household–category pairs. The full panel, as well as the histogram of pre-closure trips can
be found in Appendix A, Section 1. So in order to make analysis comparable across different units,
we check the robustness of results using a fixed length of 40 trips to define the baseline modal brand;
note that the average number of pre-closure trips is 42. All of the results are qualitatively the same
as you can see in Appendix A, Section 3

10Households exposed to the same store closure might stop visiting the store on slightly different
dates. So in practice, we set the corresponding closure date to be the last visit by that household.
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tings. However, with variation in treatment timing (i.e. differential timing, staggered

adoption), the estimated coefficient is more difficult to interpret and generally does

not equal the average treatment effect (ATE), or the ATE on the treated; and need

not be any weighted ATE either. Recent work has addressed this issue (Callaway

and Sant’Anna 2020, Goodman-Bacon 2021, Imai and Kim 2019, Sun and Abraham

2021), including highlighting that, in some cases, this can make resulting estimates

quite biased if interpreted as treatment effects (Baker et al. 2022).

Here we use TWFE as our primary estimator, but show that this choice is not so

consequential. In particular, we use a decomposition (Goodman-Bacon 2021) of the

estimates into a weighted average of individual 2×2 DID estimators with the weights

proportional to group sizes and variance of treatment duration. The decomposition

shows that the TWFE estimator consists of three comparisons and gives the corre-

sponding weights for each: treated vs. untreated, lately-treated vs. early-treated,

and early-treated vs. lately-treated.

5 Results

In this section, we present the results for many difference-in-differences and event

study models using the outcomes defined in the previous section. We do the following

analyses for each of the outcome variables discussed in the previous section:

1. Estimate a TWFE model to find the aggregated treatment effect.

2. Estimate a heterogeneous fixed effects model to explore possible heterogeneity

in effects across household–category pairs in different exposure-level groups.

3. Estimate an event study model to examine the testable implication of the par-

allel trends assumption, and also examine how treatment effects change over

time.

4. Estimate a conditional TWFE model to measure to what extent the post-closure

unavailability of brands is driving the treatment effects.
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Figure 2.3: Dynamics of recent modal brand purchase rate for every 5 trips relative to
closure date. The grey area shows the duration in which we are considering households
to be treated. The subplot (a) compares all treated household–category pairs with
the control group, and subplot (b) shows the averages separated by exposure level
groups.

5. Use the Goodman-Bacon (2021) decomposition to find the extent of the bias in

TWFE estimators.

5.1 Temporary Disruption in Shopping Habits

Here we use the recent modal brand indicator to measure the short-term effect of

store closures on households’ purchase behavior.

5.1.1 Descriptive Analysis

First, we examine the dynamics of modal brand choices by plotting the average recent

modal brand purchase rates across all exposure groups. For each household, we con-

sider the trip number relative to the corresponding store closure date and compute the

average recent modal brand choice for blocks of 5 trips (Figure 2.3). There is a sub-
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stantial drop in modal brand purchase rate for 𝐸4 relative to the control group shortly

after the closures happen, which shrinks over subsequent trips. This observation is

consistent with our hypothesis that purchase behavior of higher exposed household–

category pairs is more strongly affected. Moreover, the figure shows approximately

parallel pre-trends between different exposure groups and the control group (maybe

except for 𝐸1). This analyses does not yet account for household–category or seasonal

patterns in the panel data.

5.1.2 Difference-in-Differences

Here we use TWFE to estimate the effects of closures on modal brand purchase rate.

Further, as explained previously, we separately estimate the effect for short-term

and long-term treatment variables. The short-term treatment variable is active only

for the first 𝐿 trips after the closure for each category so that it can capture the

temporary effect shortly after the closure. Moreover, the treatment intensity is equal

to the corresponding household–category exposure level. As a result, the treatment

vectors for household 𝑖 in trip 𝑡 and category 𝑐 are defined as:

𝑇 𝑟1
𝑖,𝑡,𝑐 =

⎧⎪⎨⎪⎩𝑒𝑖,𝑐, 𝜏𝑖 ≤ 𝑡 ≤ 𝜏𝑖 + 𝐿

0, 𝑡 < 𝜏𝑖, 𝑡 > 𝜏𝑖 + 𝐿

, 𝑇 𝑟2
𝑖,𝑡,𝑐 =

⎧⎪⎨⎪⎩𝑒𝑖,𝑐, 𝑡 > 𝜏𝑖 + 𝐿

0, 𝑡 ≤ 𝜏𝑖 + 𝐿

. (2.4)

Using the recent modal brand outcome (Equation 2.2) and these treatment vectors,

the fixed effects regression model can be formulated as:

𝑦𝑟𝑖,𝑐,𝑡 = 𝛼𝑖,𝑐 + 𝛾𝑡 +𝑋𝑇
𝑖,𝑡𝜃 + 𝛽1 𝑇

𝑟1
𝑖,𝑐,𝑡 + 𝛽2𝑇

𝑟2
𝑖,𝑐,𝑡 + 𝜖𝑖,𝑐,𝑡, (2.5)

where 𝛼𝑖,𝑐 are household–category fixed effects, and 𝛾𝑡 are the temporal (monthly)

fixed effects. 𝑋𝑖,𝑡 is a set of household covariates that are varying over time and could

potentially affect shopping behavior; these include dummy variables for household

income level, size, and composition.11

11Note that these covariates only include yearly changes and the Nielsen data does not provide
more accurate temporal information on panelists.
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Table 2.1: Estimation results for TWFE models with the recent modal brand indicator
as the outcome variable. Columns 1 & 2 show the corresponding 𝛽 parameter(s)
in Equations 2.5, 2.6. These coefficients measure short-term and long-term rates
of recent modal brand purchases, compared with control household–category pairs.
Columns 3 & 4 contain the same parameters conditional on trips in which the recent
modal brand was available. All standard errors are clustered at the closing store level,
and all numbers are multiplied by 100.

Dependent variable:

recent modal brand indicator (×100)
(1) (2) (3) (4)

Overall, short-term −4.616** −2.732***
(1.514) (0.714)

Overall, long-term 0.128 −1.943*
(2.210) (0.971)

𝐸1, short-term 0.849 −0.111
(0.632) (0.507)

𝐸2, short-term 1.072 −0.495
(0.878) (0.704)

𝐸3, short-term −2.274 −2.117**
(1.397) (0.772)

𝐸4, short-term −6.350*** −2.687***
(1.493) (0.738)

𝐸1, long-term 1.634* −0.201
(0.769) (0.504)

𝐸2, long-term 3.629** 0.153
(1.361) (0.960)

𝐸3, long-term 0.983 −0.879
(2.176) (1.059)

𝐸4, long-term −3.686* −2.389**
(1.809) (0.854)

Continuous treatment ✓ ✓

Conditioned on modal
brand availability ✓ ✓

Observations 887,544 887,544 535,313 535,313
R2 0.279 0.279 0.149 0.149
Adjusted R2 0.268 0.268 0.129 0.129

Note: *p<0.05; **p<0.01; ***p<0.001
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Furthermore, we estimate a heterogeneous TWFE model to capture the treatment

effect for each exposure level group. Note that, unlike the model in Equation 2.5 in

which the treatment was defined proportional to the exposure level, in the following

model the treatment is a binary indicator for the household–category pair belonging

to each exposure group,

𝑦𝑟𝑖,𝑐,𝑡 = 𝛼𝑖,𝑐 + 𝛾𝑡 +𝑋𝑇
𝑖,𝑡𝜃 +

4∑︁
𝑗=1

𝛽1,𝑗 1𝑖∈𝐸𝑗
1𝑇

𝑟1
𝑖,𝑐,𝑡>0 +

4∑︁
𝑗=1

𝛽2,𝑗 1𝑖∈𝐸𝑗
1𝑇

𝑟2
𝑖,𝑐,𝑡>0 + 𝜖𝑖,𝑐,𝑡. (2.6)

Table 2.1 summarizes the effects (𝛽s) estimated in Equations 2.5 and 2.6. All of

the standard errors are clustered at the closing store level, thereby allowing for de-

pendence among all household–category pairs associated with the same store closure.

The estimated overall short-term effect (column 1) is negative and statistically signif-

icant, consistent with our hypothesis about the disruption caused by store closures.

Furthermore, the estimates for different exposure groups (column 2) show that the

effect magnitude is increasing for higher exposed household–category pairs and pri-

marily driven by 𝐸4, consistent with our expectation that household–category pairs

in which the household frequently purchased from the closing store are most affected.

There is no statistically significant long-term effect detected. Notice that there is an

opposite significant short-term effect for 𝐸1 and 𝐸2. This is probably because the

closing store did not play a major role in their modal brand purchases, but may have

been causing deviations from their modal brands. So the closure makes them visit

other stores that they already visited more often, which results in an increase in their

modal brand purchase rates.

5.1.3 Event Study Analysis

A common robustness check for the TWFE model is an event study analysis (Granger

1969, Roth 2019, Sun and Abraham 2021). To this end, we estimate a model similar
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to Equation 2.5, but with lags and leads of the treatment variable:

𝑦𝑟𝑖,𝑐,𝑡 = 𝛼𝑖,𝑐 + 𝛾𝑡 +𝑋𝑇
𝑖,𝑡𝜃 +

4∑︁
𝜏=1

𝛽𝑙𝑒𝑎𝑑
𝜏 𝑇 𝑟

𝑖,𝑐,𝑡−𝜏 +
5∑︁

𝜏=0

𝛽𝑙𝑎𝑔
𝜏 𝑇 𝑟

𝑖,𝑐,𝑡+𝜏 + 𝜖𝑖,𝑐,𝑡. (2.7)

If the lead estimates were statistically significant, it would be a violation of the

parallel trends assumption because it would imply the cause is preceding the effect.

Moreover, the estimated lagged effects are informative about the dynamics of post-

treatment treatment effects. Similar to the analysis in Section 5.1.1, we estimate

the leads and lags for every 5 trips grouped together. We added five leads and six

lags, where the first and last include all trips whose relative trip number is less than

−20 and more than 25. The fifth lead variable is the omitted baseline category in

estimating the model.

The estimates for the event study model (Equation 2.7) with corresponding confi-

dence intervals can be seen in Figure 2.4 (top). The lead parameters are not rejected

at a 95% confidence level, which indicates the control and treatment units are indistin-

guishable prior to the treatment and is consistent with the parallel trends assumption.

Furthermore, the point estimates are significantly negative for the next 15 trips after

the closure with a diminishing magnitude. This is exactly what we expected since

the recent modal brands are defined on a rolling basis (e.g., the point at 𝑥 = 4, is

entirely based on post-closure trips). Also, the last lagged variable which measures

the long-term treatment effect is almost zero. Both of these observations support

our hypothesis that store closures do not have a lasting effect on the degree to which

households’ purchases eventually concentrate into a model brand. The rate at which

the effect goes to zero also gives us a sense of the required number of visits to new

stores for that to happen.12

We do a similar event study analysis for heterogeneous effects across exposure

groups to validate the parallel trends assumption for Equation 2.6 and also observe

12This is more like an upper limit for the required number of trips to form new habits because
not of the trips in our data set are at new stores.
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Figure 2.4: The plot shows the estimated lead and lag coefficients in Equations 2.7
& 2.8. Point estimates are computed for every 5 trips grouped together, the thin
and thick error bars show the corresponding 95% and 90% confidence intervals. The
blue color indicates the unconditional model, and red shows estimated coefficients
conditional on recent modal brand availability. 5 lead and 6 lag variables are used,
where the last lead (lag) includes all trips whose relative trip number is less than
(more than) −20 (25). The fifth lead variable is used as the baseline in estimating
the model and hence not shown in the figure.
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the dynamics of the post-treatment effects,

𝑦𝑟𝑖,𝑐,𝑡 = 𝛼𝑖,𝑐+𝛾𝑡+𝑋𝑇
𝑖,𝑡𝜃+

4∑︁
𝑗=1

4∑︁
𝜏=1

𝛽𝑙𝑒𝑎𝑑
𝑗,𝜏 1𝑖∈𝐸𝑗

1𝑇 𝑟
𝑖,𝑐,𝑡−𝜏>0+

4∑︁
𝑗=1

5∑︁
𝜏=0

𝛽𝑙𝑎𝑔
𝑗,𝜏 1𝑖∈𝐸𝑗

1𝑇 𝑟
𝑖,𝑐,𝑡+𝜏>0+𝜖𝑖,𝑐,𝑡.

(2.8)

The results are shown in Figure 2.4 (bottom). Except for leads coefficients of

𝐸3, the rest of the leads are statistically non-significant, consistent with the parallel

trends assumption for the heterogeneous fixed-effects model. The post-treatment

trends also have a diminishing magnitude similar to the previous model, while the

highest exposed group 𝐸4 has the most significant and lasting effects.

5.1.4 Availability of Modal Brands

One potential source of the change in brand choices could be the lack of availability

of prior modal brands in newly explored stores after the closure. In this section,

we show that only part of the observed effect can be explained by unavailability of

a modal brand on a given trip. Nielsen data does not directly provide information

on all of the available brands in each store over time, so we need to infer that from

retail scanner and consumer panel data. The list of stores in the retail scanner data

does not have a full overlap with stores in the consumer panel data. We therefore

used purchases from other households in the consumer panel data to identify available

brands. For each week, we mark a modal brand as available in a store, if there is at

least one purchase occasion by any household in the entire consumer panel data. In

order to compare the availability among different exposure groups relative to control,

we estimate event study models similar to Equations 2.7 and 2.8 using the availability

indicator as the outcome variable.

As it might be expected, the overall percentage of available modal brands drops

after the closure, both for the treated and control units. Figure A.7 (Appendix A,

Section 2) shows the percentage of trips with available modal brands across exposure

level groups and time periods. Nevertheless, these are averages over extended periods

of time, and do not account for seasonal variations. To follow how modal brand avail-
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Figure 2.5: The plot shows the estimated lead and lag coefficients in Equation 2.7
with availability indicator as the outcome variable. Point estimates are computed for
every 5 trips grouped together, the thin and thick error bars show the corresponding
95% and 90% confidence intervals. 5 lead and 6 lag variables are used, where the
last lead (lag) includes all trips whose relative trip number is less than (more than)
−20 (25). The fifth lead variable is used as the baseline in estimating the model and
hence not shown in the figure.

ability varies in each exposure group over time, relative to the control, we estimate a

similar event study model considering availability indicator as the outcome variable.

The resulting coefficients can be seen in Figure 2.5. There are significant negative

pre-trends for 𝐸3, which can explain the negative lead coefficients in Figure 2.4. More

importantly, the availability rates significantly drops (up to 8 percentage points) for

𝐸4 right after the closure, which is expected since these household–category pairs are

more likely to be purchasing in a new store (Figure 2.2, right sub-figure).

The decreased availability for 𝐸4 could account for some or all of the significant

short-term effect, so in order to be able to attribute the observed effect to disrupted

habits we need to adequately account for that. To this end, we estimate similar DID

models (Equations 2.5 and 2.6) conditional on the subset of trips in which the recent

modal brand was available. The idea is that in trips where the households’ modal

brand in a certain category is available, increased average deviation from that brand
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would reveal the impact of the habits formed around the store environment.13

Results for the conditional model can be seen in Table 2.1, columns 3 and 4. We

also estimate the same event study models (Equations 2.7 and 2.8) conditional on

modal brand availability. As shown in Figure 2.4 (red points), the scarcity of modal

brands can explain only part of the observed effect, and a substantial effect remains.

For example, the short-term effect for 𝐸4 is about a third of the unconditional effect.

This remaining part could be attributed to what we called shopping habits, which

happens due to the absence of previous contextual cues. Notice that in the long-

term after the closure period, there is a significant increase in availability for 𝐸1

and 𝐸2. This can explain the positive long-term effect observed in the unconditional

model for 𝐸1 and 𝐸2 in Table 2.1. This effect disappears as we account for brand

availability, so there is no behavioral factor causing the effect. For lower exposed

household–category pairs, by definition, the closing store plays a smaller role in their

shopping. Hence the increased availability is plausibly because of the fact that they

are increasingly often visiting the set of other store–category pairs they used to shop

from — places where they bought their modal brands before the closure. Moreover,

there is a marginal negative long-term effect for 𝐸4, which could suggest there might

be a lasting increase in variety-seeing. However, this effect is not robust to different

choices of hyper-parameters (𝐿 and 𝑇𝑒), so we would not draw any conclusions based

on that (see Appendix Afor more details).

5.1.5 Effects Without Temporary Unavailability

The previous analysis does not entirely rule out the impact of modal brand unavail-

ability. Temporary unavailability of a certain brand could force the household to

explore new ones which can cause increased information about alternative options

leading to changed brand preferences. Such a process is consistent with our broad

account of how disruptions to choice environments can have lasting consequences

13Note that, to keep estimates comparable, we define the short-term/long-term periods the same
way using all trips. So the short-term coefficients would contain less than or equal to 𝐿 trips. We
could have alternatively used the first 𝐿 trips in which the modal brand was available to estimate the
short-term effect (which would indeed result in more substantial effect size), but then it would cover
a longer period of time and one might worry about other factors affecting households’ behavior.
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by changing habits; however, we wish to also characterize whether some of this is at-

tributable to changes in the store environment along, even if the modal brand remains

continually available.

To this end, we now analyze subsets of household–category pairs in which we

restrict any unavailability in the sequence of households’ trips after the closure. So,

for each household–category pair, we estimate the short-term effect for the first 𝐿𝑎

trips in which the modal brand was always available, where 0 < 𝐿𝑎 ≤ 𝐿. We include

the remaining trips after 𝐿𝑎 among the long-term effect. The long-term effect would

not have a similar clear interpretation since it includes trips with unavailable brands,

however, we still include them in the estimation because they help with estimation

of fixed effects and hence improve the precision of the desired short-term parameter.

If we take the subset of the data for which 𝐿𝑎 > 0, we are left with 6,084 household–

category pairs and about 10,000 short-term trips; the full distribution of 𝐿𝑎 can be

seen in Appendix A, Figure A.8. Estimating Equation 2.6 gives the following short-

term effect for the forth exposure group: 𝛽1,4 = −0.870, 𝑆𝐸 = 0.748, 𝑝 = 0.245.

The estimate is not statistically significant, mostly because the condition requiring

the full sequence of trips to have available modal brands is very restrictive and leaves

us with very few observations.14 For example, there could be many units for which

there is only one trip where the modal brand is unavailable, and the information

effect of exploration is minimal, but the previous condition would drop the sequence

altogether. However, if we slightly loosen the conditions by allowing the sequence

of short-term post-closure trips to have at most one trip with unavailable modal

brand there are 7,825 household–category pairs with about 15,000 short-term trips

remaining, and the estimated coefficient would be: 𝛽1,4 = −1.743, 𝑆𝐸 = 0.784,

𝑝 = 0.027. Here, we have included post-closure trips up to the point where the

second trips with unavailable modal brand appears. This would minimize the effect

of unavailable brands on households’ information about alternative brands, while

leaving enough data to be able to precisely estimate the parameter of interest. These

14Indeed, the same estimated parameter is statistically significant if we choose 𝑇𝑒 = 2 years:
𝛽1,4 = −1.804, 𝑆𝐸 = 0.833, 𝑃 = 0.031, and 𝑇𝑒 =

1
2 year: 𝛽1,4 = −1.875, 𝑆𝐸 = 0.826, 𝑝 = 0.024.
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results are broadly consistent with both an unavailability-driven mechanism and other

effects of changing contexts for choices, even as modal brands remain largely available.

5.2 The Effect of Store Closures on Baseline Modal Brands

In this section, we utilize the baseline modal brand indicator as the outcome variable

(Equation 2.3), and use TWFE to estimate effects of closures on consumers’ rate

of choosing their baseline modal brand. In particular, the difference of the current

analysis is that it tells us whether people return to their prior modal brand options,

or the disruption will lead to lasting changes in brand choices. As we discussed in

the previous section, the disruption can be caused by various mechanisms including

unavailability of brands and discontinuity in shopping habits. To capture the treat-

ment effect on baseline choices, we define all post-closure trips to be treated because

we want to see the overall effect and there is no reason to expect the effect to be

temporary. The follow-up event study analysis will further justify this assumption.

Note that this is different from how we defined the treatment vector for the recent

modal brand (Equation 2.4). The baseline treatment variable is defined as:

𝑇 𝑏
𝑖,𝑡,𝑐 =

⎧⎪⎨⎪⎩𝑒𝑖,𝑐, 𝜏𝑖 ≥ 𝑡

0, 𝑡 < 𝜏𝑖

. (2.9)

5.2.1 Descriptive Analysis

Again, we first plot the average modal brand purchase rates for different treated

and control groups to compare the trends around store closures. Figure 2.6 shows

the comparison for different exposure groups vs. control. Similar to the previous

outcome, a differential change for 𝐸4 is detectable even from comparing raw means

without controlling for fixed effects. The average rate of purchasing modal brand for

𝐸4 is always more than the control group prior to the treatment, while it drops below

the control curve right after the closure time. Furthermore, pre-treatment trends are

parallel for exposure groups and the control group, although we will later illustrate
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Figure 2.6: Dynamics of average long-term modal brand purchase rate for every 5 trips
relative to closure date, across four exposure groups and the control group. The figure
supports the parallel trends assumption between different groups and the control. It
also suggests a constant lasting effect after the closure, unlike the temporary effect
on recent modal brand choices.

this point more rigorously using event study analysis.

5.2.2 Difference-in-Differences

Similar to the recent modal brand analyses, we estimate two fixed-effects models to

estimate the average and heterogeneous treatment effects. The outcome variable and

treatment are defined differently as shown in Equations 2.3 and 2.9. The overall and

heterogeneous TWFE models are:

𝑦𝑏𝑖,𝑐,𝑡 = 𝛼𝑖,𝑐 + 𝛾𝑡 +𝑋𝑇
𝑖,𝑡𝜃 + 𝛽 𝑇 𝑏

𝑖,𝑐,𝑡 + 𝜖𝑖,𝑐,𝑡 (2.10)

𝑦𝑏𝑖,𝑐,𝑡 = 𝛼𝑖,𝑐 + 𝛾𝑡 +𝑋𝑇
𝑖,𝑡𝜃 +

4∑︁
𝑗=1

𝛽𝑗 1𝑖∈𝐸𝑗
1𝑇 𝑏

𝑖,𝑐,𝑡>0 + 𝜖𝑖,𝑐,𝑡 (2.11)
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Table 2.2: Estimation results for TWFE models with the baseline modal brand indica-
tor as the outcome variable. Column 1 shows the estimated 𝛽 parameter in Equation
2.10, and column 2 shows the same parameter where instead of a continuous treat-
ment, a binary treatment indicator has been used. Column 3 displays corresponding
𝛽 parameters in Equation 2.11. These coefficients measure the extent of deviation
from baseline modal brands during the entire post-closures period, compared with
entire pre-treatment period, relative to control household–category pairs. The fact
that all coefficients are negative shows that disruption caused by the closure leads
households to new brand options that are on average different from what they used
to buy, and the effect becomes stronger for units with higher exposure. All standard
errors are clustered at the closing store level, and all estimates are multiplied by 100.

Dependent variable:

baseline modal brand indicator (×100)
(1) (2) (3)

Overall −14.415*** −5.870***
(2.021) (0.894)

𝐸1 −4.269***
(1.063)

𝐸2 −4.630***
(1.510)

𝐸3 −9.110***
(2.149)

𝐸4 −12.432***
(1.938)

Continuous treatment ✓

Observations 895,035 895,035 895,035
R2 0.343 0.342 0.342
Adjusted R2 0.333 0.332 0.333

Note: *p<0.05; **p<0.01; ***p<0.001

where 𝛼𝑖,𝑐 are the household–category, and 𝛾𝑡 the temporal (monthly) fixed effects.

𝑋𝑖,𝑡 is a set of household covariates that are varying over time and could potentially

affect shopping behavior; these include dummy variables for household income level,

size, and composition.

The estimation results for these equations are shown in Table 2.2. As it can

be seen, the overall effect is negative and statistically significant. This result shows

that the disruption due to store closures will cause a permanent change in modal
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brands for exposed household–category pairs, compared with the control units. So,

although the disruption in habits is, in some sense, temporary in that people form

new habits in their new environments, they converge to a set of brands that is on

average different from what they used to buy. The second column shows the same

parameter where instead of a continuous treatment, a binary treatment indicator has

been used.15 Finally, the third column contains heterogeneous treatment effects across

exposure groups. The effect sizes are stronger for higher exposed groups, inline with

our theoretical predictions and results from previous analysis. Note that although

the identified temporary effect on recent modal brand was not statistically significant

for lower exposed groups, the lasting effect on baseline brands is still statistically

significant and substantial even for these lower exposed units.

5.2.3 Event Study Analysis

Next, we estimate two event study models for the baseline outcome both to test

implications of the parallel trends assumptions used in difference-in-differences models

and explore the dynamics of the treatment effect after closures. The estimated models

are defined similarly to Section 5.1.3, but with two changes. First, the outcome and

treatment variables are the baseline version defined in Equations 2.3 and 2.9. Second,

we used the first lead coefficient as the reference point to estimate the model because

we would like to know the difference in treated and control units’ behavior compared

with how it was right before the closure happens. The event study models for the

overall and heterogeneous effects are as follows:

𝑦𝑏𝑖,𝑐,𝑡 = 𝛼𝑖,𝑐 + 𝛾𝑡 +𝑋𝑇
𝑖,𝑡𝜃 +

5∑︁
𝜏=2

𝛽𝑙𝑒𝑎𝑑
𝜏 𝑇 𝑏

𝑖,𝑐,𝑡−𝜏 +
5∑︁

𝜏=0

𝛽𝑙𝑎𝑔
𝜏 𝑇 𝑏

𝑖,𝑐,𝑡+𝜏 + 𝜖𝑖,𝑐,𝑡. (2.12)

𝑦𝑏𝑖,𝑐,𝑡 = 𝛼𝑖,𝑐+𝛾𝑡+𝑋𝑇
𝑖,𝑡𝜃+

4∑︁
𝑗=1

5∑︁
𝜏=2

𝛽𝑙𝑒𝑎𝑑
𝑗,𝜏 1𝑖∈𝐸𝑗

1𝑇 𝑏
𝑖,𝑐,𝑡−𝜏>0+

4∑︁
𝑗=1

5∑︁
𝜏=0

𝛽𝑙𝑎𝑔
𝑗,𝜏 1𝑖∈𝐸𝑗

1𝑇 𝑏
𝑖,𝑐,𝑡+𝜏>0+𝜖𝑖,𝑐,𝑡.

(2.13)

15We also included this result because the follow-up Bacon decomposition analysis (Goodman-
Bacon 2021) does not work for continuous or heterogeneous treatments.
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Figure 2.7: The plot shows the estimated lead and lag coefficients in Equations 2.12
& 2.13. Point estimates are computed for every 5 trips grouped together, the thin
and thick error bars show the corresponding 95% and 90% confidence intervals. Ten
lead and six lag variables are used, where the last lead (lag) includes all trips whose
relative trip number is less than (more than) −21 (26). The first lead coefficient
(𝑡 = [−5,−1]) is used as the reference level in estimating the parameters and hence
not shown in the figure.
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The results for these models can be seen in Figure 2.7. In the aggregate model,

the first six lead parameters (up to trip 35 trips before closure) are not statistically

significant, which means the treatment and control groups are behaving in parallel for

a long time before closure in terms of purchasing baseline modal brands. However, co-

efficients for the last lead variable is non-zero showing that treated and control groups

behave differently as we go further from the closure event. This is not unexpected since

there is heterogeneity in the length of pre-closure panel across household-categories.

The same observations is true for different exposure groups with some of them having

parallel trends for a slightly longer period. Furthermore, the lag coefficients display a

non-diminishing effect on baseline brands after the closures, unlike the recent modal

brand model. The significance of the last lag coefficient (𝑡 > 4) shows there is a lasting

effect on deviation from baseline modal brands, despite the disruption on shopping

habits being temporary.

The fact that the event study model reveals non-zero and negative pre-trends long

before the closures happens, could bias the results from the DID models towards zero,

since those models compare the post-closure period with all pre-closure. That’s is why

the effect sizes in Table 2.2 are generally smaller than the coefficients in Figure 2.7.

5.3 Robustness: Bacon Decomposition

In this section, we use the decomposition proposed by Goodman-Bacon (2021) to

access the extent of bias caused by variation in treatment timing (i.e. store closures).

One can decompose the TWFE estimate into a weighted sum of individual 2×2 DID

estimates (Goodman-Bacon 2021). Consider the group 𝑘 of household–category pairs

that face a store closure, and let 𝑢 be the set of untreated pairs. An individual 2×2

DID estimate is the difference in means for between pre and post-treatment periods:

𝛽𝑘
𝑘𝑢 = (𝑦

𝑝𝑜𝑠𝑡(𝑘)
𝑘 − 𝑦

𝑝𝑟𝑒(𝑘)
𝑘 )− (𝑦𝑝𝑜𝑠𝑡(𝑘)𝑢 − 𝑦𝑝𝑟𝑒(𝑘)𝑢 ), (2.14)

where the subscript shows comparison groups, and the superscript stands for the time

of the treatment. For example, for two treated groups of early treated 𝑘 and later
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Figure 2.8: Individual 2×2 DID estimates and corresponding weights as defined in
Equation 2.16. As you can see, most of the weights associated with earlier vs. later,
and later vs. earlier treated units are close to zero.

treated 𝑙, 𝛽𝑘
𝑘𝑙 is the 2×2 DID estimate between 𝑘 and 𝑙 when 𝑘 get treated while 𝑙 is

still not affected, and 𝛽𝑘
𝑘𝑙 captures the case where 𝑙 get treated while 𝑘 has already

been treated before.

All household–category pairs facing a single store closure are gathered together in

a group. If we have 𝐶 store closures, there are 𝐶 groups and one never treated group

which consists of all household–category pairs that never face any closure. Therefore,

there would be 𝐶 2×2 DID between treated and untreated units, and 𝐶(𝐶 − 1) 2×2

DID estimates between early treated and lately treated, and vice-versa. Following

the notation in Goodman-Bacon (2021), the TWFE estimator can be decomposed as

follows:

𝛽TWFE =
∑︁
𝑘 ̸=𝑢

𝑠𝑘𝑢𝛽
𝑘
𝑘𝑢 +

∑︁
𝑘 ̸=𝑢

∑︁
𝑙>𝑘

𝑠𝑘𝑙

[︁
𝜇𝑘𝑙𝛽

𝑘
𝑘𝑙 + (1− 𝜇𝑘𝑙)𝛽

𝑙
𝑘𝑙

]︁
, (2.15)
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with the weights are shown in the following equations:

𝑠𝑘𝑢 =
𝑛𝑘𝑛𝑢𝐷̄𝑘(1− 𝐷̄𝑘)̂︂Var(𝐷̃𝑖,𝑡)

𝑠𝑘𝑙 =
𝑛𝑘𝑛𝑙(𝐷̄𝑘 − 𝐷̄𝑙)(1− (𝐷̄𝑘 − 𝐷̄𝑙))̂︂Var(𝐷̃𝑖,𝑡)

𝜇𝑘𝑙 =
1− 𝐷̄𝑘

1− (𝐷̄𝑘 − 𝐷̄𝑙)
,

(2.16)

where 𝑛𝑘 is the number of units in group 𝑘 (i.e. the number of household–category

pairs experiencing store closure 𝑘), 𝑛𝑢 is the number of units in the control group,

𝐷̄𝑘 is the fraction of the panel length group 𝑘 is treated, and 𝐷̃𝑖,𝑡 is the residual of

the treatment vector after partialling out individual and time fixed effects.

Figure 2.8 show the 𝐶2 = 121, 104 separate 2×2 DID estimates and their weights.

As it can be seen in the figure, most of the weight is contrasting earlier vs. later

treated, while weight for the later vs. earlier treated contrast is close to zero. So

we expect the bias to be small. Further, Table 2.3 shows the aggregated weights and

corresponding average estimates for each comparison. This decomposition shows that

there is a small, (−5.78)−(−4.87)
(−4.87)

× 100 = 5.8% bias in the TWFE estimator..

There are a number of implicit assumptions used in the decomposition results

presented in the previous section. Note that the TWFE estimate here is different

from the aggregate model in Table 2.2. The reason is that so far we have been using

a continuous treatment vector where the treatment intensity was proportional to the

exposure level as defined in Equation 2.1. However, Bacon decomposition only works

for binary treatment variables, so in this section, we defined the treatment as an

indicator that equals one in the post-closure period if the corresponding exposure

level is not zero. The estimated parameter for a binary treatment is reported in

Table 2.2 column 2.

Also, Bacon decomposition assumes a non-decreasing treatment assignment, which

matches our baseline model in (Equation 2.10) but not the recent modal brand model

(Equation 2.5). However, according to Equation 2.16, the weights for early and late
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Table 2.3: The aggregated weights and associated average estimates for each com-
parison in the Bacon decomposition (Equation 2.15). The majority of the weight is
attributed to the treated vs. untreated comparison. The middle comparison (Later
vs. Earlier) is the one that can cause bias since it is comparing later treated units
with already treated ones. The weighted average of the other two comparisons is -
4.87 which is very close to the TWFE estimate −5.78 (Table 2.2 column 2) indicating
small (5.8%) bias due to unwanted comparisons.

Type of comparison Weight Avg. estimate × 100
Earlier vs. Later Treated 0.131 -11.91
Later vs. Earlier Treated 0.109 -4.65
Treated vs. Untreated 0.759 -4.35

cross-comparisons 𝑠𝑘𝑙 depend on the differential amount of time units get treated

𝐷̄𝑘 − 𝐷̄𝑙. While, in the recent modal brand model by definition (Equation 2.4), units

are treated only temporarily, so the difference in duration of treatment timings are

much less, although they are not exactly zero if the next closure happens before the 𝐿

trips duration for the consumers of the previous closing store. As a result, we expect

the bias inferred from Table 2.3 be an upper bound for any bias for the recent modal

brand model.

6 Discussion

In summary, we showed that households on average choose different brands in product

categories after facing a the closure of a store where they used to purchase in that

category, thereby exposing them to new shopping contexts. This pattern is robust to

accounting for the lack of availability of their prior modal brands. Furthermore, we

show that the temporary disruption in shopping habits results in lasting changes in

households’ modal brands suggesting that formation of shopping habits could lead to

sub-optimal behavior. These findings provide positive empirical evidence for the effect

of shopping habits on consumers’ in-store decision making, and that the measured

inertia in the literature is not only due to brand loyalty, but also attributable to

learned habits in the stable shopping contexts. We attribute the observed behavior

to habits for two main reasons. First, the heterogeneous effect models show that

the effect sizes increase with the frequency of prior purchases in that category at the
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closing store. This is in line with the prior literature on habits where it has been

shown that frequent actions in a stable context lead to habit formation (Wood et al.

2005). Second, the observed effect is robust to accounting for the unavailability of

brand options. Since store closures are not dependant on an individual consumer’s

tastes, there is no reason to believe consumers suddenly would have changed their

preferred brands in the absence of the closure — and only in the categories purchased

at that closing store. So different choices are a result of exposure to a new context

where old habits are no longer present.

These results have consequences both for firms and customers. These kinds of

behavioral factors in consumers’ decision-making can have managerial implications

for optimal pricing, advertising strategies, and allocation and location of goods inside

stores. Strong consumption habits are at the core of marketing campaigns designed

to attract consumers from other brands, e.g., by temporary price reductions or free

sampling, in order to benefit from their choice inertia in the long-run. The average

state dependence can affect firms’ decisions about promotions or temporary price

discounts. If people are very state-dependent, it would be an extra incentive for firms

to attract customers sooner than later. So they have incentives to lower prices. This

phenomenon has been studied in form of a dynamic game among firms to lower prices

to exploit consumers’ state dependence. The equilibrium of this game would depend

on consumers’ state dependence, and it can be shown that in some cases consumers

can benefit from this competition (Klemperer 1987, Seetharaman and Che 2009).

Therefore, correctly estimating the degree of consumer brand loyalty can be crucial

for firms’ decisions and biased estimates could adversely affect their total profit.

Having a better understanding of the psychological determinants of consumers

shopping behavior can benefit both individuals and firms. On the consumer side,

it can help us design more effective interventions to improve people’s health, e.g.,

by nudging them to choose healthier options (Leonard 2008). Most habits are typi-

cally formed to help achieve particular goals (Aarts and Dijksterhuis 2000, Wood and

Neal 2007). But these habits could continue to persist even after changes in outcome
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structure or reward devaluation (Adams and Dickinson 1981, Neal et al. 2011, Wood

2017). As a result, although in the short run habits could be advantageous by au-

tomating repetitive tasks and freeing up mental resources, in the long run they could

lead to non-optimal behavior. For example, Larcom et al. (2017) show that a signif-

icant fraction of commuters on the London Underground used to take non-optimal

routes, and an exogenous disruption such as a strike brought lasting behavior change

in commuters’ routing behavior. The same phenomenon could also happen for in-

store purchase behavior where a shock causing extended periods of brand availability

could bring lasting changes in brand choices (Figueroa et al. 2019). This inertia of

habits could have adverse healthcare consequences when habits of buying unhealthy

products are formed. As a result, it is important to understand the extent to which

habit formation influences consumers’ in-store shopping behavior. Being aware of

the role of context can help those individuals seeking a change in their consumption

habits. When they change the typical place they visit for shopping, they are less

affected by exiting contextual cues and have an opportunity to start buying healthier

products. Also, this could help policymakers design and implement more effective

policies.

Finally, our findings shows a substantial role for shopping habits in people’s pur-

chasing decisions. This poses an immediate question for retailers regarding the effect

of commonly practiced in-store re-arrangement of items on the store’s aggregate sales

and profits. One could imagine competing mechanisms in play here which could make

these actions beneficial or damaging for the store. On the one hand, re-arrangement

of items would nudge people to explore the store further and find things which could

have been ignored previously due to existing shopping habits. On the other hand,

these explorations are not free and require extra time and cognitive effort. These

search costs could ultimately make people give up on buying an item. Perhaps future

work will address this question through analysis of field experiments with changes to

stores.
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Chapter 3

Habits in Social Media Use: Entropy

as a Habit Measure

1 Preface

This chapter investigates the relationship between users behavioral regularity and

habits in the context of social media platforms. We introduce the concept of entropy

as a measure of behavioral regularity and its potential as a proxy for habits in social

media usage. Using statistical modeling techniques, we examine the predictive power

of entropy and user engagement, controlling for factors such as average time spent

and frequency of app use. Our findings contribute to understanding the dynamics of

online social media behavior and offer insights into predicting user behavior in the

digital era.

2 Introduction

Habits and routines play a crucial role in shaping our daily behaviors across various

domains. They wield significant influence over our behaviors, impacting our health,

well-being, and overall quality of life. In this chapter, we delve into the study of

habits, defining them as the process by which well-learned associations between cues
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and behaviors prompt individuals to act (Rebar et al. 2018). Despite the impor-

tance of understanding habits, debates and controversies surround various aspects of

their investigation. Contentious topics include the awareness of habits, distinguishing

habits from mere behavior frequency, and disentangling the influence of habit from

other motivational factors (Verplanken et al. 2018). Central to these debates is the

issue of measurement and the validity of habit measures. Despite efforts, a defini-

tive measure for "true habit" remains elusive in the habit literature (Rebar et al.

2018). The interplay between theory and measurement is essential in this pursuit,

as theories inform the development of measurement schemes with strong construct

validity, while empirical findings contribute to the refinement and evolution of the-

oretical frameworks. Overcoming the challenge of measurement in habit research is

paramount to advancing our understanding of this phenomenon.

A ‘good’ psychological measure should have sound construct validity (Haynes et al.

1995, Messick 1990). Construct validity is a fundamental concept in psychological

measurement, referring to the extent to which a measure accurately assesses the

theoretical construct it intends to capture. It involves evaluating the degree to which

a measure aligns with the underlying theoretical framework, providing evidence for

the meaningfulness and coherence of the construct. Construct validity encompasses

multiple facets, including predictive validity, convergent and discriminant validity, and

reliability (Messick 1990). Predictive validity assesses the measure’s ability to predict

future outcomes or behaviors. Convergent validity examines the extent to which

the measure correlates with other measures of similar constructs, while discriminant

validity assesses its distinctiveness from unrelated constructs. Reliability is the degree

to which the stability of observed scores conforms to theory (Kline 2013). A reliable

measure should be responsive to gradual change while showing minimal assessment-to-

assessment fluctuation in the absence of true change. Establishing construct validity

is a rigorous process that involves theoretical justification, empirical evidence, and

ongoing refinement of measures to ensure their accuracy and relevance. It enables

researchers to confidently interpret and draw meaningful conclusions from their data,

contributing to the advancement of scientific knowledge in psychology.
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Various measurement approaches have been proposed to capture the essential

constructs inherent in the definitions of habitual behavior. Although, none of these

measures is perfect and each of them fails to satisfy certain aspects of construct va-

lidity individually. In early habit research, past behavioral frequency was commonly

used as a proxy for habit, primarily due to its robust predictive validity (Aarts et al.

1998, Bagozzi 1981, Ronis et al. 1989). However, relying solely on past behavior

lacks explanatory power as it fails to differentiate between habit and non-habitual

influences that may regulate behavior, thereby lacking discriminant validity (Gard-

ner et al. 2012). Meta-analysis conducted by Ouellette and Wood (1998) indicated

that the association between past and future behavior was particularly strong for fre-

quently and consistently executed behaviors within a stable context. Building on this

understanding, Wood et al. (2005) introduced the concept of the frequency-in-context

measure, which represents the product of behavior frequency and context stability.

Although this measure demonstrates predictive validity in specific contexts such as

travel mode choice (Friedrichsmeier et al. 2013), it does not capture other compo-

nents of habits, such as behavior complexity. As shown by Verplanken (2006), simpler

tasks are more likely to become habitual than complex tasks. Therefore, while the

frequency-in-context measure can assess relative habits within similar tasks, it lacks

applicability to diverse tasks without considering their complexity. Additionally, it

does not adequately capture the automaticity observed in many habitual behaviors.

To address these shortcomings, researchers have proposed self-reported habit mea-

sures, including the Self-Reported Habit Index (SRHI) (Verplanken and Orbell 2003)

and the Self-Reported Behavioral Automaticity Index (SRBAI) (Gardner et al. 2012).

These measures require participants to reflect on different aspects of a behavior (e.g.,

"Behaviour X is something...") and answer corresponding questions about its auto-

maticity, lack of awareness, and lack of control. The SRHI has demonstrated pre-

dictive validity across various domains (Gardner 2015a) and robust correlation with

behavior frequency (Gardner et al. 2011). However, it is essential to acknowledge a

limitation of these measures, as they rely on participants’ subjective assessment of

their own automaticity. This approach overlooks the possibility that people may not
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have complete recall of their unconscious decisions when reflecting on their actions

(Hagger et al. 2015).

To mitigate the reliance on self-reports and enhance scalability, an emerging

approach in habit measurement research involves the utilization of implicit mea-

sures. Implicit measures, commonly employed in cognitive and social psychology,

provide indirect assessments that do not depend on participants’ subjective evalua-

tions (Gawronski and De Houwer 2014). By being indirect, implicit measures are less

susceptible to response biases and less reliant on introspection compared to self-report

measures (Greenwald et al. 2002). This avenue holds promise for advancing habit

measurement towards a more objective and reliable assessment. Additionally, im-

plicit behavioral measures can be more easily applied to large observational datasets,

eliminating the need to individually probe participants with survey questions, which

can be costly and impractical.

In this chapter, we make a novel contribution to the field of habit measurement by

introducing entropy as an implicit measure of behavioral regularity. We thoroughly

examine the predictive and convergent validity of the entropy measure and provide

empirical evidence to support its effectiveness. Specifically, we apply the entropy

measure to the context of interactions with mobile phones and the use of social media

applications. Through rigorous statistical analysis, we demonstrate the utility and

applicability of the entropy measure in capturing habitual behaviors related to mobile

phone usage and social media engagement. By showcasing the predictive power and

alignment with other established measures, we establish the credibility and value of

entropy as a robust measure of behavioral regularity in the context of habit research.

2.1 Context and Application

The utilization of social media sites has escalated exponentially over the past two

decades. Notably, in 2005, a meager 5% of American adults engaged with at least

one of these platforms, a figure that had risen to 72% by 2021 (Pew Research Center,

2021). The average global user was documented to have spent over 145 minutes

88

https://www.pewresearch.org/internet/fact-sheet/social-media/
https://www.pewresearch.org/internet/fact-sheet/social-media/


daily on social media in 2022 (We Are Social, DataReportal, Hootsuite 2022). The

pervasive adoption of these platforms, coupled with the significant revenue garnered

by social media corporations1, underscores their critical role as subjects of policy,

strategic business, and personal decision-making studies.

On a personal scale, excessive engagement with social media platforms has been

associated with the potential development of addiction-like behaviors (Bányai et al.

2017), resulting in detrimental effects on individuals’ mental health and overall well-

being (Bekalu et al. 2019, Braghieri et al. 2022, Kross et al. 2013, Twenge et al. 2019).

Multiple studies have exhibited a correlation between problematic social media use

and heightened feelings of depression (Kelly et al. 2018, Lin et al. 2016) and loneli-

ness (Dienlin et al. 2017). Comprehensive review articles by Pantic (2014) and Sun

and Zhang (2021) offer more insights into this issue. In addition, there is mounting

evidence suggesting that frequent social media usage could lead to poor sleep quality,

thereby negatively affecting physical health (Chou and Edge 2012, Koc and Gulyagci

2013, Wolniczak et al. 2013).2

Delving into the understanding and measurement of habits is critical as it can

guide the development of preventative measures designed to disrupt the possible pro-

gression from regular or habitual use to more problematic and addictive patterns.

Engagement with social media platforms often elicits a series of cognitive rewards,

including but not limited to, social validation precipitated by ’likes’ and comments,

entertainment satisfaction, or the acquisition of novel knowledge. Such rewards, when

consistently experienced in response to particular cues, have the potential to forge

cue-response relationships that underpin the emergence of habitual conduct (Ander-

son and Wood 2021). To evaluate whether habitual behavior manifests in the frequent

utilization of social media, Anderson and Wood (2021) administered a survey to a

1In 2021, social network advertising revenues in the United States exceeded $50 billion (Hootsuite
2022)

2Conversely, a few studies, such as the one conducted by Orben and Przybylski (2019), propose
a small inverse correlation between digital technology use and adolescent well-being. This implies
that the negative impacts might be too marginal to warrant policy modifications. Nonetheless, as
advocated by Götz et al. (2022), even slight effect sizes could produce significant implications when
considered on a larger scale and over a prolonged duration.
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cohort of Twitter and Facebook users acquired via MTurk. The study yielded ev-

idence that the frequency of content posting was significantly correlated with the

automaticity of the behavior, with correlation coefficients r(124) = .46, p < .001,

for Twitter, and r(60) = .50, p < .001, for Facebook. To quantify the degree of au-

tomaticity, the Self-Report Habit Index (Gardner et al. 2012) was employed in the

context of Facebook and Twitter usage. In alignment with these findings, Schnauber-

Stockmann and Naab (2019) supplemented this body of evidence with a longitudinal

study surveying students who began utilizing a sports-oriented application. Their

data revealed that the strength of a habit is positively correlated with the number

of behavioral repetitions. This realization accentuates the relevance of our research

within this domain.

However, the existing body of literature has primarily focused on a limited subset

of social media applications, thereby constraining our holistic understanding of the

intricate dynamics of habitual social media usage in its entirety. The implicit measure

we propose can be universally applied across the entire spectrum of applications

habitually used by individuals on their mobile devices. This offers an opportunity

to cast a broader investigative net that captures a richer and more comprehensive

picture of habitual behavior in the context of social media usage.

2.2 Related work

Habitual behavior’s influence on technology usage extends beyond the confines of con-

temporary social media applications. In fact, the broader sphere of technology habits

subsumes social media habits, and this wider field has been a subject of academic

scrutiny for more than a century (Bayer and LaRose 2018). Notably, the genesis of re-

search on technology habits can be traced back to the pioneering work of William and

Harter (1899), who explored the multifaceted stages involved in learning telegraphy.

Their findings suggested the necessity of a complex hierarchy of psycho-physical habits

for mastering the telegraphic language. Within the domain of technology habits, the

habitual use of communication technologies bears the closest relevance to our topic of

interest. The significance of habits in dictating media usage has been a longstanding
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theme in communication studies (Bae 2018, Du et al. 2020, Giannakos et al. 2013,

LaRose 2010). For instance, Cooper and Tang (2009) offered compelling evidence

that television users perceive their media selection to be predominantly habit-driven,

underscoring the pivotal role of habitual behavior in technology utilization even prior

to the emergence of modern digital platforms. Another study conducted by Bayer

and Campbell (2012) revealed a robust correlation between habitual texting and both

the sending and reading of text messages while driving. The conclusions derived from

their work posit that such high-risk behaviors might often be enacted absent explicit

intention or awareness, accentuating the potential perils associated with deeply in-

grained habits. For a comprehensive overview of the current status of this research

domain, we recommend referring to the review conducted by Bayer et al. (2022).

With the advent and subsequent ubiquity of the internet, academic focus has

shifted from television habits to those associated with internet use. These habits have

been identified as significant determinants of a variety of online behaviors, encompass-

ing general internet usage, e-commerce, media file downloads, social networking, and

online news consumption (Bayer and LaRose 2018). For instance, Oulasvirta et al.

(2012) provide empirical support for the widely held assumption that mobile devices

foster habit formation, and they elucidate how these habits contribute to the ubiquity

of smartphone usage. The specific form of habit they identify is termed a ’checking

habit’, characterized by brief, repetitive scrutiny of dynamic content readily acces-

sible on the device. From a more theoretical standpoint, LaRose and Eastin (2004)

introduce an innovative model that amalgamates Bandura’s Social Cognitive Theory

(SCT) (Bandura 1999) with the Uses and Gratifications (U&G) theory (Katz et al.

1973) to provide a more comprehensive understanding of internet user behavior. They

propose that internet usage is propelled by a series of anticipated outcomes, or gratifi-

cations, which are shaped by both social and individual factors. They argue that users

actively pursue these outcomes, and their behavior is reinforced through a cyclical

learning process encompassing attention, retention, reproduction, and motivation -

the four cardinal constructs of SCT. This cyclical process is hypothesized to culminate

in habitual internet use over time. From a measurement perspective, Araujo et al.
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(2017) explore the biases and inaccuracies that can occur in self-reported measures of

internet use. They combine automatic tracking data and survey data from the same

participants to confirm low levels of accuracy and tendencies of over-reporting. Their

results further underscore the need for including automatically collected behavioral

data, a central advantage of the dataset we use and our proposed entropy measure.

Routines and habits are closely intertwined, with the key distinguishing factor be-

ing the emphasis on temporal structure in routine behavior. In the field of economics

and marketing, researchers have developed several models and metrics to measure

the extent of routineness in human behavior. These frameworks aim to capture the

repetitive and consistent nature of routines, shedding light on the regular patterns

and predictability in consumer choices and actions. In a seminal paper, Zhang et al.

(2015) introduce an individual-level metric termed ’Clumpiness’, defined as the ex-

tent of deviation from equal temporal spacing. If a user’s historical events are densely

clustered over time, it is considered highly clumpy usage, whereas the metric is mini-

mized if there is equal spacing between consecutive events.3 Utilizing various datasets,

Zhang et al. (2015) empirically demonstrate the significant predictive power of the

clumpiness metric for long-term user behavior and churn probability, controlling for

baseline measures such as frequency and recency. In our study, we incorporate the

clumpiness metric as a covariates, acknowledging its proven predictive power. This

allows us to isolate the unique contributions of our proposed entropy measure while

accounting for the influence of clumpiness.

In addition to straightforward metric-based methodologies, more intricate statis-

tical models have been employed to encapsulate routine behavior. For example, Dew

et al. (2021) utilize a hierarchical, Bayesian nonparametric Gaussian process model

to discern customer-level routines, thereby enabling the dissection of a customer’s

behavior into routine and non-routine segments. When applied to a ride-sharing

platform, their model revealed that individuals exhibiting a higher degree of "rou-

tineness" were correlated with increased future usage, decreased churn rates, and

3The clumpiness metric bears a close relationship to our metric, especially if we consider the
entropy of inter-event times.
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enhanced resilience to service disruptions. In the context of multidimensional longi-

tudinal behavioral data, Eagle and Pentland (2009) propose an innovative approach

to discerning the underlying structure in daily routines by employing dimensional-

ity reduction techniques. They introduce the notion of ’eigenbehaviors’, defined as

the principal components of an individual’s comprehensive behavioral dataset. Their

findings indicate that an individual’s behavior throughout a specific day can be ap-

proximated by a weighted sum of their primary eigenbehaviors. Remarkably, when

these weights are computed halfway through a day, they can be utilized to predict

the remainder of the day’s behaviors with an accuracy of 79% for their test subjects.

In a more recent study that bears both conceptual and methodological similarities

to our research, Buyalskaya et al. (2023) introduced a machine learning methodol-

ogy predicated on LASSO regression. This approach was designed to discern which

among numerous context variables are associated with habitual behavior and to infer

the rate at which habits form. The authors applied this method to two extensive panel

data sets with objective measures, in the contexts of gym attendance and hospital

handwashing. In addition, they tested the association between habit formation and

reward sensitivity in a random-assignment megastudy. Their findings suggest that

gym attendees with more habitual tendencies are less responsive to interventions,

implying a higher degree of reward insensitivity. Conceptually, they define habit for-

mation through the extent of predictability of behavior, characterizing time series of

behavior as habitual if the accuracy of prediction surpasses a certain threshold. How-

ever, their approach is not without limitations. It is plausible that mechanisms other

than automaticity might account for the measured context-sensitive predictability. In

contrast, our approach in this chapter diverges as our entropy measure estimates the

extent to which circumstances are conducive to habit formation. This is achieved by

gauging the context-stability, assessing the degree to which an action is consistently

performed in an unchanging setting, thereby indicating the likely presence of a habit.
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2.3 Overview

In this chapter, we present a novel contribution to the domain of habit measurement

by introducing entropy as an implicit measure of behavioral regularity. We elucidate

how entropy, a measure extensively employed to quantify uncertainty and random-

ness in probability distributions, serves as a metric for the stability of a behavior’s

context, thereby facilitating habit formation. While this metric could be applied to

a multitude of settings involving regular and episodic behavior, such as gym visits,

sleep patterns, running routines, etc., our focus herein is on mobile phone usage.

Our analysis leverages a comprehensive and extensive dataset on mobile usage, which

records timestamped entries each time a user engages with an app. While consumer

panels based on desktop browsing data are more common (Chiou and Tucker 2012,

Rao 2022), there a few recent studies based on phone usage panels (Agarwal et al.

2022, Horta Ribeiro et al. 2023). For the purposes of this chapter, our analyses are

specifically concentrated on applications that fall under the category of social media.

This choice is deliberate and is motivated by the recognition that social media behav-

ior has been widely acknowledged to exhibit characteristics of habitual and addictive

tendencies, rendering it particularly pertinent to our research objectives.

As previously explained, theories of habit formation in psychology posit that the

repetition of a behavior in a specific context (e.g., checking your Facebook page

upon arriving at the office in the morning) could engender the formation of cue-

response associations (Anderson and Wood 2021). A plethora of contextual cues

might consequently become associated with social media use, thereby triggering it

automatically. Not all of these diverse triggers are observable in our dataset and are

encapsulated by our entropy metric. Therefore, it is crucial to distinguish different

mechanisms for triggering habits to illustrate precisely what is being measured by

the entropy. As outlined by Anderson and Wood (2021), social media habits could

be triggered by mood cues, design feature cues, technology cues, and activity cues.

Firstly, the moods and emotions associated with social media use could potentially

act as triggers for subsequent use. For instance, a study by Meier et al. (2016)
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demonstrated that college students who felt uncertain about how to complete a school

task were more likely to procrastinate by checking Facebook. Secondly, design features

such as apps’ push notifications could serve as cues automatically activating use.

These features could also involve decreasing friction through the removal of stopping

cues, or natural endpoints to limit media use. Many prominent social media sites

such as Twitter, TikTok, Facebook, and Tumblr provide bottomless feeds devoid of

natural endpoints. Thirdly, the technology consumers use to access social media,

including computers, laptops, tablets, and smartphones, could provide cues for using

social media. For example, one might pick up their phone to respond to a call or

reply to a message, but then see the Facebook icon and decide to open it and engage

with it. Finally, places, times of day, and activities can serve as cues triggering

media use. A survey involving around 5,000 users of five prominent social media

platforms found that Snapchat was the preferred app for socializing with friends, while

Instagram, Facebook, and YouTube were commonly used at home or to pass time

during waiting periods. Twitter, on the other hand, was frequently accessed during

commuting (Anderson and Wood 2021). For individuals with habitual usage patterns,

these locations, timings, and daily events can serve as cues that automatically trigger

the use of specific social media platforms (e.g., instinctively opening Twitter while

commuting on a train).

The entropy metric is intended to encapsulate the final form of these contextual

cues, which are predominantly comprised of external cues since they are independent

of the user’s mood or the technology they engage with. To this end, entropy esti-

mation is applied to quantify the uniformity of the distribution of app usage over a

24-hour clock time period. Clock time is selected as a pertinent contextual factor

closely linked to daily routines and activities such as sleeping, eating, working, and

commuting. It also serves as a proxy for other contextual cues like location. 4 By

computing the entropy of the behavior distribution, we capture the level of regularity

in behavior throughout the day. The entropy metric provides a quantifiable measure

4While we consider only time as our context variable, the same methods could be used if the data
set captures more dimensions for the context of the behavior, such as location
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of the concentration of behavior within a specific temporal context by evaluating the

KL-divergence of the behavior’s histogram from a uniform distribution. A low en-

tropy indicates that individuals tend to repeat specific actions at fixed times, while

a high entropy suggests more randomness in the timing of their behavior. Thus,

entropy estimates habit indirectly by assessing the likelihood that habit has formed

under conducive conditions.

Entropy estimation presents distinct challenges when dealing with data involving

a continuous random variable, as most conventional entropy estimation methods are

not directly applicable. A common approach is to employ a plug-in estimator. A

continuous approximation of the distribution can be achieved by utilizing a density

estimation method, followed by numerical integration to compute the entropy. In

this study, we employ the Kernel-Density Estimation (KDE) method with a Gaussian

kernel to estimate the distribution (Silverman 2018). We divide the data into two

distinct periods: a baseline period and a prediction period. The baseline period,

spanning three months, serves as the basis for estimating the distribution of daily

usage and calculating the corresponding entropy. Additionally, during this baseline

period, we calculate various control variables, including average frequency, recency,

clumpiness, and total time spent on the app.

Subsequently, we conduct a series of analyses to establish the validity of entropy

as a measure of habits. Given that learned habits are relatively impervious to changes

in goal structures, we test the hypothesis that entropy, serving as a proxy for habit,

can effectively predict long-term user behavior. Most importantly, we demonstrate

its predictive validity by employing it as a tool for forecasting long-term social media

behavior, while controlling for several other behavioral metrics that are anticipated to

possess predictive capabilities for usage patterns. We employ a quasi-Poisson regres-

sion, which is suitable for count data exhibiting overdispersion. The results indicate

that the estimated coefficient for entropy is negative and statistically significant. This

suggests that higher entropy, indicating less regularity and weaker habit formation,

is associated with less time spent and lower frequency of use in the long-term future,
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even after controlling for baseline covariates. To further substantiate this evidence,

we utilize non-linear models that provide greater flexibility compared to traditional

regression methods, as they avoid reliance on a fixed functional form. In our analy-

sis, we utilize the binsreg implementation proposed by Cattaneo et al. (2019a), and

accumulated local effect (ALE) plots (Apley and Zhu 2020, Hall et al. 2017) in con-

junction with a random forest model. Both of these approaches corroborate the linear

regression results, showing that high irregularity of behavior is associated with less

time and frequency of usage in the future.

Moreover, we establish the face validity of this measure through an intra-application

comparison. More specifically, we compare the average entropy values among popular

social media applications with that of a clock application, which is presumed to be

utilized regularly and thus exhibit low entropy. As anticipated, the results show that

the average entropy for clock applications is significantly lower than that of social

media apps. This finding supports the notion that entropy is capturing routines in

app usage. We also establish the convergent validity of entropy by demonstrating its

correlation with the frequency-in-context measure. However, since the exact context

of engaging with each app is unknown, we develop a novel approach to compute this

measure using unsupervised machine learning methods. Specifically, to identify stable

contexts, we employ the DBSCAN (Density-Based Spatial Clustering of Applications

with Noise) algorithm (Ester et al. 1996), a popular density-based clustering algo-

rithm, to identify clusters of concentrated usage patterns. Finally, we utilize variable

importance plots to gain a comparative understanding of the significance of entropy

compared to other predictors in driving social media usage. This comparison can shed

light on the psychological mechanisms driving user engagement and provide insights

into the specific role of habits driven by external cues.

By capturing the regularity of behavior in a specific context, the entropy metric

provides a unique perspective on habit formation, offering a robust tool for predicting

long-term user behavior. Furthermore, the flexibility of entropy metric allows it to

be adapted to various settings involving regular and episodic behavior, extending its
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potential applications beyond social media usage. The findings of this study not only

contribute to the existing literature on habit formation and internet usage but also

have practical implications for the design of digital technologies and interventions

aimed at managing online behavior. By understanding the role of habitual behavior

in driving user engagement, designers and policymakers can develop more effective

strategies to promote healthy internet usage habits. Future research could explore

the application of the entropy metric in different contexts and for different types of

apps, further expanding our understanding of online behavior and the mechanisms

driving it.

3 Data

Our analysis is conducted using a comprehensive dataset on mobile usage, which was

carefully compiled by a market intelligence firm based in the United States called

Qrious.5 This dataset consists of a representative panel of approximately 40,000

Android users who voluntarily opted in to participate. Panelists received a monthly

fee from the firm, and their mobile usage data was collected through a mobile app.

The data covers the period from October 2022 to June 2023 and captures anonymized,

real-time mobile usage activity for each user within the panel.

App sessions data: This data records timestamped entries every time a user

opens an app, providing valuable insights into the specific apps used by the panelists.

As smartphones rely on individual apps for various functions like making/receiving

calls, browsing the internet, or gaming, this dataset offers an unprecedented view of

the digital footprint of a diverse set of users in the United States.

Demographics: In addition to app usage data, the dataset also includes detailed

self-reported demographic information. This allows us to analyze various demographic

factors such as gender, race, age, and more, providing valuable context and enabling

a comprehensive understanding of the users involved in the study. Table 3.1 presents

summary statistics of user characteristics within the panel, encompassing age, edu-

5Data source: https://www.qrious.co.nz
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cation, gender, ethnicity, and income category.

This dataset is particularly well-suited for studying social media habits due to

its ability to provide accurate and comprehensive large behavioral data. With a

panel of approximately 40,000 users, it offers a substantial sample size and allows for

reliable and generalizable findings. Covering a span of eight months, the longitudinal

nature of the data enables the examination of social media habits over time. The

inclusion of detailed app sessions data across multiple applications provides a holistic

understanding of user engagement, while also facilitating comparative analyses and

the exploration of emerging trends. This dataset is especially ideal for addressing our

research questions because it aligns with the predominant trend of social media traffic

originating from smartphones in the United States.6 It is important to note that not

all individuals in the panel remain active and utilize social media apps throughout

the entire eight-month duration. In the subsequent section, we will elaborate on the

data cleaning procedures employed and outline the criteria for selecting the subset of

individuals for further analyses.

3.1 Social Media Applications

For the scope of this chapter, we have specifically focused our analyses on applications

that fall under the category of social media.7 This deliberate choice is motivated by

the recognition that social media behavior has been widely acknowledged to possess

characteristics of habitual and addictive tendencies, making it particularly relevant

to our research objectives. It is worth noting that the analytical approaches and

methodologies employed in this chapter can be readily extended and applied to other

categories of applications, such as gaming or communication. The techniques utilized

in our analyses can be adapted to investigate and examine the potential for habitual

behavior within these alternative app categories as well. Therefore, the findings and

6https://www.statista.com/statistics/477368/us-social-media-visits-share/
7Despite YouTube not being traditionally categorized as social media, we have chosen to include

it in our analysis due to its high usage volume and relevance to the topic of study. YouTube exhibits
social media-like features, such as user interactions and comments, making it an important platform
to consider.
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Table 3.1: Demographic characteristics of all users involved in the panel

Characteristic N = 40,950

Age 37 (31, 45)

Education

Associate’s Degree 4,434 (13%)
Bachelor’s Degree 2,498 (7.4%)
Doctorate or Professional Degree 1,644 (4.8%)
High School Graduate 17,803 (52%)
Master’s Degree 1,860 (5.5%)
Some Grade School 1,241 (3.7%)
Some High School 4,483 (13%)

Gender

Female 21,465 (63%)
Male 12,745 (37%)

Ethnicity

Asian/Pacific Islander 767 (2.3%)
Black/African-American 4,435 (13%)
Native American Indian 974 (2.9%)
Other 2,003 (5.9%)
White/Caucasian 25,899 (76%)

Income

$100,000 to $249,999 2,652 (7.8%)
$15,000 to $24,999 5,710 (17%)
$25,000 to $34,999 4,520 (13%)
$250,000 or more 577 (1.7%)
$35,000 to $49,999 3,742 (11%)
$50,000 to $74,999 3,105 (9.1%)
$75,000 to $99,999 2,060 (6.1%)
Less than $15,000 11,662 (34%)

insights presented in this chapter offer a foundation for broader investigations into

the formation of habits across different types of applications. By focusing on social

media applications in this chapter, we aim to provide a comprehensive understanding

of the role of habits in this prevalent context. However, we acknowledge the broader

applicability of our methods and encourage future research to explore habits within

diverse application categories to gain a holistic understanding of user behaviors in the
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Figure 3.1: Daily usage pattern of top 5 social media application

digital realm.

There is a total 1,179 applications categorized as social media in our dataset.

However, it is important to note that a significant portion of these applications are

relatively lesser-known and have limited usage, resulting in only a few recorded ses-

sions in the panel. To ensure an adequate number of observations for each application

and facilitate meaningful subsequent analyses, we have made the decision to focus on

the top 200 most frequently used apps. By selecting the top 200 applications based

on the number of sessions recorded in our data, we capture a substantial portion of

the overall usage patterns. These top apps account for more than 99% of the to-

tal observations, ensuring that our analysis includes a comprehensive representation

of user behavior within the social media domain. Figure 3.1 shows the daily usage

pattern of the top-5 mostly used applications throughout the panel horizon.

3.2 Sessionization

Sessionization involves the process of categorizing individual user interactions into

meaningful sessions based on specified criteria. In order to ensure the meaningfulness
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of user behavior data for our analysis, we employ a sessionization procedure on the

recorded data. While the data is initially captured with a precision of seconds, we

acknowledge that this level of granularity may have limited relevance to our analysis.

For instance, two consecutive sessions occurring within a few seconds of each other

may not correspond to any significant change in the context of the behavior. To

address this issue, we aggregate consecutive sessions that occur within a five-minute

time window. By merging these sessions, we create a new session with a duration

equal to the sum of the combined sessions. This approach enables us to capture

more meaningful user interactions and contextualize app usage within a broader time

frame.

Furthermore, as an additional step in refining the data, we exclude sessions that

have a duration of less than five seconds after the merging process. This criterion

ensures that we prioritize events where there is a reasonable level of interaction with

the app, filtering out extremely brief sessions that may not reflect meaningful user

behavior. By incorporating this criterion into our sessionization approach, we enhance

the quality and relevance of the behavior data used in our analysis. This enables us

to focus specifically on sessions that demonstrate a reasonable level of engagement

and exclude irrelevant or minimal interactions, thereby providing a more accurate

representation of user routines and habits.

4 Measures of Behavioral Regularity

Engagement with social media applications often involves regular and periodic be-

havior, which can be quantified using various approaches. In this section, we propose

the entropy method as a measure of regularity, drawing on psychological theories of

habit formation. According to these theories, habits are more likely to form when

a rewarding behavior is repeatedly performed in the same context (Verplanken and

Aarts 1999, Wood and Rünger 2016). This notion is supported by the cognitive re-

wards associated with social media engagement, such as social validation through likes

and comments, and entertainment satisfaction, which increase the likelihood of habit
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formation. Therefore, having a measure that captures the stability of the behavior

context can serve as a proxy for habit formation. The entropy metric is designed to

capture the stability of these contextual cues, particularly those associated with the

time of day. In the following sections, we will first explain how we define, estimate,

and interpret the entropy metric, and then introduce the clumpiness metric, another

widely used measure for assessing some form of regularity.

4.1 Entropy

Entropy, a fundamental measure of uncertainty and randomness in probability distri-

butions, finds extensive application in various fields such as Information Theory and

Physics. It quantifies the information necessary for describing or predicting outcomes

of a random variable. Specifically, the entropy of a continuous probability distri-

bution (also referred to as differential entropy), denoted as 𝑃 (𝑥), is mathematically

expressed by the formula:

𝐻𝑃 = −
∫︁

𝑃 (𝑥) log𝑃 (𝑥)𝑑𝑥. (3.1)

In our study, we calculate the entropy for the distribution of app usage across a

24-hour clock time for each user-app pair. This distribution is obtained by aggregat-

ing all observations over a period of three months into a single interval spanning from

0 to 24 hours. Consequently, the entropy derived from this distribution provides an

indication of the regularity of app usage throughout the day. Clock time holds signif-

icant contextual relevance as it is intertwined with our daily routines, encompassing

activities such as sleeping, eating, working, commuting, and more. Moreover, clock

time can serve as a suitable proxy for other contextual cues, such as location. For

instance, individuals are likely to be in their bedrooms at consistent times each night

or at their office desks when they start work in the morning. It is important to note

that entropy reaches its maximum value for a uniform distribution. Therefore, indi-

viduals who lack specific patterns of app usage over time would exhibit the highest

entropy, whereas those who demonstrate concentrated and consistent usage during
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specific intervals of the day would exhibit lower entropy.

To illustrate this concept, let’s consider the example of two users, User1 and User2.

User1 has a specific pattern for checking her Facebook profile: she does so every time

she arrives at her office in the morning around 9 am, and at the end of her work day

before going home. On the other hand, User2 does not have a particular pattern for

using Twitter and only checks it when she receives a notification. If we observe the

time of use for these users over several days and plot its distribution, we can see clear

differences in their usage patterns. For User1, the distribution of Facebook usage is

concentrated around 9 am and 5 pm, indicating a regular and predictable pattern.

In contrast, the distribution for User2 is more uniform across the day, with no clear

concentration of usage at specific times.

Figure 1 illustrates a similar example for Facebook usage, where two panelists have

the same number of sessions but exhibit distinct usage patterns with varying degrees

of regularity. The left sub-figure shows the histogram and estimated probability

distribution of Facebook usage for a specific panelist throughout the day. This panelist

demonstrates more regular usage with concentrated patterns around 10 am, 3 pm,

and 7 pm. On the other hand, the right sub-figure shows the usage patterns of the

second panelist, which are more uniform throughout the day. This distinction in

usage patterns is effectively captured by the differences in the estimated entropy for

the two distributions. The first panelist on the left has a lower entropy value of 2.21,

indicating a more predictable and less variable usage pattern. In contrast, the second

panelist on the right has a higher entropy value of 2.89, indicating a less predictable

and more variable usage pattern.

An alternative approach to interpreting entropy is through the perspective of

Kullback-Leibler (KL) divergence. KL divergence serves as a measure of dissimilarity

between two probability distributions by quantifying how one distribution diverges

from a reference distribution. When considering two continuous probability distribu-
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Figure 3.2: Comparison of Facebook usage patterns for two panelists with distinct
levels of regularity. The left sub-figure shows the histogram and estimated probability
distribution of Facebook usage for a panelist with concentrated patterns around 10
am, 3 pm, and 7 pm, resulting in lower entropy (2.21). The right sub-figure displays
the usage patterns of a panelist with more uniform distribution throughout the day,
resulting in higher entropy (2.89)

tions, P and Q, the KL divergence from P to Q can is defined as follows:

𝐾𝐿(𝑃 ||𝑄) =

∫︁
𝑃 (𝑥) log(

𝑃 (𝑥)

𝑄(𝑥)
)𝑑𝑥. (3.2)

If we consider uniform distribution as the reference distribution 𝑈(𝑥), then the KL-

divergence is proportional to the negative entropy: 𝐾𝐿(𝑃 ||𝑈) =
∫︀ 𝐷

0
𝑃 (𝑥)𝑙𝑜𝑔(𝑃 (𝑥)

1
𝐷

))𝑑𝑥 =

−𝐷𝐻𝑃 , where D is the measure of the domain on which the integral is taken (𝐷 = 24

in our example if the scale is based on hours). From this perspective, our proposed

entropy metric quantifies the deviation of the distribution of app usage from a uniform

distribution such that a higher divergence (lower entropy) is indicative of more regu-

larity in behavior, which could in turn facilitate the formation of associations between

phone usage and contextual cues. Next, we will outline the estimation procedure used

to calculate the differential entropy of the app usage distribution.

4.1.1 Estimation Methods

In the case of data involving a continuous random variable, most conventional en-

tropy estimation methods are not directly applicable. However, a common approach

to address this issue is to utilize a plug-in estimator. The simplest method involves ap-

proximating 𝑃 (𝑥) by binning the x-axis and constructing an empirical histogram. By
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obtaining a discrete probability distribution, denoted as 𝑃 (𝑥𝑖), the discrete entropy

can be computed through a straightforward summation process.

𝐻̂(𝑥) =
∑︁
𝑖

𝑃 (𝑥𝑖) log(𝑃 (𝑥𝑖)/𝑤𝑖) (3.3)

where 𝑤𝑖 is length of the 𝑖𝑡ℎ bin.

Alternatively, a continuous approximation of the distribution can be achieved by

employing a density estimation method, followed by numerical integration of the

integral in Equation 3.1 to compute the entropy. In this study, we utilize the Kernel-

Density Estimation (KDE) method with a Gaussian kernel to estimate the distribu-

tion. Kernel density estimation utilizes a kernel function, denoted as 𝐾, along with

a bandwidth parameter ℎ, to estimate the density at a specific point. This estima-

tion involves a weighted average calculation that incorporates nearby points from the

sample. In this process, points in close proximity to the point of interest carry more

weight and have a greater influence on the density estimation compared to points that

are farther away. The estimated density 𝑃ℎ(𝑥) could be computed using the following

formula.

𝑃ℎ(𝑥) =
1

𝑛ℎ

𝑛∑︁
𝑖=1

𝐾(
||𝑥− 𝑥𝑖||

ℎ
) (3.4)

The choice of the kernel function and the bandwidth parameter allows for ad-

justments to be made to the nature of this relationship, determining the level of

contribution and influence from neighboring points. The flexibility of kernel density

estimation enables researchers to customize the method according to the specific re-

quirements of their problem. In essence, the selection of the bandwidth parameter is

contingent upon the definition of an stable context for the behavior under investiga-

tion. In our case, considering that the duration of using social media apps typically

spans a few minutes, we opt for a bandwidth in the order of 10 minutes. This choice

is motivated by the desire to capture relevant patterns and variations in app usage

within a reasonable temporal window. In Appendix B, we perform sensitivity anal-

yses by varying the bandwidth and examine the robustness of our main regression
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results to different bandwidth selections.

4.2 Clumpiness

The notion of behavioral regularity has long been of interest in behavioral science and

has prompted the development of various metrics to quantify this concept. Among

these metrics, the clumpiness measure has emerged as a prominent tool for ana-

lyzing temporal patterns in individual-level event occurrences. Zhang et al. (2015)

introduced the individual-level clumpiness metric, which gauges the extent to which

event occurrences deviate from equal spacing over time. By assessing the degree of

clustering or dispersion in an individual’s temporal behavioral patterns, this metric

offers valuable insights into the structure and clustering tendencies of user behavior.

The clumpiness metric characterizes a highly clumpy usage pattern when events are

densely concentrated or gathered closely together in time, signifying a pronounced

lack of spacing between consecutive events. Conversely, minimal clumpiness is ob-

served when there is a more uniform or equal spacing between events, indicating

a more dispersed temporal pattern. By capturing patterns of temporal clustering

or dispersion, the clumpiness metric sheds light on the regularity or randomness of

event occurrences in individual users’ behavioral trajectories. Mathematically, the

clumpiness metric is defined as:

𝐶 = 1 +

∑︀𝑁+1
𝑖=1 log(𝑡𝑖)𝑡𝑖
𝑁 + 1

(3.5)

where 𝑡𝑖 represents the inter-event time between two consecutive events, and 𝑁 is

the total number of events. Notably, the clumpiness measure is computed by scaling

the inter-event times, rendering it conceptually invariant to the scaling of time units.

However, in empirical applications, this invariance may not always hold true due to

the discreteness and nonlinearity of 𝐶. Consequently, when the selected time unit is

either too long or too short, the computed value may differ, potentially leading to

the loss of information about the inter-event times or the risk of over-fitting patterns.

In the context of our study, we opted to use minutes as the time scale, a choice that
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aligns with the nature of social media usage. Given that users can engage with social

media platforms multiple times within a single hour, using minutes as the time unit

allows for a granular examination of the temporal patterns of user behavior.

The original application of clumpiness lies within the domain of marketing, where

it has been utilized to predict customer lifetime value and gain insights into individual-

level temporal behaviors. The introduction of the Clumpiness metric has significantly

impacted the field, offering a valuable tool for understanding and forecasting tempo-

ral patterns of behavior at the individual level. In this study, we make a notable

contribution to this literature by evaluating the predictive efficacy of clumpiness in

the context of social media behavior. To achieve this, we incorporate the clumpi-

ness metric as a control variable in our analysis, acknowledging its well-established

predictive power. By doing so, we can effectively isolate and examine the distinct

contributions of our proposed entropy measure while accounting for the influence of

clumpiness. This approach enables us to disentangle the effects of temporal cluster-

ing and regularity captured by clumpiness from the underlying temporal stability and

routines represented by entropy. By extending the application of clumpiness to the

realm of social media behavior, our study adds depth to the existing literature and

sheds light on the unique predictive capacities of both clumpiness and entropy in this

specific domain.

5 Validity of Entropy as a Habit Measure

In this section, we rigorously examine the validity of entropy as a measure of habits

through a series of analyses. Our goal is to establish its credibility and utility in

capturing regular behavioral patterns in the context of social media usage. To begin,

we assess the face validity of entropy by conducting an intra-application comparison.

Specifically, we compare the average entropy values among popular social media ap-

plications with those of a clock application, which is expected to exhibit low entropy

due to its regular and predictable usage. Next, we investigate the convergent and

discriminant validity of entropy by examining its correlation with the frequency-in-
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context measure and contrasting it with mere frequency. This analysis aims to show-

case the unique information captured by entropy and how it differs from traditional

frequency-based measures. Furthermore, we demonstrate the predictive validity of

entropy by using it as a powerful tool for forecasting long-term social media behavior.

To ensure a robust analysis, we control for several other behavioral metrics that are

anticipated to possess predictive capabilities for usage patterns. Lastly, we quantify

the significance of entropy in comparison to other predictors, elucidating its relative

importance in driving social media usage. Throughout our investigation, we focus on

two primary outcome variables:

• Total daily time spent on social media applications (measured in minutes).

• Frequency of sessions per day.

By systematically exploring the validity of entropy, we aim to provide compelling

evidence for its suitability as a valuable and informative measure of habits in the

realm of social media behavior.

5.1 Face Validity

Face validity refers to the extent to which a psychological measure appears to assess

the construct or attribute it intends to measure based on its "face" or surface char-

acteristics. It is often considered an initial and informal form of validity assessment.

In this context, we aimed to establish the face validity of entropy as a measure of

context stability and routines in app usage. To achieve this, we conducted a cross-

app comparison between time-of-day clock app usage and social media applications.

The clock app served as a relevant reference point due to its expected usage pattern,

linked to individuals’ sleeping routines.

Figure 3.3 illustrates the results, displaying the average entropy for the top 5 social

media apps alongside two clock apps with the highest number of users. As expected,

the average entropy for clock applications was significantly lower than that of social

media apps. The significant difference in average entropy between clock applications
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Figure 3.3: Comparison of Average Entropy between Popular Social Media Apps and
Clock Apps

and social media apps provides preliminary support for the notion that entropy cap-

tures routines in app usage. Remarkably, this difference remains significant even

though clock applications offer additional features, such as timers or stopwatches,

which are not directly driven by routines like the clock feature. However, it is crucial

to acknowledge that face validity alone does not offer strong empirical evidence for

the measure’s validity. Further steps will involve rigorous statistical analyses and

comparisons with other relevant measures to thoroughly validate and enhance the

measure’s reliability and comprehensiveness.

5.2 Convergent and Discriminant Validity

Convergent validity is a crucial aspect of construct validity that evaluates how well

a particular assessment or measure aligns with other measures that are theoretically

expected to capture the same construct or concept (Messick 1990). This type of

validity examines the extent to which different measures or indicators of the same

construct yield similar or converging results. Strong convergent validity indicates
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that the measure effectively and consistently captures the intended construct, as

evidenced by its correlations with other established measures of the same construct.

On the other hand, discriminant validity assesses the distinctiveness of a measure

from unrelated constructs. It ensures that the measure is not confounded with other

unrelated variables, thereby demonstrating its ability to distinguish and measure

the construct of interest independently from other constructs. In the domain of

habit measurement, the absence of a definitive gold standard or directly observable

true habit strength presents certain challenges. However, researchers have developed

and validated a few habit measures that are widely accepted in the literature. Two

commonly used measures are the frequency-in-context and the self-reported habit

index (SRHI). The SRHI relies on self-reported survey responses, which unfortunately

are not available in our dataset, rendering it unobservable to us. In the absence of the

SRHI, we can leverage the available frequency-in-context measure as a valid proxy

for habit strength in our analysis.

In prior studies, the frequency-in-context measure has been limited to specific

and well-defined contexts, carefully selected to capture habitual behavior in partic-

ular situations (Neal et al. 2011). However, while the frequency component of the

frequency-in-context measure can be readily computed from the observed data, the

context component remains unobservable. To overcome this limitation, we develop

a novel approach to approximate the stable context from observed behavioral data

using unsupervised machine learning methods. Our approach focuses on identifying

stable contexts for daily routines, where users consistently engage in app usage during

specific intervals, such as lunchtime or bedtime. These stable contexts are charac-

terized by a higher concentration of app usage compared to other times of the day

when usage is more random and not linked to any specific context. Even if these

dense usage intervals are not directly associated with other activities, the time of day

itself can serve as a relevant context that may influence behavior due to its repetitive

nature.
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5.2.1 DBSCAN Algorithm

To identify these stable contexts, we employ the DBSCAN (Density-Based Spatial

Clustering of Applications with Noise) algorithm (Ester et al. 1996), which is a pop-

ular density-based clustering algorithm. The DBSCAN algorithm operates based on

the assumption that clusters are dense regions in space, separated by regions of lower

density. It groups together data points that are closely located to form a cluster,

while data points located in less dense regions are considered as noise or outliers.

The DBSCAN algorithm relies on two parameters: minPts and 𝜖. The parameter

minPts represents the minimum number of points required to form a cluster in a

region for it to be considered dense, while 𝜖 serves as a distance measure, determining

the neighborhood of any given point. The algorithm’s procedure is as follows:

1. Inputs: Dataset 𝐷, Minimum number of points 𝑚𝑖𝑛𝑃𝑡𝑠, Distance threshold 𝜀

2. Outputs: Clusters and noise points

3. Mark all points in 𝐷 as unvisited

4. For each unvisited point 𝑝 in 𝐷, do the following:

(a) Mark 𝑝 as visited

(b) Find all points within distance 𝜀 of 𝑝 and store them in 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟ℎ𝑜𝑜𝑑

(c) If |𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟ℎ𝑜𝑜𝑑| ≥ 𝑚𝑖𝑛𝑃𝑡𝑠, then:

i. Create a new cluster

ii. Add 𝑝 to the cluster

iii. Expand the cluster with (𝑝, 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟ℎ𝑜𝑜𝑑, 𝜀, 𝑚𝑖𝑛𝑃𝑡𝑠)

(d) Else, mark 𝑝 as noise

For a more detailed understanding of the algorithm’s procedure, you can refer to the

pseudo code provided in Appendix B, Algorithm 1.
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By applying the DBSCAN algorithm to our observed events data, we can uncover

distinct patterns of app usage throughout the day and identify clusters of concentrated

usage patterns. The algorithm considers the density of app usage events in different

time periods and creates clusters based on their proximity and density. These clusters

serve as proxies for stable contexts associated with habitual behavior. Using DBSCAN

for clustering offers several advantages. It enables us to automatically detect and

define stable contexts without relying on pre-defined time intervals or external context

information. This flexibility and data-driven approach expand the applicability of the

frequency-in-context measure to settings where diverse and unobservable contexts

may exist.

5.2.2 Convergent Validity

As discussed earlier, the DBSCAN algorithm relies on two hyperparameters: 𝜖 and

minPts. The parameter 𝜖 represents the radius of the interval where high-density

points are located, determining the length of the context. In our study, we set 𝜖

to 15 minutes to facilitate a relevant comparison with the bandwidth used for en-

tropy estimation. On the other hand, the parameter minPts indicates the minimum

number of points required to form a dense region or cluster. Since the number of ob-

servations (sessions) can vary significantly among different user-app pairs, applying

a fixed minPts value is not appropriate. To address this issue, we consider density as

a relative concept and set minPts to twice the baseline density. The baseline density

is defined as the fraction of points relative to the number of clusters obtained when

breaking the 24-hour interval into regions of 2𝜖 intervals. This approach accommo-

dates variations in sample sizes and effectively identifies regions with relatively high

density as stable clusters.

Indeed, the DBSCAN algorithm is designed to identify core clusters, where data

points are densely grouped together, and separate outlying points in less dense regions

as noise or outliers. By computing the fraction of data points belonging to the core

clusters, we effectively estimate the frequency in context. This measure quantifies the

relative frequency of app usage occurring within time-of-day intervals that have been
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Figure 3.4: The plot demonstrates the correlation between the frequency in context,
estimated using the DBSCAN algorithm, and the entropy measure obtained through
kernel density estimation. As the frequency in context increases, the entropy de-
creases, indicating convergent validity of the entropy measure. The plot highlights
the relationship between temporal regularity captured by entropy and the occurrence
of app usage in high-density intervals identified by DBSCAN.

identified as high-density regions by the DBSCAN algorithm. In other words, the

frequency in context represents the proportion of app usage events that fall within

the stable and repetitive time intervals detected by the algorithm. These intervals

correspond to periods of dense app usage, which are indicative of potential habitual

behaviors or routines. Figure 3.4 illustrates the correlation between DBSCAN-based

frequency in context and entropy measured by kernel density estimation. The results

indicate that as the frequency in context increases, the entropy decreases, providing

evidence for the convergent validity of the entropy measure. This finding reinforces

the idea that higher levels of behavioral regularity are associated with more stable

and repetitive contexts, as reflected in lower entropy values.
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5.2.3 Discriminant Validity

As explained in the introduction, behavioral frequency and habit measurements rep-

resent distinct constructs and cannot be equated. Habits go beyond mere frequency

and involve automatic and repetitive behaviors that are triggered by contextual cues,

whereas frequent behaviors may not necessarily exhibit habitual characteristics (Ajzen

2002, Rebar et al. 2018). Therefore, it is essential for a habit measure to discriminate

between true habits and mere behavioral frequency. In our study, we explore the

relationship between our entropy measure and the frequency of checking social media

apps. Figure 3.5 illustrates how entropy varies with the logarithm of the average

daily frequency of app use where each point represents a user-app pair. As depicted,

higher entropy (indicating lower regularity) is associated with higher frequency of app

usage. This finding supports the notion that the entropy measure captures a distinct

construct from mere frequency, and indicates that our entropy measure is successfully

capturing the temporal irregularities and variations in app usage that go beyond the

frequency of checking apps.

5.3 Predictive Validity

In this section, we employ various statistical modeling frameworks to establish the

predictive validity of the entropy metric as a proxy for habits. Each model has its

own strengths and limitations, which together offer a comprehensive understanding

of the relationship between entropy and future behavior. The results obtained from

these models are crucial in demonstrating the validity of entropy as a proxy for

habits. Operationalizing habits through their predictive power is a valuable approach,

especially when direct measures of automaticity of behavior are not observable in the

data. This approach aligns with the vast literature in social psychology and behavioral

science, where predictive models have been widely used to study and validate habit

formation and related constructs (Buyalskaya et al. 2023, Ouellette and Wood 1998).

By establishing the predictive validity of entropy, we contribute to the growing body

of research on behavioral regularity and its impact on future behaviors in the context
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Figure 3.5: The plot shows how entropy varies with the logarithm of the average
daily frequency of app use. Each point represents a user-app pair. Higher entropy
values (indicating lower regularity) are associated with higher frequency of app usage,
demonstrating the distinct construct captured by the entropy measure compared to
mere frequency.

of social media usage.

Control Variables: To ensure a robust analysis, we account for several other

behavioral metrics that are expected to have predictive capabilities for app usage

patterns. This approach allows us to isolate the unique contributions of our proposed

entropy measure while considering the influence of other factors affecting future en-

gagement. Given the complexity of this prediction problem and the diverse psycho-

logical mechanisms driving future behavior, selecting a comprehensive set of control

variables is challenging. Nonetheless, we draw on the vast literature in marketing

about RFM (Recency, Frequency, Monetary) models, used for customer segmenta-

tion and predicting customer lifetime value (CLV) (Berger and Nasr 1998). From

a theoretical perspective, Fader et al. (2005) demonstrated the statistical sufficiency

of the RFM method under certain assumptions. Furthermore, Zhang et al. (2015)

extended the traditional RFM approach by incorporating the clumpiness component.
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In the context of social media behavior, where purchase behavior is not involved, we

include the parameters involved in the RFM model by replacing the monetary value

with the time spent on the app, which serves as a proxy for user engagement and value

attribution. Additionally, we include the total number of days users actively engage

with the app to account for varying panel involvement lengths. The set of control

variables, defined at the user-app pair level during the baseline period, includes the

following:

• Frequency: The average number of times users interact with the app.

• Time Spent: The average time spent on the app in minutes.

• Recency: The number of days since the user’s last engagement with the app.

• Days Active: The number of unique days that the user engages with the app.

• Clumpiness: Refer to section 4.2 for a complete description.

It is important to note that, given the lack of random variation in entropy, none

of the following results provide causal evidence for the impact of entropy on app

usage when controlling for other factors. Nevertheless, controlling for these predictive

variables offers additional evidence that entropy may capture nuanced aspects of

behavior distinct from simple factors like frequency, or even more complex patterns

like clumpiness. Indeed, future research with randomized interventions to manipulate

entropy while controlling for frequency and total time spent on social media apps

could provide valuable insights into the impact of regularity on future usage behavior.

This would allow for isolating the effect of regularity from other confounding factors,

providing more conclusive evidence on the role of habits in shaping social media usage

patterns.

5.3.1 Quasi-Poisson Regression

The first model we employ is a linear quasi-Poisson regression. Quasi-Poisson regres-

sion is a statistical modeling technique designed for count data that exhibit overdis-

persion, where the variance exceeds the mean (Wedderburn 1974). This approach
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is particularly suitable for modeling data that follow a Poisson-like distribution but

display greater variability than what can be accounted for by a standard Poisson

regression model. Overdispersion can arise from various sources of variation, such

as unobserved heterogeneity or excess zeros in the data. In our specific context, the

panel dataset includes numerous users who do not engage with different apps on many

days, resulting in a significant number of zero values in the outcome variables (i.e.,

time spent and frequency). Quasi-Poisson regression allows us to handle such data

with overdispersion while accounting for the excess zeros, making it a well-suited

model for our analysis.

Quasi-Poisson regression offers several advantages: it enables the modeling of

count data with overdispersion without assuming a specific distribution, and it re-

laxes the stringent assumption of equidispersion (where the variance is equal to the

mean) made by standard Poisson regression models. By introducing an additional dis-

persion parameter, quasi-Poisson regression accommodates the increased variability

commonly observed in count data, making it a more flexible and applicable approach

for diverse scenarios (Cameron and Trivedi 2013, Ver Hoef and Boveng 2007). The

relaxation of the equidispersion assumption is particularly relevant in our analysis of

social media behavior, where the mean and variance of the outcome variables (daily

time spent and daily frequency) exhibit notable discrepancies. For instance, the mean

daily time spent on social media apps is 28.8 minutes, while the variance is as high as

5968. Similarly, the mean daily frequency is 4.2, with a variance of 103. The presence

of such substantial overdispersion underscores the significance of using quasi-Poisson

regression to effectively model these count data with greater variability, ensuring a

more accurate representation of the underlying patterns and relationships between

the predictor variables, including entropy, and the outcome variables.

Estimation Procedure: For our estimation purposes, we employ the "fixest"

package (Bergé 2018) in the R programming language, which facilitates the estimation

of Generalized Linear Models (GLMs) with various link functions, including quasi-

Poisson regression. This package is particularly advantageous as it efficiently handles
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scenarios involving a large number of dummy variables, ensuring computational effi-

ciency and accuracy in our analyses. The quasi-Poisson regression equation used for

our model is as follows:

log(E[𝑦𝑖,𝑡,𝑎|𝑒𝑖,𝑎,𝑊 𝑖,𝑎]) = 𝛼𝑡 + 𝛼𝑎 + 𝛼𝑛(𝑖,𝑎) + 𝛽 𝑒𝑖,𝑎 + 𝛾𝑇𝑊 𝑖,𝑎 + 𝜖𝑖,𝑡,𝑎 (3.6)

where the outcome variable (𝑦𝑖,t,a) represents either the time or frequency associated

with user 𝑖 on day 𝑡 for application 𝑎. To account for temporal and application-

specific factors, we incorporate fixed effects at the daily level (𝛼𝑡) and app level

(𝛼𝑎), respectively. Additionally, we address potential biases in entropy estimation

due to variations in sample size by including sample size indicators (𝛼𝑛(𝑖, 𝑎)) in our

analysis. These indicators help mitigate any potential biases that may arise and

ensure a more robust and accurate estimation of entropy, considering the impact of

sample size on our results. The estimated time-of-day entropy (𝑒𝑖,𝑎) is calculated for

user 𝑖 and application 𝑎 based on the first three months of the panel. To control for

other influential factors, we incorporate a vector of control variables (𝑊 𝑖,𝑎). These

predictors include average time, average frequency, recency, number of active days,

and clumpiness, all derived from the same initial three months of the panel.

Results: Table 3.2 presents the estimated regression models, where standard er-

rors are clustered at the panelist level to account for correlated observations across

different applications used by the same person. As expected, the coefficients for aver-

age time and frequency are positive, indicating that more prior engagement increases

the likelihood of future app use. However, the parameter of particular interest to

us is entropy. The coefficient for entropy is found to be negative and statistically

significant, suggesting that higher entropy, reflecting less regularity and weaker habit

formation, is associated with less time spent and lower frequency of use in the long-

term future, even after controlling for baseline covariates. The regression results

suggest that, among users with equal covariates such as frequency and total time

spent, those with more regular usage patterns are more likely to spend more time

in the future. This alignment with our expectations from psychological theory pro-
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vides further support for interpreting entropy as a meaningful proxy for habit and its

impact on future social media behavior.

The results also shed light on the influence of clumpiness on future time and fre-

quency of social media usage. Lower clumpiness, reflecting patterns with more evenly

spaced inter-session times, is associated with higher future time spent and frequency

of app usage. Interestingly, our findings contrast with those reported by Zhang et al.

(2015) in the context of shopping behavior. In their study, customers with higher

clumpiness, indicating more concentrated shopping behavior, exhibited a higher like-

lihood of retention and future shopping. However, in our analysis of social media

usage, we observed the opposite pattern, where higher clumpiness was associated

with lower future usage. This disparity suggests the presence of distinct mechanisms

at play in the context of social media usage compared to shopping behavior. The

nature of social media platforms, with their continuous availability, diverse content,

and varied social interactions, may shape user behavior differently than the more

transactional nature of shopping. These contextual differences highlight the need to

consider the unique characteristics and dynamics of different domains when studying

user behavior and the underlying mechanisms driving it. Moreover, it underscores the

importance of domain-specific investigations to gain a comprehensive understanding

of behavior in various contexts.

5.3.2 Binscatter Plots

Conventional regression-based methods estimate a log-linear association between the

outcomes (time or frequency) and the predictor of interest (entropy), potentially dis-

regarding non-linear patterns in the data. However, such an assumption may not fully

capture the underlying dependence present in the data. Although one can estimate

the model by applying a non-linear transformation to entropy, this approach still re-

lies on predetermined functional form assumptions, limiting its ability to accurately

model complex relationships. An alternative approach to gain more insight into the

relationship between the outcome variables and entropy is to visualize their associa-

tion using scatter plots. However, traditional scatter plots lack the inherent capacity
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Table 3.2: The table presents the estimated coefficients from the quasi-Poisson re-
gression models, Equation 3.6, for Total Time (left) and Frequency (right) as the
outcome variables. Standard errors are reported in parentheses. The fixed effects for
day, application, and sample size are included in the models. All standard errors are
clustered at the panelist level

Total Time Frequency
(1) (2)

Entropy -0.2484*** -0.1587***
(0.0521) (0.0489)

Clumpiness -4.437*** -3.884***
(0.1568) (0.1730)

log(Average Time) 0.8608*** 0.0012
(0.0143) (0.0135)

log(Frequency) 0.1452*** 0.9099***
(0.0544) (0.0616)

Recency -0.0107*** -0.0109***
(0.0028) (0.0035)

Days Active -0.0024* -0.0046***
(0.0014) (0.0014)

Observations 1,313,336 1,313,336
Squared Correlation 0.48177 0.54301

Daily fixed effects ✓ ✓
Application fixed effects ✓ ✓
Sample size fixed effects ✓ ✓

to control for other covariates or variables of interest, hindering a comprehensive

analysis of their joint impact on the outcomes.

Binned scatter plots, also referred to as binscatters, offer an effective solution to

this issue and have gained popularity as a valuable tool in applied microeconomics

for visualizing relationships between two variables (Starr and Goldfarb 2020). This

approach involves dividing the range of one variable into a small number of bins and

representing each bin with a single point, showing the average outcome for obser-

vations within that bin. By employing binscatters, we achieve greater flexibility in

capturing the underlying relationship between entropy and the outcome variables,

without the need for rigid functional form assumptions commonly employed in tra-

ditional regression methods. To implement our analysis, we employ the binsreg im-
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plementation proposed by Cattaneo et al. (2019a). This implementation not only

facilitates visualizing the data with confidence intervals in each bin but also enables

rigorous testing of shape restrictions. A key advantage of this approach is its ability

to address the limitations of residual-based methods and effectively account for con-

trol variables (Cattaneo et al. 2019b). Moreover, the binsreg implementation extends

the estimation procedure to generalized linear models, allowing us to utilize quasi-

Poisson link functions that are particularly suitable for our specific application. The

formulated model is presented below.

log(E[𝑦𝑖,𝜏,𝑎|𝑒𝑖,𝑎,𝑊 𝑖,𝑎]) = 𝛼𝜏 + 𝛼𝑎 + 𝛼𝑛′(𝑖,𝑎) + 𝜇(𝑒𝑖,𝑎) + 𝛾𝑇𝑊 𝑖,𝑎 + 𝜖𝑖,𝜏,𝑎 (3.7)

where the outcome variable (𝑦𝑖,𝜏,𝑎) represents either the average time or frequency

associated with user 𝑖 during week 𝜏 for application 𝑎. To address potential biases

in entropy estimation due to variations in sample size, we incorporate sample size

bin indicators (𝛼′
𝑛(𝑖, 𝑎)). Additionally, fixed effects at the weekly level (𝛼𝜏 ) and

app level (𝛼𝑎) are included to account for temporal and application-specific factors,

respectively. The estimated time-of-day entropy (𝑒𝑖,𝑎) is calculated for user 𝑖 and

application 𝑎 based on the first three months of the panel. We also incorporate

a vector of control variables (𝑊 𝑖,𝑎) that includes average time, average frequency,

recency, number of active days, and clumpiness. These covariates are derived from

the same initial three months of the panel.

The key distinction from the previous model (Equation 3.6) lies in the represen-

tation of entropy, which enters the model in a fully non-parametric manner through

the function 𝜇(). Unlike traditional approaches, the binscatter regression method al-

lows for the discovery of the underlying shape of the function 𝜇(.) and computes the

standard errors of each bin, without imposing specific parametric assumptions. By

employing the binscatter regression approach, we gain greater flexibility in capturing

the relationship between entropy and the outcome variables, enabling us to explore

non-linear patterns in the data and providing valuable insights into the association

between entropy and future social media usage.
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Estimation Procedure: When estimating Model 3.7 with daily and sample size

fixed effects, it becomes necessary to handle large matrices of control variables. In our

case, we have 150 days in the prediction period and 1000 unique sample sizes, resulting

in a substantial number of dummy variables. Additionally, there are 181 dummies

for application-specific fixed effects, further increasing the number of variables to

control for. Dealing with such a large number of variables can pose computational

challenges. To address these challenges and make the computations more feasible, we

implemented some simplifications. Firstly, we aggregated the data at the weekly level,

which effectively reduced the number of time fixed effects and the number of rows

in the dataset. This aggregation helps in managing the computational complexity

associated with a large number of variables. Additionally, we binned the sample size

into 100 equal intervals and included dummy variables for each associated sample size

bin. In total, this will result in 332 dummy controls. This approach allowed us to

capture the variation in sample sizes while reducing the dimensionality of the data. By

employing these simplifications, we aimed to strike a balance between computational

feasibility and capturing the relevant effects in the model estimation process.

Results: Figure 3.6 displays the results of the binscatter regression models for

time (top) and frequency (bottom) as outcome variables. Each point estimate repre-

sents the expected value of the outcome within the corresponding bin, while control-

ling for the covariates. The blue curve in the figure represents a quadratic function

fitted to the point estimates, capturing the overall trend. The results reveal a more

nuanced relationship between entropy and the outcomes compared to the linear quasi-

Poisson regression. While the linear model suggests a significant negative association

between time and frequency with entropy, the binscatter models demonstrate a non-

monotonic relationship. Visually, the curve appears relatively flat for lower entropy

values, while there is a substantial drop for higher values. To provide a more rigorous

assessment of the functional form, we conducted formal hypothesis tests to examine

the monotonicity and concavity of the relationship, as proposed by Cattaneo et al.

(2019b). For the top figure (time as the outcome), we find that monotonicity is not

rejected with 𝑃 = 0.154, and concavity is also not rejected with 𝑃 = 0.870. Simi-
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larly, for frequency as the outcome, monotonicity is not rejected with 𝑃 = 0.732, and

concavity is not rejected with 𝑃 = 0.298. These results further support the visual

intuition, indicating that high entropy (reflecting high irregularity of behavior) hin-

ders the formation of habits, while within the range of smaller entropy (indicating

more regularity), the dependence between regularity and future use becomes weaker.

The non-monotonic pattern in the relationship highlights the complexity of habit

development and its dependence on different levels of regularity.

Finding a non-monotonic relationship between entropy and future app usage

presents an opportunity to conduct further analysis by dividing the data into dif-

ferent subsets based on entropy values. Subsequently, we can estimate the linear

model separately for each subset. This data segmentation approach allows for a more

detailed examination of the relationship between entropy and future app usage, as it

enables us to explore how the strength and direction of the association vary across

different levels of irregularity in behavior. Table 3.3 presents the results of the model

3.6 estimated separately for user-app pairs with entropy higher or lower than 2.6.

The table demonstrates that the estimated coefficient for entropy is not significant

for pairs with 𝑒𝑖,𝑎 ≤ 2.6, while it is significant and nearly three times larger for pairs

with entropy greater than 2.6. These results reaffirm the findings from the binscatter

plot and provide further evidence of the non-linear relationship between entropy and

future app usage. The lack of significance for pairs with lower entropy indicates that

at lower levels of irregularity, the impact of entropy on future behavior is limited.

However, as entropy increases and the behavior becomes more irregular, its effect on

future usage becomes more pronounced. Furthermore, this analysis highlights the

importance of considering the non-linear relationship between entropy and future be-

havior and demonstrates how the binscatter approach can assist in model selection

for standard regression analysis. By allowing for a more flexible representation of

the relationship, binscatter enables a better understanding of the underlying patterns

and enhances the robustness of our findings.
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Figure 3.6: Binned scatter plots illustrating the relationship between entropy and
the expected values of average daily time (top) and frequency (bottom). Each bar
represents the corresponding 95% confidence interval. The blue curve represents a
fourth-order polynomial fit to the point estimates.
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Table 3.3: This table presents the results of the model 3.6 estimated separately for
user-app pairs with entropy higher or lower than 2.6. The table demonstrates that
the estimated coefficient for entropy is not significant for pairs with 𝐸 ≤ 2.6, while it
is significant and nearly three times larger for pairs with entropy greater than 2.6.

Total Time Frequency

(e𝑖,𝑎 ≤ 2.6) (e𝑖,𝑎 > 2.6) (e𝑖,𝑎 ≤ 2.6) (e𝑖,𝑎 > 2.6)

Entropy 0.0191 -0.5378*** 0.0916 -0.4421***
(0.1138) (0.0944) (0.0933) (0.0926)

Clumpiness -3.394*** -4.738*** -3.463*** -4.018***
(0.2958) (0.1836) (0.2944) (0.2100)

log(Frequency) 1.133*** 0.8501*** 1.102*** 0.8060***
(0.0850) (0.0846) (0.0779) (0.0896)

log(Average Time) 0.7250*** 0.8305*** 0.0438 -0.0103
(0.0408) (0.0230) (0.0351) (0.0219)

Recency -0.0122*** -0.0094*** -0.0137*** -0.0093**
(0.0033) (0.0034) (0.0037) (0.0041)

Days Active 0.0005 -0.0061*** −4.18× 10−5 -0.0070***
(0.0039) (0.0020) (0.0034) (0.0021)

Observations 526,879 823,449 526,879 823,449
Squared Correlation 0.24005 0.48318 0.29334 0.53422

Daily fixed effects ✓ ✓ ✓ ✓
Application fixed effects ✓ ✓ ✓ ✓
Sample size fixed effects ✓ ✓ ✓ ✓

5.3.3 Partial Dependence and Accumulated Local Effect Plots

While our binscatter regression model with various fixed effects is capable of cap-

turing different functional forms, it does impose a linear structure on the other set

of covariates. To further examine the robustness of our analysis, we employ a fully

non-parametric approach inspired by machine learning techniques. Specifically, we

train a random forest model using entropy and the other control variables, similar to

our previous approach. This trained model allows us to generate two types of plots:

partial dependence plots (PDP) and accumulated local effect (ALE) plots (Apley and

Zhu 2020, Hall et al. 2017).

Both PDP and ALE plots provide visual representations of the relationship be-

tween entropy and the predicted outcomes, while considering the influence of other
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covariates in a non-parametric manner. However, they differ in some key aspects.

Partial dependence plots resemble the stratified mean of the outcome at different

values of entropy, but with fine-grained control variables defining the strata. It holds

all other variables at fixed values, disregarding whether the value of entropy is mean-

ingful for all data instances. Thus, PDP may encounter potential issues when there

is a high correlation between entropy and the control variables. ALE plots serve the

same purpose as PDP in terms of visualizing the relationship between the feature of

interest (entropy) and the predicted outcomes. However, ALE plots incorporate the

correlation structure of the covariates and offer a clearer interpretation. The ALE

plot is centered at zero, making it easy to interpret each point on the curve as the

difference from the mean prediction. This allows us to understand the relative effect

of changing the feature (entropy) on the prediction, conditional on a given value of

the feature. In summary, both PDP and ALE plots provide non-parametric visualiza-

tions of the relationship between entropy and the predicted outcomes, but they differ

in terms of how they handle the influence of other covariates. By utilizing these ap-

proaches, we aim to gain a deeper understanding of the relationship between entropy

and the outcomes, considering both the main effect and potential interactions with

other variables.

Figure 3.7 presents the partial dependence plot (PDP) (top) and accumulated local

effect (ALE) plot (bottom) generated from the two random forest models trained on

time and frequency. These plots provide insights into the relationship between entropy

and the outcomes of interest, namely the average daily time spent and frequency of

app use. The ALE plot aligns with the findings from the binscatter plots, revealing

that higher entropy (indicating higher irregularity) is associated with lower levels of

time spent and frequency of app use in the future. On the other hand, lower and

moderate levels of entropy correspond to increased engagement with the apps, and

the dependence between regularity and future use becomes weaker.

In contrast, the PDP plot displays a slightly different pattern, showing a rising

trend for higher entropy values. As it was noted before, the PDP approach may not
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Figure 3.7: PDP (top) and ALE (bottom) plots for average time (left) and frequency
(right). ALE aligns with binscatter plots, showing how higher entropy is associated
with lower engagement. PDP displays a different pattern, possibly due to unaccounted
correlation with covariates.

fully account for the correlation between entropy and other covariates, which could

explain the discrepancy with the ALE plot. The PDP plot assumes fixed values for the

other covariates, potentially disregarding their influence on the relationship between

entropy and the outcomes. Considering these limitations, the ALE plot provides a

more reliable representation of the relationship between entropy and the outcomes,

as it properly incorporates the correlation structure of the covariates.

Disadvantages: While the random forest model offers the advantage of captur-

ing fully non-parametric and non-linear relationships between the predictive variables,

it does come with certain disadvantages compared to the regression approach. It is

important to consider these limitations when interpreting the results. Firstly, one of

the key drawbacks of random forest models is the inability to perform statistical in-

ference. Unlike regression models, random forests do not provide confidence intervals
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or p-values for the estimated relationships. Therefore, the points in the partial de-

pendence (PDP) and accumulated local effect (ALE) plots do not have an associated

statistical measure of uncertainty. Secondly, random forest models are not readily

applicable to panel data structures, where observations are correlated within individ-

uals over time. These models do not explicitly account for the temporal dependence

between observations for the same user. While there are approaches available to ad-

dress this issue, such as random forest with fixed effects or mixed effects models, these

methods can be more complex and computationally demanding.

To circumvent this issue, a common simplification is to aggregate the data over

time, resulting in a cross-sectional dataset. However, this simplification can lead to a

loss of information regarding the temporal dynamics and individual-level variations.

It is important to be aware of these limitations when using random forest models

and interpreting the results. While random forests offer flexibility and can capture

complex relationships, they may not provide the same level of statistical inference

and consideration of temporal dependencies as regression models. As a result, care

should be taken to interpret the results within the context of these limitations and

explore alternative approaches when necessary.

6 Quantifying Importance of Regularity for Social

Media Use

In the preceding section, we have presented a multitude of evidential findings eluci-

dating the relationship between entropy and long-term user behavior on social media

platforms, thereby indicating that entropy serves as a pertinent proxy for time-of-day

behavioral regularity. However, in order to gain a comprehensive and comparative

understanding of the significance of entropy in relation to other predictors, it becomes

imperative to quantify the relative importance of entropy versus other regularity mea-

sures such as clumpiness. This comparative analysis holds the potential to illuminate

the psychological mechanisms governing user engagement and offer profound insights

into the specific role played by entropy in this context. To achieve this, we employ
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variable importance plots as a valuable analytical tool. Variable importance plots,

widely used in the realm of machine learning, offer a profound understanding of the

contributions made by individual input variables (also known as features) towards the

predictive performance of a machine learning model. These plots serve the purpose

of evaluating the relative importance or significance of each feature in influencing the

model’s predictions. While multiple methods exist for assessing variable importance,

the fundamental concept remains consistent across these approaches. Typically, vari-

able importance is determined either by evaluating the impact of feature perturbations

or by analyzing the feature’s influence on the model’s performance metrics.

In our specific context, we employ the same random forest model discussed earlier.

To estimate variable importance in random forests, we adopt a common approach

known as permutation importance. This method involves measuring the decrease

in the model’s accuracy or mean squared error (MSE) when a specific feature is

randomly perturbed. The process entails randomly permuting the values of a single

feature while keeping the other variables unchanged. By evaluating the resulting

decrease in model performance (i.e., increase in MSE), we can assess the importance

of each feature. Features that lead to a substantial decrease in model performance

when perturbed are considered more important, as they exert a stronger influence on

the predictions made by the model.

The variable importance plots for random forest models trained on average time

(left) and frequency (right) are displayed in Figure 3.8. These plots illustrate the per-

centage increase in mean squared error (MSE) resulting from permuting each associ-

ated variable. Notably, the importance of entropy is evident in both plots, providing

further support for the findings of previous models. However, it is worth noting that

the relative importance of entropy is comparatively lower than that of other predic-

tors. This suggests that the formation of habits driven by external contextual cues,

such as time and location, may not be the primary factor influencing social media

behavior. As discussed in the introduction, the triggers for habits can extend beyond

external cues to include internal cues, such as mood and emotions, which might be
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Figure 3.8: The variable importance plots for random forest models trained on average
time (left) and frequency (right). These plots illustrate the percentage increase in
mean squared error (MSE) resulting from permuting each associated variable.

playing a more significant role in shaping social media usage patterns. These results

underscore the complexity of habitual behavior and encourage further exploration of

the diverse mechanisms contributing to user engagement in the social media context.

Another intriguing finding is the significant relative importance of clumpiness.

This observation indicates that the regularity of inter-session times is a substantial

predictor of long-term frequency and time spent on social media platforms, even sur-

passing the importance of the baseline frequency and time variables themselves. This

suggests that the pattern of clustering in app usage, with more evenly spaced inter-

session times, plays a crucial role in shaping future user behavior. Further research

is warranted to delve deeper into the specific psychological mechanisms underlying

the relationship between clumpiness and future usage in the context of social media.

Such investigations could provide valuable insights into the complex interplay of user

behaviors and contextual factors in different settings, shedding light on the underlying

drivers of user engagement and habit formation. Understanding these mechanisms

can have practical implications for app design and personalized interventions aimed

at fostering positive usage patterns and habit formation among users.
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7 Discussion

The current chapter introduces a novel approach to assess habitual behavior in the

context of social media usage, employing entropy as an implicit measure of behavioral

regularity. Our findings emphasize the significance of considering the specific context

in which behavior occurs when studying habit formation. The entropy metric, by

capturing the regularity of behavior within a distinct context, offers a unique per-

spective on habit formation, aligning with psychological theories that underscore the

role of stable contextual cues in triggering habitual behavior.

Through a series of comprehensive analyses, we establish the validity of entropy

as a measure of habits. The correlation of entropy with the frequency-in-context

measure demonstrates its convergent validity, and its distinction from mere frequency

of use confirms how it captures more complex behavioral patterns. Additionally, we

demonstrate the predictive validity of entropy by showcasing its ability to forecast

long-term user behavior, even after accounting for other behavioral metrics. This

reinforces the potential usefulness of the entropy metric in predicting social media

usage patterns. Our results indicate that higher entropy values, reflecting lower time-

of-day behavioral regularity, are linked to weaker habit formation, leading to reduced

time spent and lower frequency of app usage in the long-term future. Remarkably, the

use of binscatter regression uncovers a non-monotonic relationship between entropy

and future app usage, revealing that lower entropy values exhibit a positive association

with future usage, while excessively high entropy values result in a significant decline

in future usage. This observation suggests that while a minimum level of regularity

is necessary for habit formation, excessive irregularity impedes the development of

habits. These findings contribute to a deeper understanding of habit formation and

provide valuable insights into the dynamics of user behaviors in the context of social

media platforms.

The findings from our analyses carry several implications, both for advancing the

understanding of habitual behavior and for practical applications in the design of dig-
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ital technologies and interventions. Firstly, our research contributes to the academic

understanding of habitual behavior by shedding light on the pivotal role of behavioral

regularity in shaping long-term engagement with social media platforms. The demon-

strated association between entropy and habit formation provides valuable insights

into the underlying mechanisms driving user behavior in this context. Secondly, an

intriguing application of our findings is in the design of self-control apps or browser

extensions. Currently, these tools primarily utilize total time or frequency as metrics

to set usage limits (Grüning et al. 2023). However, our research suggests that incor-

porating the regularity of time of usage as an additional dimension may be beneficial.

For example, individuals could set limits in a way that restricts app usage if they

have been using it excessively around the same time of day recently. This approach

could potentially disrupt the formation of problematic habitual behavior and promote

more balanced usage patterns. The potential of utilizing entropy as a treatment in

intervention methods presents an exciting avenue for future research. Randomized ex-

periments could be employed to test different intervention strategies, including those

that incorporate varying entropy. Such studies could assess the effectiveness of these

interventions in preventing the formation of problematic usage habits and promoting

healthier digital behaviors. By investigating the impact of interventions targeting be-

havioral regularity, researchers and practitioners can contribute to the development

of evidence-based strategies for managing digital behaviors and cultivating healthier

online habits.

It is essential to acknowledge that despite the robust support for using entropy as

a measure of habits, there are certain limitations to this approach. While our analy-

ses demonstrate the convergent validity of the entropy metric with the frequency-in-

context measure, it is worth noting that we were unable to test its convergent validity

with self-reported habit measures, such as the Self-Report Habit Index (SRHI), due

to the absence of self-report data in our dataset. Therefore, future research could

benefit from incorporating self-report measures to further validate the entropy metric

against established habit assessment tools. Additionally, while our study highlights

the distinct nature of entropy from mere frequency, a comprehensive measure of habit
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should also demonstrate discriminant validity from motivational constructs. Address-

ing this limitation could enhance the reliability and validity of the entropy metric in

capturing habitual behavior accurately. Moreover, it is crucial to recognize that the

entropy metric primarily captures the influence of external cues on behavior. As a

result, it may not fully encapsulate the impact of internal cues, such as mood or

motivation, on habit formation. Overall, these limitations serve as valuable avenues

for future research to refine and expand upon our findings.

Furthermore, future research could expand the application of the entropy metric

to various contexts and diverse types of applications, allowing for a more compre-

hensive understanding of online behavior and the underlying mechanisms driving it.

Exploring how the entropy metric can be adapted to capture the influence of differ-

ent contextual cues, such as location or social context, presents a promising avenue.

One potential approach is to estimate the joint probability distribution of app usage

across multiple contextual dimensions and subsequently compute entropy. However,

it is essential to acknowledge that Kernel Density Estimation may encounter chal-

lenges in higher dimensions. In such cases, alternative methods like clustering could

be explored to handle the increased complexity. By generalizing entropy to multiple

context parameters, researchers can gain deeper insights into the factors shaping in-

ternet usage habits and contribute to a better understanding of digital routines and

behavioral patterns.
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Chapter 4

Predicting and Shaping Climate

Change Attitudes

1 Preface

This fourth chapter delves into the complex relationship between individual stances

on climate change and the capacity to comprehend and anticipate the mental states

of others. Employing Theory of Mind and persuasion dynamics as theoretical guides,

this chapter explores how personal viewpoints might affect an individual’s accuracy

in predicting others’ shifts in opinion after exposure to relevant news articles. The

core objective is to discern whether climate change deniers or believers exhibit varying

levels of accuracy in predicting the persuasive impact of news articles emphasizing the

gravity of climate change1. Our hypothesis posits that those sharing similar beliefs

may exhibit heightened predictive accuracy, potentially stemming from an empathetic

understanding of peers’ perspectives and an ability to simulate likely reactions to new

information. Through a well-constructed survey and randomized experiment, we test

these hypotheses to uncover the intricate dynamics of persuasion and understanding

in the context of climate change discourse.

1Throughout this chapter we use the terms climate denier and believer based on the classification
explained in section 3.3. We do not assign a value or any particular connotation to either stance.
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2 Introduction

We live an age of unparalleled digital revolution that has radically transformed the

ways in which we create, share, and interact with information (Bennett and Iyengar

2008). Due to the emergence of digital platforms, particularly social media, news

and information are no longer solely disseminated through traditional outlets like

print media or broadcasting networks. These innovative media forms have introduced

a more interactive, personalized, and pervasive mode of information dissemination,

fostering an era marked by engagement, participation, and user-generated content

(Bakshy et al. 2012). In this evolving participatory culture, individuals are not mere

consumers of information, but also active producers and distributors. This empowers

them to influence, persuade, and shape public opinion on a mass scale (Conover et al.

2011).

Understanding the dynamics of information sharing in the digital era is crucial

for unraveling the complex mechanisms underlying belief and attitude formation, and

its societal implications such as political polarization. Scholars concur that political

polarization has been on the rise since the 1970s (Boxell et al. 2022, McCarty et al.

2003), although the causes of this trend continue to be a subject of debate (Winkler

2019). The Internet and social networks have frequently been criticized for promoting

either voluntary or algorithmic readership that aligns with existing attitudes (Adamic

and Glance 2005, Kubin and von Sikorski 2021, Pariser 2011).

In the act of disseminating news, users intrinsically depend on a mental model of

how others might react to the given information. A growing body of neuroscientific

research substantiates the notion that communicators’ perceptions about the men-

tal state of receivers influence the value they attribute to information sharing (Baek

et al. 2017). Moreover, psychological studies have underscored that adopting the per-

spective of others can bolster communication effectiveness (Traxler and Gernsbacher

1993). In the same vein, neural studies have indicated that successful persuaders tend

to engage brain regions associated with understanding others’ minds more effectively
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than unsuccessful persuaders (Dietvorst et al. 2009, Falk et al. 2013). For an in-depth

review on this topic, refer to Falk and Scholz (2018). This cognitive ability to ascribe

mental states – such as beliefs, desires, and intentions – to others is a key aspect of

human social cognition, commonly referred to as Theory of Mind (ToM) or mentaliz-

ing (Happé et al. 2017). A well-developed ToM enables individuals to empathize with

others and engage in effective communication by considering their perspectives and

mental states (Baron-Cohen 1997). Consequently, ToM offers a valuable insights for

understanding how individuals share, interpret, and respond to information on social

media platforms, as well as its implications for political persuasion.

Inspired by the theoretical underpinnings of Theory of Mind (ToM), this chapter

aims to systematically explore the complex interplay between an individual’s stance

on a politically contentious issue and their capacity to anticipate and comprehend

the cognitive processes of others. The central impetus for investigating this matter

stems from the notion that a fundamental incentive for disseminating information

to those who hold divergent views lies in the desire to sway their perspective, with

the aspiration of converging it towards one’s own (Hsu et al. 2021). However, a

challenge arises as personal convictions might inadvertently impair one’s ability to

adequately understand the perspectives of others. This might precipitate a failure in

identifying the appropriate evidence or arguments that would effectively influence the

counterpart, especially when there are deep-seated disagreements on critical issues.

In this study, we take a novel approach and address this problem through the lens

of prediction accuracy of opinion shift. We specifically measure how variations in

perspectives might impact an individual’s capacity to accurately predict the shifts in

others’ stances following their exposure to pertinent news articles.

The subject chosen for this investigation is climate change, a highly polarized

and pivotal topic of our era with the potential for profound impacts on both hu-

man society and the natural world (Dunlap et al. 2016). Despite an overwhelming

scientific consensus acknowledging the reality and severity of climate change, there

persists significant political polarization surrounding the issue. For instance, a survey
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conducted by Leiserowitz et al. (2020) revealed that 83% of Democrats, 56% of Inde-

pendents, and a mere 22% of Republicans reported that global warming should be a

high priority for the President and Congress. Such polarization frequently stems from

divergent ideologies, disparate economic interests, and conflicting priorities among

various stakeholders (McCright et al. 2016, Wong-Parodi and Feygina 2020). Re-

grettably, this polarization can obstruct efforts to address climate change by causing

delays or even outright prevention of essential policy changes. Therefore, compre-

hending the intricate mechanisms that foster this increasing polarization is of critical

importance. By exploring these dynamics, we aim to shed light on the factors that

obstruct or facilitate consensus-building around climate change, thereby contributing

valuable insights towards the development of more effective strategies for information

dissemination and persuasion on this vital issue.

2.1 Related Literature

Our research is deeply intertwined with the extensive and diverse literature on polit-

ical persuasion. This field encompasses a myriad of theories and methodologies, all

centered around the concept of persuasion - the act of altering others’ attitudes or

behaviors through the strategic dissemination of information (Perloff 2020). Histor-

ically, scholars have presented differing viewpoints on the implications of persuasion

resulting from communication by motivated agents (DellaVigna and Gentzkow 2010).

Some have portrayed persuasion as a predominantly negative force, suggesting that

citizens and consumers are easily swayed by those wielding political or economic

power (Lippmann 1965, Robinson 1933). This perspective paints a picture of a soci-

ety vulnerable to manipulation, where power dynamics heavily influence the flow and

impact of information. Conversely, other scholars adopt a more optimistic stance,

viewing even motivated communications as a form of information dissemination that

can ultimately enhance efficiency (Bernays 1928, Stigler 1961). From this viewpoint,

persuasion is seen as a tool that, when used responsibly, can foster informed decision-

making and contribute to the efficient functioning of society.

The study of persuasion is indeed multidisciplinary, with various approaches drawn
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from fields like economics, political science, psychology, and communications. Eco-

nomic theories of persuasion often incorporate aspects of strategic communication

and information disclosure, where an informed sender aims to influence the actions

of a less-informed receiver. In these models, persuasion is viewed as a game-theoretic

problem that centers on the sender’s ability to optimally design the disclosure of in-

formation to maximize their expected utility (Kamenica and Gentzkow 2011). In the

realm of political science, persuasion is frequently examined in the context of mass

communication, public opinion, and political behavior. Research such as the study

conducted by Druckman and Nelson (2003) delves into the pivotal role of framing and

priming in molding public attitudes. This investigation emphasizes the integral part

played by media and political campaigns in directing public sentiment. Conversely,

the discipline of psychology scrutinizes persuasion through a lens centered on the in-

dividual, accentuating cognitive processes and behavioural responses. A paramount

model in this regard is the Elaboration Likelihood Model, as proposed by Petty et al.

(1986). This model delineates central and peripheral routes to persuasion, under-

scoring the impact of variables such as the quality of the message, the credibility of

the source, and the personal relevance of the information. In a similar vein, recent

research by ? demonstrates that sharing similar non-political features with the source

of a message can facilitate persuasion on political topics.

Within the domain of climate change, the task of persuading individuals, while

plausible, presents significant challenges and preceding scholarship demonstrates rel-

ative stability in public opinion. In a review of empirical studies and polling data

related to American public sentiment towards climate change, Egan and Mullin (2017)

uncover a conspicuous absence of considerable long-term fluctuations in mass opinion.

In their extensive meta-analysis of experimental studies on climate change persuasion,

Rode et al. (2021) report that interventions on average yielded a small yet significant

positive influence on attitudes. Nonetheless, the difference between treatment and

control groups in terms of attitudes was observed to be less pronounced for policy

support as compared to belief in climate change. This suggests a higher degree of

resistance to influence in the realm of policy attitudes than in beliefs concerning

139



climate change. Consequently, interventions must be exceptionally persuasive and

thoughtfully tailored to align with an audience’s values to augment supportive at-

titudes towards climate change and ultimately sway policy support (Druckman and

McGrath 2019). Furthermore, Rode et al. (2021) present evidence for an asymme-

try between positive and negative interventions. A generic message downplaying

the effects of climate change may sufficiently instigate skepticism, whereas a generic

message underscoring the pervasive effects of climate change may not significantly

enhance positive attitudes. Such a phenomenon could potentially be attributed to

individual incentives to disbelieve in climate change, given the potential constraints

and costs such beliefs could impose, including limitations on transportation modes,

energy consumption, and the burden of various energy taxes.

At the conceptual level, our study intersects with several psychological concepts

deeply embedded within the persuasion literature. One such concept is the cognitive

bias commonly referred to as the "curse of knowledge." This bias, particularly rele-

vant in the context of complex issues such as climate change, significantly impacts

the effectiveness of communication and persuasion. The curse of knowledge manifests

when individuals possessing extensive knowledge on a subject grapple with consider-

ing the perspective of those less informed (Camerer et al. 1989). This struggle can

lead to potential miscommunication and misunderstanding. For instance, a study by

Birch and Bloom (2007) demonstrated that adults’ knowledge of an event’s outcome

could compromise their ability to reason about another person’s false beliefs regard-

ing that event. In the realm of climate change, this phenomenon could potentially

impede effective communication between experts and deniers. Experts, well-versed in

the scientific evidence and implications of climate change, may unconsciously assume

that deniers share the same level of understanding or acceptance of the science. This

assumption could lead to the creation of messages that fail to resonate with deniers,

or worse, inadvertently intensify polarization. Moreover, the curse of knowledge can

lead to a miscalibration of explanatory insight, where an abundance of knowledge

can foster overconfidence in one’s ability to explain concepts to others (Fisher and

Keil 2016). This could further complicate communication between climate change
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believers and deniers, as believers may overestimate their ability to articulate the

science and implications of climate change in a manner that is comprehensible and

persuasive to deniers.

A notable aspect of the curse of knowledge phenomenon is the disparity in exper-

tise levels. However, a similar phenomenon could occur due to differing viewpoints,

independent of expertise levels. It is important to note that individuals’ opinions

are often shaped more by factors such as partisan polarization, misinformation, and

elite influence, rather than a thorough examination of scientific evidence (Druckman

et al. 2013, Zollo and Quattrociocchi 2018). Furthermore, in certain ethical scenarios,

attributing right and wrong to either side of a disagreement can be challenging. Our

study represents a departure from the conventional focus of the "curse of knowledge"

literature, which typically centers on the communication dynamics between experts

and non-experts. Instead, we turn our attention to ordinary individuals who are not

necessarily experts. Our aim is to explore how these individuals, with their diverse

perspectives and varying levels of understanding, navigate the challenge of compre-

hending the viewpoint of those on the opposite side of a contentious issue such as

climate change.

Another psychological concept that intersects with our study is the “framing ef-

fect,” a phenomenon extensively studied for its impact on the effectiveness of per-

suasive messages (Chong and Druckman 2007). Framing refers to the process where

minor alterations in the presentation of an issue or event can elicit substantial shifts

in opinion. For instance, a study by Sniderman and Theriault (2004) vividly demon-

strated this effect. Participants were asked whether they would favor or oppose al-

lowing a hate group to hold a political rally. The researchers found that when the

question was prefaced with the phrase, "Given the importance of free speech," 85%

of participants expressed favor. In contrast, when the question was introduced with,

"Given the risk of violence," favorability dropped to 45%. In the context of climate

change, the framing effect emerges as a potent tool. A study by Fielding et al. (2020)

underscored how tailoring interventions to align with audience values could bolster
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their effectiveness. The researchers presented messages about a carbon tax policy to

Republican and Democrat participants, varying the promotion of the policy based

on Republican or Democrat values. The results revealed that participants were more

inclined to engage in policy-supportive behavior when the climate change policy was

endorsed by members of their own political group, rather than the opposing group.

The framing effect has been harnessed in numerous studies aiming to augment en-

gagement with climate change by reframing it as a moral issue. Notably, reframing

climate change in terms of conservative morality appears to be an effective strategy

for engaging conservatives in climate change discourse (Feinberg and Willer 2013,

Wolsko et al. 2016).

The final crucial aspect that complements this investigation is the concept of moti-

vated beliefs and reasoning, which asserts that beliefs often fulfill essential psycholog-

ical needs beyond mere information provision for decision-making (Kunda 1990). Ac-

cording to this perspective, people’s preferences, goals, and motivations subtly guide

the stages of belief formation, from initial evidence interpretation to the construction

of biased yet subjectively unbiased beliefs (Epley and Gilovich 2016). Consequently,

as individual preferences play a pivotal role in shaping held beliefs, a lack of com-

prehension or an incorrect assessment of a belief’s value could impede attempts to

persuade individuals toward alternative viewpoints. Empirical support for motivated

reasoning in the climate change context has also emerged (Hart and Nisbet 2012),

often fueled by diverse influences. One significant factor is the inclination for individu-

als to align their climate change opinions with those of like-minded individuals within

their political party or ideological sphere (Palm et al. 2017). A concise overview of

literature linking motivated beliefs and reasoning to climate change can be found in

Rode et al. (2021).

These findings underscore the importance of understanding the audience’s per-

spective and values in crafting persuasive messages, a theme central to our investiga-

tion. If climate change believers fail to empathize with and understand the perspective

of climate change deniers, they may not only fall short in creating effective persuasive
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messages but could also inadvertently exacerbate polarization. Indeed, persuasion

attempts sometimes lead to a backfire or boomerang effect which can exacerbate po-

litical polarization, a burgeoning issue in contemporary society. For instance, Hart

and Nisbet (2012) demonstrated this phenomenon in a study where participants were

exposed to news stories about potential health impacts of climate change on different

groups. The results revealed that exposure to these messages significantly increased

support for climate mitigation policies among Democrats compared to a control group.

However, for Republicans, message exposure significantly decreased support for such

policies. Consequently, there was a significant increase in opinion polarization be-

tween Democrats and Republicans regarding climate mitigation following exposure

to messages designed to highlight the health risks of climate change. At the platform

level, prior research offers some evidence that increasing exposure to content from

ideologically opposing sources can sometimes backfire, leading to an intensification

of polarization (Bail et al. 2018). These findings illuminate the potential pitfalls of

persuasion attempts that do not adequately consider the perspectives and beliefs of

the target audience. They underscore the necessity for a nuanced understanding of

audience perspectives in crafting messages. Such messages should not only inform

but also resonate with the audience’s existing beliefs and values. Our research aims

to shed light on this phenomenon by investigating how differences in stance can lead

individuals to select inappropriate information for persuading those on the opposing

side, potentially driving them further away from their viewpoint. This exploration is

crucial in our endeavor to navigate the complex dynamics of persuasion in the context

of climate change discourse.

2.2 Overview

The primary objective of this chapter is to investigate the potential impact of an indi-

vidual’s stance on a contentious political issue, such as climate change, on their ability

to predict the persuasive impact of news on others. Within the context of climate

change discourse, this study delves into the question of whether individuals who iden-

tify as climate change believers and deniers display differential levels of accuracy when
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forecasting the persuasive outcomes of news articles that accentuate the importance

of climate change matters. Drawing inspiration from the theory of mind literature, a

central hypothesis to be examined is whether individuals who share congruent beliefs

possess an enhanced ability for accurate prediction due to their heightened capacity

for perspective-taking. This cognitive faculty is posited to stem from their empathetic

grasp of the perspectives held by their peers, particularly those belonging to the same

stance (i.e., climate deniers), coupled with their proficiency in simulating potential

reactions to novel information. Conversely, it is conjectured that individuals with

opposing beliefs (i.e., climate believers) might encounter difficulties in adequately ap-

prehending the anticipated responses of others, thereby potentially impeding their

predictive accuracy. Furthermore, this inquiry also contemplates an alternative sce-

nario wherein the biases inherent in deniers’ viewpoints may hinder their objective

assessment of an article’s influence, while the comprehensive knowledge possessed by

believers regarding the topic equips them with better predictive capabilities.

To empirically investigate this phenomenon, a comprehensive research approach

encompassing two surveys and a randomized experiment was undertaken. The initial

survey was meticulously designed to curate a collection of news articles predominantly

emphasizing the significance of climate change and the urgency for collective action.

The methodology commenced by extracting a sample of 1351 authentic news articles

addressing climate change. Subsequent refinement involved the inclusion criterion

of articles featuring "climate change" or "global warming" in either the first three

sentences or the title, a measure intended to mitigate the inclusion of extraneous and

unrelated content. Subsequently, 798 participants were recruited from the Prolific

platform, comprising an evenly distributed representation of 402 Democrats and 396

Republicans. The participants’ task involved meticulously reading and categorizing

the articles. The assessment encompassed evaluating the article’s relevance to climate

change, determining the article’s stance on the issue, and gauging the participants’

personal stance on the subject. This survey yielded 550 articles, with the majority of

evaluators concurring that the prevailing theme of these articles revolved around cli-

mate change. An essential component of this survey involved gathering participants’
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predictions on how a hypothetical reader, with attitudes ranging from supportive to

indifferent and opposing, might alter their opinions after reading a specific news ar-

ticle. This aspect aimed to gauge the participants’ expectations of persuasive impact

on others. However, it is important to note that the survey’s structure introduced

limitations, stemming from variations in assessments among labelers appraising the

same articles. This divergence emerged due to the stipulation that respondents identi-

fying the central theme as climate change-related would proceed to the final question,

inadvertently leading to an uneven distribution of labels across the articles.

To address the previously noted limitation and to further enhance the accuracy

of estimated predicted opinion shifts, a subsequent follow-up survey was meticulously

designed. This survey utilized a carefully curated subset of articles, chosen specifi-

cally based on unanimous labeling as climate change related and possessing persuasive

qualities. A deliberate endeavor was made to achieve a more equitable distribution

of respondents across various stance groups, a departure from the naturally skewed

distribution observed in the first survey on the Prolific platform. This strategic ad-

justment was pivotal as it sought to ensure equitable precision in estimating opin-

ion shifts across divergent stance groups. Given the skewed representation towards

climate change believers, a systematic over-sampling of climate change deniers was

undertaken in an iterative manner to achieve this desired balance. In this follow-up

survey, participants encountered the same fundamental survey question concerning

the prediction of persuasive impact stemming from news articles. Notably, the survey

results illuminated a marked incongruity between the expectations of individuals who

believe in climate change and those of climate change deniers. Specifically, individu-

als who hold the belief in climate change did not envisage a substantial capacity to

persuade climate change deniers through the selected news articles. On the contrary,

climate change deniers exhibited an alternative perspective, anticipating a potential

backfire effect. According to this anticipation, fellow deniers were envisioned to be-

come even more resolutely opposed to climate change policies following exposure to

articles accentuating the gravity of the climate change phenomenon.
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To rigorously examine these divergent predictions, a meticulously designed ran-

domized experiment was executed, aimed at empirically probing the impact of news

articles on participants’ viewpoints. Specifically, a cohort comprising climate change

deniers was randomly assigned to read the curated selection of articles, affording

a controlled framework for gauging the extent of opinion shift following exposure.

The experimental outcomes unveiled a noteworthy and statistically significant posi-

tive shift in the convictions of climate change deniers with respect to the gravity of

climate change. This pivotal discovery underscores the potency of the chosen stim-

uli in eliciting a substantive shift in perspective, thereby underscoring the potential

flexibility of deniers’ viewpoints. Nevertheless, in contrast, the experiment yielded

null effects when assessing measures related to policy support, personal actions, and

contributions to environmental causes. This intriguing pattern suggests that the en-

deavor to reshape deeply entrenched policy stances and induce tangible behavioral

transformations might be more resistant to the mechanisms of persuasion. These

findings harmoniously align with antecedent research on climate change persuasion,

corroborating the prevailing notion that instigating changes in attitudes is a multi-

faceted and intricate process, shaped by an array of factors beyond mere exposure to

persuasive discourse. Nonetheless, the discerned positive persuasion effect pertaining

to belief alteration is promising, as shifts in the perception of climate change’s severity

represents the critical inaugural stride towards engendering subsequent modifications

in policy endorsement and individual conduct.

A noteworthy outcome of this study is the direct contradiction it presents to the

hypothesis that climate change deniers might exhibit a heightened ability to pre-

dict opinion shifts within their own ranks, underpinned by an elevated capacity for

perspective-taking arising from shared beliefs. Additionally, our findings highlight an

intriguing trend whereby climate change believers tend to underestimate their po-

tential for persuading deniers. Our study thus imparts significant insights into the

intricate interplay among individual beliefs, theory of mind, and the intricate mech-

anisms of persuasion, all within the domain of climate change discourse. As society

confronts the pressing imperatives of environmental challenges, these insights hold the
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potential to shape the design of targeted communication strategies and interventions,

with the overarching goal of fostering consensus and catalyzing meaningful actions in

response to the exigent issue of climate change.

3 Phase one: Broad Survey

The primary intent of this survey was to categorize a specific collection of articles

centered on climate change and global warming. To this end, our starting point was

a set of 3.6 million authentic news articles, sourced from Factiva, a leading news

provider2. To guarantee the pertinence of the chosen articles, we instituted specific

criteria: an article must include the terms "climate change" or "global warming"

within its title or initial three sentences (Barberá et al. 2021). This procedure was

aimed at minimizing the incorporation of articles not directly pertaining to the des-

ignated subject. In addition, we confined our sample to articles with fewer than 500

words to mirror the type of content commonly disseminated on platforms like Twit-

ter, known for their character constraints. In this era of dwindling attention spans,

individuals are less likely to interact with extensive content, especially if it clashes

with their pre-existing beliefs. This criterion considered not only the preferences of

digital users but also aimed to reduce potential fatigue and distraction during the

labeling task. After applying these filters, we were left with a corpus of 1,351 news

articles spanning the period from 1990 to 2020.

3.1 Survey Design

In the initial stages of the survey, respondents were queried on a range of demographic

factors, such as age, educational attainment, and gender, enabling a detailed under-

standing of their respective backgrounds. This was followed by inquiries concerning

their political orientation. Next, we sought to discern their viewpoints on various

aspects of climate change through a series of targeted questions, assessing their con-

cern level, acceptance of anthropogenic climate change, and confidence in mainstream

2Factiva: https://professional.dowjones.com/factiva/
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climate science.

In order to validate respondents’ proficiency in comprehending and critically eval-

uating news articles, two comprehension check questions were incorporated. Despite

all participants residing in the United States and having English as their mother

tongue, their abilities to accurately discern the main theme of a news article may

differ, or some may provide responses randomly. Consequently, two concise articles

were presented: one directly addressing climate change issues in the United States,

the other unrelated to the subject matter. Respondents were required to successfully

pass this comprehension check before proceeding to assess a randomly selected set

of 12 articles for which pertinent labels were collected. Within this set, two articles

(the 2nd and the 11th) bore ground truth labels and functioned as attention checks,

facilitating the identification of respondents whose accuracy may diminish over the

course of the survey. Notably, we intentionally withheld the source of these articles

from the respondents, displaying only the title and publication date. This design

decision aimed to eliminate the influence of source credibility, thus enabling a focus

solely on content.

For each of the 12 articles, respondents were first tasked with determining whether

the article predominantly addressed climate change. If the response was negative,

they were directed to the subsequent article. However, if the response was affirma-

tive, additional labels were gathered concerning the article’s stance on the gravity of

climate change, its argumentative style (e.g., reliance on empirical data and/or statis-

tics or anecdotal narratives), and whether the information was perceived as deceptive

or misleading. Lastly, respondents were asked a trio of questions related to persua-

sion prediction. Specifically, they were asked to project their expectations regarding

how a hypothetical reader with supportive, indifferent, or opposing attitudes towards

climate change policies might alter their viewpoint post-reading the respective news

article. The comprehensive set of survey questions is detailed in Appendix C.
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3.2 Respondents

For the task of article labeling, we recruited a total of 798 respondents via the Prolific

platform. The sample comprised 402 individuals identifying as liberals and 396 as

conservatives. After removing respondents who did not pass the comprehension or

attention check questions3, the final tally stood at 777 respondents, including 385

liberals and 392 conservatives. Table 4.1 outlines the demographic traits of the par-

ticipants engaged in the initial survey, encapsulating age, education, gender, and

self-identification as either liberal or conservative. It is crucial to acknowledge that

the demographic composition of the participants was not intended to mirror the wider

U.S. population. Rather, the goal was to maintain a fairly balanced representation of

users across diverse political spectra, given the potent correlation between political

affiliations and attitudes toward climate change. To accommodate a wide array of

perspectives and curtail potential bias, each article was assessed by approximately

four respondents, comprising an equal distribution of liberals and conservatives. This

methodology aimed to account for the potential influence of the participants’ political

inclinations on their perception and interpretation of the articles. In the end, a total

of 6,893 labels were collected for the articles.

3.3 Respondents’ Climate Stance

A pivotal subsequent step involves quantifying the labelers’ stances on the severity of

climate change and categorizing them accordingly. This is of paramount importance

given our project’s focus on cross-stance comparisons in persuasion prediction. As elu-

cidated earlier in the survey design section, participants were tasked with predicting

the potential shift in opinion of a hypothetical reader with supportive, indifferent, or

opposing attitudes towards climate change policies. To ensure the relevance of these

comparisons, we also categorized respondents’ stances into three distinct groups. Ini-

tially, we employed questions adapted from a study by Sunstein et al. (2016) to con-

struct an index - the Sunstein score - by aggregating responses to the following three

3Overall, 9 respondents failed the comprehension check questions.
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Table 4.1: Characteristics of respondents involved in the first survey. The liberal vs
conservative dimension is rated on a scale from 1 (Strongly Liberal) to 7 (Strongly
Conservative).

Characteristics N = 777

Age 37 (28, 52)

Education

College 398 (51%)
Elementary 3 (0.4%)
Grad School 131 (17%)
High-School 245 (32%)

Gender

Female 404 (52%)
Male 357 (46%)
Non-binary 16 (2.1%)

Liberal/Conservative
1 179 (23%)
2 155 (20%)
3 50 (6.4%)
4 21 (2.7%)
5 120 (15%)
6 147 (19%)
7 105 (14%)

1 Median (IQR); n (%)

questions probing participants’ views on climate change and environmental issues:

• 𝑄1. I consider myself an environmentalist.

• 𝑄2. I believe that man-made climate change is occurring.

• 𝑄3. The United States was right to rejoin the Paris Agreement in 2021 to reduce

greenhouse gas emissions.

Each question was rated on a five-point scale, resulting in the Sunstein score

spanning from 3 to 15. Subsequently, based on their Sunstein score, individuals were

classified into three groups. Those scoring below 9 were identified as Deniers, while
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those with scores exceeding 11 were classified as Believers4. Respondents with scores

ranging between these two extremes were designated as Neutrals5. The rationale

for these thresholds is derived from the structure of the index. It’s important to

emphasize that responses to the survey questions were collected on a 5-point scale:

[I strongly disagree, I disagree, Neither agree nor disagree, I agree, I strongly agree].

deniers are characterized by an average response score of less than 3, whereas believers

have an average response score of 4 or higher. Consequently, when posed with a

general question about the gravity of climate change, deniers are typically within

the "strongly disagree" to "disagree" range, while believers are within the "agree" to

"strongly agree" range. Figure 4.1 illustrates the distribution of respondents’ Sunstein

scores. It is evident that deniers are relatively fewer in number, despite our endeavor

to balance political affiliation. This disparity was the primary driver for conducting

a second survey, details of which will be discussed in the ensuing sections.

3.4 Limitations

As previously elucidated, the primary objective of this survey was to select a suitable

set of stimuli for the final experiment, wherein we assess the precision of opinion shift

predictions. However, the structure of the survey presented certain limitations, par-

ticularly concerning disagreement among labelers who assessed the same article. As

detailed in Section 3.1, respondents were required to perceive the main topic of an

article as climate change related to proceed with the survey. This requirement was

put in place to ensure the relevance of inquiring about potential persuasion effects

consequent to exposure to the news. As a result, for the first question concerning

whether an article is "about climate change," every article was evaluated by at least

four individuals, comprising two conservatives and two liberals. However, the primary

challenge emerged for questions succeeding the "about climate change" question, in-

cluding the pivotal persuasion prediction query. For instance, if the two conservatives

4Throughout the chapter, we use the terms “deniers” and “believers” solely based on this classi-
fication. We do not assign any particular connotation or value judgment to either stance.

5We employ the terms denier, neutral, and believer to distinguish this classification from the
prediction questions where respondents are asked about individuals with supportive, indifferent, or
opposing attitudes towards climate change policies.
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Figure 4.1: Distribution of respondents’ Sunstein scores. The Sunstein score, calcu-
lated based on responses to three questions regarding people’s opinions on climate
change and the environment, is used to classify individuals into deniers, believers,
and neutrals. deniers exhibit a score below 9, believers have a score higher than 11,
while those in between are classified as neutrals.

who evaluated article 𝐴 deemed it unrelated to climate change, they did not proceed

to answer the concluding survey questions. As a result, we were left with only two

labels from liberals. This situation led to a reduction in precision and an imbalance

in the stances of respondents. Furthermore, given the overall underrepresentation of

deniers, several articles remained unlabeled by any deniers.

4 Phase 2: In-depth Classification of News Articles

To surmount the constraints of the initial survey, a subsequent survey was conducted.

The aim of this second survey was to collect additional labels, enabling more precise

estimates and ensuring full balance across various stance groups. By collecting more

data through the second survey, we aimed to enhance the reliability and accuracy of

stimuli selection for the final experiment. These additional labels would offer a more
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comprehensive and balanced perspective, thereby facilitating more informed decisions

concerning the stimuli chosen for the final experiment.

Initially, to ensure relevance, we constrained the set of articles to a subset of

550, wherein the majority of labelers concurred that the main subject pertained to

climate change. Following this, we leveraged the labels acquired from the first survey

to judiciously select a set of 60 articles for the second phase of data collection. The

opinion shift survey queries presented to participants in the first survey adhered to

a specific format such as: "Reader 1 believes that climate change is not a problem

and is opposing national and international actions to combat climate change. After

reading the article, Reader 1 will...". Participants were then given three response

options that encapsulated the potential direction of opinion shift. These options were:

becoming less favorable, remaining unchanged, or becoming more favorable towards

actions intended to combat climate change. Similar questions were posed regarding

hypothetical individuals who were indifferent or opposed to climate change. The

comprehensive set of questions can be found in Appendix C.

The responses from participants were encoded as (-1, 0, +1), and the average

predicted persuasion score was computed at the article level by averaging these scores.

Based on these average scores, the articles were ranked to identify the ones predicted

to be the most persuasive for each stance group. Given that conceptually persuasion

could only occur among those who are against or indifferent to climate policies, as the

opinions of supporters could only experience reinforcement as opposed to persuasion,

we aimed to include 30 articles for each of these two groups. To counteract biases

originating from labelers’ stances, each set of 30 articles consisted of the top 10

persuasive articles chosen by each stance group. Consequently, we had a total of 60

stimuli that met the following criteria:

• 10 articles predicted to be most persuasive for individuals opposing climate

policies, as determined by believers.

• 10 articles predicted to be most persuasive for individuals indifferent to climate

policies, as determined by believers.
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• 10 articles predicted to be most persuasive for individuals opposing climate

policies, as determined by neutrals.

• 10 articles predicted to be most persuasive for individuals indifferent to climate

policies, as determined by neutrals.

• 10 articles predicted to be most persuasive for individuals opposing climate

policies, as determined by deniers.

• 10 articles predicted to be most persuasive for individuals indifferent to climate

policies, as determined by deniers.

Practically, the process of selecting the most persuasive articles necessitated consid-

eration of overlapping articles and the need for balance within the stimuli set. For

instance, when it came to believers’ selected articles, the top 10 persuasive articles for

those who opposed climate policies and those who were indifferent were not mutually

exclusive, leading to overlaps. To counteract this, we utilized a modified approach.

Initially, the sets of articles chosen by each labeler stance for both categories of target

individuals (those against or indifferent to climate policies) were combined. Subse-

quently, taking into account the persuasion rankings of the articles, we adjusted the

ranking threshold to include a total of 20 articles. This approach was designed to

ensure balanced representation across different labeler stances and foster diversity

within the experiment’s stimuli set.

4.1 Survey Design

The main structure of the second survey remained largely consistent with that of the

first survey, albeit with several enhancements to refine the data collection process.

To start, in an effort to bolster survey credibility and mitigate participant fatigue,

each respondent was assigned to review only three articles. The selection of articles

provided balanced representation from the different stance groups, with one article

selected by believers, one by deniers, and one by neutrals. The sequence in which

the articles were presented was randomized to counteract any potential order bias. A

significant modification was made to the final persuasion prediction question to obtain

154



more nuanced data and bolster statistical power. Rather than providing discrete

options, we introduced a continuous scale using a slider that ranged from -10 to

10 (Broockman et al. 2017). Verbal descriptors indicating less favorable or more

favorable positions were provided at the extremes, with the midpoint set at zero, to

represent an unchanged stance.

4.2 Respondents

For the article labeling process in the second survey, a total of 794 respondents were

recruited via the Prolific platform. One significant divergence from the first survey

was the emphasis placed on achieving a nearly balanced distribution of respondents

across different stance groups. This breakdown comprised 308 believers, 259 deniers,

and 227 neutrals. Given the lower prevalence of deniers in the general population,

we intentionally over-sampled individuals who identified as Republican to ensure a

more balanced representation. In an effort to maintain balance at the article label

level, our aim was to gather approximately 10 labels from each stance group for each

article. Figure 4.2 demonstrates the distribution of labels assigned to articles across

the different stance groups. As evident in the figure, slight variation exists in the

number of labels allocated to different articles due to the iterative labeling process

that was conducted in separate batches to ensure adequate participation from deniers

and neutrals. Despite these minor variations, nearly all articles received the minimum

target of 10 labels per stance group. This balance in stance representation led to

improved prediction accuracy compared to the results of the first survey.

4.3 Respondents’ Climate Stance

The process of classifying respondents’ stance on climate change in the second survey

followed a methodology similar to that employed in the first survey. However, in an

attempt to encompass additional facets of belief regarding the scientific consensus and

concern about climate change, we expanded the set of questions which were originally

based on Sunstein et al. (2016). Two more questions were included in the survey, to

which respondents provided their answers on a 5-point Likert scale. The additional
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questions were as follows:

• 𝑄4. In general, how much do you trust the science on global warming?

• 𝑄5. How worried are you about climate change on a scale from 1 to 5?

The categorization into the three stance groups, namely deniers, believers, and

neutrals, retained the rationale used in the previous study. Deniers were characterized

by an average response score of less than 3, indicating a lesser degree of trust and

concern with respect to climate change. In contrast, believers exhibit an average

response score of 4 or higher, signifying a greater level of trust and concern. Given

that this survey incorporated a total of five questions, the new climate score ranged

from 5 to 25. As a result, respondents who scored below 15 were classified as deniers,

those scoring 20 or above were categorized as believers, and the remaining participants

were identified as neutrals.

4.4 Results

4.4.1 Articles’ Stance

In order to verify the alignment between the selected articles and the perception of

climate change as a serious concern, we conducted an analysis based on the article

stance. Participants were asked to judge the degree of concern expressed in each ar-

ticle about climate change, using response options that ranged from "Not a problem

at all" to "A very serious problem." In instances where disagreements among labelers

occurred, the majority vote was used to finalize the label. Figure 4.3 displays the dis-

tribution of the article stances, divided by the labelers’ own stance on climate change.

Interestingly, none of the articles were labeled as indicating that climate change is

not a problem or only a minor problem, even by those participants identifying as

deniers. This outcome validates our initial selection process and ensures that the

selected articles passed a basic relevance check.

Additionally, we noticed a compelling pattern that reflects how pre-existing beliefs

can influence individuals’ perception of the articles’ stance. Among the believers, a
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Figure 4.2: The figure displays the number of of labels received by all articles, cat-
egorized by different stance groups. The aim was to maintain balance at the article
level, with approximately 10 labels from each stance group per article. The figure
shows slight variability in the number of labels assigned to different articles, which
is a result of the iterative labeling process conducted in separate batches to ensure
adequate participation from deniers and neutrals. Notably, nearly all articles have
achieved the minimum requirement of 10 labels per stance group, leading to more
precise predictions compared to the previous survey

majority perceived the articles as signaling that climate change is a "Very Serious

Problem." Neutrals, on the other hand, showed a somewhat less severe perception,

with most falling into the "Serious" category. In contrast, deniers predominantly

interpreted the articles as indicating that climate change is "A Problem," a category

comprising more than twice as many articles as perceived by believers. These findings

accentuate how the same rating scales can lead to varied interpretations, depending

on individuals’ viewpoints on the topic. They underscore the importance of ensuring

a balanced representation of different stance groups in the data collection process.

This analysis offers crucial insights into the relationship between article selection,

personal viewpoints, and the perceived stance on climate change, contributing to a

holistic understanding of our dataset.
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Figure 4.3: This figure illustrates the distribution of article stances, as determined
by labelers’ responses to the question, "According to the article, climate change is or
could soon be..." The article stances range from "Not a problem at all" to "A very
serious problem". The figure demonstrates how participants’ perspectives on climate
change influence their interpretation of the articles’ stance. Believers predominantly
perceive the articles as indicating that climate change is a "Very Serious Problem,"
while deniers perceive most articles as suggesting that climate change is only "A
Problem".

4.4.2 Average Predicted Opinion Shift

To gain insights into the differences in expected persuasion among different stance

groups, we utilized the opinion shift survey questions. The responses were collected

on a scale ranging from -10 to 10, where -10 indicated stronger opposition to climate

policies and +10 indicated stronger support for them. To align the scores with the

previous survey, each score was divided by 10 and normalized to a range of [-1, +1].

The average predicted persuasion score, denoted as 𝑃𝑃𝑖,𝑗,𝑘, represents the expected

opinion shift of individuals in stance group 𝑖 (believers, neutrals, deniers) for others

who are (against, indifferent to, supportive of) climate policies after reading article 𝑘.

To compute 𝑃𝑃𝑖,𝑗,𝑘, we averaged the (approximately) 10 labels that met the relevant
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criteria. However, it should be noted that the scores at the article level are relatively

noisy due to the limited number of labels available to estimate each 𝑃𝑃𝑖,𝑗,𝑘. To

obtain a more precise estimate of the predicted persuasion for the group of articles,

we averaged over 𝑘. Since each respondent labeled three distinct articles, the labels

are not entirely independent. Therefore, to account for potential correlation among

responses from the same individual, we clustered all standard errors at the respondent

level.

Figure 4.4 presents the average predicted persuasion scores for believers, neutrals,

and deniers, categorized by the stance of the target group regarding climate policies

(against, indifferent, supportive). The results indicate that, on average, all stance

groups expect a reinforcement of existing beliefs for individuals who are already sup-

portive of climate policies when exposed to articles emphasizing the severity of the

issue. For the indifferent target group, all three stance groups anticipate some level

of persuasion, with believers being the most optimistic, neutrals having a moderate

expectation, and deniers expecting a smaller effect size. However, the most notable

observation pertains to the target group who are against climate policies. While be-

lievers and neutrals, on average, do not expect significant persuasion to occur for this

group, deniers anticipate a backfire effect, wherein exposure to these articles would

intensify their opposition to climate policies. This divergence in the expected direc-

tion of the opinion shift forms one of the primary phenomena investigated in the

subsequent follow-up experiment.

Although the study does not directly capture the underlying mechanisms influenc-

ing these predictions due to certain limitations, an analysis of the average prediction

scores across different article stances reveals an intriguing pattern. Figure 4.5 illus-

trates the average prediction scores by respondents categorized as deniers, neutrals,

and believers, specifically focusing on individuals who hold an opposing stance toward

climate policies (referred to as the "Against" column in Figure 4.4). The findings in-

dicate that believers and neutrals generally anticipate no significant persuasion to

occur when individuals with an opposing stance are exposed to articles emphasizing
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Figure 4.4: This figure illustrates the average predicted persuasion scores for believ-
ers, neutrals, and deniers across all 60 articles, categorized by the stance of the target
group (against, indifferent, supportive) regarding climate policies. The results high-
light distinct expectations among the groups, with believers and neutrals anticipating
no persuasion for the against climate policy group, while deniers expect a potential
backfire effect.

climate change as A Problem or worse. However, they predict a reinforcement of

opposition when these individuals encounter articles that they perceive as indicating

No Problem or A Small Problem. It should be noted that although the majority vote

in Figure 4.4 does not indicate any articles labeled as No Problem or A Small Prob-

lem, a minority of cases exist with such labels. Consequently, standard errors tend

to be larger for the first two columns in each group. For the purpose of this analysis,

we included each prediction alongside the associated article stance perceived by the

same respondents, recognizing that the prediction depends on their perception of the

article rather than the consensus.

In contrast, deniers expect minimal change in individuals’ stance when exposed to

articles characterized as "No" or "Small Problem." However, they anticipate a backfire

effect, resulting in a reinforcement of opposition, when individuals encounter more

160



Figure 4.5: Average Persuasion Predictions by denier, neutral, and believer respon-
dents for individuals against climate policies, categorized by articles’ stance on sever-
ity of climate change.

extreme articles. Although the observed differences in predictions are not statistically

significant, a slight increasing trend can be observed in terms of the expected backfire

effect size as the severity of the article stance intensifies. This observation suggests

a potential relationship between the emphasis on the severity of climate change and

the occurrence of unwanted backfire effects. To gain deeper insights into the reasons

underlying these variations in persuasion predictions, further research is warranted.

4.4.3 Heterogeneity of Predicted Persuasion

The variation in article stances on the gravity of climate change, along with dif-

ferent expectations of respondents, has led to a substantial heterogeneity in the

average predicted persuasion scores 𝑃𝑃𝑖,𝑗,𝑘. Delving into this heterogeneity could

provide us with more profound insights into this complex issue, as well as guide

us to generate more nuanced hypotheses to test through our subsequent random-

ized experiment. While a three-dimensional plot would be needed to display the
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full distribution of these scores due to the fact that 𝑖 ∈ {denier, neutral, believer},

𝑗 ∈ {against, indifferent, supportive}, and 𝑘 ∈ {1, . . . , 60}, we have chosen to present

the results in two dimensions for clearer illustration. This is primarily because we are

particularly interested in understanding the differences between deniers’ and believ-

ers’ predictions.

Figure 4.6 illustrates the distribution of 𝑃𝑃𝑖,𝑗,𝑘 for all the articles. The x-axis de-

notes the average prediction made by deniers, while the y-axis represents those made

by believers. Each article 𝑘 appears thrice on the plot—once for each target group

(i.e., against, indifferent, or supportive)—distinguished by different colors. The gray

line indicating the 𝑦 = 𝑥 axis aids in visualizing the degree of disagreement between

deniers and believers regarding the potential persuasive effect of each article. Points

closer to this gray line signal higher agreement, while those farther away indicate

higher levels of disagreement.

For the purposes of this study, we are particularly interested in the differing pre-

dictions for those who are against climate policies, represented by the color green

in the Figure 4.6. As demonstrated earlier in Figure 4.4, deniers generally predict

a backfire effect for like-minded individuals, while believers anticipate no significant

effect. This pattern can also be observed in Figure 4.6; however, this latter figure

shows a considerable heterogeneity among different articles in terms of the predictions

made by believers. In particular, there is a total of 21 articles for which believers an-

ticipate a positive persuasion effect, while deniers expect a backfire effect. This set

of articles falls in the upper left quadrant of the figure, and we refer to it as set 𝑀

since the predictions of deniers and believers are misaligned. There is also a set of

35 articles in the lower left quadrant for which the predictions are aligned, and both

groups anticipate a backfire effect. We refer to this set as 𝐴.

For each of these sets, we can compute the average predicted persuasions in a

similar fashion to what was done in Figure 4.4. The result of these average predictions

for the ’against’ group is shown in Figure 4.7. The left figure shows the average

predicted persuasion across the set 𝐴, while the right figure does the same for the
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Figure 4.6: Two-dimensional scatter plot of the average predicted persuasion scores for
all articles. The x-axis represents the average prediction by deniers, while the y-axis
corresponds to the average prediction by believers. Each article is represented three
times in different colors, corresponding to different target groups (against, indifferent,
or supportive). The gray line indicates the 𝑦 = 𝑥 axis. Points closer to this line
signify higher agreement between the two groups, whereas points farther from the
line indicate more significant disagreement.

set 𝑀 . As can be seen, on average there is a statistically significant disagreement for

the misaligned set, with believers predicting a significant positive persuasion effect

while deniers anticipate a backfire effect. Furthermore, even for the aligned set, the

magnitude of predictions is significantly different, with deniers predicting a larger

backfire effect. These predictions form the basis of the secondary hypotheses which

will be tested in the subsequent randomized experiment.

5 Phase 3: Randomized Survey Experiment to As-

sess Actual Shifts in Climate Change Attitudes

In the subsequent phase of our study, we conducted a randomized survey experiment

to empirically test the predictions obtained in the second survey. Through this exper-

163



Figure 4.7: Comparisons of Average Predicted Persuasions for Misaligned and Aligned
Sets. The left panel represents the average predicted persuasion effect for the set of
articles with aligned predictions (𝐴), while the right panel represents the same for the
misaligned set (𝑀). The discrepancies between believers’ and deniers’ predictions are
apparent, with a notable difference in the direction of predicted persuasion effects,
particularly in the misaligned set.

iment, we aimed to compare the predicted opinion shifts, obtained from the second

survey, with the observed changes in climate change attitudes resulting from exposure

to the news articles. For this experiment, we used the same set of 60 news articles

that were used in the second survey to collect the predictions. All of these articles

were carefully chosen to emphasize the severity and consequences of climate change.

Additionally, we included a few articles unrelated to climate change in the control

group. These control articles were selected to ensure that they were non-polarizing

and did not invoke any partisan biases6. It is important to note that the experi-

ment was pre-registered, and the pre-registration plan, as well as the stimuli used in

the experiment, are available on the Open Science Framework (OSF) for reference7.

The pre-registration ensured that the research plan and hypotheses were established

prior to conducting the experiment, preventing any potential biases or data-driven

decisions during the analysis phase.

6Specifically, the control group articles covered topics such as NASA’s project on Mars and the
importance of investment in education.

7https://rb.gy/kj8ty
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5.1 Experiment Design

The experiment was divided into two main parts. In the initial phase, we employed

a similar approach to the previous survey to identify climate change deniers. Par-

ticipants were presented with a series of demographic questions, followed by a set of

questions aimed at understanding their stance on climate change and global warming.

In addition to the questions used in the previous survey, we included one more ques-

tion to measure the extent of their belief in the urgency of climate change and the

necessity of national and international actions to combat it. This question was care-

fully framed to mirror the same prediction question used in prior surveys, allowing

us to capture their pre-treatment stance accurately. The complete set of questions

used in the survey experiment can be found in Appendix C. After the initial phase,

participants’ stances were determined using the procedure described in Section 4.3.

Those classified as climate change deniers were given the option to participate in the

second task for an additional bonus.

In the second part of the experiment, participants were asked to read one news

article randomly chosen from either the set of 60 climate change articles or a con-

trol group of unrelated news articles. Approximately one-third of the participants

were assigned to the control condition, while the remaining two-thirds received the

treatment condition with climate change-related articles. After reading the article,

participants were asked to respond to a set of questions aimed at eliciting their at-

titudes towards climate change. These questions covered three different dimensions:

posterior beliefs in climate change, support for specific climate policies, and intention

to engage in private actions that mitigate climate change. We adapted certain pol-

icy and action questions from the study conducted by Dechezleprêtre et al. (2022),

but we made modifications to better align these questions with our specific stimuli.

Participants were instructed to rate their level of agreement with each statement on

a scale from 1 to 10, where 1 represented "fully disagree" and 10 indicated "fully

agree." The statements included the following:
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• Belief

– If nothing is done to limit climate change, there will be dire consequences

for humanity in the not-distant future.

– We urgently need national and international actions to combat climate

change.

– I am worried about climate change.

– Human-caused climate change is real and it is occurring.

• Policy Support

– Subsidize the insulation of buildings to make homes more energy efficient.

– Subsidize the development and use of low-carbon technologies (e.g., renew-

able energy, capture and storage of carbon, etc.).

– Impose a carbon tax on all products proportional to the amount of CO2

emitted for producing them.

– Increase fuel duty, the tax motorists pay for petrol and diesel.

• Personal Actions

– Increase walking, cycling, or using public transport instead of driving.

– Use only green electricity, that is electricity produced by renewable energy,

even if it costs more.

– Vote for a candidate who is vocal about climate change issues.

– Make a significant donation to an environmental cause.

By incorporating a diverse set of questions, we were able to comprehensively assess

various aspects of climate change denial and gauge the potential impact of the news

articles on respondents’ attitudes and behaviors. To enhance the statistical power

of the experiment and detect meaningful effects, we presented each set of questions

related to posterior beliefs, support for climate policies, and intention to engage in

private actions on separate pages to the participants. This allowed us to gather

detailed and focused responses for each attitude dimension.
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To complement the self-reported survey responses on participants’ opinions and

beliefs about climate change, we also incorporated a behavioral measure to capture

more practical effects of the treatment articles. In this measure, we assessed partici-

pants’ willingness to donate a flexible share of their bonus, received for participating

in the survey, to one of four non-governmental organizations (NGOs). Among the four

NGOs, two were in support of climate change mitigation, while the other two were

against it. By including this behavioral measure, we aimed to explore potential dis-

parities between participants’ expressed attitudes and their actual actions regarding

climate change mitigation. This approach provides valuable insights into the align-

ment or divergence between individuals’ stated beliefs and their willingness to take

concrete steps to address the issue. The behavioral measure offers a more objective

and real-world perspective on the impact of the treatment articles on participants’

climate-related decision-making.

5.2 Respondents

The respondents were recruited from Prolific online research platform8. Since we only

needed the responses for those who classified as a denier based on our classification

of climate stance, we had to set some filters to sample users who most likely satisfied

this condition. In the end, 1123 respondents started the survey, 677 were classified

as a deniers and had the choice to proceed to the second task for an extra bonus,

from which 644 chose to continue. We excluded any participant who fulfills any of

the following: voluntarily declare that they did not pay attention to the questions,

perform straight-lining on at least 2 blocks of the main survey, read the article too fast

or spent 2 standard deviations less than the mean time to complete the whole task,

and answer nonsensical text in open-ended questions. 30 respondents were removed

because of these constraints which leaves us with 614 responses from deniers.

8In accordance with the pre-registration plan, our initial goal was to secure a sample size of 1000
responses from deniers. Nonetheless, the findings presented in this chapter draw from approximately
half of this intended sample size, reflecting the accumulated responses up to this point.
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5.3 Analysis

We estimate the average treatment effect (ATE) of being randomly assigned to the

treatment group with the following regression model:

𝑌𝑖 = 𝛽 𝑇𝑖 + 𝛼1𝑌𝑖,0 + 𝛿1𝑆𝑖 + 𝛾1𝐶𝑖 + 𝜖𝑖 (4.1)

The main independent variable is 𝑇𝑖, which is a binary treatment indicator that

takes the value of 1 if the participant was assigned to the treatment group (exposed

to the selected news articles about climate change) and 0 if the participant was in

the control group (exposed to unrelated news articles). To account for participants’

pre-treatment attitudes towards climate change policies, the variables 𝑌𝑖,0 and 𝑆𝑖 are

included. The variable 𝑆𝑖 represents the climate score defined in Section 4.3, and 𝑌𝑖,0

is the additional climate change belief question asked before the treatment. These

variable help control for any pre-existing differences in attitudes among participants.

The vector 𝐶𝑖 includes additional covariates, such as age, gender, education level,

race, employment status, urbanity, social media activity, and political affiliations

(democratic/republican scale and conservative/liberal scale). The inclusion of these

covariates is not strictly necessary for model identification since the treatment assign-

ment is randomized. However, including them can help improve the precision of the

inference and account for any potential imbalances across the control and treatment

groups. The error term 𝜖𝑖 represents the random variability or unexplained factors in

the outcome.

The dependent variable, denoted as 𝑌𝑖, represents the outcome of interest, which

could be various measures related to respondents’ attitudes towards climate change.

To ensure reliable and robust measurements of respondents’ attitudes, we created

standardized indices for each outcome measure, including belief, policy, and actions.

This was achieved by combining multiple items related to each attitude dimension into

an index. By using this approach, we increased the stability of our survey measures,

resulting in more precise estimates and greater efficiency in capturing true effects
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(Broockman et al. 2017). To standardize the indices, we computed the average of

the corresponding components, subtracted the mean value in the control group, and

divided the result by the standard deviation in the control group (Kling et al. 2007).

This transformation allowed us to compare and interpret the results on a common

scale, ensuring consistency across the different attitude dimensions. For the donation

outcome, participants were asked to make a two-step decision. First, they selected one

of four NGOs, two of which supported climate change mitigation and two that were

against it. Next, they decided the amount they wanted to donate from their bonus.

To capture this behavior, we encoded the donation amount as a continuous variable,

taking negative values for donations to NGOs that act against climate change, 0 if no

donation was made, and positive values for donations to NGOs that support climate

change mitigation. Finally, to account for potential correlation among responses from

the same news articles, we clustered the standard errors at the news article level. This

approach allows us to properly handle any dependencies in the data and obtain more

accurate statistical inference.

Moreover, an additional model will be employed to determine the average treat-

ment effects for two distinct subsets of articles characterized by aligned and misaligned

predictions, as elaborated in Section 4.4.3. This model aims to further elucidate the

comparative predictive accuracy of deniers and believers. As previously elucidated,

the first subset encompasses 39 articles wherein both deniers and believers foresee a

backfire effect following exposure to treatment, signifying concurrence in their pre-

dictions of news article influence. Conversely, the second subset comprises 21 articles

characterized by misaligned predictions, with believers anticipating persuasion and

deniers still projecting a backfire effect. In pursuit of this analysis, the subsequent

regression model will be employed.

𝑌𝑖 = 𝛽1 𝑇𝐴𝑖 + 𝛽2 𝑇𝑀𝑖 + 𝛼2𝑌𝑖,0 + 𝛿2𝑆𝑖 + 𝛾2𝐶𝑖 + 𝜖𝑖 (4.2)

where the binary indicators 𝑇𝐴𝑖 and 𝑇𝑀𝑖 differentiate respondents assigned to articles

with aligned and misaligned predictions, respectively. Our primary focus lies on
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estimating the coefficient 𝛽1, as it serves as a crucial metric to ascertain which group’s

predictions more accurately correspond to the actual treatment effect in cases where

deniers and believers hold differing views. A statistically significant and negative 𝛽2

would indicate that deniers’ predictions better align with the observed treatment effect

during instances of prediction disagreement. Conversely, a statistically significant

and positive 𝛽2 would suggest that believers’ expectations more accurately predict

the actual treatment effect in such scenarios.

5.4 Results

The outcomes of the regression models yield the Average Treatment Effects (ATEs),

detailed in Table 4.2. The first row of the table showcases the ATEs for the entire

set of articles across all outcomes. Remarkably, the ATE for the ’belief’ outcome

presents a statistically significant and positive effect. The substantial and statistically

significant positive shift in perspectives concerning the severity of climate change

attests to both the effectiveness of the selected stimuli and the malleability of deniers’

convictions. Importantly, this effect size, when compared with analogous studies

on persuasion experiments, demonstrates not only statistical significance but also

considerable magnitude. For instance, in the meta analysis by Rode et al. (2021), an

effect size of 𝑔 = 0.08 is found by analyzing 396 effect sizes derived from 76 distinct

experiments.

Contrarily, the estimated persuasion effects remain statistically non-significant for

the remaining outcomes. The lack of effects on policy support, personal actions, and

donation outcomes underscores the formidable challenge of altering these specific at-

titudes. These findings resonate with existing research on climate change persuasion,

highlighting the heightened resistance to influence in the domain of policy attitudes

(Rode et al. 2021). These outcomes were in anticipation, given the focal point of the

chosen articles which primarily emphasize the consequences of climate change and

global warming, such as escalating sea levels and temperatures. Additionally, these

articles are succinct, lacking the in-depth exploration of policy measures to mitigate

the impacts of climate change. Consequently, the observed null effects across these
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Table 4.2: Estimated Average Treatment Effects on Main Outcomes.

Dependent variable

Belief Policy Support Private Actions Donations

(1) (2) (3) (4) (5) (6) (7) (8)

ATE 0.268*** 0.058 0.066 −0.021
(0.049) (0.084) (0.073) (0.123)

ATE Aligned 0.329*** 0.096 0.050 −0.003
(0.054) (0.094) (0.081) (0.139)

ATE Misaligned 0.184** 0.010 0.053 0.021
(0.061) (0.106) (0.092) (0.157)

Observations 608 581 607 580 607 580 605 578
R2 0.822 0.821 0.521 0.517 0.487 0.482 0.197 0.205
Adjusted R2 0.788 0.784 0.429 0.417 0.388 0.376 0.042 0.040

Notes: Significance is denoted as follows: *** p<0.001, ** p<0.01, and * p<0.05.

outcomes are congruous with these characteristics. Furthermore, the absence of a sig-

nificant effect on donation behavior logically aligns with the unchanged self-reported

policy support among respondents, rendering it unlikely for substantial behavioral

actions to stem from this modest intervention.

The ATEs for both aligned and misaligned articles, presented in the second and

third rows, reveal positive and statistically significant effects for the ’belief’ outcome,

while other outcomes exhibit null effects. Although no statistically significant distinc-

tion is evident between subsets of articles with aligned and misaligned predictions,

the estimated effect is more substantial and precise for the aligned set. This outcome

further underscores the insufficiency of both deniers and believers in predicting the

persuasive impact of news articles, as this is the set for which both groups predicted a

backfire effect. Nevertheless, the notable positive and significant effect of misaligned

articles suggests a relatively more accurate prediction ability among believers, par-

ticularly concerning the anticipation of effects on deniers for this subset of articles.

The central crux of this study lies in the comparison between persuasion effects

and the average predictions offered by distinct stance groups. This juxtaposition

provides crucial insights into the disparities between individuals’ anticipations and

the factual impacts stemming from exposure to climate-related news articles. For
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Figure 4.8: A comparison between the average treatment effect for attitude outcomes
on deniers and the average prediction by climate stance.

enhanced clarity of this comparison, Figure 4.8 visually presents the average treatment

effect for attitude outcomes alongside the average prediction made by each stance

group. It is important to note that, in order to render the comparison more robust, the

average predictions have been normalized by the standard deviation of the complete

set of responses for each stance group, considering the absence of a control group

in the prediction survey. Strikingly, the deniers’ average prediction stands in stark

contrast to the observed effects, thereby contradicting the hypothesis that deniers

possess an advantage for accurately predicting opinion shifts among their like-minded

peers, fostered by an augmented capacity for perspective-taking due to shared beliefs.

Quite to the contrary, these findings underscore that deniers’ preexisting biases on the

subject impede their ability to presage the consequences of exposure to news articles

effectively.

The forecasts articulated by both believers and neutrals also display a noticeable

divergence from the actual effects, carrying a certain degree of pessimism, particu-

larly when contrasted with the treatment effect on belief. However, a constellation
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of factors could potentially elucidate these disparities. A potential factor lies in the

formulation of prediction queries presented to participants during the second survey

phase, which encompassed both belief and policy dimensions. Given that the esti-

mated Average Treatment Effect (ATE) for policy outcomes did not attain statistical

significance, it becomes conceivable that believers’ predictions might not be overly

distant from actual outcomes if their considerations extended to policy support, in

tandem with their stance on the gravity of climate matters. Moreover, it is imperative

to acknowledge that respondents’ mental conception of an individual who perceives

climate change as "not a problem" could potentially entail a higher degree of denial

than what has been delimited as the cohort of deniers within the experiment.

To scrutinize this conjecture, we embarked on an exploration of treatment ef-

fect heterogeneity across weak and strong deniers. Strong deniers were operationally

defined as individuals holding a climate score below 10, while weak deniers were

identified as those possessing a climate score ranging between 10 and 15, given the

original classification of deniers encompassing a climate score between 5 and 15 (see

Section 4.3 for comprehensive elucidation). In order to quantify these effects, an

indicator for weak/strong denial was created and interacted with the treatment vari-

able within the regression model. The outcomes of this analysis are expounded in

Table 4.3. As discerned from the results, the average treatment effect for the belief

outcome is primarily propelled by the persuasion effect on weak deniers, where a

notably substantial, statistically significant positive effect is detected. In contrast,

the treatment effect on strong deniers remains statistically insignificant.9 Notably,

the treatment effect on policy support for weak deniers registers as positive and sta-

tistically significant. These findings imply that for individuals who staunchly deny

climate change, even effecting a change in their belief system proves to be a formidable

undertaking—a trend harmonious with the predictions posited by believers and neu-

trals. Consequently, this suggests that the distinction between the actual effect and

9The difference between a coefficient that holds statistical significance and one that does not is
not inherently statistically significant in itself. Nonetheless, the discrepancy between coefficients for
individuals categorized as weak deniers and those classified as strong deniers does exhibit statistical
significance, as indicated by a P-value of 0.024.
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Table 4.3: Heterogeneity of Treatment Effects on Main Outcomes for Weak and Strong
Deniers

Dependent variable:

Belief Policy Support Personal Actions Donations

(1) (2) (3) (4)

MTE, Weak Deniers 0.354*** 0.216* 0.026 −0.002
(0.061) (0.106) (0.092) (0.157)

MTE, Strong Deniers 0.133 −0.192 0.129 −0.051
(0.077) (0.133) (0.116) (0.196)

Observations 608 607 607 605
R2 0.824 0.526 0.488 0.197
Adjusted R2 0.790 0.434 0.387 0.040

Note: *p<0.05; **p<0.01; ***p<0.001

the average prediction may potentially stem from believers taking strong deniers into

consideration while responding to prediction queries.

6 Discussion

This research study delves into the dynamics of attitude and behavioral changes trig-

gered by exposure to information that challenges preexisting beliefs. Furthermore,

it endeavors to determine whether these shifts can be accurately predicted by indi-

viduals with either congruent or opposing viewpoints. To tackle these inquiries, we

undertake a comprehensive series of online surveys focusing on the contentious topic

of climate change, involving respondents from the United States. The initial phase

involves curating a substantial collection of actual newspaper articles sourced from

a diverse array of international media outlets. Through collaboration with partici-

pants from the Prolific platform, these articles are assessed and rated based on the

severity of their depiction of the climate change issue. Participants are also tasked

with predicting the potential change in stance that an average climate change denier

would undergo upon reading each article. Subsequently, we select a subset of the top
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60 articles with the highest predicted persuasiveness scores. This selection forms the

foundation for a survey experiment targeted exclusively at climate change deniers.

Utilizing random assignment, participants are assigned to read either one of the pre-

selected climate change articles or an analogous editorial piece on an unrelated sub-

ject. Following exposure to the chosen article, we gauge participants’ revised stance

on climate change, their professed endorsement of public policies aimed at addressing

the issue, their intent to undertake individual actions to mitigate climate change, and

their willingness to allocate a portion of their survey rewards to a non-governmental

organization either supportive of or opposed to climate change mitigation efforts.

Our study yields robust evidence indicating that the exposure of climate change

deniers to newspaper articles centered on the subject effectively leads to a revision

of their initial beliefs. However, this effect does not align with concurrent modifica-

tions in either stated or observed preferences related to actively combating climate

change, at least within the scope of our experiment. Nonetheless, the discerned pos-

itive persuasion effect pertaining to belief alteration holds substantial promise. The

transformation of perceptions regarding the gravity of climate change serves as an

essential foundational step in catalyzing potential shifts in both policy endorsement

and individual actions. This fundamental change in belief has the potential to lay the

groundwork for subsequent adjustments in attitudes and behaviors. Moreover, our

findings offer robust evidence that in the case of weak deniers the policy support can

also be influenced. This result holds significant promise, revealing that even concise

articles can effectively alter reported endorsements of climate policies among indi-

viduals with less entrenched resistance to climate change. This finding underscores

the criticality of acknowledging heterogeneity in persuasive endeavors. Neglecting

such nuances and amalgamating a diverse range of stances under a singular “climate

denier” category could potentially overlook opportunities to influence those with less

steadfast viewpoints on climate change.

In synthesizing the findings from prediction survey and the randomized experi-

ment, a comprehensive view emerges, revealing the general inadequacy of individu-
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als’ predictive capabilities regarding the persuasive impact of climate change articles

on others. Interestingly, this deficiency is further accentuated among deniers, who,

counter to our original hypothesis grounded in the perspective-taking concept, exhibit

a notably poorer accuracy in predicting opinion changes among fellow deniers. Con-

versely, believers, while not immune to prediction errors, display a relatively higher

degree of accuracy in certain instances. In particular, they aptly predict positive

persuasion effects for a subset of articles. Nevertheless, believers still exhibit a ten-

dency to underestimate the potential for persuasion, particularly evident in their

predictions concerning the other subset of articles for which they foresee a significant

backfire effect, contrary to the observed positive actual effect.

These results carry important societal and policy implications. Firstly, our find-

ings challenge initial assumptions by revealing that deniers’ beliefs possess a greater

degree of malleability than previously envisaged, as they can indeed be influenced to

recognize the gravity of the climate change issue. Secondly, our study underscores

a noteworthy trend: climate change believers frequently underestimate their poten-

tial to persuade deniers. This incongruity between anticipated and actual outcomes

extends beyond the confines of our investigation, resonating particularly within the

realm of communicative interactions, such as those prevalent on social media plat-

forms. Given that climate change believers are primed to initiate such persuasive

endeavors, this underestimation could potentially discourage their engagement in so-

cially constructive actions aimed at tempering the escalating polarization. Such hes-

itancy may arise from a perception of ineffectiveness, thus impacting the cultivation

of productive discourse and collective efforts to address climate-related divisions.

The insights garnered from this chapter are situated within the domain of climate

change, a topic that is both significant and polarizing in our societal discourse. How-

ever, the implications of our findings extend beyond this specific context and hold

relevance for a broader spectrum of issues characterized by divergent perspectives.

This includes subjects of comparable societal importance such as immigration, es-

calating income inequality, and racial justice. By adopting a broader perspective,
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our results could potentially illuminate dynamics relevant to these domains, shedding

light on the interplay between differing viewpoints and the potential for persuasion.
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Chapter 5

Conclusion

The chapters in this dissertation contribute significantly to the evolving research

areas of habit formation and political persuasion. Central to all these chapters is the

examination of everyday repetitive behaviors in diverse contexts such as shopping,

social media usage, and interaction with news articles.

In the initial chapter, a comprehensive exploration of the psychological theories

underpinning the research is presented. Notably, the discussion revolves around habit

formation and theory of mind. Habits exhibit distinctive features that motivate our

investigations. Firstly, the consistent repetition of behaviors within similar contexts

transitions behavioral control from being goal-dependent to context-dependent. Con-

sequently, contextual cues trigger the associated behavior automatically, reducing the

need for conscious decision-making. Secondly, established habits tend to persist over

time due to their resistance to change, exerting substantial influence over individu-

als’ actions. Furthermore, the concept of theory of mind, a cognitive skill enabling

the comprehension of others’ cognitive processes, furnishes a valuable framework for

scrutinizing persuasion dynamics. This aligns with neuroscientific findings indicating

that the value of information sharing is shaped by communicators’ considerations

of recipients’ mental states. This theoretical backdrop forms the foundation for the

hypothesis tested in the last study – the notion that individuals who share similar

beliefs possess an advantage in accurately predicting shifts in opinion among their
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peers, attributed to enhanced perspective-taking driven by shared beliefs.

The second chapter delves into the influence of habits on recurring purchase de-

cisions within the domain of grocery store shopping. While the concepts of repeated

purchases and consumer inertia have received extensive attention in quantitative mar-

keting and economics, the underlying psychological mechanisms driving this inertia

have remained insufficiently elucidated. In particular, the empirical examination of

the role of habits within this specific context has been notably absent. To address

this gap, the chapter sets out to investigate the impact of shopping habits on in-

store choices, utilizing store closures as a natural disruption that affects households’

shopping behaviors. The central premise rests on the notion that each store closure

presents an occasion for households to engage with new store environments devoid

of the familiar contextual cues that trigger established habits. The findings of the

study disclose a substantial role played by habits, manifesting as households with

stronger habits encountering temporary upheavals in their shopping routines follow-

ing store closures. With the passage of time, these households appear to form new

habits within alternative stores, leading to lasting shifts in brand preferences. This

underscores the notion that the formation of shopping habits can result in suboptimal

consumer behavior.

These findings carry substantial managerial implications that extend to optimal

pricing strategies, advertising tactics, and the allocation and arrangement of products

within stores. The insights gained from understanding or discovering these shopping

habits can prove instrumental for firms seeking to fine-tune their operations. A piv-

otal strategy lies in incentivizing stores to maintain or modify the placement of their

products, depending on the nature of the habits formed. This interplay between com-

peting brands adds complexity to the equation. For less popular brands, there exists

an incentive to induce stores to alter their product placement, thus disrupting existing

habits and potentially boosting sales. Conversely, popular brands within a store would

aim to ensure consistent placement to leverage established habits. Simultaneously,

this mechanism presents a challenge for retailers contemplating the effects of common
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in-store item rearrangements on overall sales and profits. Such rearrangements could

prompt shoppers to explore the store more extensively, potentially leading to the dis-

covery of items that had been previously overlooked due to ingrained shopping habits.

However, this exploration carries associated search costs, which could eventually deter

individuals from making a purchase altogether. Future research, both theoretical and

empirical, could delve into the intricate interplay between rival brands and retailers

resulting from the impact of shopping habits. Employing a game-theoretic frame-

work could offer insights into the equilibrium that retailers could strive to establish

in terms of negotiating the consistency of product placements with different brands

within their stores. This line of inquiry holds the potential to uncover strategies that

optimize profits while addressing the nuanced dynamics of consumer behavior shaped

by habit formation.

Chapter three contributes to the existing literature on habit measurement by in-

troducing entropy as an implicit measure of behavioral regularity. In this chapter,

entropy is harnessed to assess the distribution of behaviors across a 24-hour clock

time, effectively quantifying the degree of regularity present in behavior patterns

throughout the day. At its core, entropy functions as a metric to measure the sta-

bility of contextual factors that surround behaviors, thereby providing an indirect

estimation of habit formation facilitated by conducive conditions. The key advantage

of this approach is its ability to gauge habit development using observational behav-

ioral data, mitigating the reliance on self-reports and enhancing the scalability of the

method. To showcase the practicality of this measure, it is applied to the realm of

social media usage.

Through a series of rigorous analyses, the validity of entropy as a measure of

habits is rigorously established. The findings highlight that higher entropy values,

indicative of lower levels of time-of-day behavioral regularity, correspond to weaker

habit formation. This, in turn, translates to diminished time spent on social media

platforms and reduced usage frequency over the long-term future. The results not

only underscore the utility of entropy as a valuable metric for habit measurement but
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also offer valuable insights into the dynamics of habit development in the context of

technology engagement. The insights gleaned from our analyses carry multifaceted

implications, spanning both platform management and the practical implementation

of digital technologies and interventions. Platforms can strategically leverage the

identified mechanism to foster consistent user engagement through targeted interven-

tions, such as sending push notifications on particular times of the day. Furthermore,

this understanding can be translated into the design of interventions that facilitate

self-control and mindful technology usage. While current self-control tools often rely

on metrics like total time or frequency to set usage limits, our research underscores

the potential benefits of integrating the regularity of time of usage as an additional

dimension.

It is crucial to acknowledge the limitations inherent in our analysis. While we

demonstrate robust support for using entropy as a measure of habits, our focus on

clock time as a contextual factor may not capture the full spectrum of influences on

online behavior. Contextual factors like location, environment, and internal cues such

as mood and emotion could also serve as a trigger for learned habits. Expanding our

approach to encompass a broader range of contextual factors could enhance its appli-

cability. Addressing these constraints provides a valuable potential for future research

to embrace a wider array of contexts and applications, offering a more comprehensive

understanding of online behavior and the underlying driving forces. Furthermore, our

findings offer a foundation for future research that employs randomized interventions

to manipulate entropy while controlling for frequency and total time spent on social

media apps. This approach would yield valuable insights into how altering regularity

impacts subsequent usage behavior.

In this fourth chapter, we delve into the intricate interplay between individual

attitudes towards climate change and their capacity to grasp and anticipate shifts

in others’ opinions. Given the urgency of the climate crisis, the potential dispari-

ties between actual and predicted persuasive effects of news articles take on signifi-

cant importance, particularly in the context of exacerbating polarization. Through
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a meticulously designed series of surveys, we systematically collect predictions re-

garding the impact of climate change-related news articles on climate change deniers.

Surprisingly, our findings illuminate starkly discordant predictions: deniers envision

a backfire effect among their peers, while respondents with neutral or supportive

stances anticipate negligible impact. Employing a rigorous randomized survey exper-

iment involving deniers, we put these predictions to the test, ultimately unveiling an

unforeseen positive shift in belief in severity of climate change issue after exposure to

the articles. It is noteworthy that this effect does not manifest as discernible changes

in either stated or revealed support for climate change actions among the average

denier. However, in the case of weak deniers, there is evidence of a positive influence

on policy support as well.

By integrating the outcomes of both the prediction survey and the randomized

experiment, a comprehensive picture emerges, underscoring the inherent limitations

of individuals’ predictive capacities concerning the persuasive influence of climate

change articles on others. These findings challenge our initial hypothesis, which pos-

tulated that deniers might possess a heightened ability to anticipate persuasion due to

their shared perspective with fellow deniers. Moreover, while believers fare relatively

better in their predictive accuracy, they too display a tendency to underestimate

the potential for persuasion among deniers. This underestimation could carries sig-

nificant implications for society. Given that climate change believers are likely to

initiate such persuasive endeavors, their underestimation could potentially dissuade

them from participating in socially constructive actions aimed at ameliorating esca-

lating polarization. Such hesitancy may stem from a perceived lack of effectiveness,

which in turn could hinder the fostering of productive discourse and collective efforts

to address the divisions exacerbated by climate-related discussions. However, it is

important to note that our research does not directly capture the consequences of

this phenomenon and its extent in a real-world social network remains an avenue for

future investigation. Subsequent research could delve into these dynamics within a

more naturalistic context, providing a deeper understanding of the complex inter-

play between predictive accuracy, belief polarization, and effective communication
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strategies.
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Appendix A

Robustness Results (Chapter 2)

1 Additional Statistics

In this appendix, we include some additional figures to illustrate the data. Figure A.1

shows the number of identified closing stores over years, and Figure A.2 shows the

geographic dispersion of closing stores over the US at the county level. Figure A.3

displays log-weekly sales in the top-5 product categories by national purchase volume

for the closing stores corresponding to the set of exposed households from January

2006 until December 2018, separated based on retailers.

2 Recent modal brand replication results

In this appendix we replicate the results for all DID and event study models for

different values of 𝐿 and 𝑇𝑒. 𝐿 determines the length of the window for used to define

the recent modal brand (Equation 2.2), and 𝑇𝑒 specifies the pre-closure duration used

to define the exposure levels (Equation 2.1).

2.1 Changing 𝑇𝑒

Here, we change the value of the period on which treatment exposure is defined,𝑇𝑒,

to show that results are qualitatively robust to choice of this parameter in a range of
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Figure A.1: Number of closing stores in each year. The fact that there are more
identified closings later in the timeline is not necessarily indicator of more closures,
but could rather be due to change in the Nielsen data sample over time.

Figure A.2: The geographic dispersion of closing stores in the US at the county level.

values. In the main text, we used 𝑇𝑒 = 1 year. Here, we present results for 𝑇𝑒 = 1/2

year, and 𝑇𝑒 = 2 years.
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Figure A.3: The figure shows log-weekly sales in the top-5 product categories by
national purchase volume for the closing stores corresponding to the set of exposed
households from January 2006 until December 2018, separated based on retailers.
Numbers on top of each facet show the corresponding retailer code in the Nielsen
data.

Figure A.4: Each row stands for a household, and columns corresponds to different
purchase months. Blue rectangles show pre-closure and red rectangles show post-
closure purchase occasions. Note that each household could be both in treatment
and control groups, based on the household–category exposure level. Closures are
staggered over time, and due to Bacon decomposition, units for which the closure
happens in the middle of the panel have a higher weight in the TWFE fixed effects
estimate.
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Figure A.5: In this figure each row corresponds to a household–category pair, and that
is why is looks sparse. Also, in each category, only the first 𝐿 trips after the closure
are marked as treated (red) to reflect the short-term 𝛽1 in Equation 2.4. Control
units (household–category pairs with zero exposure level) are not shown in the figure.

2.2 Changing 𝐿

Note that 𝐿 enters the analysis in two ways, first through the definition of the 𝐿-recent

modal brand, and second by the short-term treatment definition (Equation 2.4). The

former specifies the width of the moving window based on which the modal brand is

defined, and the latter determines the short-term period after closure for which we

expect habits to be disrupted. One could imagine using two different 𝐿 values, but

we considered a symmetric case for simplicity of presenting results. Also, note that

the dynamics of short-term treatment effect is estimated more systematically with

the event study models, so what really matters is the width of the moving window.
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Figure A.6: The figure shows the histogram of number of shopping trips for all
household–category pairs, before the corresponding store closure. Mean (red) of the
distribution is 42 and the median (blue) equals 21.

3 Baseline modal brand replication results

In this appendix we replicate the results for the the baseline modal brand analysis

where instead of all pre-closure period shopping trips, the baseline modal brand is de-

fined based on the prior 40 trips in each category. Since the panel is not balanced, the

number of pre-closure trips could be highly variable for different household–category

pairs. So in order to make analysis comparable across different units, we use a fix

length of 40 trips to define the baseline modal brand. Note that the average number

of pre-closure trips is 42.
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Figure A.7: Different periods are defined based on the treatment definitions in Equa-
tion 2.4. The before period contains the whole pre-closure trips, short-term after
period includes the first 𝐿 trips for each category (where 𝑇 𝑟1

𝑖,𝑡,𝑐 ̸= 0), and long-term
after marks the rest of the trips. Note that since periods are defined at the household–
category level, for a certain household a trip could be in the short-term after period
for category a, while in the long-term after period for category b. For each week, we
mark a modal brand as available in a store if there is at least one purchase occasion
by any household in the entire consumer panel data in the same store.

Figure A.8: Distribution of the maximum number of trips where modal brand is
always available in a sequence, over all household–category pairs.
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Figure A.9: Replication of the results in Figure 2.4 for 𝑇𝑒 =
1
2

year, and 𝐿 = 20.
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Figure A.10: Replication of the results in Figure 2.4 for 𝑇𝑒 = 2 years, and 𝐿 = 20.
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Figure A.11: Replication of the results in Figure 2.4 for 𝑇𝑒 = 1 year, and 𝐿 = 10.
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Figure A.12: Replication of the results in Figure 2.4 for 𝑇𝑒 = 1 year, and 𝐿 = 30.
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Figure A.13: Replication of the results in Figure 2.7, with the baseline modal brand
defined based on only 40 trips prior to each closure.
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Table A.1: Replication of the results in table 2.1 for 𝑇𝑒 =
1
2

year and 𝐿 = 20.

Dependent variable:

recent modal brand indicator (×100)
(1) (2) (3) (4)

Overall, short-term −3.867** −2.207**
(1.330) (0.676)

Overall, long-term −0.006 −1.402
(1.922) (0.911)

𝐸1, short-term 1.308 0.292
(0.772) (0.619)

𝐸2, short-term 0.757 0.055
(0.874) (0.699)

𝐸3, short-term −2.553 −2.650**
(1.611) (0.998)

𝐸4, short-term −5.055*** −1.742*
(1.276) (0.715)

𝐸1, long-term 0.982 0.052
(0.911) (0.640)

𝐸2, long-term 3.022* −0.065
(1.325) (0.884)

𝐸3, long-term 1.613 −0.726
(2.487) (1.236)

𝐸4, long-term −3.368* −1.648*
(1.414) (0.712)

Continuous treatment ✓ ✓

Conditioned on modal
brand availability ✓ ✓

Observations 846,032 846,032 520,216 520,216
R2 0.279 0.279 0.144 0.144
Adjusted R2 0.269 0.269 0.126 0.126

Note: *p<0.05; **p<0.01; ***p<0.001
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Table A.2: Replication of the results in table 2.1 for 𝑇𝑒 = 2 years and 𝐿 = 20.

Dependent variable:

recent modal brand indicator (×100)
(1) (2) (3) (4)

Overall, short-term −4.568** −3.102***
(1.715) (0.764)

Overall, long-term 0.582 −1.953
(2.300) (1.037)

𝐸1, short-term 0.621 −0.136
(0.533) (0.406)

𝐸2, short-term −0.572 −1.767*
(1.039) (0.826)

𝐸3, short-term −2.084 −1.467
(1.811) (0.984)

𝐸4, short-term −5.705*** −2.855**
(1.621) (0.869)

𝐸1, long-term 1.992** −0.076
(0.644) (0.400)

𝐸2, long-term 2.045 −0.775
(1.604) (1.183)

𝐸3, long-term 3.943 −0.340
(2.677) (1.059)

𝐸4, long-term −3.579 −2.197*
(1.905) (0.961)

Continuous treatment ✓ ✓

Conditioned on modal
brand availability ✓ ✓

Observations 899,487 899,487 547,614 547,614
R2 0.279 0.279 0.145 0.145
Adjusted R2 0.268 0.268 0.125 0.125

Note: *p<0.05; **p<0.01; ***p<0.001
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Table A.3: Replication of the results in Table 2.1 for 𝑇𝑒 = 1 year, and 𝐿 = 10.

Dependent variable:

recent modal brand indicator (×100)
output100

(1) (2) (3) (4)

Overall, short-term −4.900** −1.624*
(1.626) (0.789)

Overall, long-term −0.341 −2.457**
(1.892) (0.844)

𝐸1, short-term 0.071 −0.235
(0.677) (0.509)

𝐸2, short-term 0.846 −0.153
(0.953) (0.679)

𝐸3, short-term −1.589 −0.797
(1.254) (0.848)

𝐸4, short-term −6.813*** −1.844*
(1.551) (0.893)

𝐸1, long-term 1.499* 0.168
(0.708) (0.449)

𝐸2, long-term 3.047* −0.246
(1.210) (0.753)

𝐸3, long-term 0.967 −1.620
(1.991) (0.965)

𝐸4, long-term −3.989* −2.588***
(1.553) (0.711)

Continuous treatment ✓ ✓

Conditioned on modal
brand availability ✓ ✓

Observations 883,237 883,237 544,180 544,180
R2 0.279 0.279 0.141 0.141
Adjusted R2 0.268 0.268 0.121 0.121

Note: *p<0.05; **p<0.01; ***p<0.001
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Table A.4: Replication of the results in Table 2.1 for 𝑇𝑒 = 1 year and 𝐿 = 30.

Dependent variable:

recent modal brand indicator (×100)
(1) (2) (3) (4)

Overall, short-term −4.188* −2.364**
(1.731) (0.750)

Overall, long-term −0.400 −1.830
(2.206) (1.066)

𝐸1, short-term 1.123 0.118
(0.684) (0.518)

𝐸2, short-term 1.392 −0.191
(1.025) (0.818)

𝐸3, short-term −2.393 −1.999*
(1.620) (0.863)

𝐸4, short-term −6.065*** −2.495**
(1.615) (0.783)

𝐸1, long-term 1.643 −0.119
(0.866) (0.572)

𝐸2, long-term 3.836** 0.459
(1.473) (1.069)

𝐸3, long-term 0.662 −1.049
(2.275) (1.147)

𝐸4, long-term −4.531* −2.393*
(2.013) (0.981)

Continuous treatment ✓ ✓

Conditioned on modal
brand availability ✓ ✓

Observations 883,237 883,237 533,618 533,618
R2 0.281 0.281 0.149 0.149
Adjusted R2 0.270 0.270 0.129 0.129

Note: *p<0.05; **p<0.01; ***p<0.001
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Table A.5: Replication of the results in Table 2.2, with the baseline modal brand
defined based on only 40 trips prior to each closure.

Dependent variable:

baseline modal brand indicator (×100)
(1) (2) (3)

Overall −25.07*** −8.09***
(1.74) (0.98)

𝐸1 −5.47***
(1.07)

𝐸2 −8.10***
(1.59)

𝐸3 −11.62***
(2.20)

𝐸4 −15.99***
(1.78)

Continuous treatment ✓

Observations 895,035 895,035 895,035
R2 0.343 0.342 0.342
Adjusted R2 0.333 0.332 0.333

Note: *p<0.05; **p<0.01; ***p<0.001

200



Appendix B

Robustness Results (Chapter 3)

1 Quasi-Poisson replication results

In this section, we investigate the robustness of our results to the choice of bandwidth

used in kernel density estimation to compute entropy1. To verify the stability of our

findings, we replicate the regression analyses for the Quasi-Poisson model, as described

in Equation 3.6, while varying the bandwidth values. The following tables display

the estimated coefficients for entropy for different bandwidth values. As evident from

the results, the coefficients for entropy remain relatively stable and consistent across

various bandwidth settings. This robustness of the results demonstrates that the

relationship between entropy and long-term user behavior remains significant and

unaffected by changes in the bandwidth hyper-parameter. These findings further

support the validity and reliability of our conclusions and lend additional credibility

to the use of entropy as a reliable proxy for time-of-day behavioral regularity.

2 DBSCAN Algorithm

A detailed description of the DBSCAN algorithm’s pseudo code can be found in

Algorithm 1.

1The main results presented in Chapter 3 use a bandwidth of 10 minutes for kernel density
estimation
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Algorithm 1: DBSCAN Algorithm
Input : 𝐷 - Dataset of points

𝑒𝑝𝑠 - Maximum distance between points to be considered neighbors
𝑚𝑖𝑛𝑃𝑡𝑠 - Minimum number of points to form a dense region

Output: 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠 - List of clusters
Procedure DBSCAN(𝐷, 𝑒𝑝𝑠,𝑚𝑖𝑛𝑃𝑡𝑠)

Mark all points in 𝐷 as unvisited;
Create an empty list 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠;
for each point 𝑝 in 𝐷 do

if 𝑝 is visited then
continue;

end
Mark 𝑝 as visited;
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠← getNeighbors(𝑝, 𝑒𝑝𝑠);
if size(𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠) < 𝑚𝑖𝑛𝑃𝑡𝑠 then

Mark 𝑝 as noise;
end
else

Create a new cluster 𝐶;
expandCluster(𝑝, 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠, 𝐶, 𝑒𝑝𝑠,𝑚𝑖𝑛𝑃𝑡𝑠);
Add 𝐶 to 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠;

end
end
return 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠;

Procedure expandCluster(𝑝, 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠, 𝐶, 𝑒𝑝𝑠,𝑚𝑖𝑛𝑃𝑡𝑠)
Add 𝑝 to cluster 𝐶;
for each point 𝑞 in 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 do

if 𝑞 is not visited then
Mark 𝑞 as visited;
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠𝑞 ← getNeighbors(𝑞, 𝑒𝑝𝑠);
if size(𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠𝑞) ≥ 𝑚𝑖𝑛𝑃𝑡𝑠 then

Add 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠𝑞 to 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 (merge the sets);
end

end
if 𝑞 is not yet a member of any cluster then

Add 𝑞 to cluster 𝐶;
end

end
Procedure getNeighbors(𝑝, 𝑒𝑝𝑠)

𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠← empty set;
for each point 𝑞 in 𝐷 do

if distance(𝑝, 𝑞) ≤ 𝑒𝑝𝑠 then
Add 𝑞 to 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠;

end
end
return 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠;
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Table B.1: Replication of the result in Table 3.2, with bandwidth equal to 20 minutes.

Total Time Frequency
(1) (2)

Entropy -0.2664*** -0.1888***
(0.0542) (0.0528)

Clumpiness -4.387*** -3.855***
(0.1572) (0.1712)

log(Average Time) 0.8645*** 0.0025
(0.0147) (0.0134)

log(Frequency) 0.1280** 0.9044***
(0.0540) (0.0607)

Recency -0.0103*** -0.0112***
(0.0027) (0.0035)

Days Active -0.0026* -0.0046***
(0.0014) (0.0014)

Observations 1,352,823 1,352,823
Squared Correlation 0.48165 0.54384

Daily fixed effects ✓ ✓
Application fixed effects ✓ ✓
Sample size fixed effects ✓ ✓
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Table B.2: Replication of the result in Table 3.2, with bandwidth equal to 5 minutes.

Total Time Frequency
(1) (2)

Entropy -0.2370*** -0.1627***
(0.0489) (0.0488)

Clumpiness -4.426*** -3.897***
(0.1660) (0.1715)

log(Average Time) 0.8647*** -0.0023
(0.0152) (0.0138)

log(Frequency) 0.0944 0.8354***
(0.0626) (0.0650)

Recency -0.0109*** -0.0122***
(0.0030) (0.0040)

Days Active -0.0032** -0.0062***
(0.0016) (0.0015)

Observations 1,224,693 1,224,693
Squared Correlation 0.48305 0.54563

Daily fixed effects ✓ ✓
Application fixed effects ✓ ✓
Sample size fixed effects ✓ ✓
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Appendix C

Survey Designs (Chapter 4)

1 Prediction Survey

1.1 Demographics

• Q1.age: What is your age? {Optional}

• Q2.agegroup:You choose not provide your age. Please provide your age group.

[ 18-20, 21-25, 26-30, 31-35, 36-40, 41-45, 46-50, 51-55, 56-60, 61-65, 66-70,

71-75, 76-80, 80+ ] {If Q1 is not answered}

• Q3.gender: What is your gender? [ Male, Female, Non-binary ]

• Q4.race: Do you identify with any of the following races/ethnic groups? Select

all that apply. [ White, African American, Latino, Asian, American Indian,

Alaska Native, Native Hawaiian, Pacific Islander ]

• Q5.education: What is the highest education level that you have completed?

[ None, Elementary, High-School, College, Grad School ]

• Q6.employment: What is your employment status? [ Unemployed, Self-

employed, Employed, Retired]
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• Q7.urban: Would you describe the area where you currently live as mostly

rural or urban? [ Rural, Sub or Ex-urban, Urban ]

• Q8.socialmedia: How much time do you spend on social media? [ [ never, I

never use them ], [ rarely, I rarely use them ], [ somewhat, I am a somewhat

active user ], [ very, I am a very active user ] ]

• Q9.hardship: Hardship is a condition that causes difficulty or suffering. In

the course of your life, would you say that you have experienced hardship?

(Examples are being without a job or enough money) [ Yes, No, Prefer not to say ]

1.2 Political orientation.

• Q1.followpol: On a scale from 1 to 7, where 1 means “not at all" and 7 means

“very closely," how closely do you follow US politics? [1,2,3,4,5,6,7]

• Q2.demrep: On a scale from 1 to 7, where 1 means “strong Democrat" and 7

means “strong Republican," where do you position yourself? [1,2,3,4,5,6,7]

• Q3.libcons: On a scale from 1 to 7, where 1 means “very liberal" and 7 means

“very conservative," where do you position yourself? [1,2,3,4,5,6,7]

• Q4.libertarian: Libertarianism is a political philosophy and movement that upholds

liberty as a core principle. Libertarians seek to maximize autonomy and political free-

dom, emphasizing free association, freedom of choice, individualism and voluntary

association. Do you consider yourself a libertarian? [ Yes, No ]

• Q5.candidate: Which candidate did you support in the 2020 election? [ Joe

Biden, Donald Trump, Other, None ]

• Q6.othercandidate: Please say the name of the other candidate that sup-

ported in the 2020 election. {If Q5=Other}
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1.3 Views about climate change and the environment.

• Q1.climate_me: I consider myself an environmentalist. [ I strongly disagree,

I disagree, Neither agree nor disagree, I agree, I strongly agree ] {Optional}

• Q2.climate_manmade: I believe that man-made climate change is occurring.

[ I strongly disagree, I disagree, Neither agree nor disagree, I agree, I strongly

agree ] {Optional}

• Q3.climate_paris: The United States was right to rejoin in 2021 the Paris

Agreement to reduce greenhouse gas emissions. [ I strongly disagree, I disagree,

Neither agree nor disagree, I agree, I strongly agree ] {Optional}

1.4 Views about the impact of climate change.

• Q1.climate_worried: How worried are you about climate change on a scale

from 1 to 5, where 1 means “not worried at all" and 5 means “very worried"?

[1,2,3,4,5] {Optional}

• Q2.climate_impact_us: How much do you think global warming will harm

people in the United States? [ Not at all, Only a little, A moderate amount, A

great deal ] {Optional}

1.5 Actions to combat climate change.

• Q1.climate_demonstration: Have you ever participated in any environmen-

tal public demonstration? [ Yes, No ] {Optional}

• Q2.climate_donation: During the last 12 months, have you donated time,

money, or in-kind to an environmental organization? [ Yes, No ] {Optional}
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1.6 Views about the science of climate change.

• Q1.climate_science_consensus: Which of the following statements comes

closer to your point of view? (Select only one) [ [ happening, Most scientists

think global warming is happening. ], [ disagreement, There is a lot of disagree-

ment among scientists about whether or not global warming is happening. ],

[ not happening, Most scientists think global warming is not happening. ] ]

{Optional}

• Q2.climate_science_trust: In general, how much do you trust the science

on global warming? [ Not at all, A little, A moderate amount, A lot, A great

deal ] {Optional}

1.7 Attention Check Questions

• Q1.abouttopic: Would you say that climate change is the main topic of the

article above? Answer “Yes" if the article discusses climate change at length,

either in real or fictional terms or if the article denies the existence of climate change.

Topics that the article may discuss include but are not limited to: environmental,

socio-economic, geopolitical causes or consequences of climate change. Answer “No"

if the article is completely unrelated to climate change, or it mentions climate change

only in passing. [ No, Yes ]

• Q2.aboutus: Would you say that it discusses climate change in the context

of the United States? Answer “Yes" if the article contains references to places,

persons, institutions, products, or ideas that are likely to be familiar to an average

person living the United States. Answer “No" if the article does not specifically discuss

climate change in the context of the United States, or if it mentions the United States

only in passing. [ No, Yes ] {If Q1=Yes}

• Q3.topicprob: According to the article, climate change is or could soon be: [

Not a problem at all, A very serious problem ] {If Q1=Yes}
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1.8 Label

• Q1.abouttopic: Would you say that climate change or global warming is the

core topic of the article above? Answer “Yes" if the article discusses climate

change at length, either in real or fictional terms or if the article denies the existence

of climate change. Topics that the article may discuss include but are not limited to:

environmental, socio-economic, geopolitical causes or consequences of climate change.

Answer “No" if the article is completely unrelated to climate change, or it mentions

climate change only in passing. Answer “I am not sure" if you are not sure. [ No,

Yes, I am not sure ]

• Q2.aboutus: Would you say that it discusses climate change in the context

of the United States? Answer “Yes" if the article contains references to places,

persons, institutions, products, or ideas that are likely to be familiar to an average

person living the United States. Answer “No" if the article does not specifically discuss

climate change in the context of the United States, or if it mentions the United States

only in passing. Answer “I am not sure" if you are not sure. [ No, Yes, I am not

sure ] {If Q1= Yes or I am not sure}

• Q3.topicprob: According to the article, climate change is or could soon be: [

[ No, Not a problem at all ], [ Small, A small problem ], [ Problem, A problem

], [ Serious, A serious problem ], [ Very Serious, A very serious problem ] ] {If

Q1= Yes or I am not sure}

• Q4.feedback_problem: Please motivate your choice to the previous question.

You can give examples or citations from the article text. {If Q1= Yes or I am not

sure}

• Q5.arguments: What kinds of arguments does the article use to discuss cli-

mate change? Answer “Facts and Statistics" if the article cites expertsór scientific

evidence. Answer “Personal Stories" if the article focuses on real or fictional ex-

periences. Answer “Morality" if the arguments rely on moral or ethical principles. [

Facts and Statistics, Personal Stories, Morality ] {If Q1= Yes or I am not sure}
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• Q6.actions: Does the article invite the reader to take actions with regards to

climate change? [ No, Yes ] {If Q1= Yes or I am not sure}

• Q7.like: Did you like the article? [ Strongly disliked, Disliked, Was indifferent,

Liked, Strongly liked ] {If Q1= Yes or I am not sure}

• Q8.truthful: Do you think the article contains any misleading, false, or inac-

curate claims? [ No, Yes, I am not sure ] {If Q1= Yes or I am not sure}

• Q9.guess: Consider now three different types of readers from the United States

in 2021. Each reader holds a different view on climate change and what to do

about it. How do you think their views towards climate change will

change after having read the article? {If Q1= Yes or I am not sure}

– Q1.guess_against: Reader 1 believes that climate change is not a prob-

lem and is opposing national and international actions to combat climate

change. After reading the article Reader 1 will: [ [ less favorable, Be even

more opposed to actions to combat climate change. ], [ no change, Not

change his/her beliefs. ], [ more favorable, Be less opposed to actions to

combat climate change. ] ]

– Q2.guess_indifferent: Reader 2 is undecided whether climate change is

a problem or not and is indifferent to national and international actions

to combat climate change. After reading the article Reader 2 will: [ [

less favorable, Become opposed to actions to combat climate change.], [no

change, Not change his/her beliefs.], [more favorable, Become supportive

of actions to combat climate change.]]

– Q3.guess_infavor: Reader 3 believes that climate change is a prob-

lem and supports national and international actions to combat climate

change. After reading the article Reader 3 will: [ [ less favorable, Be less

supportive of actions to combat climate change. ], [ no change, Not change

his/her beliefs. ], [ more favorable, Be even more supportive of actions to

combat climate change. ] ]
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• Q10.feedback_guess: Think about your answers to the previous question.

What features of the article do you think could determine the three readers

above to change or not change their beliefs about climate change? {If Q1= Yes

or I am not sure}

1.9 Feedback

Thank you for participating. This was a pilot of the main study, therefore we are

very interested in hearing your feedback about the following points:

1. Was the task too long or too short?

2. Did you feel you could express your opinion?

3. Did you find any question unclear or uncomfortable?

4. Did you feel that the survey was balanced, or rather biased towards the left or

right?

5. Did you experience any technical difficulty?

6. How can we improve the study?
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2 Experiment

2.1 Demographics

1. What is your age? [Optional. Numeric > 18]

2. You chose not to provide your age. Please provide your age group. [Age bins

of 3 years]

3. What is your gender? [Male, Female, Non-binary]

4. Do you identify with any of the following races/ethnic groups? Select all that

apply. [White, African American, Latino, Asian, American Indian, Alaska Na-

tive, Native Hawaiian, Pacific Islander]

5. What is the highest education level that you have completed? [None, Elemen-

tary, High-School, College, Grad School]

6. What is your employment status? [Unemployed, Self-employed, Employed, Re-

tired]

7. How would you describe the area where you currently live? [Rural, Sub or

Ex-urban, Urban]

8. How much time do you spend on social media? [I never use them, I rarely use

them, I am a somewhat active user, I am a very active user]

2.2 Politics

1. On a scale from 1 to 7, where 1 means "not at all" and 7 means "very closely,"

how closely do you follow US politics? [1-7]

2. On a scale from 1 to 7, where 1 means "strong Democrat" and 7 means "strong

Republican," where do you position yourself? [1-7]
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3. On a scale from 1 to 7, where 1 means "very liberal" and 7 means "very con-

servative," where do you position yourself? [1-7]

4. Do you consider yourself a libertarian? Libertarianism is a political philosophy

and movement that upholds liberty as a core principle. Libertarians seek to

maximize autonomy and political freedom, emphasizing free association, free-

dom of choice, individualism and voluntary association. [Yes, No]

5. Which candidate did you support in the 2020 election? [Joe Biden, Donald

Trump, Other, None]

6. Please say the name of the other candidate that you supported in the 2020

election. [If Other]

2.3 Climate Change Stance

1. I consider myself an environmentalist. [I strongly disagree, I disagree, Neither

agree nor disagree, I agree, I strongly agree]

2. I believe that man-made climate change is occurring. [I strongly disagree, I

disagree, Neither agree nor disagree, I agree, I strongly agree]

3. The United States was right to rejoin in 2021 the Paris Agreement to reduce

greenhouse gas emissions. [I strongly disagree, I disagree, Neither agree nor

disagree, I agree, I strongly agree]

4. How worried are you about climate change on a scale from 1 to 5, where 1

means "not worried at all" and 5 means "very worried"? [1-5]

5. How much do you think global warming will harm people in the United States?

[Not at all, Only a little, A moderate amount, A great deal]

6. Have you ever participated in any environmental public demonstration? [Yes,

No]
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7. During the last 12 months, have you donated time, money, or in-kind to an

environmental organization? [Yes, No]

8. Which of the following statements comes closer to your point of view? (Se-

lect only one) [Most scientists think global warming is happening, There is a

lot of disagreement among scientists about whether or not global warming is

happening, Most scientists think global warming is not happening]

9. In general, how much do you trust the science on global warming? [Not at all,

A little, A moderate amount, A lot, A great deal]

10. On a scale from 1 to 10, where 1 is "fully disagree" and 10 is "fully agree," how

much do you agree with the following statement: Climate change is a pressing

problem and we urgently need national and international actions to combat it.

[1-10]

2.4 Beliefs

On a scale from 1 to 10, where 1 is "fully disagree" and 10 is "fully agree," how much

do you agree with the following statements:

• If nothing is done to limit climate change, there will be dire consequences for

humanity in the not-distant future. [1-10]

• We urgently need national and international actions to combat climate change.

[1-10]

• I am worried about climate change. [1-10]

• Human-caused climate change is real and it is occurring. [1-10]

2.5 Policies

1. On a scale from 1 to 10, where 1 is "fully disagree" and 10 is "fully agree,"

what is your level of support for the following governmental policies to mitigate

climate change?
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• Subsidize the insulation of buildings to make homes more energy efficient.

[1-10]

• Subsidize the development and use of low-carbon technologies (e.g., renew-

able energy, capture and storage of carbon, etc.). [1-10]

• Impose a carbon tax on all products proportional to the amount of CO2

emitted for producing them. [1-10]

• Increase fuel duty, the tax motorists pay for petrol and diesel. [1-10]

2.6 Personal Actions

On a scale from 1 to 10, where 1 is "I would never do it" and 10 is "I would certainly

do it," what is your level of support for the following climate actions?

• Increase walking, cycling, or using public transport instead of driving. [1-10]

• Use only green electricity, that is electricity produced by renewable energy, even

if it costs more. [1-10]

• Vote for a candidate who is vocal about climate change issues. [1-10]

• Make a significant donation to an environmental cause. [1-10]

2.7 Commitment

Before proceeding to the next set of questions, we want to ask for your feedback

about the responses you provided so far. It is vital to our study that we only include

responses from people who devoted their full attention to this study. This will not

affect in any way the payment you will receive for taking this survey. In your honest

opinion, should we use your responses, or should we discard your responses since you

did not devote your full attention to the questions so far? Please answer:

• (Yes) I have devoted full attention to the questions so far, and I think you

should use my responses for your study.
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• (No) I have not devoted full attention to the questions so far, and I think you

should not use my responses for your study.

2.8 Donation

A decision about the bonus reward: In this additional task, you receive a bonus

of [BONUS AMOUNT] USD. On the next page, you will have the opportunity to

contribute part of your bonus to a non-governmental organization (NGO) that either

supports or is against climate actions in the US and worldwide. In case you decide

to contribute, we will transfer the amount you choose to the selected organization.

The rest of the bonus, together with the base pay of the task, will be paid out to

you via Prolific. Note: we evaluate whether your responses are rushed, inattentive,

or otherwise negligent, and this might affect your earnings. Once the study has

concluded, contribution receipts will be displayed on the webpage of our research

group (webpage link) under study ID 1334C4CH.

• Which non-governmental initiative do you want to support? Note: some orga-

nizations are advocating for climate actions, while others are not.

– (SUPPORTS climate actions) The Sierra Foundation promotes climate

solutions combining strategic philanthropy and grassroots advocacy. More

info.

– (SUPPORTS climate actions) Earth Justice is a public interest environ-

mental law organization fighting for climate goals in court. More info.

– (AGAINST climate actions) Americans for Prosperity believes freedom

and opportunity are the keys to unleashing prosperity for all. More info.

– (AGAINST climate actions) Heartland aims to develop and promote free-

market solutions to social and economic problems. More info.

– (I do not wish to make a donation.)

• How much of the bonus reward of [BONUS AMOUNT] USD do you want to

contribute? Please move the slider to your preferred contribution amount. Your
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contribution will be given to the initiative of your choice. The rest will go to

you.

• Please confirm your contribution. By clicking the "Yes, I confirm my contribu-

tion of [CHOSEN DONATION] USD to the Americans for Prosperity." button

below, you authorize Dr. Anca Balietti (Heidelberg University, anca.balietti@awi.uni-

heidelberg.de) to transfer the specified amount to the selected organization. If

you click "No, I do not consent," we will not be able to make the transfer in

your name.

– (Yes, I confirm my contribution of [CHOSEN DONATION] USD to [CHO-

SEN NGO].)

– (No, I do not consent.)

2.9 Emotions

Please take a moment to reflect on your emotions during this task. How strongly

or weakly did you experience each of the following emotional states? (Provide your

answer on a scale from 1 to 7, where 1 is "not at all" and 7 is "very much")

• Upset

• Hostile

• Alert

• Ashamed

• Inspired

• Nervous

• Determined

• Attentive
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• Afraid

• Active

2.10 Feedback

Thank you for participating. We are very interested in your feedback about the

following points:

1. Was the task too long or too short?

2. Did you feel you could express your opinion?

3. Did you find any question unclear or uncomfortable?

4. Did you feel that the survey was balanced or rather biased towards the left or

right?

5. Did you experience any technical difficulty?

6. How can we improve the study? (at least 50 characters)
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