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ABSTRACT

I analyze a large set of Hungarian nominal stems whose last vowel alternates with zero
in certain contexts (Vago (1980), Siptar & Toérkenczy (2000)): e.g. bokor |bokor|, bokr-ok
[bokr-ok]. I argue that the mechanism underlying these alternations is syncope, departing
in this from earlier work (Vago (1980), Abondolo (1988), J. Jensen & Stong-Jensen (1988,
1989), Torkenczy (1995), Abrusan (2005)) which assumes epenthesis or metathesis.

My research focuses on which stems fall into this closed group of vowel-zero alternat-
ing stems. I show that there is an interaction between phonological processes that repair
phonotactically illicit consonant clusters — like voicing assimilation, gemination, affrication —
and vowel-zero alternations. I present a proposal relying on underspecification that correctly
predicts that these phonological processes block vowel-zero alternations.

The grammar that generates this result includes a ranking schema where the constraint
triggering syncope (referred to below as Syncope) is outranked not only by the Markedness
constraints that define illicit CC-clusters in Hungarian but also by the faithfulness constraints
that are normally violated in the repair of such clusters. The general ranking I will argue
for is:

(1)  Markedness (*CC for various CCs) » Faithfulness to Cs » Syncope » Max V

I also present results from a nonce word experiment, which confirms that Hungarian speakers
are aware of the systematic restrictions my analysis characterizes.

The broad significance of the work is to document a large-scale conspiracy (Kisseberth
(1970)) whereby permissible CC clusters emerge in at least two ways: through direct action
of repair processes (assimilation or merger of two Cs into one) and through blockage of the
syncope process that could yield the inputs to such repairs.
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Chapter 1

Introduction

Suffixes in Hungarian attach to most stems through simple concatenation without changing
the stem itself, see example (1). However, certain stems are subject to vowel-zero alterna-
tions when followed by certain suffixes as shown in example (2) (cf. Vago (1980), Siptar &
Torkenczy (2000)).

(1)  szurony + -t [surop+ -t| ‘bayonet’ + ACCUSATIVE — szuronyt [suront| ‘bayonet-Acc’
(2)  bokor + -t [bokor + -t] ‘bush’ + ACCUSATIVE — bokrot [bokrot| ‘bush-ACCUSATIVE’

The difference between examples (1) and (2) immediately raises two questions: (i) which
stems are subject to vowel-zero alternations and (ii) which suffixes trigger these alternations.
This dissertation is primarily interested in the first of these two questions and takes a closer
look at the form of vowel-zero alternating stems. However, it also provides an overview of
what the suffixes triggering this alternations look like and why exactly these suffixes are the
ones that rigger this alternation.

Chapter one provides some necessary background on Hungarian. First, of all the vocalic
and consonantal phoneme inventory of the language is introduced in section 2.1, followed
by a section on consonantal processes 2.2 and one on vowel harmony 2.3. In section 2.2
three consonantal processes of the language are reviewed in detail: voicing assimilation in
section 2.2.1, affrication in section 2.2.2 and gemination in 2.2.3. All three of these processes
interact with stem-internal vowel-zero alternations in interesting ways as discussed in chap-
ters 4-6. Vowel harmony is a quintessential part of Hungarian phonology, which is not only
responsible for determining the backness and roundness features of suffixal vowels, but also
shapes what vowel combinations are possible and impossible in stems in general, cf. section
2.3. Last, but not least, section 2.4 provides a categorization of suffixes based on their initial
segments, which is essential to better understand which suffixes trigger vowel zero alterna-
tions. Moreover, the section on suffixes also provides some arguments for underspecification

of vowel-zero alternating vowels in suffixes.
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Chapter two is devoted to vowel-zero alternating stems — often referred to as ‘epenthetic’
stems in the literature since Vago (1980). This chapter is divided into two main parts: sec-
tion 3.1 is devoted to nominal vowel-zero alternating stems, while section 3.2 describes verbal
vowel-zero alternating stems. The main reason for this division between nominal and ver-
bal vowel-zero alternating stems is that there is a difference in what kind of suffixes trigger
stem-internal vowel-zero alternations in the two domains. In the nominal domain it is only
vowel-zero alternating suffixes which trigger vowel-zero alternations in stems, while in the
verbal domain both vowel-zero alternating and strictly vowel-initial suffixes can trigger stem-
internal alternations. There is some variation among the suffixes in both domains in that
some trigger stem-internal vowel-zero alternations more reliably than others. This variation
is documented and discussed in chapter two as well.

Chapter three presents the results of a detailed study of the Hungarian lexicon. As
part of the study of the lexicon two lists of dictionary entries have been created: (i) a
list of stems that undergo vowel-zero alternations and (ii) a list of stems which have the
same characteristics as vowel-zero alternating stems but which nevertheless do not alternate.
First, the restrictions on the form of vowel-zero alternating stems are reviewed. The focus
is first on the vowels in vowel-zero alternating stems in section 4.1. This section provides
a characterization of the vowel-zero alternating vowels as well as of the vowels preceding
the alternating ones. The consonants in vowel-zero alternating stems in particular the ones
preceding and following the alternating vowel are under scrutiny in section 4.2. In particular,
this section focuses on what clusters can and cannot result from vowel-zero alternations.
Last, but not least, a statistical analysis of the comparison of the two lists — the one with
vowel-zero alternating stems and the one with vowel-zero alternating stem lookalikes — is
provided in section 4.3. The statistical analysis reveals that certain consonantal processes
like voicing assimilation, affrication and gemination block syncope, while the presence of a
liquid before or after a potentially alternating vowel makes it more likely for a stem to be
alternating.

Chapter four provides a formal analysis of the process interactions discussed in chapter
three. Although the analysis presented here relies on underspecification, it is not the only
possible way to account for the fact that voicing assimilation, affrication and gemination
block syncope. However, there is a variety of different issues any analysis should address.
First of all, any analysis of vowel-zero alternating stems needs to be able to predict which
stems are subject to alternations and which are not. Moreover, any and all analysis of this
phenomenon need to capture which suffixes trigger this alternation and which do not. The
analysis presented here addresses these issues in section 5.1. The analysis in chapter four

also accounts for the fact that consonantal processes like voicing assimilation, affrication and

16



gemination prohibit vowel-zero alternations as shown in section 5.2. Finally, a good analysis
of stem-internal vowel-zero alternations also explains which vowels can undergo vowel-zero
alternations. This is done here in section 5.3.

The last chapter, chapter five presents the results of an experimental study on vowel-
zero alternations in nonce words. Even though, the vowel-zero alternation is not productive
in Hungarian, native speakers of Hungarian have intuitions about when it is possible and
when it is not possible in nonce words. The study presented here investigated whether the
nature of the possible consonant clusters created after syncope have an impact on whether a
stem undergoes vowel-zero alternations. The experiment required people to choose between
two plural forms of each stem presented to the participants: one that underwent vowel-zero
alternation and one that did not. Despite the forces choice task there is an overall high
rate of vowel retention in the responses. Although the results are difficult to analyze due
to the high rate of vowel retention, they suggests that stems that would necessitate voicing
assimilation or affrication are less likely to syncopate than stems in which one of the two
consonants surrounding the potentially alternating vowel is a liquid.

The conclusions of this thesis, namely (i) that there is a process interaction between
stem-internal vowel-zero alternations and certain consonantal processes, (ii) that people have
intuitions about when vowel-zero alternations are possible, and that (iii) vowel-zero alternat-
ing stems form only a subset of all stems of the relevant form are summarized in chapter six.
Moreover, future research questions regarding the variation presented in vowel-zero alternat-
ing stems and in the triggering effect of vowel-zero alternating suffixes as wells as questions
regarding potential future experimental investigations and potential alternative analysis are
also discussed in chapter six. Last, but not least, a list of the experimental items and the

two lists references in chapter 4 are given in the appendix.
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Chapter 2
Background on Hungarian

Hungarian is a Uralic language spoken by ~13 million speakers worldwide, most of whom
(~10 million speakers) live in Hungary in Central Europe. The author of this thesis is a
native speaker of the Regional Standard of the Transdanubian dialect area. The Regional
Standard of a dialect area is a mixture of Educated Colloquial Hungarian — the language of
‘educated’ people living in Budapest — and the traditional accent of the region (cf. Antal,
Csongor & Fodor (1970), Benks & Imre (1972), Nadasdy (1985)). This means that there are
slight differences in the judgments of the author and the speakers of Educated Colloquial
Hungarian in some cases. If and when these differences are relevant to the topic at hand,
they will be noted to avoid any further confusion.

This chapter provides a short introduction to Hungarian focusing on phonotactics and
some phonological processes relevant to the discussions in this thesis. Section 2.1 contains
an overview of the phoneme inventory of Hungarian starting with the vowels in section 2.1.1,
followed by the consonants in section 2.1.2. In section 2.2 I present three consonantal process
which interact with vowel-zero alternations: voicing assimilation in section 2.2.1, affrication
in section 2.2.2 and gemination in section 2.2.3. The third section in this chapter, section
2.3, focuses on the most studied phenomenon in Hungarian phonology: vowel harmony, while

the last section, section 2.4, showcases some of the variation found in Hungarian suffixes.

2.1 Phoneme inventory

The Hungarian phoneme inventory consists of 14 vocalic and 24 consonantal segments. The

vowels are described in section 2.1.1, while the consonants are discussed in section 2.1.2.
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2.1.1 Vowels

Hungarian has 14 vowels: 7 long ones and 7 short ones as shown in Table 1. There are 8 front
vowels: 4 of them are rounded and 4 of them are unrounded. The front high vowels are [i, y|
and their long counterparts [iz, y:]. Among the front non-high vowels [e1, ¢, ¢:] are taken to
be mid, while || is often described as phonetically low but phonologically mid (cf. Siptar &
Toérkenczy (2000)). The front vowel [g] is considered to be low because it is lower than
short [e]. However, [e] only exists in certain dialects of Hungarian. In standard Hungarian
we find [e] wherever [e] or |e] surfaces in these dialects. This suggests that [¢] is described
as phonetically low more for historical reasons and not because it is actually phonetically
significantly lower than the other non-high front vowels (Miklos Torkenczy p.c.). In table 1
I follow the traditions in the literature in describing [€] as low for the sake of consistency.
In section 2.4 I show that [¢] behaves similarly to low back vowels in some suffixes, while it

behaves like mid back vowels in other cases.

[-back] [-+back]
[-round] | [+round] | [-round] | [+round]
[+high, —low]| | i ix y yi u u:
[-high, —low| e @ o1 0 o
[-high, +low] || € a: D

Table 1: The vowel system of Hungarian

There are six back vowels in Hungarian and all but one of them is rounded. The only
unrounded back vowel is the long low vowel [az]. There is one more low back vowel, which
is [p]. There are two mid back vowels [o] and its long counterpart [o:] and two high back
vowels [u] and [u:]. Length is a contrastive feature of Hungarian vowels, see examples (1)
and (2).

(1) a. zug |zug] ‘nook’

b. zug [zuig] ‘rumble’

(2)  a. hidra |hidrp] ‘hydra”
b.  hidra |hi:dro| ‘to the bridge’

In the case of high and mid vowels there is minimal to no quality difference between a short
vowel and its long counterpart Siptar & Torkenczy (2000). However, there is more than just
length difference in the case of [e¢ — e:] and [p — az]. These last two pairs are phonetically

not really pairs the same way the other short-long vowel pairs are. However, phonologically
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these two pairs still behave just like all the other short-long vowel pairs. This can be seen

in examples (3)—(6).

(3)  at + -(V)k [wt + -(V)K| ‘street’ + PLURAL — utak [utpk]| ‘streets’
(4) k6 + -(V)k [ko:r+ -(V)k| ‘stone’ + PLURAL — kovek [kovek| ‘stones’
(5)  kéz + -(V)k |keiz + -(V)k| ‘hand’ + PLURAL — kezek [kezek| ‘hands’
(6)

6 nyar + -(V)k [pnair + -(V)k] ‘summer’ + PLURAL — nyarak [porok]| ‘summers’

Examples (3) and (4) show that the stem internal long vowel in certain stems shortens when
it is followed by a potentially vowel-initial suffix like the plural suffix -(V)k. In examples
(3) and (4) the shortening vowels are high and mid, respectively, and thus, they only differ
in length. Examples (5) and (6) reveal that the same alternation can be observed in the
case of [er — €] and [a: — p], respectively. This suggests that although [e: — €] and [a: — D]
phonetically differ in more than just length, they phonologically behave like all the other
short-long vowel pairs. Now that we have seen the important features of the 14 Hungarian

vowels, let us turn our attention to the consonants.

2.1.2 Consonants

The consonants of the language established based on minimal pairs where they make a
meaningful difference are shown in table 2!. Hungarian has obstruents — plosives, affricates
and fricatives — and sonorants — nasal stops, liquids and a glide. Most of the obstruents
come in voiceless—voiced pairs: plosives [p, b, [t, d], [c, 1|, |k, g], affricates [tf, d3] and
fricatives [f, v|, [s, z| and [[, 3]. The only two obstruents without a voiced c\(;unjc/erpart
are [ts| and [h], although both [dz| and [f] exist on the surface. The reason why [d3] is
assumed to exists underlyingly while [dz| only appears on the surface is a dif‘feren;e in
their distribution. The voiced affricate [d3| appears word-initially, while [dz] does not. In
other contexts their distribution is quite szmilar: neither of them appear postconsonantally,
they appear preconsonantally only in a handful of suffixed forms, and when they appear
intervocalically and finally they are always long. For further discussion of the status of [d3]
and [dz| see Siptar & Térkenczy (2000), Kiefer (2016). Hungarian also has two liquids [l,\r/],
three nasal stops |[m, n, n| and one glide [j|. For a detailed discussion on whether |[j| should
be analyzed as [tcons| — that is whether it is a liquid or a glide — see Siptar & Torkenczy
(2000), Kiefer (2016).

IThe place of articulation categories does not distinguish between post-alveolar and palatal consonants.
This might seem like oversimplification from a phonetic point of view, but it is sufficient for a phonological
classification (cf. Siptar & Torkenczy (2000)).
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H Labial | Dental ‘ Palatal ‘ Velar ‘ Glottal

Nasal m n n

Plosive p b |t d|c 1 |k g
Affricate ts tvj dvg

Fricative f v |s z | [ 3 h
Trill T

Approximant 1 ]

Table 2: The consonant system of Hungarian

All consonants can be short or long on the surface, but length in consonants is not a
contrastive feature (cf. Siptar & Toérkenczy (2000), Kiefer (2016)). There are no long conso-
nants word-initially, but all consonants appear word-initially in short form. Long consonants
before or after another consonant usually shorten morpheme-internally. We do find long con-
sonants intervocalically and word-finally after a vowel. However, in most cases underlyingly
long consonants in these contexts are a result of derivation or they are due to loanword
adaptation or they are onomatopoetic in nature where the length of a consonant expresses
intensity but it is not contrastive. That is to say that minimal pairs where the only difference
is the length of a consonant are rare and in most cases (at least) one of the elements of the
minimal pair is a derived word. With this overview of the phoneme inventory of Hungarian
in mind, let us turn our attention to some of the phonological process of the language that

are relevant for the discussions in this thesis.

2.2 Consonantal processes

This sections is devoted to three phonological processes involving consonants: voicing as-
similation in section 2.2.1, affrication in section 2.2.2 and gemination in section 2.2.3. The
choice of these three processes is not arbitrary: in all three cases two consecutive consonants
interact with each other in a way that a quality of one or both of them changes significantly.
We will see below, in chapters 4, 5 and 6, how these three consonantal process interact with

vowel-zero alternations in interesting ways.

2.2.1 Voicing assimilation

Hungarian has regressive voicing assimilation both intervocalically and word-finally (Vago
(1980), Siptar & Torkenczy (2000)). That is to say that if there is a consonant cluster of

two continuous obstruents with different voicing, the first one assimilates in voicing to the
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second one. This is shown in examples (7) and (8). In example (7) a suffix beginning with a
voiceless obstruent follows a noun ending in a voiced stop, which assimilates to the voiceless
stop during suffixation. Similarly, in example (8) the word-final voiceless stop assimilates to

the suffix initial voiced stop.

(7)  fog + tol [fog + tol] ‘tooth’ + ABLATIVE — fogtol [fokto:l] ‘from the tooth’
(8)  rak + d [rok + d] ‘put + IMPERATIVE’ — rakd [rogd]| ‘put-IMPERATIVE’

It is important to note that the language does not have final devoicing, that is word-final
obstruents show contrast in voicing. In (9) a minimal pair is given showing an example for
meaningful difference between two nouns expressed through a single voicing difference in

their final consonant.

(9) a. fog |fog] ‘tooth’
b. fok [fok| ‘degree/step’

Regressive voicing assimilation can be captured by the crucial ranking of a series
of IDENT constraints and the markedness constraint AGREE[voice| (cf. Lombardi (1999),
Bakovi¢ (2005), Petrova et al. (2006), Siptar & Szentgyorgyi (2013)). The constraint AGREE
[voice| — defined in (10) — ensures that two consecutive obstruents do not differ in voicing. The
general IDENT|voice| constraint — according to its definition in (11) penalizes any changes in
the voicing of consonant between their underlying and their surface forms, while the contex-
tually restricted IDENT|voice|]/ [+son| and IDENT|voice|/ # constraints — cf. (12) and (13)
— only penalize a change in voicing in the given context: before a sonorant or word-finally,

respectively.

(10)  AGREE|voice|: Assign one violation mark for every pair of two consecutive obstruents
that differ in voicing.

(11) IDENT|voice|: Assign one violation mark for every change in voicing between the
underlying and the surface form of a segment.

(12)  IDENT[voice|/ [+son|: Assign one violation mark for every change in voicing be-
tween the underlying and the surface form of a segment that precedes a sonorant
segment.

(13)  IDENT|voice|/ #: Assign one violation mark for every change in voicing between
the underlying and the surface form of a word-final segment.

Tableau (14) shows how regressive voicing assimilation in an intervocalic context can
be captured. In tableau (14) both in candidates a and b the voicing of a consonant differs

between its underlying form and its surface form. In candidate a the consonant with the
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altered voice feature is the first consonant in the consonant cluster and thus, candidate a
only violates the general faithfulness constraint IDENT|voice| since the consonant with the
changed voice feature is not followed by a sonorant (and neither is it word-final). However,
in candidate b the consonant which voice feature has changed is before a vowel and therefore,
it not only violates the general faithfulness constraint IDENT|voice|, but also the context-
specific IDENT|voice|/ [+son| constraint as well. Since candidate a violates a proper subset
of the constraints candidate b violates, candidate b is harmonically bound by candidate a.
Therefore, as long as IDENT|[voice|/ [+son| is included in the hierarchy, candidate b is less
optimal than candidate a. Note that the context specific IDENT|voice| [+son| constraint
and the more general IDENT|voice| constraints are not crucially ranked with respect to each
other. Following convention in the literature I present the more specific constraint above the

general one in tableau (14).

fog + -tozl AGREE|voice| 1 IDENT|voice|/ [+son| | IDENT|voice]
(14) a. = fokto:l *
b. fogdo:l ' ! *
c. fogto:l ! ‘

In candidate c all segments have the same voicing feature underlyingly and on the surface
and thus, candidate ¢ does not violate any of the faithfulness constraints. However, since
candidate c is fully faithful to the underlying forms of the noun and the suffix, it includes
a consonant cluster of two obstruents that differ in voicing which violates the markedness
constraint AGREE[voice|. Aslong as the markedness constraint AGREE|voice] is ranked above
the general faithfulness constraint IDENT|voice| the most faithful candidate — here candidate
¢ — will always be less optimal than the candidate involving regressive voicing assimilation —

here candidate a. The ranking established in tableau (14) is given in (15).

(15)  AGREE|voice| > IDENT|voice]

Tableau (16) shows how regressive voicing assimilation can be analyzed in word-final context.
Similarly to tableau (14), the optimal candidate — candidate a — only violates the general
faithfulness constraint IDENT|voice| since it is the first consonant in the consonant cluster
that assimilates and not the word-final one. Candidate b, in which the word-final consonant
assimilates in voicing to the one preceding it violates both the general IDENT|voice| constraint
and the contextual IDENT|voice|/ # constraint as well and thus, candidate b is harmonically
bound by candidate a. Note here again that the context specific IDENT|voice|/ # constraint
— similarly to the context specific IDENT[voice|] [+son] in (14) —is not crucially ranked with
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respect to the more general IDENT|voice| constraint. In (16) I follow the convention in the
literature by presenting the more specific constraint above the more general one. The most
faithful candidate — candidate ¢ — is ruled out by the high ranked markedness constraint
AGREE|voice| — similarly to the most faithful candidate in tableau (14). Thus, there is still

only one crucial ranking: the one given in (15).

rak + -d AGREE|[voice] \ IDENT|voice|/ # | IDENT|voice]
(16) a. = 1dgd *
b. rokt ' ! *
c. rokd ! ‘

As noted earlier voicing contrast in obstruents is preserved word-finally in Hungarian. As
tableaux (17) and (18) show the ranking between AGREE|voice| and the general faithfulness
constraint IDENT[voice| and the presence of context specific IDENT|voice| constraints like
IDENT|voice|/ _# and IDENT|voice|]/ [+son| do not lead to the neutralization of voicing
contrast in obstruents word-finally. As tableaux (17) and (18) show candidate a in both
tableaux is the optimal candidate since it is fully faithful to its underlying form and it does
not violate the markedness constraint AGREE|[voice| either. In contrast, candidate b in both
tableaux leads to faithfulness violations because the voice feature of the word-final obstruent

has changed in these candidates.

fog AGREE|voice] \ IDENT[voice|/ _# | IDENT|voice]
(17) a. = fog '
b. fok ' X! 5
fok AGREE|[voice] ; IDENT|voice|/ # | IDENT|voice]
(18) a. = fok |
b. fog ' *! *

This concludes our brief overview of how a combination of AGREE|voice| and various IDENT
[voice| constraints can account for voicing assimilation in Hungarian. The next section

focuses on a different consonantal process, namely, affrication.

2.2.2 Affrication

Affrication takes place in three cases in Hungarian: (i) if a dental or palatal stop is followed
by a non-affricate strident, (ii) if a dental or palatal stop is followed by an affricate or (iii)

if an affricate is followed by a non-affricate strident (cf. Siptar & Térkenczy (2000), Kiefer
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(2016)).? In what follows I review these three environments in which affrication happens one
by one and present an analysis that captures all of them.

Let us start with the most straightforward case of affrication: when a dental or palatal
stop is followed by a non-affricate strident. Examples for this case are provided in (19) and
(20). In (19) the stem-final voiceless dental stop and the suffix initial [s] merge. In example
(20) the stem-final voiced palatal stop assimilates in voicing and in place to the suffix-
initial voiceless strident and then they merge and form a long voiceless coronal affricate. In
examples (19) and (20) a capital O is used for the non-high suffixal vowel that is underlyingly
underspecified for backness. How the quality of the vowel in such suffixes is determined is

discussed in detail in 2.3.2.

(19) 6t + -szOr [t + -sOr| ‘five’ + MULTIPLICATIVE — G6tszor [gtsior| ‘five times’

(20)  egy + -szOr [gj+ -sOr| ‘one’ + MULTIPLICATIVE — egyszer |etsier| ‘once’

If the stem-final stop agrees in voicing and place with the suffix initial non-affricate strident,
then the affrication process can formally be captured by a markedness constraint that penal-
izes dental or palatal stops being followed by a strident — like the one in (21) — a constraint
against shortening — like the one in (22) — and a constraint against merging segments — like
the Uniformity constraint first proposed by McCarthy & Prince (1995) and given in (23).
This is shown for example (19) in tableau (24).

o ant
(21)  *|- cont | [+strident|: Assign one violation mark if a [~ continuant, £+ anterior| ob-
— son
struent is followed by a strident.

(22)  IDENT(duration): Assign one violation for every change in duration between the
underlying and the surface form of a segment.

(23) UNIFORMITY: Assign one violation mark if a segment in the surface form has more
than one correspondent in the underlying form.

o ant | !
|
gt +-sOr *1— cont | [+strident] '+ IDENT(duration) | UNIFORMITY
|
— son [
(24) = = ‘
a. gtsgr *!
b. otsor ! *
c. = gtsigr *

As shown in tableau (24) the markedness constraint in (21) rules out the most faithful

2Note that some of these process are optional in slow speech. For details see Siptar & Térkenczy (2000).
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candidate — candidate a — in which a coronal stop is followed by a strident. This leaves
candidate b and ¢, which only differ in the duration of the affricate in them. In candidate b
the affricate is short, which means that the duration of the voiceless stop shortened. This is
ruled out by the IDENT constraint on duration. We are left with candidate ¢ as the optimal
candidate, in which the duration of the consonants stays identical and thus, it only violates
UNIFORMITY that penalized the merge of the stem-final coronal stop and the strident. The
crucial ranking established in tableau (24) is noted in (25).

« ant
(25)  * |- cont | [+strident], IDENT(duration) > UNIFORMITY
— son

To account for example (20) the ranking established in tableau (24) and given in (25) is not
sufficient. Since in (20) the stem-final palatal stop assimilates in voicing and place to the
suffix-initial strident additional constraints are needed. To capture the voicing assimilation
the constraints AGREE|voice| and IDENT|voice| from section 2.2.1 can be utilized. Similar
AGREE and IDENT constraints like the ones in (26) and (27) can account for the place
assimilation. In tableau (28) all of these constraints are in place to show how example (20)

can be derived.

«

(26)  AGREE(place)/ {

¢ . . o .
:(?n} [+strident|: Assign one violation mark for consecutive se-

quence of [+ anterior| obstruent and [+strident| segments if they do not agree in
place.

[+ son]
#

between the underlying and the surface form of a segment that either precedes a
sonorant or is word-final.

(27)  IDENT(place)/ : Assign one violation mark for every change in place
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In tableau (28) candidate a — the most faithful candidate — is ruled out by the high
ranked AGREE|voice| constraint that penalizes voicing disagreement between two consecutive
consonants. In all other candidates in tableau (28) there is no voicing disagreement since
the voicing of one of the two candidates is changed. This means that candidates b—g all
violate IDENT|voice|. In candidate b the stem-final consonant assimilated in voicing to the

suffix-initial strident, but not in place. Therefore, candidate b is ruled out by AGREE(place).

[+ son]

Candidates e, f and g all violate IDENT(place)/ since in these candidates it is

the strident that assimilates in place to the stop and not the other way around. This leaves
us with candidates ¢ and d. What differentiates candidate ¢ and d is the duration of the
affricate. Candidate c is ruled out since it involves shortening. Thus, candidate d is chosen
as the optimal candidate. The crucial ranking established in (28) is noted in (29).

(29)  AGREE|voice| > IDENT|voice|, AGREE(place)/ {oz :;ﬂ [-+strident],

« ant
IDENT(place)/ {H ;On]}, * |- cont | [+strident], IDENT(duration)

— Son
> UNIFORMITY

Now that we have seen how the merge of stop-fricative sequences can be accounted for, let
us turn our attention to stop-affricate sequences. Examples for the merger of stop-affricate
sequences are given in (30) and (31). In example (30) the first word ends in a voiceless

coronal stop, while the second word begins with a voiceless coronal affricate. These two
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consonants merge and surface as a long voiceless affricate in regular speech. In example
(31) the first word ends in a voiced coronal stop, which assimilates in voicing and place to
the voiceless palatal affricate before they merge and surface as one long voiceless palatal

affricate. Examples (30) and (31) can be derived in the same way as examples (19) and (20).

(30) &t cella [gtsielip] “five cells’

(31)  szomszéd csalad [somse:t[ila:d] ‘neighbor family’

The only thing that differentiates candidates (30) and (31) is that the latter involves not
only affrication, but also place and voicing assimilation. Since it has been already shown in

tableau (28) how the three processes interact, I only show the derivation for example (30)

below.
[ ant | |
|
ot tselio *1— cont | [+strident| 1+ IDENT(duration) | UNIFORMITY
|
— son I
(32) = = :
a. gttselin *!
b. gtselm | !
c. w gtsielo | *

Tableau (32) shows the formal analysis for example (30). Similarly to stop-fricative se-
quences, in the case of stop-affricate sequences the most faithful candidate — candidate a
in (32) — is ruled out by the markedness constraint against sequences of coronal stops and
stridents. If there is only a single affricate in the output as in candidate b in (32), then
the duration of the stop at the end of the first word is shortened, which is penalized by
IDENT(duration). This leaves candidate ¢ as the optimal candidate.

Last, but not least, let us turn our attention to affricate—fricative sequences. Examples
are given in (33) and (34). In example (33) the stem-final consonant is voiceless palatal
affricate, while the suffix begins with a voiceless palatal fricative. These two merge together
and surface as a long voiceless palatal affricate. In example (34) the stem-final consonant
is a voiceless dental affricate that is followed by the suffix-initial voiceless palatal fricative.
Here the voiceless dental affricate first assimilates to the fricative following it and then the

two merge together and surface as a long palatal affricate.

(33)  makacs + -sAg [mpokotf + -fAg] ‘stubborn’ + NOMINALIZER

— makacssag [mpkot[ia:g| ‘stubbornness’

(34)  bohoc + -sAg [bohorts + [Ag] ‘clown’ + NOMINALIZER
— bohocsag [bohortfiaig| ‘clownery’
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There is one additional constraint that is needed to account for the surface form of aflricate-

fricative sequences. In the case of stop-fricative and affricate-fricative sequences the marked-
« ant

ness constraint * |- cont | [+strident] ruled out the most faithful candidates. However, this

— son
markedness constraint does not apply to affricate-fricative sequences. To rule out the most

faithful candidate in the case of affricate-fricative sequences I propose to use an Obligatory
Contour Principle (OCP) constraint that penalizes the sequence of stridents like the one in
(35).

(35)  OCP|+strident]: Assign one violation mark for every pair of two consecutive stri-
dents.

Tableau (36) shows how the correct output for example (34) can be derived utilizing the
constraint in (35). Constraint (35) rules out the most faithful candidate — candidate a in
tableau (36). In candidate b it is the fricative that assimilates to the affricate and not the
other way around, which is penalized by the specific IDENT(place) constraint. In candidate
¢ the duration of the consonants merged changes, which leaves candidate d as the optimal

candidate.

boho:ts + -[Ag OCP|[+strident] : IDENT(place)/ {H;OD]} 1 IDENT(duration) | UNIFORMITY
| |

bohorts[a:g x|

(36)

bohorts:aig x| *

a
b
c. bohoztvf alg
d

| |
Il Il
| |
1 1
! ! x| *
| |
| |
| |

*

= bohorta:g

In this section we have seen that all three types of affrication can be accounted for
by relying on markedness constraints penalizing certain stop-strident and strident-strident
sequences, and a faithfulness constraint preserving duration and a constraint against the
merger of two consonants. Additionally, AGREE and IDENT constraints are needed to also
cover voicing and place assimilation processes which might precede affrication. Now that we
have seen how affrication works in Hungarian, let us turn our attention to another phono-

logical process that involves the merger of two consonants: gemination.

2.2.3 Gemination

In Hungarian if two consecutive consonants are identical underlyingly they almost always
surface as one long segment (cf. Kiefer (2016)). This means that if a word ends with a

consonant and it is followed by a suffix that begins with the same consonant, then gemination
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takes place, which leads to one long consonant at the morpheme boundary. An example for
this process is given in (37). In (37) the word-final voiceless coronal stop merges with the

suffix-initial voiceless coronal stop resulting in a geminate [t].

(37)  barat + -tol [borait + to:l| ‘friend’ + ABLATIVE — barattol [boraztzo:l] ‘from a friend’

There are some exceptions to the observation that two identical consecutive consonants
surface as one long consonant. We can find examples for degemination in Hungarian in
certain non-monomorphemic contexts. Degemination can happen if (i) the two identical
consecutive consonants follow or precede another consonant, and (ii) they are in two different
morphemes or words and (iii) the gemination is a result of simple concatenation without any
other process — e.g. assimilation or palatalization — being involved. Whether degemination
happens in these cases depends on the quality of the the third consonant. If the third
consonant is an obstruent, then degemination is obligatory, if it is a nasal, then degemination
is optional and if it is a liquid or a glide no degemination takes place, cf. examples (38), (39)

and (40), respectively.

(38)  koszt + -tol |kost + -to:l] ‘board” + ABLATIVE
— koszttol [kosto:l] ‘from the board’

(39)  comb + -bol [tsomb + -bo:l| ‘thigh’ + ELATIVE
— combbdl [tsomb(z)ozl] ‘from the thigh’

(40)  szerb bor [serb:or| ‘Serbian wine’

Besides degemination there are only a handful of exceptions to the observation that
two identical consecutive consonants surface as one long consonant. These exceptions are
limited to cases in which the two identical consonants are (i) both affricates and (ii) they
appear in different morphemes or words. Two examples for such cases are given in (41) and
(42). In both cases the stop in both affricates is released showing that the two consonants are
not merged despite being identical. Note that this only happens in slow speech. In regular

fast speech gemination takes place both in example (41) and example (42).

(41)  kules + csomo |kultf + tfomo:| ‘key’ + ‘node’
— kulescsomo [kultftfomo:| ‘a bunch of keys’

(42)  Kovécs Csaba |kova:tft/pbp| ‘Csaba Kovacs’
Since this dissertation focuses on cases in which all segments of potential consonant
clusters are in the same morpheme and thus, they are expected to surface as one long

consonant if they are identical, let us turn our attention back to cases like (37) — repeated

here in (43) — that fall under the generalization that two identical consecutive consonants
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surface as one long segment.

(43)  barat + -tol [bora:t + to:l] ‘friend” + ABLATIVE — barattol [borat:o:l] ‘from a friend’

This generalization can be formally captured as an OCP effect. A possible formulation of
OCP as a constraint is given in (44). What is the question here is whether the two identical
consecutive segments will surface as separate segments or merge to one long segment. The
latter possibility can be captured by the Uniformity constraint in (23), repeated here in (45).
For completeness sake I have also included a constraint against consonant deletion, MAX(C)
given in (46), since another possible way to avoid violating OCP is to delete one of the two

identical consonants.

(44) OCP: Assign one violation mark for every pair of two identical consecutive segments.

(45)  UNIFORMITY: Assign one violation mark if a segment in the surface form has more
than one correspondent in the underlying form.

(46)  MAX(C): Assign one violation mark for every consonantal segment that is present
in the underlying form and has no correspondent in the surface form.

An example for how the interaction of these three constraints can capture the generalization
that two identical underlyingly consecutive consonants mostly surface as one long consonant
is given in tableau (47). Candidate a in tableau (47) is the most faithful candidate and
as such it completely preserves the two identical consecutive consonants in the surface form
which violates OCP. If we want to avoid an OCP violation, then less faithful candidates need
to be considered. Candidate b in (47) does not violate OCP since it only has one consonant
at the morpheme boundary. The lack of OCP violation in candidate b is the result of the
deletion of one of the two identical consonants, which violates MAX(C). Another possibility
to avoid an OCP violation is coalescence of the two identical consonants. Coalescence vio-
lates UNIFORMITY. However, as long as UNIFORMITY is ranked below OCP and MaX(C)
candidate ¢ — the candidate involving coalescence of the two identical consonants — surfaces

as the optimal candidate. This crucial ranking is captured in (48).

bora:t + to:l OCP | MAX(C) | UNIFORMITY

(47) a. bora:tto:l x|
b. bora:to:l x|
c. = Dboraitionl ' *

(48)  OCP, MAX(C) > UNIFORMITY

In this section we have seen when voicing assimilation, affrication and gemination takes

32



place in Hungarian and how we can formally capture that. Now that we are more familiar
with some of the consonantal processes in the language, let us turn our attention to a process

involving vowels: vowel harmony.

2.3 Vowel Harmony

Hungarian vowel harmony (HVH) has been studied extensively in a variety of different
frameworks (see Vago (1975, 1976, 1978), J. T. Jensen (1978), Ringen (1978, 1980) on
HVH in rule based phonology, van der Hulst (1985), Booij (1984), Clements (1976) and
Ringen (1988) on HVH in autosegmental phonology, Ringen & Vago (1995, 1998) on HVH
in optimality theory). More recent studies in Hungarian vowel harmony have focused on
exceptionality and variation (Forré (2013), Hayes & Czirdky Londe (2006), Hayes, Zuraw,
et al. (2009), Patay et al. (2020), Rebrus & Szigetvari (2016, 2021), Rebrus & Torkenczy
(2016, 2017, 2021), Rebrus, Szigetvari & Torkenczy (2012, 2013, 2017, 2020, 2023), Szeredi
(2016)). For a general overview of Hungarian vowel harmony see Torkenczy (2024). This
section cannot possibly encompass all we know about Hungarian vowel harmony. Here, a brief
description is provided of what vowel harmony is and how it generally works in Hungarian.
Further references on Hungarian vowel harmony can be found in Térkenczy (2016), while
van der Hulst (2011) points to additional resources on vowel harmony in general.

The distribution of Hungarian vowels is regulated by backness and roundness harmony.
Vowel harmony in Hungarian is root/stem controlled. That is to say that it is the vowels
in the root/stem that determine the properties of the vowel(s) in the suffixes that attach to
them. Hungarian vowel harmony is always left-to-right directional, and prefixes fall outside
of the scope of vowel harmony. The intervening consonants between vowels do not interact
with harmony in any way: they neither block nor mitigate harmony (Torkenczy (2024)). Let
us first look at some further details in backness harmony in section 2.3.1 before turning our

attention to roundness harmony in section 2.3.2.

2.3.1 Backness harmony

Based on their role in backness harmony, three groups of vowels can be differentiated in
Hungarian: (i) harmonic back vowels as in (49), (ii) harmonic front rounded vowels as in
(50) and (iii) neutral front unrounded vowels as in (51). All back vowels are harmonic since
they are always opaque to harmony and they very rarely occur together with harmonic
front vowels in disharmony. Front vowels are divided between harmonic and neutral ones
for a variety of reasons: (i) neutral vowels often behave in a transparent way with respect

to harmony, (ii) they occur in antiharmonic roots, (iii) they occur in suffixes with only
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one form where they behave transparently while they are opaque whenever they appear in
harmonic suffixes that have multiple different forms. For these reasons phonetically front
unrounded vowels are considered phonologically neutral in Hungarian vowel harmony, while

front rounded vowels are considered phonologically also to be front.

(49)  Harmonic back vowels (often abbreviated as B): [u], [uz], [o], [oz], [2], [a:]
(50)  Harmonic front rounded vowels (often abbreviated as F): [y], [y:], |¢], [o1]
(51)  Neutral front unrounded vowels (often abbreviated as N): [i], [iz], [€], [e:]

In terms of backness harmony roots can be divided into three categories: (i) non-mixed
roots, (ii) weakly disharmonic roots and (iii) strongly disharmonic roots. Non-mixed roots
have either only harmonic back vowels or harmonic front vowels like examples (52) and (53).
Weakly disharmonic stems contain back harmonic vowels and neutral front unrounded vowels
as shown in example (54), while strongly disharmonic stems have harmonic back vowels and

harmonic front vowels in them as in (55).

(52)  asztal [pstpl] ‘table’ non-mixed root with back vowels
(63)  6rém [grem| ‘joy’ non-mixed root with front vowels
(54)  piros [pirof] ‘red’ weakly disharmonic root
(65)  sofér [fofgr| ‘driver’ strongly disharmonic root

Similarly to the roots, suffixes can also be categorized in terms of vowel harmony based
on what vowel(s) they might have. There are non-harmonizing (invariant) suffixes like the
terminative -ig /-ig/ [-ig], which always have the same vowel no matter what kind of root

they attach to as shown in .

(56)  a. asztal + -ig [pstpl + -ig| ‘table’ + TERMINATIVE
— asztalig [pstolig] ‘(up)to the table’
non-mixed root with back vowels + invariant suffix
b. 6rém + -ig [gregm + -ig| ‘joy’ + TERMINATIVE
— Oromig |gremig| ‘till joy’
non-mixed root with front vowels + invariant suffix
c. piros + -ig [pirof+ -ig|] ‘red” + TERMINATIVE
— pirosig |pirofig| ‘(up)to the red’
weakly disharmonic root + invariant suffix
d. sofér + -ig [fofgr + -ig| ‘driver’ + TERMINATIVE
— sof6rig [[ofgirig] ‘(up)to the driver’
strongly disharmonic root + invariant suffix

Other suffixes can have two, three or four different vowels in them. In the case of suffixes
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with two different potential vowels (bivalent suffixes), one of the vowels is always back, while
the other one is always front. An example for such a suffix is the dative suffix -nak/-nek
/-nAk/ [-npk/-nek|. Since the backness of the vowel in the dative suffix depends on what
stem it attaches to I use capital A in the underlying form to mark that it is a low vowel
and that it can be either back or front. In the case of non-mixed roots there is only one
type of vowel in the root and thus, it is straightforward what the suffixal vowel’s backness
feature is going to be if the vowel’s quality varies with what stem it attaches to. In the case
of back non-mixed stems like (57) the suffixal vowel is also back, while in the case of a front

non-mixed stem like (58) the suffixal vowel is also front.

(57)  asztal + -nAk [pstol + -nAk| ‘table’ + DATIVE — asztalnak [pstolnok| ‘for (a) table’
non-mixed root with back vowels + suffix with two forms

(58)  orém + -nAk [prom + -nAk| ‘joy’ + DATIVE — éromnek [gromnek]| ‘for joy’
non-mixed root with front vowels + suffix with two forms

(59)  piros + -nAk [pirof+ -nAk| ‘red’ + DATIVE — pirosnak [pirofnpk| ‘for red’
weakly disharmonic root + suffix with two forms

(60)  sofér + -nAk [fofgrr + -nAk| ‘driver’ + DATIVE — soférnek [[ofgirnek| ‘for (a) driver’
strongly disharmonic root -+ suffix with two forms

When it comes to weakly and strongly disharmonic stems it is less straightforward what
backness feature a vowel has in a variable suffix attached to them. There are a number of
factors that play a role here like the height of neutral vowels, the number of neutral vowels, the
backness feature of the final vowel etc. This means that we cannot generalize from examples
(59) and (60), to all weakly and strongly disharmonic stems without further considerations.
For a detailed discussion of these intricate details of Hungarian vowel harmony see To6rkenczy
(2024).

In the case of invariant suffixes with more than two forms, there is always at least one
form with a back vowel and one with a front vowel. Additionally, the quality of the vowel
in these suffixes also depends on the rounding feature of the final vowel in the stem in the
case of suffixes with three forms (trivalent suffixes) and on other properties of the root in the
case of suffixes with four different potential vowels (quatrian suffixes). Suffixes with three
different potential vowels are discussed in section 2.3.2, while suffixes with four different
forms are discussed in section 3. An overview of the distribution of invariant, bivalent and
trivalent suffixes is given in table 3 in section 2.3.2.

Formally, there are at least two ways to capture that the quality of the suffixal vowel is
dependent on the quality of the stem internal vowels: (i) the suffixal vowel is underspecified

and it only receives a feature value for backness (and rounding) on the surface or (ii) the

35



suffixal vowel is specified for backness (and rounding), but these features can be overwritten
as a result of constraint rankings. One of the main differences between these two options is
that in the case of underspecification, faithfulness of the surface form to the underlying form
is not violated, whereas it clearly is if an underlying feature value «, surfaces as —a. Another
important difference between these two possible approaches is that only underspecification
can capture the generalization regarding which suffixal vowels can delete, cf. section 2.4.
In a framework relying on underspecification it is clear that only underspecified vowels can
delete. In an approach which all suffixal vowels are underlyingly fully specified the quality
of the different suffixal vowels can be derived through a variety of positional faithfulness
and markedness constraints. However, in this approach it is seemingly arbitrary that only
the vowels in suffixes with multiple forms can delete. For these reasons I follow Siptar &
Szentgyorgyi (2013) in assuming that the suffixal vowels in suffixes with multiple forms are
underlyingly underspecified, while suffixal vowels in suffixes with a unique form are fully
specified underlyingly.

To formally capture vowel harmony in Optimality Theory (Prince & Smolensky (2004))
I rely on AGREE constraints such as AGREE|a back| as defined in (61).

(61)  AGREE|aback]|: Assign one violation mark for every pair of consecutive vowels that
differ in backness.

As tableau (62) shows AGREE|aback]| can distinguish between two candidates that only differ
in the backness in the suffixal vowel that is underlyingly underspecified. More concretely,
the tableau in (62) shows that the ellative suffix -bdl/-b6l /-bO:l/ [-bo:l/-bg:l] surfaces with
a back vowel after a stem with a back vowel (cf. candidate a) since that leads to no violation
of AGREE|aback]|, while candidate b — in which the suffixal vowel is [-back| after a back stem
— does violate AGREE|aback].

orsaig + -bO(yl || AGREE|aback]|

(62) a. = orsaigbol

b. orsa:ghg:l !

Note that if a suffixal vowel is fully specified underlyingly, it is more important to be faithful
to the underlying vowel than to adhere to vowel harmony. This is shown in (64), where the
higher ranked faithfulness constraint (IDENT defined in (63)) preserves the identity of the
underlyingly fully specified terminative suffix -ig /-ig/ [-ig].

(63) IDENT: Assign one violation mark for every change between the underlying and
surface form of a segment.
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orsaig + -ig IDENT | AGREE|aback|

(64) a. ¥ orsaigig *

b. orsa:gug !

In tableau (64) candidate a is the fully faithful candidate, which does not adhere to vowel
harmony and thus, violates AGREE|aback|. However, if a candidate satisfies backness har-
mony, as in candidate b, then a faithfulness violation occurs since the suffixal vowel on the
surface differs from its corresponding counterpart underlyingly. Now that we have seen how
we can formally account for the quality of suffixal vowels in invariant and bivalent suffixes,
let us turn our attention to trivalent suffixes which are sensitive to not only backness, but

also roundness harmony.

2.3.2 Roundness harmony

Roundness harmony appears only in a subset of cases where backness harmony appears.
This is evidenced by the fact that roundness harmony can only be seen when we look at
variable suffixes with three different forms like the allative suffix -hoz/-hez/-héz /-hOz/ |-
hoz/-hez/hez|. Note that a capital letter is again used in the underlying form to show that
the vowel can be either front or back. Furthermore, the capital O also signals that the
underlying vowel is non-high. Since suffixes with three different potential vowels always only
have on form with a back vowel, it is expected and born out that this is the form that
attaches to a non-mixed root with back vowel(s) as shown in example (65). However, if
the root is non-mixed with front vowel(s), then there are still two options remaining for the
suffixal vowel: a round — [-hgz| — and an unround one — [-hez|. Which suffixal vowel is chosen
after non-mixed roots with front vowel(s) depends on whether the final stem-internal vowel

is rounded or not.

(65)  asztal + -hOz [pstpl + -hOz| ‘table’ + ALLATIVE
— asztalhoz [pstolhoz| ‘to (a) table’

(66)  oreg + -hOz [preg + -hOz| ‘old (person)’ + ALLATIVE

a. — oOreghez [greghez| ‘to (an) old (person)’
b. — *6reghtz |preghoz|

(67)  erds + -hOz |erg:[+ -hOz| ‘strong (person)’ + ALLATIVE

a. — *erGshez [erg:fhez]
b. — er6shoz |erpifhoz| ‘to (a) strong (person)’

Examples (66) and (67) show, respectively, that if the final stem-internal vowel is unrounded,

then the suffixal vowel is also unrounded and if it is rounded then so is the suffixal vowel.
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Table 3 presents a comparison of invariant, bivalent and trivalent suffixes. The surface
forms of the suffixes are highlighted in magenta. The cell colors show the difference in the
distribution of the different forms of the suffixes: cells with a blue background highlight
that the form of invariant suffixes like the terminative -ig /-ig/ [-ig] never changes, cells with
a green in contrast to cells with orange or yellow and red backgrounds show that there
is a difference in the form of a suffix if it follows a non-mixed root with back or front vowels.
Additionally, the split between yellow and red backgrounds emphasized that the surface
form of trivalent suffixes after a non-mixed root with front vowels also depends on whether

the final stem-internal vowel is rounded or not.

Invariant suffix

Bivalent suffix

Trivalent suffix

terminative dative allative
g/ /nAk/ /-h0z/
-ig] [-nok /-nek| [-hoz/-hez/-hgz|
Non-mixed root with back vowels
asztal asztalig asztalnak asztalhoz
[Dstpl] [pstolig] [pstplnnk] [pstplhoz|
‘table’ ‘(up)to (a) table’ ‘for (a) table’ ‘to (a) table’

Non-mixed root with front vowels

oreg oregig oregnek oreghez
loreg| |oregig] [oregnek] [oreghez|
‘old (person)’ ‘(up)to an old (person)’ | ‘for an old (person)’ | ‘to an old (person)’
erds erésig erésnek er6shoz
lerg:f] lerg:fig] [erg: nek] lerg:fhoz)

‘strong (person)’

‘(up)to a strong (person)’

‘for an old (person)’

Y

‘to an old (person)

Table 3: Surface forms of invariant, bivalent and trivalent suffixes

Now that we have seen how the distribution of trivalent suffixes that are impacted
by roundness harmony compares to that of invariant and bivalent suffixes, which are not
affected by roundness harmony, let us turn our attention back to the targets and triggers
of roundness harmony. Since most back vowels — with the exception of [ai] — are round,
it is not surprising that roundness harmony only targets front vowels. It is important to
note, though, that roundness harmony is even more restricted than that. It only targets
front non-high vowels as evidenced by the fact that there are no suffixes with three different
vowels in which the vowels are all high — i.e. *-(C)U(C) /-(C)U(C)/ [-(C)u(C)/-(C)i(C)/-
(C)y(C)]. Even though roundness harmony does not target front high vowels, it is triggered
by front high vowels as shown in the contrast of examples (68) and (69). In example (68) the

stem-internal front high unrounded vowel is followed by an unrounded vowel in the suffix,
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while in example (69) the stem-internal front high rounded vowel is followed by a rounded

vowel in the suffix.

(68)  viz + -hOz |[viiz + -hOz| ‘water’ + ALLATIVE
a. — vizhez [viizhez| ‘to (the) water’
b. — *vizhoz |viizhgz|

(69) gy + -hOz |yj+ -hOz| ‘case’ + ALLATIVE

a. — *igyhez [yjhez]
b. — ligyhoz [yshez] ‘to (a) case’

While in the case of backness harmony there are some vacillating stems, there are no such
stems when it comes to roundness harmony. How local (or not) backness harmony is can be
debated, but there is a general consensus that roundness harmony is strictly local. Further-
more, there are no antiharmonic stems in terms of roundness harmony, although these exist
in the case of backness harmony.

Roundness harmony can — similarly to backness harmony — also be formally captured

by an AGREE constraint like the on in (70).

(70) AGREE[around|: Assign one violation mark for every pair of consecutive vowels that

differ in rounding.

As we have seen in section 2.3.1 AGREE|aback] is sufficient to predict the quality of a suffixal
vowel if only its backness feature is undetermined underlyingly. This means that if a trivalent
suffix follows a non-mixed root with back vowels, then the suffixal vowel will surface as back
due to AGREE|aback]| since roundness harmony does not affect back vowels. However, if a
trivalent suffix follows a non-mixed root with front vowels, then AGREE|around] is necessary
to determine the roundness feature of the suffixal vowel based on the roundness feature of the
final stem-internal vowel. Additionally, the fact that the suffixal vowel in trivalent suffixes
is [-high, -low, -round| and that there is no [-high, -low, -round| front vowel in Standard
Hungarian needs to be taken into account. To see how this can be done formally let us look
at a concrete example. In tableau (71) we can see how the correct form of the allative suffix -
hoz/-hez/-héz [-hO(_yz/ [-hoz/-hez/-hgz| following a non-mixed stem with front vowels with

a final unrounded vowel can be derived.
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me:z + -hO(_yz | *e | IDENT | AGREE|aback] \ AGREE|around|

a. = meizhez (%)

(71) b. me:zhoz * * x!
c. me:zhgz * x!
d. mezhez x! '

Hungarian has only two short mid vowels — o] and [¢] — both of which are [+round]|. This
means that both possible short mid vowels — candidate b and ¢ in (71), respectively —
lead not only to an IDENT violation — since they are both [+round] and the suffixal vowel
is underlyingly specified as [-round| — but both candidates also violate rounding harmony
since the stem vowel is unrounded. The short [e] is not part of the standard dialect, and
therefore, a candidate with it as the suffixal vowel — candidate d — is ruled out by a high
ranked markedness constraint — *e — which reflects the absence of this vowel in the phoneme
inventory of the language. Since the only two viable short mid vowels in Standard Hungarian
are [+round| there is only one way to satisfy rounding harmony in this case: to resort to the
phonetically low, phonologically mid unrounded vowel [g], cf. candidate a in (71). Depending
on the interpretation of the last resort vowel [¢], we may or may not have an IDENT violation
here. What is meant by that is that if [¢] is interpreted based on its phonetical features as
[+1low|, then candidate a violates IDENT since the height of the suffixal vowel has changed
between the underlying and the surface form, whereas if we take [¢] to be mid based on
its phonological characteristics, then no IDENT violation occurs. In either case, candidate a
is the optimal candidate since it does not contain a segment that is not part of the vowel
inventory of the dialect — cf. candidate d — neither does it violate backness and/or rounding
harmony — cf. candidate b and c.

In section 2.3.1 we have seen that faithfulness is more important than backness har-
mony. What about the relative importance of backness harmony and rounding harmony
with respect to each other? As the tableau in (72) shows it is more important to adhere to

backness harmony than to rounding harmony.

kotfgg + -bA IDENT | AGREE|aback| | AGREE|around]
a. = kgt[ggbe *
(72 9
b. katfagbp x|
c. kgt[agbg !

Tableau (72) shows that if the illative suffix -ba,/-be /-bA/ |-bp/-be]| is attached to a stem with
a front round final vowel it will adhere to backness harmony and not to rounding harmony, cf.

candidate a in (72). Candidate b represents the alternative that follows rounding harmony,
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but not backness harmony. This candidate is not what we find on the surface and thus, it
is ruled out by AGREE|aback]|, which is crucially ranked above AGREE|around]|. Candidate
¢ does not violate either backness or rounding harmony, however, it leads to an IDENT
violation since the height of the suffixal vowel is changed between the underlying form —
[+low| — and the surface form — |-high,-low|. Since there is no front low round vowel in
the language, following both backness and rounding harmony always leads to a faithfulness
violation. Therefore, to avoid a faithfulness violation only one of the harmony constraints can
be fulfilled and as we can see from (62) it is going to be AGREE|aback| over AGREE|around|.
This concludes our general overview of how Hungarian vowel harmony works. The next

section focuses on a different possible categorization of Hungarian suffixes.

2.4 Suffixes

Hungarian suffixes can be categorized in different ways. As we have seen in section 2.3 there
are invariant suffixes — suffixes with only one form — bivalent suffixes — suffixes with two
forms — trivalent suffixes — suffixes with three forms — and quatrain suffixes — suffixes with
four different possible vowels. There are, of course, the more generally used categorizations
based on the syntactic category of a suffix — e.g. nominalizer, verbalizer etc. — or based
on the changes the suffix leads to — i.e. derivational or inflectional. In what follows, I
present a classification of Hungarian suffixes based on their behavior after vowel-final and
consonant-final roots: suffixes that are always consonant initial — section 2.4.1 — suffixes that
are sometimes vowel-initial and sometimes consonant-initial — section 2.4.2 — and suffixes that
are always vowel-initial — section 2.4.3. The importance of this classification becomes clear
when looking at what suffixes trigger stem-internal vowel-zero alternations: only suffixes
that are sometimes or always vowel-initial can trigger this alternation as discussed in detail

in section 3.

2.4.1 Consonant initial suffixes

Strictly consonant-initial suffixes like the dative suffix -nak/-nek /-nAk/ [-npk/-nek| do not
show any alternation no matter whether they follow a consonant-final or vowel-final root as
shown in examples (73) and (74). Note, that when talking about alternations in this section
we restrict our attention to the initial segment of the suffix and disregard other alternations

like those due to vowel harmony (cf. section 2.3).

(73)  kapu + -nAk [kopu + -nAk| ‘gate’ + DATIVE
— kapunak |kopunpk]| ‘for (a) gate’ (V#)
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(74)  orszag + -nAk |orsaig + -nAk| ‘country’ + DATIVE
— orszagnak [orsaignok| ‘for (a) country’ (C#)

We find strictly consonant-initial suffixes both in the nominal and in the verbal domain.
Since most Hungarian monomorphemic verbs end in a consonant — with the exception of ¢
[lg:] ‘shoot’ — we need to consider the subjunctive form of verbs to find vowel final verbforms.
Examples (75) and (79) show that the possibility modal suffix -hat/-het /-hAt/ [-hot/-het]
attaches to a vowel-final and to a consonant-final stem without any suffix-initial alternations.
Note that the lengthening of the final low vowel in example (75) is not unique to this suffix
or even to verbs. This process known in the literature as final low vowel lengthening takes
place whenever a stem ending in a low vowel — [€] or [p] — is followed by a suffix (cf. Siptar &
Torkenczy (2000)).

(75) 16 + -hAt [lg:+ -hAt] ‘shoot’ + POSSIBILITY

— 16het [lgthet| ‘she can shoot’ (V#)
(76) {6z + -hAt [fg:z + -hAt]| ‘cooks’ + POSSIBILITY
— f6zhet [fpizhet| ‘he can cook’ (C#)

In this section we have seen that consonant-initial suffixes attach to vowel- and consonant-
final roots in the same unaltered form. From a theoretical point of view, this pattern can be
straightforwardly derived since it is always the most faithful candidate that we find on the

surface.

2.4.2 Vowel-zero alternating suffixes

There are number of suffixes — both nominal and verbal — that undergo alternations depend-
ing on whether they attach to a vowel- or a consonant-final stem. I refer to these suffixes as
vowel-zero alternating suffixes. Vowel-zero alternating suffixes like the plural suffix -k/-ak/-
ok/-ek/-ok /-(V)k/ |-k/pk/-ok/-ek/-gk| attach to vowel-final stems without a suffix-initial
vowel and attach to consonant-final stems with a vowel-initial form as shown in examples
(77) and (78), respectively. Since the height of the suffixal vowel in the plural suffix is not

predetermined underlyingly I use a capital V as a stand in for it.

(77)  kapu + -(V)k [kopu + -(V)k| ‘gate’ + PLURAL

— kapuk [knpuk]| ‘gates’ (V#)
(78)  orszag + -(V)k |orsaig + -(V)k| ‘country’ + PLURAL
— orszagok [orsaigok| ‘countries’ (C#)

An example for vowel-zero alternating suffixes in the verbal domain is the 1. singular suffix
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-k/-ok/-ek/-ok /-(O)k/ |-ok/-ek/-¢k| as shown in examples (79) and (80). In example (79)
the suffix surfaces without a suffixal vowel after a vowel-final stem, while in example (80) a

non-high suffixal vowel appears after the consonant-final stem.

(79)  fézne + -(V)k [foizne+ -(V)k| ‘would cook’ + 1.8G

— f6znék [fpiznek| ‘I would cook’ (V#)
(80) {6z + -(V)k [foiz + -(V)k] ‘cooks’ + 1.8G. — f6z0k [forzok]| ‘I cook’ (C#)

The suffixal vowel in vowel-zero alternating suffixes does not necessarily have to be non-high
as in examples (77)—(80). Examples (81) and (82) show that the high vowel of the 1. plural
possessive suffix -unk/-ynk /-(U)nk/ [-)/-ufj/-y1j] is also subject to vowel-zero alternations.
In example (81) the 1. plural possessive suffix -unk/-ink /-(U)nk/ [-5j/-uf)/-yi| surfaces
without a vowel after a vowel-final stem, while in example (82) it surfaces with a high vowel

after a consonant final stem.

(81)  hajo + -(U)nk [hnjo:+ -(U)5]| ‘ship” + 1.PL.POSSESSIVE
— hajonk [hpjom| ‘our ship’ (V#)

(82)  orszag + -(U)nk [orsaig + -(U)g] ‘country’ + 1.PL.POSSESSIVE
— orszagunk [orsa:guij| ‘our country’ (C#)

We find vowel-zero alternating suffixes with an underlyingly high vowel in the verbal domain
as well. An example for such a suffix is given in (83) and (84). In example (83) the 1.
plural suffix appears on the surface without an initial vowel after a vowel-final stem, while

it appears with a vowel after a consonant-final stem in (84).

(83)  fézne + -(U)nk [foizne+ -(U)3| ‘would cook” + 1.PLURAL

— f6znénk [forznen| ‘we would cook’ (V#)
(84)  f6z + -(U)nk [fo:z + -(U)j]| ‘cooks” + 1.PLURAL
— f6ziink [foizyy| ‘we cook’ (C#)

As we have seen in the examples in this section when a vowel-zero alternating stem follows
a vowel-final stem, the suffix-initial vowel is deleted to avoid hiatus. Theoretically, there are
many different ways to avoid hiatus in general, e.g. vowel deletion, consonant epenthesis,
diphtongization. Hungarian deploys different solutions to avoid hiatus, although in certain
cases it tolerates it (cf. Siptar & Szentgyorgyi (2013)). To account for examples like (77) —
repeated here in (85) — we need to capture that the insertion of a consonant or preserving
hiatus is worse than vowel deletion. This can be formally done by relying on the constraints
in (114)—(88).

(85)  kapu + -(V)k |kopu + -(V)k| ‘gate’ + PLURAL
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— kapuk [kopuk]| ‘gates’ (V#)
(86) *HI1ATUS: Assign one violation mark for every pair of two consecutive vowels.

(87)  Max(V): Assign one violation mark for every underlying vowel that has no corre-
sponding segment on the surface.

(88)  DEP([+consonantal|): Assign one violation mark for every [+consonantal| surface
segment that has no corresponding underlying segment.

As tableau (89) shows simply ranking the constraint against hiatus — *HIATUS — and the
constraint against consonant epenthesis — DEP(|+consonantal]) — over the constraint pe-
nalizing vowel deletion does not suffice. This constraint ranking can successfully rule out
preserving hiatus — as in candidate c¢ in tableau (89) — and the insertion of a consonant — as
in candidate d. However, the deletion of the stem-final vowel and that of the suffix-initial
vowel are considered to be equally good. This would predict that the plural form of kapu
/kopu/ |kopu] ‘gate’ is either [knpuk| —candidate a in (89) — or [kppok| — candidate b in (89)

— contrary to what we find in the language.

kopu + -(V)k | Dep(|+consonantal]) . Hiatus Max(V)
a. = kppuk ' *
(89) b. = kppok ' *
c. kopuok !
d. koputok ! '

The avoid the free variation predicted in tableau (89) it is necessary to distinguish between
the deletion of stem-final vowel and that of the suffix-initial vowel. This can be done by
using a MAX-F constraint like MAX([a back]) defined in (90).

(90)  MAX(|a back]): Assign one violation mark for every underlying [a back| feature that
has no correspondent on the surface.

Since only the stem-final vowel is defined underlyingly for backness, only the deletion of that
vowel and not that of the suffix-initial vowel violates this new constraint. How this solves the
problem of the incorrectly predicted free variation in tableau (89) is shown in tableau (91).
In (91) we can see that MAX(|a back]) is violated by candidate b — the candidate in which
the stem-final vowel is deleted — but not by candidate a — the candidate in which the suffix-
initial vowel is deleted. This means that as long as MAX(|a back|) — just like *HiATUS and
DEP([+consonantal]) — are ranked above MAX(V), the correct outcome for vowel-final stems
followed by vowel-zero alternating suffixes is predicted. The crucial ranking established in
tableau (91) is noted in (92).
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kopu + -(V)k | Max([aback]) \ Dep(|+consonantal|) . Hiatus Max(V)
a. = kppuk ' ' *
(91) b. kopok ! ' ' *
c kopuok ' D
d kpputok ' ! '

(92)  MAaX(|a back]), *HiaTus, DEP([+consonantal|) > MAX(V)

Beyond the vowel-zero alternating suffixes discussed so far in this section, there are some
special cases of vowel-zero alternating suffixes which present further variation in the language.
Certain vowel-zero alternating suffixes like the accusative suffix -t /-t/ [-t] behave only
seemingly the same way as the suffixes seen so far in this section. They follow a vowel-final
stem directly without an additional vowel as shown in (93), and have a vowel-initial form

after a consonant-final stem as in (94).

(93)  kapu + -t [kppu + -t]| ‘gate’ + ACCUSATIVE
— kaput |[koput| ‘gate-ACCUSATIVE’ (V#)

(94)  orszag + -t |orsaig + -t| ‘country’ + ACCUSATIVE
— orszagot [orsaigot| ‘country-ACCUSATIVE’ (C#)

Suffixes like the accusative suffix -t /-t/ [-t] do not always have a vowel-initial form after
consonant-final stems as shown in example (95). In fact, the accusative [t| can appear
without a vowel after consonant-final stems if it forms a licit word-final consonant cluster
the the final consonant of the stem it follows. That is to say that there is no vowel between
the accusative [t| and the final [I] of asztalt2 in example (95) because [lt]| is a well-formed
word-final consonant cluster in the language. In this respect the accusative is crucially
different from suffixes like the plural, which always surfaces as vowel-initial after consonant-
final stems. Evidence for this is provided in examples (96) and (97), which show that even
though [lk| appears word-finally monomorphemically in the language — cf. (97) — the plural
suffix -k/-ak/-ok/-ek/-6k /-(V)k/ |-k/vk/-ok/-ek/-¢k| cannot follow the l-final stem without
a vowel — cf. (96). This distributional difference between the accusative and plural suffix is
the reason why the plural suffix is represented with an underlying vowel, while the accusative

suffix isn’t.

(95)  asztal + -t [pstol + -t| ‘table’ + ACCUSATIVE (L#)

a. — *asztalot [pstolot]
b. — asztalt [pstolt] ‘table-ACCUSATIVE’

(96)  asztal + -(V)k [ostol + -(V)k| ‘table’ + PLURAL (L#)
a. — asztalok [pstplok| ‘tables’
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b. — *asztalk [pstplk]
(97)  halk [holk| ‘quiet’

The past tense suffix -¢(t)/-ot(t)/-et(t)/-6t(t) /-(O)t(t)/ [-t(t)/-ot(t)/-et(t)/-0t(t)] in the
verbal domain behaves very similarly to the accusative suffix -¢ /-t/ [-t] in the nominal
domain, cf. examples (98)—(100). Similarly to the accusative suffix, the past tense suffix
follows vowel-final stems with a consonant-initial form — cf. (98) — it follows certain consonant-
final stems with a vowel-initial form as in (99), while others with a consonant-initial form as
shown in (100).

(98) 16 + -(O)t(t) [lg:+ -(O)t(t)] ‘shoots’ + PAST — 16tt [lgitz] ‘shot’ (V#)
(99)  fog + -(O)t(t) [fog + -(O)t(t)] ‘holds” + PAST — fogott [fogot:| ‘held’ (C#)
(100) 6l + -(0)t(t) ol + -(O)t(t)] ‘kills” + PAST — 6lt [olt] ‘killed’ (L#)

It is important to note, though, that the distribution of vowel- and consonant-initial forms of
the accusative suffix -t /-t/ [-t] and the past tense suffix -t(t)/-ot(t)/-et(t)/-6t(t) /-(O)t(t)/
[-t(t)/-ot(t)/-et(t) /-0t (t)] is not identical. Even though [[t] is a well-formed word-final cluster
that appears in the language monomorphemically — cf. (101) — only the accusative suffix can
follow an [-final stem in a consonant-initial form — cf. examples (102) and (103). In fact,
the consonant-initial form of the past tense suffix is restricted to vowel-final stems and to
consonant-final stems in which the final consonant is a sonorant with which it can form a licit
word-final consonant cluster monomorphemically, while the accusative suffix is consonant-
initial both after a vowel-final stem and after any final consonant — not just sonorants — that

forms a licit word-final cluster with it.

(101)  most [moft] ‘now’
(102)  fos + -t [fof+ -t] ‘diarrhea’ + ACCUSATIVE

a. — *fosot [fofot]
b. — fost [foft] ‘diarrhea-ACCUSATIVE’

(103)  fos + -(O)t(t) [fof+ -(O)t(t)] ‘have diarrhea’ + PAST
a. — fosott [fofot:] ‘had diarrhea’
b. — *fost [foft]

So far we have seen vowel-zero alternating suffixes which have different forms depending
on whether they follow a stem that ends in a vowel or a consonant and some that have
different forms even depending on what consonant the stem, that they follow, ends with.
There is one additional kind of vowel-zero alternating suffix, which is consonant-initial after

vowel-stems and after consonant-final stems if the final consonant is preceded by a vowel and
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vowel-initial otherwise.? This kind of suffix is only found in the verbal domain. An example
for such a suffix is the infinitive suffix -ni/-ani/-eni /-(A)ni/ [-ni/-pni/-eni|. The infinitive
suffix surfaces with a consonant-initial form after vowel-final stems as shown in (104) and
after stems ending in a single consonant as in (105), but it has a vowel-initial form on the

surface if it follows a stem ending in a consonant clusters as shown in (106).

(104) 16 + -(A)ni [lg:+ -(A)ni| ‘shoot’ + INFINITIVE — 16ni [lgmi| ‘to shoot’ (V#)
(105) {6z + -(A)ni [fo:z + -(A)ni] ‘cook’ + INFINITIVE — f6zni [fpizni| ‘to cook’ (VC#)

(106)  mond + -(A)ni [mond + -(A)ni| ‘say’ + INFINITIVE
— mondani [mondpni| ‘to say’ (CC#)

2.4.3 Vowel initial suffixes

Strictly vowel-initial suffix appear in their vowel-initial form both after vowel-final and
consonant-final stems. That is to say that unlike vowel-zero alternating suffixes, strictly
vowel-initial suffixes never lose their initial vowel no matter what segment the stem they
follow ends with. An example for such a suffix from the nominal domain is the terminative
suffix -ig /-ig/ [-ig]. As examples (107) and (108) show, respectively, the terminative suffix

surfaces in its vowel-initial form both after vowel- and consonant-final stems.

(107)  kapu + -ig [knpu + -ig| ‘gate’ + TERMINATIVE

— kapuig |kopujig] ‘(up)to (a) gate’ (V#)
(108)  orszag + -ig |orsaig -+ -ig| ‘country’ + TERMINATIVE
— orszagig |orsa:gig| ‘(up)to (a) country’ (C#)

Note that to avoid hiatus a glide is inserted between the stem-final and the suffix-initial
vowels in example (107). However, when a strictly vowel-initial suffix with an initial non-
high vowel follows a vowel-final stem hiatus is tolerated. An example for such a case arises

when the causative suffix -ért /-eirt/ |-eirt| follows a vowel-final stem as shown in (109).

(109)  kapu + -ért |kopu + -eirt| ‘gate’ + CAUSATIVE
— kapuért [kopuerrt| ‘for (a) gate’

We also find strictly vowel-initial suffixes in the verbal domain like the nominalizer
suffix -ds/-és /-A:f/ [-azf/-exf]. Since this suffix cannot follow the subjunctive form of a verb,
the only vowel-final verb 6 /lg:/ [lg:] is used here to showcase that initial vowel of the
nominalizer suffix -ds/-és / [-a:f/-e:f] surfaces after vowel-final stems as well, cf. example
(110). Note that the v-insertion in example (110) is not tied to the suffix -ds/-és /-A:f/

3Thank you to Miklés Térkenczy (p.c.) for pointing this out to me.
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[-asf/-ex].

(110) 16 + -Azf[lor+ -A:f] ‘shoot” + NOMINALIZER — l6vés [lgve:f] ‘shooting’ (V#)
(111) {6z + -Axf[foiz + -Azf] ‘cook’ + NOMINALIZER — f6zés [foizerf] ‘cooking”  (C#)

Last, but not least, example (111) shows that the strictly vowel-initial nominalizer suffix
-ds/-és /-A:f/ |-a:f/-e:f] surfaces in a vowel-initial form after consonant-final stems as well.

Examples (107) and (109) — repeated here in (112) and (113) — raise the question why
it is that in some case a glide is inserted whereas in other cases hiatus is tolerated. Glide
insertion is only available if one of the vowels involved in a potential hiatus is [i] — a [+high,
-back,-round| vowel — since that is the vowel phonetically closest to the only available glide

in the language.

(112)  kapu + -ig [kopu + -ig| ‘gate’ + TERMINATIVE
— kapuig [kopujig] ‘(up)to (a) gate’

(113)  kapu + -ért |kopu + -emrt| ‘gate’ + CAUSATIVE
— kapuért [kopuerrt| ‘for (a) gate’

Let’s see ho we can capture the distribution of glide insertion and tolerance of hiatus formally.
The constraints involved in this part of the analysis are given in (114)—(118). The constraints
in (114)—(118) penalize hiatus, deletion of vowel underlyingly specified for backness, conso-
nant epenthesis, glides that are not part of the phoneme inventory of the language, and the

insertion of a glide, respectively.

(114)  *HiATus: Assign one violation mark for every pair of two consecutive vowels.

(115)  MAaX(Jaback]): Assign one violation mark for every underlying [ back| feature
that has no correspondent on the surface.

(116)  DEP(|+consonantal]): Assign one violation mark for every [+consonantal| surface
segment that has no corresponding underlying segment.

(117)  *w: Assign one violation mark for every |w| segment.

(118)  DEP([-syllabic,-consonantal]): Assign one violation for every [-syllabic,-consonantal]
surface segment that has no corresponding underlying segment.

Tableaux (119) shows how glide insertion can be derived when a truly vowel initial suffix
with a high front unrounded initial vowel follows a vowel-final non-lowering stem. Candidate
b in tableau (119) — the most faithful candidate — violates *HIATUS, while candidate ¢ and d
are penalized by MAX(V) for deleting one of the two vowels involved in the potential hiatus.
In candidates a, e and f a segment is inserted to avoid hiatus. Candidate e is penalized

because the inserted segment is not part of the phoneme inventory of the language, while
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candidate f violates DEP(|+consonantal|) by inserting a random consonant. In contrast to
candidate e and f, in candidate a a glide is inserted that is part of the phoneme inventory
and moreover, it is homorganic with one of the neighboring vowels and thus, it only violates
the faithfulness constraint against the epenthesis of glides. From the constraint violations in
(119) we can conclude that the desired candidate emerges as the optimal as long as hiatus
is ranked below the constraints penalizing vowel deletion, consonant epenthesis, glides that
are not part of the language, but above the DEP([-syllabic,-consonantal]). This constraint

ranking is formally captured in (120).

kppu + -ig MaX([aback]) + DEP([+cons|) + *w  *H1ATUS | DEP([-syll,-cons])

= kopujig %

kopuig !

(119) kopug *!

a
b
c
d. kopig !
e
f

kopuwig % *

*! *

koputig

(120)  MaXx(|aback|), DEP(|+cons]), *w, *HIATUS > DEP(|-syllabic,-consonantal|)

An additional constraint is needed to capture what happens when a truly vowel initial suffix
with a vowel other than [i] as its initial vowel follows a vowel-final stem ending with a
vowel other than [i| to rule out glide insertion. A constraint penalizing the insertion of a

non-homorganic glide before or after a vowel is given in (121).

+consonantal { a high }
(121)  DEp -syllabic / L round L, Assign one violation mark for every
« high a high ’
£ round {/B round] -

glide on the surface that is not homorganic with a vowel preceding or following it
and which has no underlying correspondent.

An example for a truly vowel initial suffix with an initial vowel that is not [i] is the causative
suffix -ért /-emrt/ [-errt]. With the causative suffix -ért /-emt/ [-exrt| glide insertion is not
expected as long as the noun it attaches to does not end with an [i]. In this case hiatus is

tolerated as shown in example (113) — repeated here in (122).

(122)  kapu + -ért |kopu + -eirt| ‘gate’ + CAUSATIVE
— kapuért [kopuerrt| ‘for (a) gate’

How we can derive the toleration of hiatus with -ért /-eirt/ [-eirt| after a non-i-final stem is

shown in (123). Candidates ¢ and d, which involve deletion of one of the vowels involved in the
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potential hiatus can be ruled out by MAX(|aback]) just as in tableau (119). Again similarly
to the case when an i-initial suffix attaches to a vowel-final stem (cf. (119)) candidates that
involve the insertion of a random segment with a [+consonantal| feature (cf. candidate f in
(123)) or the insertion of a glide that is not part of the phoneme inventory of the language (cf.
candidate e in (123)) are ruled out by constraints DEP(|+consonantal|) and *w, respectively.
The main question with respect to non-i-initial suffixes following non-i-final stems is how
we rule out glide insertion. This can be done with the faithfulness constraint penalizing
non-homorganic glides as shown with candidate b in (123). That is to say that as long as
the faithfulness constraint against non-homorganic glides is ranked above HIATUS, which
the desired candidate — candidate a in (123) — violates, we can predict the desired outcome.

This new crucial constraint ranking is given in (124).

: : : +consonantal « high
| ! ! -syllabic ~ | round
kppu + -emrt MaX([aback|) | DEP([+cons]) | *w | DEP . - . *HiaTus | DEP([-syll,-cons])
I I I « high « high
| | | B round ’733 round“ -
(123) a. =& knpuf',:rt ; ! ; *
b. kopujeurt : : : *! &
c. kopurt ! : : :
d. koperrt *! : : :
e. kppuwe:rt | T *
f. kopute: ! *! I ! 3
~+consonantal a high
-syllabic — |8 round
(124)  DEp o /- p . > *HIATUS
« high a high
£ round g round | —

If a vowel-final stem ends in [i], then a glide is always inserted when a vowel initial form of
a suffix is attached. This means that the causative forms of i-final stem kocsi [kotfi] ‘car’

involves glide insertion (cf. (125)).

(125)  kocsi + -ért |kot[i + -eirt] ‘car’ + CAUSATIVE

— kocsiért [kotfijemrt| ‘for (a) car’

Example (125) can be derived with the already established ranking similarly to the ter-
minative form of non-i-final vowel-final stems (cf. (119)) since the faithfulness constraints
against the insertion of homorganic glides is bidirectional. That is to say it does not mat-
ter whether the first or second vowel is [i] in a potential hiatus case, as long as one is a
[+high,-back,-round| vowel a glide is inserted.

The distribution of consonant-initial, vowel-zero alternating and vowel-initial nominal
and verbal suffixes is summarized below in tables 4 and 5, respectively. The suffixes are

marked in magenta for ease of interpretation. Furthermore, in both tables the cells with blue
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backgrounds highlight that these suffixes always have the same consonant- or vowel-initial
forms. The contrast between the green and orange cells highlights that some vowel-zero
alternation suffixes have different forms based on whether they follow a vowel- or consonant-
final stem. Note, that in table 5 not all forms of the verb [ ‘she shoots’ are truly vowel-final
as marked by the coloring. The three way contrast in coloring — green , yellow and red —
under certain suffixes signals that these suffixes are not only sensitive to whether they follow
a vowel- or a consonant-final stem, but also to what the final consonant is in the case of the
accusative and the past tense suffixes and to how many consonants a verb ends with in the

case of the infinitive suffix.
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C-initial suffix

Vowel-zero alternating suffixes

V-initial suffixes

dative plural 1.pl possessive accusative terminative causative
/-nAk/ /-(V)k/ /-(U)nk/ /-t/ /-ig/ /-exrt/
[-ook/-nek] | [-k/-pk/-ok/-ek/-ok] | [-1)/-u1j/-y1] [-t] [-ig] [-emrt]

Vowel-final stems
hajo hajonak hajok hajonk hajot hajoig hajoert
[hojor| [hojornnk] [hpjork] [hojorn] [hojort] [hojorjig] [hojorerrt]
‘ship’ ‘for (a) ship’ ‘ships’ ‘our ship’ ‘ship-Acc’ ‘(up)to (a) ship’ ‘for (a) ship’
Consonant-final stems
orszag orszagnak orszagok orszagunk orszagot OTSZAgIZ orszagert
[orsa:g] [orsargnpk] [orsargok| [orsazgur)] [orsa:got] [orsa:gig] [orsazge:rt]
‘country’ | ‘for (a) country’ ‘countries’ ‘our country’ | ‘country-AccC’ | ‘(up)to (a) country’ | ‘for (a) country’
asztal asztalnak asztalok asztalunk asztalt asztalig asztalért
[pstol] [pstolnnk] [pstolok| [pstolui)| [pstolt] [pstolig] [pstole:rt]
‘table’ ‘for (a) table’ ‘tables’ ‘our table’ ‘table-AccC’ ‘(up)to a table’ ‘for (a) table’
fos fosnak fosok fosunk fost fosig fosért
[fo] [fo/npk] [fofok] [fofui)] [foft] [fofig] [fofe:rt]
‘diarrhea’ | ‘for diarrhea’ ‘diarrheas’ ‘our diarrhea’ | ‘diarrhea-Acc’ | ‘(up)to diarrhea’ ‘for diarrhea’

Table 4: Distribution of nominal suffixes



C-initial suffix

Vowel-zero

alternating suffixes

V-initial suffix

possibility first singular first plural past tense infinitive nominalizer
/-hAt/ /~(O)k/ /-(U)nk/ /-(0)t(t)/ /~(A)ni/ /-Af/

[-hot /-het] [-k/-ok/-ek/-gK] [-1) /-ug) /-y [-6(t)/-ot(t)/-et(t)/-0t(t)] | [ni/-pni/-eni] |-azf/-ez]
Vowel-final stems
{6zne f6zhetne {6znék f6znénk f6z6tt volna NA NA
|[fo:zne] [fo:zhetne] [forzne:k] [forznerr| [forzot: volnp| NA NA
‘would cook’ ‘she could cook’ ‘I would cook’ ‘we would cook’ ‘she would have cooked’ NA NA
16 16het 16vok loviink 16tt 16ni 16vés
[1¢:] [lg:het] [lgvok] [lgvyg] lg:tz [lgmi] [lgve:(]
‘shoot’ ‘she can shoot’ ‘I shoot’ ‘we shoot’ ‘she shot’ ‘to shoot’ ‘shooting’
Consonant-final stems
{6z f6zhet 16z0k {6ziink {6z0tt f6zni f6zés
|fo:z] [fo:zhet] [forzok] [forzynk] fprzot:] [forzni] [fo:ze:]
‘cook’ ‘he can cook’ ‘I cook’ ‘we cook’ ‘he cooked’ ‘to cook’ ‘cooking’
0l olhet 0lok olink olt Olni 0lés
@l [olhet] [olok] [alynk] [olt] [olni] [lgve:]
Kkill’ ‘she can kill’ ‘T kill’ ‘we kill’ ‘she killed’ ‘to kill’ ‘killing’
fos foshat fosok fosunk fosott fosni fosés
[fof] [fofhot] [fofok] [fofur)] [fofot] [fofni] [fofa:]
‘has diarrhea’ | ‘he can have diarrhea’ | ‘I have diarrhea’ | ‘we have diarrhea’ ‘he had diarrhea’ ‘to have diarrhea’ ‘diarrhea’
mond mondhat mondok mondunk mondott mondani mondas
[mond| [mondhnt] [mondok| [mondunk] [mondot:] [mondbni] [monda:/]
‘say’ ‘he can say’ ‘I say’ ‘we say’ ‘he said’ ‘to say’ ‘saying’

Table 5: Distribution of verbal suffixes
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Chapter 3

‘Epenthetic’ stems

Hungarian has a variety of different stem-alternations. This thesis focuses on stems which are
subject to vowel-zero alternations when followed by certain suffixes. These stems have been
traditionally referred to as ‘epenthetic’ stems in the literature since Vago (1980). According
to Vago (1980) the base form of these stems is the vowelless form and a vowel is inserted
in certain cases to break up an illicit cluster. However, if we compare example (5) — an
‘epenthetic’ stem — and (2) — a CC final stem — we can see that his assumption about illicit

consonant clusters is incorrect.

(1)  torony + -(V)k [toropn+ -(V)k]| ‘tower’ + PLURAL — tornyok [tornok| ‘towers’

(2)  szorny [sern| ‘monster’

Although the literature still refers to these stems a ‘epenthetic’ at least to some extent, I
will refrain from referring to them as such and rather use the term vowel-zero alternating
stems to avoid any confusion.

This chapter provides an overview of what stem-internal vowel-zero alternations look
like and when they are triggered based on Siptar & Torkenczy (2000) and Kiefer (2018).
The chapter is divided into two parts: section 3.1 introduces nominal vowel-zero alternating

stems, while section 3.2 is devoted to verbal vowel-zero alternating stems.

3.1 Nominal stems

As discussed in section 2.4, certain Hungarian suffixes, like the plural suffix -k/-ak/-ok/-ek/-
ok /-(V)k/ |-k/pk/-ok/-ek/-gk|, have vowel-initial and consonant-initial forms. Generally
the consonant-initial form attaches to vowel-final stems as in (3), while the vowel-initial
form attaches to the consonant-final stems as in (4) without any changes to the stems in

either case.
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(3)  kapu + -(V)k [kopu + -(V)k| ‘gate’ + PLURAL — kapuk [kopuk]| ‘gates’

(4)  beteg + -(V)k [beteg + -(V)k] ‘patient’ + PLURAL
— betegek |[betegek| ‘patients’

There is a set of about 500 stems that form an exception to this observation (Siptar &
Torkenczy (2000)). Here an example for an exceptional noun is given in (5). When the

plural form of these consonant-final stems is formed the final stem-internal vowel is dropped.
(5)  nyereg + -(V)k [pereg + -(V)k| ‘saddle’ + PLURAL — nyergek [pergek]| ‘saddles’

Note that these stems undergo vowel-zero alternations only if they are followed by a certain
suffixes, cf. examples (6) and (7). Examples (6) and (7) show, respectively, that the dative
suffix -nak/-nek /-nAk/ [-npk/-nek| and the terminative suffix -ig /-ig/ [-ig] do not trigger

this alternation.

(6)  nyereg + -nAk [nereg + -nAk| ‘saddle’ + DATIVE — nyeregnek [peregnek| ‘for (a)
saddle’

(7) nyereg + -ig [pere+ -ig] ‘tower’ + TERMINATIVE — nyeregig [peregig| ‘to the tower’

The contrast between example (5) and examples (6) and (7) naturally raises the questions,
which suffixes trigger stem-internal vowel-zero alternations. Among nouns consonant-initial
suffixes — cf. example (6) — and strictly vowel-initial suffixes — cf. example (7) — do not trigger
this alternation, while all vowel-zero alternating suffixes do — cf. (5).

Even vowel-zero alternating suffixes like the accusative suffix -¢ /-t/ [-t| that can follow
certain stems without a vowel in between trigger this alternation, cf. (8) and (9). Example
(8) shows that the accusative suffix -t /-t/ [-t] can attach to stems ending with a [p| without a
linking vowel. One might wonder whether the accusative suffix -t /-t/ |-t| can trigger vowel-
zero alternations if an otherwise vowel-zero alternating stem ends in a consonant that it can
attach to without a vowel. Example (9) shows that the stem-internal vowel-zero alternation

is triggered even in these cases.

(8)  szurony + -t [suron+ -t] ‘bayonet’ + ACCUSATIVE
— szuronyt [suront| ‘bayonet-Acc’

(9)  torony + -t [torop+ -t] ‘tower’ + ACCUSATIVE — tornyot [tornot| ‘tower-AccC’

Table 6 provides a comparison of the behavior of four different suffixes after regular and
vowel-zero alternating stems. It shows that the consonant-initial dative suffix and the strictly
vowel-initial terminative suffix — both highlighted in blue — never trigger this alternation.

The alternation is triggered after both vowel-zero alternating suffixes — highlighted in orange
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— even though their behavior after regular stems is not the same — emphasized through the
contrast of green and yellow backgrounds. The suffixes are marked in magenta for ease of

interpretation.

C-initial suffix | Vowel-zero alternating suffixes V-initial suffix
dative plural accusative terminative
/-nAk/ /-(V)k/ /-t/ /-ig/
[-nok /-nek] [-k /-pk/-0k /-ek /-gk| [-t] [-ig]
Regular stems
beteg betegnek betegek beteget betegig
[beteg] [betegnek] [betegek| [beteget| [betegig]
‘patient’ | ‘for (a) patient’ ‘patients’ ‘patient-ACC’ | ‘(up)to the patient’
szurony szuronynak szuronyok szurony't szuronyig
[suron] [suropnnk| [suronok| [suront] [suronig]
‘bayonet’ | ‘for (a) bayonet’ ‘bayonets’ ‘bayonet-AcC’ | ‘(up)to a bayonet’
Vowel-zero alternating stems
nyereg nyeregnek nyergek nyerget nyeregig
Inereg| [neregnek] [nergek| [nerget] [neregig]
‘saddle’ ‘for (a) saddle’ ‘saddles’ ‘saddle-Acc’ ‘(up)to a saddle’
torony toronynak tornyok tornyot toronyig
[toron] [toropnnk| [tornok] [tornot] [toronig]
‘tower’ ‘for (a) tower’ ‘towers’ ‘towerACC’ ‘(up)to a tower’

Table 6: Vowel-zero alternations in nouns

The above generalization that a vowel-zero alternating noun appears without its alter-

nating vowel only if a it is followed by a vowel-zero alternating suffix suggests that if any
vowel-zero alternating noun and any vowel-zero alternating suffix appear consecutively in
this order, then the noun surfaces without its alternating vowel. In reality what we find that
there is quire a bit of variation. !

Most vowel-zero alternating stems do in fact lose their alternating vowel when they
are followed by a(ny) vowel-zero alternating suffix. Here dlom [a:lom| ‘dream’ is given as an
example for such a vowel-zero alternating stem in (10) and (11). As examples (10) and (11)
show dlom |a:lom| is obligatorily subject to vowel-zero alternation both before the plural
suffix and the less frequently used distributive suffix. The fact that there might be a scale
behind what triggers stem-internal alternations has been noted in connection with Spanish

diphthongs by Eddington (1996) and in connection with German umlaut by Trommer (2016).

! This section is the result of discussions with Péter Rebrus, Péter Szigetvari and Miklés Toérkenczy. I am
grateful for their insights on how much variation there is when it comes to vowel-zero alternations.
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(10)  alom + -(V)k |a:lom + -(V)k]| ‘dream’ + PLURAL
a. — almok [ailmok]| ‘dreams’
b. — *alomok [aslomok|

(11)  alom + -(V)nként [azlom + -(V)ijkemt] ‘dream’ 4 DISTRIBUTIVE

a. — almonként [arlmofjke:nt| ‘each dream”
b. — *alomonként [a:lomorjkemt|

Other stems, like the nominal stem kapocs [kopot|] ‘staple’ vacillate, cf. examples (12) and
(13). These stems are used both like regular ste?ns — that is they always keep their final
stem vowel — and as vowel-zero alternating stems — that is they are subject to vowel-zero
alternations before a vowel-zero alternating suffix. In the case of truly vacillating stems both

forms are equally accepted.

(12)  kapocs+ -(V)k [kopot| + -(V)k| ‘staple’ + PLURAL
a. — kapcsok |koptfok| ‘staples’
b. — kapocsok |[knpotfok| ‘staples’

(13)  kapocs + -(V)nként [kopot| + -(V)jkemt| ‘staple’ + DISTRIBUTIVE

a. — kapcsonként [koptfofjkemt|
b. — kapocsonként [knpotfofjkemt|

There are also vowel-zero alternating stems, which generally do alternate, but not always.
That is, they obligatory undergo vowel-zero alternation before certain vowel-zero alternating
suffixes, while only optionally undergo vowel-zero alternation before other vowel-zero alter-
nating suffixes. Here an example is given in (14) and (15). Example (14) shows that the noun
retek [retek]| ‘radish’ is only acceptable without its final stem vowel if it is followed by the plu-
ral suffix. However, as seen in example (15) it is acceptable with and without its final vowel
before the distributive suffix -nként/-anként/-enként /-(V)nként/ [-jemt/-pjemnt/-efemt|.

(14)  retek + -(V)k [retek + -(V)k| ‘radish’ + PLURAL
a. — retkek [retkek| ‘radishes’
b. — *retekek |retekek]

(15)  retek + -(V)nként [retek + -(V)jkemt] ‘radish’ + DISTRIBUTIVE

a. — retkenként [retkefkemnt| ‘each tower’
b. — retekenként [retekefkemt| ‘each radish’

Note that there are no examples for vowel-zero alternating stems that are obligatorily subject
to vowel-zero alternations with the distributive suffix, but only optionally subject to it before

the plural suffix. Moreover, there is generally less variation before the plural suffix than
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before the distributive suffix: almost all alternating stems are always subject to vowel-zero
alternations before the plural suffix while not all of them are before the distributive suffix.
This suggests that there might be a scale reflecting how strongly a suffix is capable of
triggering vowel-zero alternations. ? Unfortunately, it goes beyond the scope of this thesis to
fully document the variation in how strongly various vowel-zero alternating suffixes trigger
stem-internal vowel-zero alternations. In what follows, I simply assume that both vowel-zero
alternating suffixes and stems behave uniformly.

We find further variation in the domain of nominal vowel-zero alternating stems when
we take a closer look at proper names. Proper names are generally not subject to vowel-zero
alternations even if they are of the right form. This can be shown with a minimal pair like
(16) and (17). The form of the common noun in (16) and the proper name in (17) is identical.

However, only the common noun — example (16) — is subject to vowel-zero alternation.

(16)  soélyom + -t [forjom + -t| ‘falcon’” + ACCUSATIVE
a. — sOlymot [forjmot]| ‘falcon-AcC’
b. — *sélyomot [forjomot]

(17)  Solyom + -t [forjom + -t] ‘Sélyom’ + ACCUSATIVE
a. — *Solymot [[forjmot]
b. — Solyomot [forjomot]| ‘Solyom-Acc’

There is one exception to the generalization that proper names are not subject to vowel-
zero alternations , which is given in (18). The name of a town Eger undergoes vowel-zero
alternation before the adjectivizer suffix -i [-i], but not before other suffixes like the plural
possessive suffix -Unk [-Uifjk| as shown in example (19). ® Interestingly, (18) is the only
nominal example that undergoes vowel-zero alternation before a non-vowel-zero alternating

suffix.

(18)  Eger + -i |eger + -i] Eger + ADJECTIVIZER
a. — egri [egri] ‘from Eger’
b. — *egeri [egeri]
(19)  Eger + -(U)nk [eger + -(U)gk| Eger + 1.PL.PoOss.
a. — *Egriink [egryjk|
b. — Egeriink [egerypk]| ‘our Eger’

When a common noun like ¢bdl |[gbgl] ‘bay’ is part of a proper name the proper name may

undergo vowel-zero alternation as shown in (20).* In contrast if the common noun b6l [bol]

2Thank you to Péter Rebrus (p.c.) for pointing this out to me.
3Thank you to Miklés Térkenczy (p.c.) forpointing this out to me.
4Thank you to Péter Rebrus (p.c.) for pointing this out to me.
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‘bay’ is used by itself, then it must undergo vowel-zero alternation. Whether the difference
between examples (20) and (21) is entirely due to the fact that the former is a proper name

or whether the length difference also plays a role is left for future research.

(20)  Bengali-6bol + -t [beyga:li gbol + -t] ‘Bay of Bengal’ + ACCUSATIVE
a. — Bengali-6blot [bepga:li oblgt]| ‘Bay of Bengal-Acc’
b. — Bengali-6bolt [beyga:li gbelt] ‘Bay of Bengal-Acc’

(21)  ©bol + -t [sbgl + -t] ‘bay’ + ACCUSATIVE

a. — Oblot [pblgt] ‘bay-ACCUSATIVE’
b. — *6bolt [sbelt]

Now that we have seen which suffixes trigger vowel-zero alternations and how much variation
there is in the nominal domain, let us turn our attention to vowel-zero alternations in the

verbal domain.

3.2 Verbal stems

Hungarian verbs can be divided into two groups based on their third singular present forms:
(i) the majority of the verbs have a zero morpheme for person and number marking in present
tense for third singular as in example (22), while (ii) a set of verbs end in -tk /-ik/ [-ik] in

third singular in the present tense as in example (23).

(22)  nevet [nevet| ‘laughs’
(23)  megjelenik [megjelenik| ‘appears’

There are vowel-zero alternating verbs in both groups: verbs that end with a zero morpheme
and verbs that end in -ik /-ik/ [-ik| in third singular in the present tense. An example for a

verb in each category is given in (24) and (25).

(24)  porog + -(O)k |porog + -(O)k| ‘twirls” + 1.SG — porgok [pergek| ‘I twirl’
(25)  ugrik + -(O)k [ugrik + -(O)k] jumps + 1SG — ugrok [ugrok| ‘I jump’

Since the third singular form of vowel-zero alternating ik-verbs does not contain their alter-
nating vowel, one might wonder whether they are really alternating or not. We can see in
other forms of these verbs — like in the imperative form of ugrik [ugrik| ‘jumps’ in example
(26) — that the stem does have an alternating vowel that appears in some forms but not in

others.

(26)  ugrik + -j [ugor + -j| ‘jumps’ + IMPERATIVE — ugorj [ugorj| ‘jump-IMPERATIVE’

60



There are two observations that are unique to vowel-zero alternating verbs: (i) a suffix that
may or may not trigger stem-internal vowel-zero alternations depending on what suffix it is
followed by and (ii) strictly vowel-initial suffixes which trigger vowel-zero alternations. Let
us first look at suffix, namely the past tense suffix -t(t) /-ot(t) /~et(t) /-6t(t) /-(O)t(t)/ [-t(z),
-ot(1), -et(x), -¢t(x)], that is sensitive to what suffix it is followed by when it comes trigger
stem-internal vowel-zero alternations.

As discussed in section 2.4.2 the past tense suffix can be vowel- or consonant-initial after
consonant final stems depending on the quality and the number of the final consonant(s).
However, no matter whether it attaches to a consonant-final stem with or without an initial
vowel it is followed by a zero morpheme in third singular forms as shown in examples (27)
and (28).

(27)  nevet + -(0)t(t) + 0 [nevet + -(O)t(t) + 0] ‘laughs’ + PAST + 3SG
— nevetett [nevetet:| ‘she laughed’

(28)  megjelenik + (O)t(t) + 0 [megjelenik + -(O)t(t) + 0] ‘appear’ + PAST + 3SG
— megjelent [megjelent| ‘appeared’

In any other person and number the past tense suffix is followed by a vowel. This is shown

here on the example of the first singular suffix in (29).

(29)  megjelenik + (O)t(t) + Om |[megjelenik + (O)t(t) + Om| ‘appear’ + PAST + 1SG
— megjelentem |[megjelentem| ‘I appeared’

When it comes to vowel-zero alternating verbs it can make a crucial difference whether the
past tense suffix is followed by null morpheme — as in third singular — or by a vowel-initial
morpheme — as in the first singular. Whether the morpheme following the past tense suffix
makes a difference in terms of triggering stem-internal vowel-zero alternations depends on
whether the verb is an ik-verb or not. Among the non-ik verbs we find the following two
patterns: (i) it either triggers the alternation when it is followed by a null morpheme as in
example (30), but it does not trigger the alternation when it is followed by a vowel-initial

suffix as in (31) or (ii) it does not trigger vowel-zero alternations at all as seen in examples

(32) and (33).

(30)  porog + -(0)t(t) + 0 [pereg + -(O)t(t) + 0] ‘twirls’ + PAST + 3sG
a. — *porogott [perogoet:|
b. — porgott [perget:| ‘he twirled’

(31)  porog + -(O)t(t) + -(O)m [porgg + -(0)t(t) + -(O)m| ‘twirls” + PAST + 1SG
a. — porogtem [porogtem| ‘I twirled’
b. — *porgdttem [porgetiem]|
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(32)  sopor + -(0)t(t) + 0 [foper + -(O)t(t) + 0] ‘sweeps’ + PAST + 3SG
a. — sOport |[opert| ‘he swept’
b. — *soprott |[oprot:|
(33)  s6por + -(0)t(t) + -(O)m [foper + -(O)t(t) + -(O)m]| ‘sweeps’ + PAST + 1SG
a. — sOportem [[gpgrtem| ‘I swept’
b. — *soprottem [[¢pretiem|®

Note that based on examples (32) and (33) one might think that the verb sdpor |[eper]
‘sweeps’ does not undergo vowel-zero alternations at all. However, if we look at example
(34) we find that the verb sopor |[oper| ‘sweeps’ is subject to vowel-zero alternation when it

is followed by the first singular suffix in present tense.
(34)  sopor + -(O)k [foper + -(O)k| ‘sweeps’ + 1.SG — soprok [foprek| ‘I sweep’

Now that we have seen what variation the past tense suffix introduces among non-uk-verbs
let us look at when it triggers vowel-zero alternations among ik-verbs. Similarly to non-ik-
verbs we find two different patterns among ik-verbs as well: (i) the past tense suffix either
leads to vowel-zero alternations both when it is followed by a zero morpheme and when it is
followed by a vowel-initial suffix as shown in examples (35) and (36), respectively, or (ii) it
leads to vowel-zero alternation when it is followed by a zero morpheme and optionally leads
to it when it is followed by a vowel-initial suffix as evidenced by examples (37) and (38),

respectively.

(35)  ugrik + -(O)t(t) + 0 [ugrik + -(O)t(t) + 0] ‘jumps’ + PAST + 3sG
a. — *ugorott [ugorot:|
b. — ugrott [ugrot:| ‘she jumped’
(36)  ugrik + -(O)t(t) + -(O)m [ugrik + -(0)t(t) + -(O)m] ‘jumps’ + PAST + 1SG
a. — *ugortam [ugortpm)|
b. — ugrottam [ugrot:pm]| ‘I jumped’

(37)  fiirdik+ -(O)t(t) + 0 [fyrdik + -(O)t(t) + O] ‘bathes’ + PAST + 3sG
a. — *urodott [furgdet:]
b. — flirdott [fyrdet:| ‘she bathed’

(38)  fiirdik + -(O)t(t) + -(O)m [fyrdik + -(O)t(t) + -(O)m]| ‘bathes’ + PAST + 1SG
a. — furédtem [fyrgtiem| ‘I bathed’
b. — firdéttem [fyrdgt:em| ‘I bathed’

®Note that the form sdpréttem [[oprgtiem] is accepted in certain dialects of Hungarian even if it is not
part of standard Hungarian. For the author of this thesis this form is acceptable — although somewhat
marked — while for the speakers of Educated Colloquial Hungarian it is completely unacceptable. Due to
this difference in acceptance this form is included in the summary table below but only in parentheses.
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Note that the phenomenon that a second suffix influences whether the first suffix trig-
gers stem-internal vowel-zero alternations is truly unique to the verbal domain. In the
nominal domain it does not matter whether a potentially vowel-initial suffix is followed by a
zero morpheme like the nominative as in example (39) or by a consonant-initial suffix like the
dative as in example (40) or by a truly vowel-initial suffix like the terminative as in example
(41) or another vowel-zero alternating suffix like the accusative as in example (42) it always

triggers stem-internal vowel-zero alternations.

(39)  nyereg + -(V)k + emptyset [pereg + -(V)k + ) ‘saddle’ + PLURAL + NOMINATIVE
a. — *nyeregek [neregek|
b. — nyergek [nergek| ‘saddles’

(40)  nyereg + -(V)k + -nAk [pereg + -(V)k + -nAk| ‘saddle’ + PLURAL + DATIVE

a. — *nyeregeknek [peregeknek|
b. — nyergeknek [pergeknek| ‘for the saddles’

(41)  nyereg + -(V)k + -ig [nereg + -(V)k + -ig| ‘saddle’ + PLURAL + TERMINATIVE
a. — *nyeregekig [peregekig|
b. — nyergekig [pergekig| ‘(up)to the saddles’

(42)  nyereg + -(V)k + -t [nereg + -(V) + -t| ‘saddle’ + PLURAL + ACCUSATIVE

a. — *nyeregeket [neregeket]
b. — nyergeket [pnergeket]

Now that we have reviewed one of the two things unique to verbal vowel-zero alternating
stems — the influence of a second suffix — let us turn our attention to the other observation
that is restricted to the verbal domain of vowel-zero alternating verbs. Strictly vowel-initial
suffix like the terminative -ig /-ig/ [-ig] do not trigger vowel-zero alternations in nominal
vowel-zero alternating stems as shown in (43). However, strictly vowel-initial suffixes like
the nominalizer -ds/-és /-A:f/ [-aif/-eif| do reliably trigger vowel-zero alternations in verbal

alternating stems as shown in examples (44) and (45).

(43)  nyereg + -ig [nereg + -ig| ‘saddle’ + TERMINATIVE — [neregig| ‘(up)to (a) saddle’
(44)  sopor + -As [[oper + A:f] ‘sweeps’ + NOMINALIZER — soprés [[opre:[] ‘sweeping’
(45)  fiirdik + -As [fyrdik + -A:f] ‘bathes’ + NOMINALIZER — fiirdés [fyrde:f] ‘bathing’

The above described variation in what does and does not trigger vowel-zero alternations in
verbal stems is summarized in table 7. The first three rows of table 7 shows how regular non-
k- and ik-verbs behave when followed by consonant-initial, vowel-zero alternating and vowel-
initial suffixes, while the last three rows provide examples for vowel-zero alternating verbs.

The cells with a blue background show that consonant-initial suffixes always have the same
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form and do not trigger vowel-zero alternations. The distinctions between the green and
orange cells in each column show when vowel-zero alternations are triggered. Additionally,
the contrast between the yellow and green cells in the same columns highlights that the
plural suffix can be vowel-initial even after a consonant-final stem unlike other vowel-zero
alternating suffixes like the first singular. Last, but not least the red indicates variation
and shows when both stable and vowel-zero alternating forms of a verb are acceptable.
The suffixes are marked in magenta for ease of interpretation. For further comparisons of

vowel-zero alternating verbs with other types of verbs see Racz, Rebrus & Toérkenczy (2021).
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C-initial suffix

Vowel-zero alternating suffixes

V-initial suffix

possibility First Singular | Past tense: Third Singular Past tense: First Singular nominalizer
/-hAt/ /-(O)k/ /-(0)t(t)/ /-(0)t(t)Om/ [-Asf/

[-hot/-het] |-k/-ok/-ek/-ok| | [-t(t)/-ot(t)/-et(t)/-ot(t)] | [-t(t)/-ot(t)om /-et(t)em /-pt(t)pm] [-azf/-eif]
Regular verbs
nevet nevethet nevetek nevetett nevettem nevetés
[nevet] [nevethet] [nevetek] [nevetet:] [nevet:em] [nevete:]
‘laughs’ ‘she can laugh’ ‘I laugh’ ‘she laughed’ ‘I laughed’ ‘laugh’
fejel fejelhet fejelek fejelt fejeltem fejelés
|fejel| [fejelhet] [fejelek] [fejelt] [fejeltem] [fejele:]
‘head’ ‘he can head’ ‘I head’ ‘he headed’ ‘I headed’ ‘heading’
megjelenik megjelenhet megjelenck megjelent megjelentem megjelenés
[megjelenik| | [megjelenhet] [megjelenck] [megjelent] [megjelentem]| [megjelene:|]
‘appears’ ‘she can appear’ ‘I appear’ ‘she appeared’ ‘I appeared’ ‘appearance’
Vowel-zero alternating verbs
sOpor sOporhet sOprok sOport soportem( /sOprottem ) SOprés
[Jopor] [Jopgrhet] [Joprok] [Joport] [Jepertem/[gprotiem] [fopre:]]
‘sweeps’ ‘he can sweep’ ‘I sweep’ ‘he swept’ ‘I swept’ ‘sweeping’
porog poroghet porgok porgott porogtem porges
[porog| [poroghet] [porgok| [porgot:] [porogtem] [porge:[]
‘twirls’ ‘he can twirl’ I twirl’ ‘he twirled’ ‘I twirled’ ‘twirling’
ugrik ugorhat ugrok ugrott ugrottam ugras
[ugrik] [ugorhnt] [ugrok] [ugrot:] [ugrot:om] [ugra:]
‘jumps’ ‘she can jump’ ‘I jumped’ ‘he jumped’ ‘I jumped’ ‘jumping’
fiirdik fiirédhet fiirdok fiirdott fir6dtem /fiirdottem fiirdés
[fyrdik] [fyrodhet] [fyrdok] [fyrdot:| [fyrgt:em /fyrdotiem] [fyrde:]]
‘bathes’ ‘he can bathe’ 'T bathe’ ‘he bathed’ ‘I bathed’ ‘bathing’

Table 7: Vowel-zero alternations in verbs
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Chapter 4
The lexicon

The goal of this chapter is to provide an overview of the patterns found in vowel-zero alter-
nating stems and to show how these stems differ from the ones which based on their form
could be alternating but are not. The data described here is collected from a monolingual
dictionary of Hungarian by Barczi & Orszagh (1959-1962). The full list of lexical entries
in the dictionary was compiled and filtered for entries ending in -VCVC sequences. That is
to say that the list was restricted to entries that end in a single consonant preceded by a
vowel, which is preceded by a single consonant and another vowel. Since stem internal vowel-
zero alternations only occur if the final stem-internal vowel is short (cf. Siptar & Torkenczy
(2000)), the list of entries were restricted to those with a final short vowel. Finally, the list
was also filtered for disyllabic and trisyllabic entries only since most vowel-zero alternating
stems are taken to be of that length (cf. Siptar & Torkenczy (2000)). The final list of dictio-
nary entries has been manually processed during which compounds and verbs with different
preverbs which can also appear by themselves have been removed. Through this process two
lists were compiled: (i) a list of vowel-zero alternating stems and (ii) a list of potentially
vowel-zero alternating stems.

The list of vowel-zero alternating stems from Barczi & Orszagh (1959-1962) — 127
nouns and 350 verbs — has been compared with the list of vowel-zero alternating forms that
were used in Kiefer (2008) to establish the frequency of different possible consonant clusters
in vowel-zero alternating stems — 239 nouns and 334 verbs. The two lists were combined
with the exclusion of compounds — 30 of them — and verbs with preverbs — 47 of them —
from the latter list. Beyond these, 91 nouns that were formed with the -alom/-elem [-plom/-
elem| nominalizer suffix were also excluded since these all have the same characteristics and
thus, they would have skewed any statistical analysis. This process yielded 489 vowel-zero
alternating stems: 348 of which are verbs and 141 are nouns.

Parallel to the list of vowel-zero alternating stems, a list of potentially vowel-zero
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alternating stems was also created from the same list of dictionary entries. The items in
this second list are identical to the list of vowel-zero alternating stems in that they are also
all disyllabic or trisyllabic, they are all -VCVC final, none of them are compounds, none
contain preverbs and none are recent loanwords since the set of vowel-zero alternating stems
is taken to be a closed group (cf. Siptar & Torkenczy (2000)). There are three additional
criteria imposed on the list of potentially alternating stems that were not implemented when
compiling the list of vowel-zero alternating stems. First of all, this second list is restricted
to entries in which the penultimate vowel is either short or [az| or [e:]. The reason behind
this decision is that there are very few vowel-zero alternating stems in which the penultimate
vowel is long and it is not [az] or [e:]. This is not surprising given that consonant clusters
after other long vowels are generally marked in the language (cf. Siptar & Torkenczy (2000)).
Second of all, dictionary entries that violate roundness or backness harmony have also been
excluded from this list. This is again done in the interest of a fairer comparison of the two
lists since none of the vowel-zero alternating stems violate backness or roundness harmony.
Last but not least, dictionary entries in which the final vowel is short, but not [o, €, ¢, have
also been excluded from the list of potentially vowel-zero alternating stems in the interest of
a better comparison. Note, that there are in fact alternating vowels that are high or low, but
these are few and far between, while they are very common among the potentially alternating
stems. More precisely, one third of the potentially alternating verbs (319 out of 972) have
a final short vowel that is not |o], |¢], or [e], while only 1% (4 out of 349) of the vowel-zero
alternating ones do. A similar discrepancy in the proportion of nouns with a final vowel
other than [o], [¢], or [€] in the potentially alternating and the vowel-zero alternating stems
can be observed: almost half of the nouns (308 out of 638) potentially alternating stems
have a final high or low vowel, while only 3% (4 out of 141) of the vowel-zero alternating
nouns do. Thus, the inclusion of such entries would likely skew the comparison of the two
lists. The final list of potentially alternating stems contains 981 entries: 328 nouns and 653
verbs.

If we compare the two lists we find that despite all the restrictions on vowel-zero alter-
nating stems they form only a small portion of all possible stems of this shape. Considering
the more conservative list of potentially alternating stems — the one in which the final vowel
is [o], [o], or |€] — then vowel-zero alternating stems present one third of all stems of the
relevant form, while if we consider the less conservative list of potentially alternating stems
— the one in which the final vowel can be any short vowel — then the alternating stems present
less than one quarter — 23% to be exact — of all stems of this form.

With these two lists as our database we can now look at what generalizations can be

observed about the vowels and consonants in vowel-zero alternating stems and how they
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compare to potentially alternating stems. Section 4.1 focuses on what kind of vowels we find
in vowel-zero alternating stems in more detail, while section 4.2 is devoted to the consonants
in these alternating stems. Section 4.2 is further divided based on whether the cluster formed
in the absence of the alternating vowel is an illicit but repairable cluster in the language (cf.
section 4.2.1), a cluster generally not found in the language (cf. section 4.2.2) or a generally
attested cluster (cf.# section 4.2.3). Finally, a statistical model comparing the two lists of
vowel-zero alternating and potentially alternating dictionary entries is presented in section
4.3.

4.1 Observations about vowels

As noted above the final vowel in vowel-zero alternating stems is always short. It is worth
noting that there is not only a length restriction on the alternating vowels, but also a height
one. Most vowels that are subject to vowel-zero alternations are either front non-high vowels
[2,€] or back mid vowels [o], cf. example (1). This means that in general vowel-zero alternating
stems end with a -VCVC sequence where the final vowel is short and mid as shown in (2)
(cf. Siptar & Torkenczy (2000)).

(1) a. okor + -t [gker + -t] ‘ox” + ACCUSATIVE — 6krot [pkrot] ‘ox-ACC’
b. nyereg + -t [nereg + -t| ‘saddle’ + ACCUSATIVE
— nyerget [nerget] ‘saddle-Acc’
c.  bokor + -t [bokor + -t| ‘bush’ + ACCUSATIVE — bokrot [bokrot| ‘bush-Acc’

(2) -VCV({-high]) C

-low

There are only a handful of vowel-zero alternating stems with a final vowel that is not [o], [€]
or [g]: there are four vowel-zero alternating stems in which the final vowel is [p| —cf. (3) — and
there are three stems with a final high vowel two of which are [u] and one is [y] - cf. (4) and
(5), respectively. It is worth noting that more than half of these exceptions are oscillating:
they can either behave like other vowel-zero alternating stems or like other stable stems,
cf. examples (3-¢), (3-d), (4-b) and (5). Note that in the verbal examples in this section
different suffixes — nominalizers and adjectivizer — are used to show the alternations, while
in the case of the nouns it is always the same suffix — the accusative. This is due to the
fact that not every verbal suffix can attach to each verbal example, while the accusative can

attach to any of the nominal examples.
(3) a. fogaz + -A:f [fogpz + -A:f] ‘teethes’ + NOMINALIZER — fogzas [fogza:f] ‘teething’

b. ajak + -t [pjok + -t] ‘lip’ + ACCUSATIVE — ajkat [pjknt| ‘lip-acc’
c. kazal + -t [kozpl + -t] ‘stack’ + ACCUSATIVE
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— kazlat [kozlot| ‘stack-Acc’
— kazalt |kozplt| ‘stack-Acc’
d. vacak + -t [vptspk + -t] ‘stuff’ + ACCUSATIVE
— vacakot [vptspkot| ‘stuff-Aacc’
— vackot [vptskot| ‘stuff-Acc’

(4) a. pirosul + -O: [piroful + -O:] ‘reddens’ + ADJECTIVIZER
— piroslo [pirofloz| ‘reddening’
b. bajusz + -t [bojus + -t| ‘mustache’ + ACCUSATIVE
— bajuszt + [bojust| ‘mustache-Acc’
— bajszot + [bpjsot| ‘mustache-Acc’

(5)  becsiil + -(O)m [betfyl + -(O)m] ‘estimates’ + 1.SG
a. — becsiilom |[betfylom| ‘I estimate (it)’
b. — becslem [betflem| ‘I estimate (it)’

With respect to the penultimate vowel in vowel-zero alternating stems, it has been
noted that it can either be a short vowel or [a:] or [e:] since consonant clusters following
other long vowels are generally marked in the language (cf. Siptar & Torkenczy (2000)). In
the case of vowel-zero alternating stems, an intervocalic consonant cluster is formed if they

are followed by a vowel-zero alternating suffix. This is shown schematically in (6).
(6) Vllcl\/QCQ + -(Vg)c — V11C1C2V3C

Thus, if the consonant cluster created through stem internal vowel-zero alternations follows
a long vowel other than [a:] or [e:], then the vowel-zero alternation would yield a marked
sequence. Since the sequence of a long vowel other than [az| or [e1] and a consonant cluster is
generally rare in the language, it is not surprising that only 13 (out of 489) exceptions were
found to this generalization in the lexicon. Most of the exceptions are verbs, with only 2
exceptions coming from nouns. There is at least one example for a -V:CVC final vowel-zero
alternating stem with each possible long vowel among the 13 exceptions found: there are
four exceptions with [oz] as shown in (7), one exception with [u:] given in (8), five with [i]

presented in (9), two with [¢:] as shown in (10) and one with |u:] given in (11).

(7) a. oOlom + -t [odlom + -t| ‘lead” + ACCUSATIVE — 6lmot [o:lmot]| ‘lead-ACC’
b. sblyom + -t [forjom + -t] ‘hawk’ + ACCUSATIVE
— solymot [forjmot| ‘hawk-Acc’
c. josol + -Azf[jozfol + -A:f] ‘to predict’ + NOMINALIZER
— joslas [jorflazf] ‘predicting’
d. potol + -Axf[portol + -A:f] ‘to substitute’ + NOMINALIZER
— potlas [portlazf] ‘substituting’

(8)  biizdl + -O:|by:zel + -O:] ‘to stink” + ADJECTIVIZER — biizl§ |by:zlg:| ‘stinking’
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(9) a. cimez + -A:f[tsiimez + -A:f] ‘to address’ + NOMINALIZER
— cimzés [tsiimze:f] ‘addressing’
b. diszel + -At |diisel + -At] ‘to decorate’ + NOMINALIZER
— diszlet |dislet| ‘decoration’
c.  himez + -A:f[himmez + -A:f] ‘to embroider’ + NOMINALIZER
— himzés |himmze:f| ‘embroidery’
d. hirel + -At |hirrel + -At] ‘to inform’ + NOMINALIZER
— hirlet |hi:rlet] ‘information’
e. kinoz + -A:f[kiinoz+ -A:f] ‘torments’ + NOMINALIZER
— kinzas [kimzazf] ‘tormenting’
(10)  a. oriz + -Aif|gwriz + -Azf] ‘to guard’ + NOMINALIZER — &rzés |girze:f] ‘guarding’
b. 6r6l + -Oz|pirel + -Oz] ‘to grind’ + ADJECTIVIZER — 6116 |girlg:| ‘grinding’

(11)  taloz + -Axf[tutloz + -A:f] ‘to exaggerate’ + NOMINALIZER
— tualzas [tulza:f| ‘exaggeration’

In contrast to vowel-zero alternating stems, there are no restrictions on the length of the
penultimate vowel in stable stems since they do not yield marked sequences like V:CC in
their suffixed forms. This is shown schematically in (12). Therefore, it is not surprising that
we find examples with a penultimate long vowel that is not |az] or [e:] among the potentially

alternating stems as shown in example (13).

(12) V1101V2C2 + -<V3)C — V1101V2C2V3C
(13)  a. csonak + -t [tfompk + -t] ‘boat’ + ACCUSATIVE
— csonakot [tfompkot| ‘boat-Acc’

b.  biivdl + -O:|by:vel + -O:| ‘bewitch’ + ADJECTIVIZER
— biivols |byrvelg:| ‘bewitching’
c.  bibor + -t [bitbot + -t] ‘crimson’ + ACCUSATIVE
— bibort |bitbort| ‘crimson-Acc’
. tézeg + -t [toizeg + -t]| ‘peat’ + ACCUSATIVE — tézeget [toizeget| ‘peat-ACC’
e. butor + t [buttor + -t| ‘furniture’ + ACCUSATIVE
— butort [bustort| ‘furniture-Acc’

Another interesting fact regarding the vowels in vowel-zero alternating stems has been re-
ported by Rebrus, Szigetvari & Torkenczy (2023a). They found that the sequence of the final
two vowels in vowel-zero alternating stems never violates backness or roundness harmony.
That is to say there are no strongly disharmonic stems in the list of vowel-zero alternating
stems. This prohibition is shown schematically in (14). Moreover, there are only 12 (out
of 489) weakly disharmonic stems in terms of backness harmony in the list. In the weakly
disharmonic stems the penultimate vowel is mostly [i| and only occasionally — in 2 cases — is

it [e:], while the final vowel is [o]. All weakly disharmonic vowel-zero alternating stems are
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listed in (15) — stems with a penultimate [i| — and in (16) — stems with a penultimate [ez].

(14)  *0CoC + -(V)k [0CoC + -(V)k| — oCCik [oCCgk]

(15)  a. izom + -t [izom + -t] ‘muscle’ + ACCUSATIVE — izmot [izmot| ‘muscle-ACC’
b. cirok + -t [tsirok + -t] ‘broomcorn’ + ACCUSATIVE

— cirkot [tsirkot] ‘broomcorn-Acc’

gyilok + -t [jilok + -t| ‘dagger’ + ACCUSATIVE — gyilkot [jilkot] ‘dagger-Acc”

nyirok + -t [pirok + -t| ‘lymph’ + ACCUSATIVE — nyirkot [pirkot] ‘lymph-Acc”

piszok + -t [pisok + -t| ‘dirt’ + ACCUSATIVE — piszkot [piskot| ‘dirt-AccC”

szirom + -t [sirom + -t| ‘petal’ 4+ ACCUSATIVE— szirmot [sirmot| ‘petal-AcC’

szitok + -t [sitok + -t| ‘curse’ + ACCUSATIVE — szitkot [sitkot] ‘curse-AcC’

titok + -t [titok + -t| ‘secret’ + ACCUSATIVE — titkot [titkot| ‘secret-ACC’

inog + -As [inog + -A:f] ‘wobble’ + NOMINALIZER — ingas [inga:| ‘wobbling’

kinoz + -As [kimnoz+ -A:f] ‘torments’ + NOMINALIZER

— kinzés [kimza:f| ‘tormenting’

tipor + -As [tipor + -A:f] ‘trample’ + NOMINALIZER

— tipras [tipra:if] ‘trampling’

R e R WS

2

(16)  a. céloz + -As [tserdloz + A:f] ‘aims’ + NOMINALIZER — célzds [tseilza:f] ‘aiming’
b. tajtékozik + -As [tojtetkozik + -A:f] ‘foams’ + NOMINALIZER
— tajtékzas [tpjtergzazf] ‘foaming’

In contrast to vowel-zero alternating stems, there are quite a few — 31 (out of 328) nouns and
39 (out of 653) verbs to be more precise — weakly disharmonic stems in the list of potentially
alternating dictionary entries. Here four examples for non-alternating disharmonic stems are

given: two with a penultimate [i] in (17) and two with a penultimate [e:] in (18).

(17)  a. szigor + -t [sigor + -t| ‘rigor’ + ACCUSATIVE — szigort [sigort| ‘rigor-Acc’
b. vihog + -As [vihog + -a:f] ‘cackle’ + NOMINALIZER — vihogas |[vihoga:f] ‘crack-
ling’
(18) téboly + -t [te:boj + -t| ‘craze’ + ACCUSATIVE — tébolyt [terboljt] ‘craze-AcC’
b. pocsékol + -As [potfetkol + -A:f| ‘waste’ + NOMINALIZER — pocsékolas [potfeikola:f]

&

‘wasting’

As noted above Rebrus, Szigetvari & Torkenczy (2023a) pointed out none of the vowel-zero
alternating stems violate roundness harmony. This means that forms ending with a sequence
like [¢CeC] or [eCgC| cannot be vowel-zero alternating stems. These restrictions are given
schematically in (19). It is worth noting here that the vowel-zero alternating stem becstil
[bet[yl] ‘estimate’ is not a violation of roundness harmony since roundness harmony only
targets front mid vowels'. In fact, the inflected forms of becsil [begyl] ‘estimate’, which can

be formed with or without the alternating vowel, show the effect of roundness harmony in

Thank you to Miklés Térkenczy (p.c.) for pointing this out to me.
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that the suffixal vowel is [+round] if the [+round| alternating vowel is present and [-round]
if it is absent, see (20).

(19)  a. *6CeC + -(V)k [0CeC + -(V)k] — 6CCok [sCCok|
b. *eC6C + -(V)k [eCoC + -(V)k|] = eCCek [eCCek]
(20)  becsil + -(V)k [betfyl + -(V)K]|
— becslek/ becsiilok [betflek/ bet[ylgk| ‘estimate-1SG’

Now that we have observed the regularities among the vowels in vowel-zero alternating
stems, let us turn our attention to the consonants in these stems. In particular, let us take
a closer look at what consonant clusters can be created as a result of a stem-internal vowel-
zero alternation and how the distribution of consonants surrounding the alternating vowel

compares to the distribution of consonants in the same positions in non-alternating stems.

4.2 Consonantal patterns

When a vowel-zero alternating suffix is attached to a vowel-zero alternating stem an inter-
vocalic consonant cluster is formed as a result of syncope. This is shown schematically in
(21), and on a concrete example in (22). Given that Hungarian has 24 consonants, theoret-
ically there are 576 (=24x24) possible consonant clusters that could be created as a result

of syncope. However, not all possible consonant clusters are phonotactically well-formed.

(21) (C)V1C1V2C2 + ‘VSC3 — (C)V10102V3C3

(22)  bokor + -(V)k [bokor + -(V)k| ‘bush + PLURAL’
— bokrok [bokrok| ‘bushes’

Table 8 shows which of all the theoretically possible consonant clusters in Hungarian appear
in vowel-zero alternating stems after syncope. Each row represents a consonant preceding
the alternating vowel, while each column stands for a consonant following the alternating
vowel. The numbers in parentheses refer to the number of vowel-zero alternating verbs that
give rise to that cluster after syncope, while the numbers without parentheses refer to the
nominal vowel-zero alternating stems. The colors mark whether a given cluster is possible
intervocalically in a single morpheme in general in the language in the following way: (i)
cells with a blue background are consonant clusters that we find intervocalically in a single
morpheme (ii) cells with an orange background are consonant clusters that we do not find
intervocalically in a single morpheme, while (iii) cells with a green background are clusters
that we do not find intervocalically in a single morpheme, but unlike the clusters in orange ,

the ones in green can be repaired through some phonological process, e.g. assimilation,
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gemination etc (for the categorizations of the clusters see Siptar & Toérkenczy (2000)). Table
9, which is of a similar form to table 8, shows the consonants preceding and following the
potentially alternating vowel in stems that are of the right form, yet are not subject to vowel-
zero alternations. The two lists described in chapter 3 serve as the basis for these two tables.
Last, but not least, table 10 shows the ratio of consonant clusters in vowel-zero alternating
stems compared to all stems of the right form regardless of whether they are alternating or
not. That is to say, to get the ratios in each cell in table 10 the values in each cell in table
8 were used as the numerator, while the sum of values in each cell in table 8 and 9 was
used as a denominator. The results are presented as percentages for ease of interpretation.
Cells that are left empty signal that there is no stem of the relevant form with that pair of
consonants around the (potentially) alternating vowel.

To ensure that it is clear how to interpret tables 810, let us look at a concrete example.
Let us take stems in which the (potentially) alternating vowel is preceded by a [t] and followed
by an [l] as an example. This means that we are interested in stems like the one schematically
represented in (23). Looking up C; as [t| and Cs as [l] in table 8 tells us that there no vowel-
zero alternating nouns of this form and that there are 9 vowel-zero alternating verbs of this
form. Now, let us look at the same cell in table 9. Here we learn that there 5 nouns and 37
verbs that have the shape shown in (23) and which are not subject to vowel-zero alternations.
If we want to know what proportion of all stems of this form are vowel-zero alternating, then
we need to look at the same cell in table 10. The cell in row [t] and column [l] in table 10

tell us that 18% of all stems of the form in (23) are subject to vowel-zero alternations.
(23)  (C)VtVl

The rest of this section builds heavily on the information found in tables 8-10. The
following three sections each correspond to a background color in these tables: section 4.2.1
is devoted to consonant clusters that we do not find intervocalically in a single morpheme
in the language, but which can be repaired through some phonological process — these are
the cells with a green background —, section 4.2.2 discusses consonant clusters that we
do not find intervocalically in a single morpheme which cannot be repaired through some
phonological process — these are the cells with an orange background —, while section 4.2.3
describes consonant clusters that we do find intervocalically in a single morpheme — these

are the cells with a blue background.
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Cy
liquids stops affricates‘ fricatives ‘ nasals glide
T 1 pltlc| k |b] d |1J g ts tvf dvg flfls|v]3 z m n |n j

; r (24) 13 (1) 6(64) (14) | 13(1) 2
T 1 7 1 (24) (5) | 6

b 34) | 104) 1 1)

t 14@2) | (9) 6 (1)

c % 1 1
" k 6 | 3(24) (1) | (2) 1
STOPS s | 3(1) 1(3)

d [94) | 1(3)

] 1 (1) 1

g | M| @ 1(8) 4

ts 5
affr. tv“r (1) 8

G ds

f

] ) 1 n
fric. S 1(7) 4 | 2

: 2) 3)

z 1 1(7) (3) 1

m 1 (18) (7)
nas. n (2) (1) (10)

n (6) (®)
glide ] (5) B (18) 1 (4) 0

h 12 (1) 3

Table 8: Consonants surrounding the alternating vowel
in vowel-zero alternating stems

When the consonant preceding the alternating vowel is |[h| and the one following it is [r], then metathesis takes place and the cluster surfacing is [rh] and not [hr|.
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Table 9: Consonants surrounding the potentially alternating vowel

in stems without vowel-zero alternations



Cs

liquids stops affricates fricatives nasals glide
T 1 p t |c k b d ] g ts ’g dvg f1 f s v [3] z m n n j

r 48% | 0% | 0% 65% | 0% | 33% 85% | 0% 0% | 0% | 0% 28% | 7% 50% | 0%
1 0% 0% | 0% | 25% 7% 0% | 0% | 80% 0% | 0% 20% | 5% | 0% | 0% | 0%
p 0% | 31% 0% 0% 0% 0% | 0% | 50% 0% | 0% 11% | 0% 0% | 0%
t 43% | 18% 75% 0% 0% | 0% 0% | 0% | 50% | 0% | 0%
c | 100% | 100% 50%
k || 54% | 33% 0% 33% 0% 50% 0% | 0% 14% 0% | 25% | 0%
b 38% | 26% 0% 0% | 0% 0% 0% 0% | 0% 57% 0% | 0% | 0%
d 52% | 29% 0% 0% 0% 0% | 0% 0%
bt 25% | 14% 0% 0% 0% 0% 20% 0%
g 11% | 18% 0% 0% 0% | 0% 0% | 0% 41% 0% | 0% | 50%
ts 0% 0% 0% 100% 0% 0% 0%
tf 0% | 0.04% 0% 88% 0% 0% | 0% 0% 0% | 0%
d3
f 0% 0% 0% 0% 0% 0%
J 38% 0% 100% 0% 0% | 0%
s | 0% | 23% 80% | 0% 0% | 0% 0% 100% | 0%
v 0% 0% 0% 0% 0% 0% 0% 0% 0% | 0% | 0%
3 50% 0% 60%
z 100% | 33% 0% 0% 60% 0% 0% | 50% | 0% | 0%
m | 13% | 69% 0% 0% 0% 0% | 0% 30% 0%
n 40% 0% 25% 0% | 0% 91% | 0%
n 0% 55% 0% 0% 0% 32%
j 45% 100% 0% 78% 0% | 50% 17% | 100%
h | 100% | 0.08% 0% 0% 60%

Table 10: Ratio of clusters in vowel-zero alternating stems
of all stems with the same form




4.2.1 Illicit clusters with available repairs

Some of the illicit consonant clusters in the language are systematically repaired through
some phonological process. Consonant clusters made up of two obstruents that differ in
voicing belong to this group since they are generally repaired through regressive voicing
assimilation (cf. section 2.2.1). That is, if two obstruents with different voicing were to form
a consonant cluster the voicing of the second one is preserved and the first one assimilates
to it in voicing. An example for this process is given in (24): here the word-final voiced stop

assimilates to the suffix-initial voiceless stop.
(24)  fog + -tol [fog + to:l] ‘tooth’ + ABLATIVE — fogtdl [fokto:l] ‘from the tooth’

Interestingly, when the two consonants preceding and following a potentially alternating
vowel are both obstruents differing in voicing, then the need for voicing assimilation prevents
the vowel from syncopating. That is to say, there are no nominal vowel-zero alternating stems
in which the consonant preceding the alternating vowel, C;, and the one following it, Cs, are
both obstruents with different voicing, and there are only three verbal ones. Furthermore,
among these three exceptions there are two verbs that rarely occur in forms that include
the alternating vowel —tajtékozik [tpjteikozik| ‘to froth’ as shown in example (25-a) and
patakozik [potokozik|‘to stream’ as shown in example (25-b) — and the third verb képez
[kerpez| ‘form/train’ has two different meanings and the form corresponding to only one of
them is vowel-zero alternating, while the form corresponding to the other meaning is a stable
stem, cf. (26).

(25)  a. tajtékozik + -As [tpjterkozik + -a:f] ‘froths’ + NOMINALIZER
— tajtékzas [tpjtergzazf] ‘frothing’

b. patakozik + -O:[pptokozik + -O:] ‘streams’ + ADJECTIVIZER
— patakzo [potpgzo:| ‘streaming’

(26)  képez + -As [kerpez + -Azf] ‘form’ + NOMINALIZER
— képezés |kempeze:f| ‘forming’
— képzés |kerbze:| ‘training’

As table 9 shows stems in which the two consonants surrounding the (potentially) alternating
vowel are both obstruents which disagree in voicing are not uncommon among the stems that
are of the right form but are not subject to vowel-zero alternations. Note, that since the final
stem-internal vowel in these stems is stable the need for voicing assimilation never arises.
This is shown in the examples in (27), which would all lead to voicing assimilation if they

were alternating.

(27)  a. fékez -O:lferkez + -Oz| ‘brake’ + ADIJECTIVIZER — fékez§ [ferkezg:| ‘braking’
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b. okoz + -Oz|okoz + -Oz| ‘cause’ + ADJECTIVIZER — okoz6 |okozo:| ‘causing’
c. lapoz + -Oz:|lopoz + -Oz| ‘leaf (through)’ + ADJECTIVIZER
— lapozo [lopozoz| ‘leafing’

Another group of illicit consonant clusters in Hungarian that are systematically repaired
through a phonological process are geminates. Gemination similarly to voicing assimilation
occurs both lexically and through suffixation as discussed in section 2.2.3. An example for

gemination as a result of suffixation is given in (28).

(28)  bot + -tdl [bot +-tozl| ‘stick’ + ABLATIVE
— bottol [bot:o:l] ‘from the stick’

Syncope in vowel-zero alternating stems could lead to gemination if the consonant preceding
the alternating vowel (C;) and the one following it are identical (Cy). However, there are no

vowel-zero alternating stems in which these two consonants would be identical.

There are 16 examples for non-alternating stems in which the potentially alternating
vowel is surrounded by identical consonants. Note that since the final stem-internal vowel
in these stems is stable, the need for gemination does not arise. This is shown in the two
examples in (29), both of which are non-alternating stems with identical consonants before
and after the final stem-internal vowel.

(29)  a. nabob + -t [natbob + -t] ‘nabob’ + ACCUSATIVE — nébobot [natbobot| ‘nabob-
ACC’
b. olel + -As [glel + -A:f] ‘hugs’ + NOMINALIZER — Olelés [glele:f] ‘hug’

Clusters in which a coronal obstruent is followed by a strident are also illicit in Hungarian.
In these cases, an affricate is formed (for more details see section 2.2.2. Hungarian has the
following four affricates: tf, ts, d3, dz. The voiceless affricates are generally more common in
the language than the voicved onevs. They can occur either lexically or as a result of suffixation.
In (30) an example is given for the latter case. Here the word undergoing suffixation ends in a
voiceless coronal stop while the suffix begins with a voiceless post-alveolar fricative resulting

in a voiceless post-alveolar affricate.

(30)  barat + -sag [borait + [aig] ‘friend’ + NOMINALIZER
— baratsag |boratfia:g| ‘friendship’

If a vowel-zero alternating stem had a coronal stop preceding its final vowel and a coronal
or post-alveolar fricative with the same voicing following it, then syncope would result in
a context where an affricate is formed. However, there are no vowel-zero alternating stems
which if followed by a vowel-zero alternating suffix that led to syncope would yield a context

for afIrication.
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As table 9 shows there are non-alternating stems in which the final stem-internal vowel
is preceded by a coronal stop and followed by a coronal or post-alveolar fricative. That is to
say these type of stems are not all together absent from the language. In (31) two examples
for such stems are given. In (31-a) the final stem-internal vowel is preceded by a voiceless
coronal stop and followed by a voiceless post-alveolar fricative, while in example (31-b) the
final stem-internal vowel is preceded by a voiced coronal stop and is followed by a voiced
coronal fricative. Since neither of the stems in (31) are subject to vowel-zero alternations,

the need for affrication does not arise here.

(31)  a. rétes + -t [rettef+ -t] ‘strudel’ + ACCUSATIVE — rétest [reteft] ‘strudel-Acc’
b. fedez + -As |fedez + -Azxf] ‘cover’ + NOMINALIZER — fedezés [fedeze:]] ‘covering’

Similarly to geminates and affricates, palatal stops can also be the result of a repair mech-
anism. If a coronal stop or the dental nasal stop is followed by a glide, then palatalization
takes place. An example for this process is provided in (32). Here the word undergoing suf-
fixation ends in a voiceless coronal stop while the suffix begins with a glide which together

create a context for palatalization that results in a voiceless palatal stop.

(32)  barat +-(j)a [borait + -(j)o] ‘friend’ + 3SG.POSSESSIVE
— baratja |[boraico| ‘his/her friend’

Palatal stops can be formed as a result of syncope if after vowel deletion a voiced or voiceless
coronal stop or a labial nasal stop is followed by a glide. This means that palatalization could
happen in vowel-zero alternating stems when they are followed by a vowel-zero alternating
suffix if the consonant preceding the alternating vowel is either [t],[d] or [n], while the one
following it is a glide. However, there are no vowel-zero alternating stems where C; is either
[t], [d] or [n], while Cs is a glide. It is important to note here that there are no non-alternating
stems of the right form in which the final stem-internal vowel is preceded by either [t], [d]| or
[n] and it is followed by a glide.

Another phonological process to repair phonotactically illicit consonant clusters is nasal
place assimilation. If a coronal nasal — [n| — is followed by a (nasal) labial stop — [p], [b], [m]
— or by a palatal stop — [c], [3], [n] — or by a velar stop — [k], [g], then the coronal nasals place
of articulation assimilates to that of the following consonant and becomes labial, palatal or
velar, respectively. An example for this process is given in (33). In (33) the noun ends with
a coronal nasal, [n|, and it is followed by the inessive suffix, which begins with the labial
stop [b]. The result of suffixation in this case is nasal place assimilation, which means that

the stem-final coronal nasal surfaces as a a labial stop after suffixation.
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(33)  szén + -ben [semn + -ben| ‘coal’ + INESSIVE
— szénben [sermben]| ‘in the coal’

Nasal place assimilation can take place after syncope in vowel-zero alternating stems if the
the consonant preceding the alternating vowel is a coronal nasal and the one following it is
either a labial stop, a palatal stop or a velar stop. There is only one example for nasal place
assimilation after syncope in a vowel-zero alternating stem, which is given in (34). Among
the non-alternating stems there are only two verbs which would be subject to nasal place
assimilation if they alternated. These two verbs are given in (35). In both of them the final
stem-internal vowel is preceded by a coronal nasal and followed by a velar stop. However,
no nasal place assimilation takes place in the examples in (35) since their final stem-internal

vowel is stable.

(34)  inog + -As [inog + -azf] ‘wobble’ + NOMINALIZER — ingas [inga:f] “wobble’

(35) a. donog + -(O)t(t) [donog + -(O)t(z)] ‘makes a bam’ + PAST TENSE
— donogott [donogot:| ‘made a bam’
b. déndg + -As [dengg +-A:f] ‘buzzes’ + NOMINALIZER
— donoges [dgngge:f| ‘buzzing’

It is interesting to note that there are no homorganic nasal-consonant clusters as a result of
vowel-zero alternations either, even though these are well-formed in the language. Moreover,
there is only one example among the non-alternating stems in which the final stem-internal
vowel is preceded by a nasal and followed by another consonant with the same place of

articulation. This example is given in (36).

(36)  gonosz + -t [gonos + -t| ‘mean (one)’ + ACCUSATIVE — gonoszt [gonost| ‘mean
(one)-Acc’

Last, but not least, sibilant assimilation can also serve as a phonological repair mecha-
nism for certain phonotactically illicit consonant clusters. If a palatal sibilant is followed by
a coronal sibilant, then the palatal sibilant assimilates in place to the coronal sibilant follow-
ing it and they together surface as a long coronal sibilant. Similarly, if a coronal sibilant is
followed by a palatal one, then the coronal sibilant assimilates in place to the palatal sibilant
following it and they together surface as a long palatal sibilant. An example for the latter
case is given in (37). In this example the adjective merész [mere:s| ‘daring’ ends in a coronal
sibilant [s] and it is followed by the nominalizer suffix -sdg/-ség /-[A:g/ |-[faig/-[eig|, which
begins with a palatal sibilant. As example (37) shows the stem-final sibilant assimilates in

place to the suffix-initial one and they surface together as a long palatal sibilant.
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(37)  merész + -ség [mere:s + -ferg| ‘daring’ + NOMINALIZER
— merészség [mere:fierg| ‘daring’

Vowel-zero alternation could lead to sibilant assimilation if the consonant preceding the
alternating vowel is a coronal/palatal sibilant and the one following it is a palatal/coronal
sibilant. There are no vowel-zero alternating stems in which C; is a coronal/palatal sibilant
and Cs, is a palatal/coronal sibilant. Comparatively, there is one stem in the list of non-
alternating stems in which the final stem-internal vowel is preceded by a coronal sibilant and
followed by a palatal one. This stem is given in (38). As example (38) shows the need for
sibilant assimilation does not arise in this case since the final stem-internal vowel in (38) is
stable.

(38)  feszes + -t [fese[+ -t]| ‘tight’ + ACCUSATIVE — feszest |[feseft] ‘tight-Acc’

Although these non-occurrences could all be accidental gaps, I show below that this is not
the case. I present a statistical model in section 4.3 that addresses the question whether
the absence of consonant clusters after vowel deletion in vowel-zero alternating stems which
would result in a consonantal process is an accidental gap or not. However, before discussing
this statistical model let us take a look at clusters resulting from stem-internal vowel-zero

alternations that are absent without any available repairs.

4.2.2 Absent clusters without available repairs

There are 141 consonant clusters out of the 576 possible ones in Hungarian that cannot be
found intervocalically in a single morpheme. Out of all of the clusters that are not attested
intervocalically in a single morpheme there are only three that can be the result of syncope
in vowel-zero alternating stems: [cr|, [jr], [nz]. An example for each of these clusters as a

result of stem-internal vowel-zero alternation is given in (39).

(39) a. szatyor + -t [spcor + -t| ‘shopping bag’ + ACCUSATIVE — szatyrot [spcrot]
‘shopping bag-ACC’
b. bugyor + -t [bujor + -t| ‘bundle’ + ACCUSATIVE — bugyrot [bujrot| ‘bundle-
ACC’
c. versenyez -+ -As [verfenez + -A:f] ‘compete’ + NOMINALIZER — versenyzés
[ver[enze:f] ‘competing’

All three of these clusters involve a palatal stop, which are generally less frequent than
other stops — or other consonants at large. Moreover, all three of these clusters are found
across morpheme boundaries. Given the low frequency of palatal stops in general and the fact

that these clusters are phonotactically well-formed since they occur non-monomorphemically,
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it is likely that the fact that they are not found monomorphemically in a single morpheme
is just an accidental gap.

There is one additional example where a consonant cluster that is unattested intervo-
calically in a single morpheme is expected after syncope: in the stem teher [teher| ‘burden’.
However, in this example the consonant preceding the alternating vowel and the one following

it undergo metathesis as shown in (40), which yields an attested cluster: [rh].
(40)  teher +-(V)k [teher +-(V)k| ‘burden’ + PLURAL — terhek [terhek| ‘burdens’

Interestingly, metathesis takes place whenever the consonant preceding the alternating vowel
is the sonorant consonant [h|. That is if the consonant preceding the alternating vowel is [h]
after syncope it will follow the consonant that originally followed the alternating vowel as in

example (41).
(41)  kehely +-(V)k [kehej + -(V)k] ‘chalice’ + PLURAL — kelyhek [kejhek| ‘chalices’

With the brief discussion of absent clusters without available repairs that can result from
stem-internal vowel-zero alternations, let us turn our attention to clusters that are generally

attested intervocalically in a single morpheme.

4.2.3 Generally attested clusters in the language

There are many intervocalic clusters that are attested intervocalically in a single morpheme
in Hungarian as evidenced by the number of cells with a blue background in tables 8-10.
Here we focus our attention on two groups of consonant clusters of this kind: (i) clusters in
which one of the two consonants is a labial fricative and (ii) clusters in which one of the two
consonants is a liquid. If we take a closer look at the clusters that can be created as a result
of syncope, we find that there are no potential consonant clusters with a labial fricative in
them, see table 8. That is, if a stem is subject to vowel-zero alternation, then neither the
consonant preceding its alternating vowel, nor the one following it is a labial fricative. That

is to say that there are no vowel-zero alternating stems of the forms in (42).
(42) (C)VlfVQCQ, (C)V1VVQCQ, (C)V1C1V2f, (C)V101V2V

Note that labial fricatives do generally occur in intervocalic consonant clusters in the lan-
guage monomorphemically. Both the voiceless and the voiced labial fricative can appear in
an intervocalic cluster after certain stops, e.g. after [p|, [t], [c] or [k]|, after liquids, after
certain nasals, e.g. after [m|, [n| or before liquids or before a glide as shown in examples
(43)—(46).
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nyamvadt [pomvot:| ‘lousy’

kifli [kifli] ‘roll’

)

44)  ponyva [ponvp| ‘canvas’
)
) cifra [cifrp| ‘ornamented’

Since there are a variety of different intervocalic clusters found in a single morpheme
with a labial fricative in them in the language in general, it is unclear why there is no example
for such clusters in vowel-zero alternating stems after syncope. Now that we have taken a
closer look at clusters with a labial fricative in them, let us turn our attention to clusters
involving a liquid.

When looking at the distribution of potential consonant clusters in vowel-zero alter-
nating stems, we find that most of the possible consonant clusters that result from syncope
in alternating stems include a liquid. That is, in most cases either the first or the second
consonant in the consonant cluster created through vowel deletion is a liquid. We find that
70% of all vowel-zero alternating stems — 66% of nominal stems and 72% of verbal stems
— has a liquid either preceding or following its alternating vowel. This means that most of
the vowel-zero alternating stems are either of the schematic form in (47-a) or (47-b). An
example for a vowel-zero alternating stem in which a liquid precedes the alternating vowel is

given in (48-a), while one in which a liquid follows the alternating vowel is given in (48-b).

(47)  a. (C)V1LV,C,
b, (C)ViCyVsL

(48)  a. malom + (V)k [molom + (V)k| ‘mill’ + PLURAL — malmok [molmok| ‘mills’
b. fatyol + (V)k [faicol + (V)k| ‘veil’ + PLURAL — fatylak [fa:clok| ‘veils’

A few of the vowel-zero alternating verbs — 8% of them— have a liquid both preceding and
following the alternating vowel like example (49). There are no vowel-zero alternating nouns

of this form.
(49)  bérel +-6 |berel +-¢:] ‘rent” + NOMINALIZER — bérls |beirlg:| ‘renter’

This section concludes the description of the observations made based on the information
in tables 8-10. Now that we seen the variation in the consonant clusters that can and
cannot be created through stem-internal vowel-zero alternations, let us turn our attention
to the comparison of the consonants in vowel-zero alternating stems to those in potentially

alternating stems.
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4.3 A model of the lexicon

To test whether the above observations regarding the potential consonant clusters in vowel-
zero alternating stems are accidental gaps or are a result of statistically significant under
attestation, a logistic regression model comparing the list of vowel-zero alternating and po-
tentially vowel-zero alternating stems has been created. The model compares the entries in
the two lists with respect to the following individual factors: (i) geminates: whether the
consonant preceding the (potentially) alternating vowel and the one following it are identical
and thus, would form a geminate after syncope, (ii) affricates: whether the consonant pre-
ceding the (potentially) alternating vowel and the one following it would form an affricate
after syncope, (iii) voicing disagreement: the consonant preceding the (potentially) alter-
nating vowel and the one following it are both obstruents that differ in voicing and thus,
would necessitate voicing assimilation after syncope, (iv) liquid: whether one or both of the
consonants preceding and following the (potentially) alternating vowel are liquids, (v) labial
fricative: whether one or both of the consonants preceding and following the (potentially) al-
ternating vowel are labial fricatives, (vi) nasal assimilation: whether the consonant preceding
the (potentially) alternating vowel and the one following would lead to nasal place assimi-
lation if they were consecutive, (vii) sibilant assimilation: whether the consonant preceding
the (potentially) alternating vowel and the one following it would lead to sibilant assimila-
tion if they were consecutive and (viii) palatalization: whether the consonant preceding the
(potentially) alternating vowel and the one following it would result in palatalization if they
were consecutive. All factors were sum coded except for voicing disagreement. For voicing
disagreement a custom coding was used to test the effect of voicing disagreement only among
obstruents.

Additionally to the above factors, the model also checked whether any of the potential
interactions between the factors are significant: (i) geminates and liquids: whether the num-
ber of geminates that are also liquids significantly differ in the two lists, (ii) geminates and
labial fricatives: whether the number of geminates that are also labial fricatives significantly
differ in the two lists, (iii) voicing disagreement and labial fricatives: whether the number
of instances where both of the relevant consonants are obstruents and they differ in voicing
and at least one of them is a labial fricative is significantly different in the two lists, (iv)
voicing disagreement and sibilant assimilation: whether the number of instances where both
of the relevant consonants are obstruents and they differ in voicing and they would lead to
sibilant assimilation if they were next to each other is significantly different in the two lists,
(v) liquids and labial fricatives: whether the number of instances where one of the relevant

consonants is a labial fricative and the other one is a liquid is significantly different in the
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two lists. The interaction between geminates and labial fricatives has been dropped by the
model since there were no examples in which the consonant preceding and following the
(potentially) alternating vowel are identical and both are labial fricatives.

The results of the model are presented in table 11. The model did not yield any

significant results with respect to any of the factors and factor interactions.

Factor ‘ Coefficients ‘ Standard Error ‘ p values
geminates 8.62 551.66 0.99
affricates 8.63 380.68 0.98
voicing disagreement 2.43e-8 1278.58 1
liquids -0.24 661.09 1
labial fricatives 8.39 364.29 0.98
nasal assimilation 0.26 0.54 0.63
sibilant assimilation 8.15 1211.33 0.99
palatalization 8.15 1398.72 0.99
geminates & liquids 3.12e-3 551.66 1
voicing disagr. & labial fricatives -0.48 409.21 0.99
voicing disagr. & sibilant ass. -0.48 1211.33 1
liquids & labial fricatives -0.24 364.29 0.99

Table 11: Model results

However, it is worth noting that all of the standard errors are quite large, which might mask
significant results. To determine whether a factor and the interactions the factor participates
in make a significant contribution to determining whether a given word is alternating or not,
likelihood ratio tests were performed. Likelihood ratio tests compare two models where one
model has a subset of the factors the other one has. From the results of the likelihood ratio
test we can conclude whether certain factor(s) have a significant impact on how well the
model fits the data or not.

Since none of the factors and factor interactions yielded significant results in the original
model, in what follows, I compare the original complete model to eight other models in
which an individual factor and its corresponding factor interactions have been left out to
see whether any of these factors have a significant impact on determining whether a given
word is alternating or not. The results of all the likelihood ratio tests are summarized in
12. The models column shows which factor and its corresponding factor interactions have
been left out. The columns Chi? and p-value show the numerical outputs of the likelihood
ratio tests. In the column degrees of freedom first the degrees of freedom of the model with

all factors and interactions is presented followed by the degrees of freedom of the model it
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is being evaluated against. The models for which the likelihood ratio test yielded significant
results received a v in the final column of table 12. The significance here is based on a 99%

confidence interval.

Models ‘ Chi? ‘ Degrees of freedom ‘ p-value ‘ Significance
Minus liquids 54.35 13/11 1.58e-12 v
Minus voicing disagr. | 38.42 13/10 2.30e-8 v
Minus affricates 26.65 13/12 2.44e-7 v
Minus geminates 15.09 13/11 5.27e-4 v
Minus labial fricatives 0 13/12 9.99e-1 X
Minus nasal ass. 0.26 13/12 6.08e-1 X
Minus palatalization 0.99 13/12 3.19e-1 X
Minus sibilant ass. 1.51 13/11 4.71e-1 X

Table 12: Likelihood ratio tests

As the results of the likelihood ratio tests in table 12 show the comparison of four dif-
ferent models with the original model yielded significant results. This means that including
liquid and its interactions with geminates and labial fricatives makes the model more precise.
Similarly, including the factor voicing disagreement and its interactions with sibilant assim-
ilation and labial fricatives gives us a more precise model. Including the factor affricates,
and the factor geminates and its interactions with liquids and labial fricatives, respectively,
yields a model that is better fitted to the data. This means that these factors and factor
interactions play a significant role in determining whether a given word is alternating or not.

Since the likelihood ratios tests did not yield any significant results when comparing the
other models — the model without the factor labial fricatives and its interactions with voicing
disagreement and liquids, the model without the factor nasal place assimilation, the model
without the factor palatalization and the model without the factor sibilant assimilation — to
the original model, we can conclude that they do not play a significant role in determining
whether a given word is alternating or not. Note that the lack of significance regarding these
factors is not that surprising if we consider how few examples of the relevant kind were found
in our data set, cf. section 4.2.1.

In this section vowel-zero alternating stems have been compared to potentially vowel-
zero alternating stems in the lexicon to investigate which of the above observations about the
potential consonant clusters in these stems are accidental gaps and which are the result of
statistically significant under attestation. Four out of the eight observed patterns are could
be the result of underattestation in vowel-zero alternating stems: (i) lack of voicing contrast
between the consonant preceding the alternating vowel and the one following it, (ii) lack

of identical consonants preceding and following the alternating vowel, (iii) lack of potential
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affricates formed after syncope and (iv) the high percentage of liquids either before or after
the alternating vowel. The other four observations can be accidental gaps since they do not

significantly contribute to determining whether a stem is vowel-zero alternating or not.
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Chapter 5
Analysis

As discussed in section 2.4 I follow Siptar & Szentgyorgyi (2013) in assuming that vowel-
zero alternating suffixes have an underlyingly partially underspecified vowel in them, while
vowel-initial suffixes with only one form have an underlyingly fully specified vowel. In the
analysis presented here I use the plural suffix -(V)k [-(V)k| as an example for vowel-zero
alternating suffixes, but everything in the analysis naturally extends to other vowel-zero
alternating suffixes as well. Similarly, I use the terminative suffix -ig [-ig| as a stand in for
any vowel-initial suffix that is underlyingly fully specified. Note that the focus of this chapter
is restricted to vowel-zero alternating nouns. An expansion of this analysis to verbal vowel-
zero alternating stems — which come with the introduction of strictly vowel-initial suffixes
that trigger stem-internal vowel-zero alternations as discussed in detail in section 3.2 — is left
for future research.

This chapter is divided into three parts, section 5.1 describes how underspecification
in vowel-zero alternating stems but not in stable stems predicts a difference in their surface
forms when followed by vowel-zero alternating suffixes. In section 5.2 1 show how we can
predict that voicing assimilation, gemination and affrication block syncope in vowel-zero
alternating stems, while 5.3 provides an analysis for the restrictions on the vowels in vowel-

zero alternating stems.

5.1 Alternating vs. non-alternating stems

One of the corner stones of the problem of vowel-zero alternating stems to be captured by
any analysis is how they differ from regular non-alternating stems. Following Siptér & Szent-
gyorgyi (2013)’s analysis for vowel-zero alternating stems, I propose that what differentiates
vowel-zero alternating stems from non-alternating stems is that their alternating vowel is

underlyingly underspecified. This assumption provides the basis for a unified treatment of

89



vowel-zero alternating suffixes and vowel-zero alternating stems in that in both cases it is
the underlyingly underspecified vowels are the alternating ones. It is important to note
here that underspecification is not the only option here. Either the vowel-zero alternating
stems themselves or the alternating vowels in them could be lexically indexed in some other
way. The analysis presented here relies on the underspecification to account for the syncope
process, but it is by no means the only possible way to do so.

In this proposal there is an underlying vowel present in vowel-zero alternating stems,
unlike Vago’s (1980) approach in which no vowel is present underlyingly. The alternating
vowel is underlyingly underspecified and it can be either deleted or extended to a full vowel.
Even though the underlyingly underspecified vowel can both be deleted or extended to a full
vowel, I refer to to vowel-zero alternation as syncope to emphasize the difference between
the analysis presented here and Vago’s (1980) proposal.

This proposal naturally raises the question how underspecified the alternating vowel
is. I put forth an analysis in which the alternating vowel is underlyingly only specified for
height. In particular the underlying alternating vowel has the following features: [-high,
—low|. It is underlyingly specified for height since it is generally a mid vowel. It is not
specified for backness or roundness, how these features are acquired is what differentiates it
from regular stems. Section 5.3 provides a more in depth overview of which features can be
part of an underlyingly underspecified vowel that syncopates.

With these assumptions in mind, let us now take a look at some concrete examples. The
proposed underlying form for the syncopating stem torony [tor([-high,—low, —consonantal|)n]
‘tower’ contains an underlyingly underspecified vowel, see (1), while the underlying form for
the stable stem szurony [surop| ‘bayonet’ has underlyingly fully specified vowels, see (2).

Furthermore, I assume that full specification is required in the output.

(1)  torony + -(V)k [tor([-high,~low, —consonantal|)n+ -(V)k| ‘tower’ + PLURAL — tornyok
[tornok] ‘towers’

(2)  szurony + -(V)k [surop+ -(V)k| ‘bayonet’ + PLURAL
— szuronyok [suronok| ‘bayonets’

Any analysis of vowel-zero alternations has to account for how different forms of syncopating
and non-syncopating stems are derived: (i) the stem alone, (ii) the stem followed by a vowel-
zero alternating suffix and (ii) the stem followed by a non-alternating vowel-initial suffix.
First let us take a look at how the stem form of the syncopating torony [tor(|-high,~low,
—consonantal|)n| ‘tower’ can be derived. The definitions of the relevant constraints are given
in (3)—(7).

(3)  *CC/_#: Assign one violation mark for every word-final consonant cluster.
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(4)  DEP(|a back]|): Assign one violation mark for every backness feature in the surface
form that is not present in the underlying form.

(5)  DEP(|a round]): Assign one violation mark for every roundness feature in the surface
form that is not present in the underlying form.

(6)  AGREE(|a back]): Assign one violation mark for every pair of vowels that disagree in
backness.

(7)  AGREE(|a round]): Assign one violation mark for every pair of vowels that disagree
in roundness.

As the tableau in (8) shows the markedness constraint against word-final consonant
clusters penalizes syncope in the unsuffixed form of the syncopating stem torony [tor(|-
high,~low, —consonantal|)p|, cf. candidate d in (8). This means that the alternating vowel
is not deleted in this case, but it is extended to a full vowel. Since the alternating vowel
is underlyingly underspecified for backness and roundness there are multiple potential fully
specified vowels it can be extended to, cf. candidates a—c, which all violate the DEP con-
straints penalizing the insertion of backness and roundness features. What differentiates
candidates a, b and ¢ from each other is whether they adhere to roundness and backness
harmony. Candidate b violates backness harmony as evidenced by the violation of the con-
straint AGREE([a back]), while candidates ¢ violates both backness and roundness harmony
which results in a violation of the constraints AGREE(|a back|) and AGREE(|« round]). This
means that candidate c is harmonically bound by both candidate a and b, while candidate
b is harmonically bound by candidate a, which is the optimal candidate here. The crucial
ranking between the markedness constraint penalizing word-final clusters and the DEP and

AGREE constraints is given in (9).

high | | ‘
tor( 1igh )Jl *CC/_+# | DEP(|a back|) | DEP(|o round]) | AGREE([av back]|) | AGREE(|a round))

-low | | |
a. ©  toron * | * ! !
(8) | | |
b. torgn * : * : *! :
| | |
C. toren * I * I *! | *!
| | |
d. torn ! : : :

(9) *CC/_# > DEP(|a back]|), DEP(|a round))

Tableau (10) shows that the same ranking predicts the correct outcome for non-syncopating
stems. The markedness constraint penalizing word-final consonant clusters prevents vowel-
deletion in general and thus, it rules out candidate b in tableau (10). This means that the
fully faithful candidate — candidate a in tableau (10) — is the optimal candidate when it

comes to the unsuffixed form of non-syncopating stems.
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suron *CC/_# | DEP(|a back]) | DEP(|cv round])

|
"

(10) a. ¥ suron

b. surn x|

Now that we have seen how stems of syncopating and non-syncopating nouns can be derived,
let us turn to their plural forms as representative of forms where syncope may apply. Note
again that I am using here the plural suffix as a stand-in for any vowel-zero alternating
suffix. The vowel in the plural suffix is underlyingly underspecified. The features the vowel
in the plural suffix is specified for underlyingly are [-consonantal, ~high|. The reason why
the vowel in the plural suffix is not specified as [~high,~low| — unlike the syncopating vowel
in syncopating stems — is that it can surface not only as a mid vowel but also as a low vowel
(see section 2.4).

To correctly predict the surface form of syncopating and non-syncopating stems when
they are followed by a vowel-zero alternating suffix, an additional constraint is needed, which

is given in (11).

(11)  MAaXx(|-high]): Assign one violation mark for every [~high| feature in the underlying

form that is not present in the surface form.

Tableau (12) shows how the correct surface form of a non-syncopating stem and the plural
suffix can be derived. The high ranked markedness constraint against word-final consonant
clusters rules out the deletion of the underlyingly underspecified vowel in the suffix, see can-
didate c in tableau (12). What differentiates the remaining two candidates — candidates a
and b — is that in candidate b a vowel is deleted, while in candidate a no vowel deletion
takes place. In terms of constraint violations it is the violation of MAX([-high]|) that dis-
tinguishes candidate b from candidate a. Since candidate a does not violate MAX(|-high]|),
it is harmonically bound by candidate b. Therefore, candidate a is the optimal candidate
predicting the correct surface form for the plural form of a non-syncopating stem. Note that
a less specific MAX constraint —i.e. MAX(V) — would equally be able to predict the expected
output here. However, the more specific MAX constraint is necessary to predict the correct

form of syncopating stems in certain contexts as we will see later on.

surop+ -([-high))k || *CC/_# | DEp(|a back]) | DEP(ja round]) | Max([ high])

|
" "

= | ‘

(12) a. suronok * : * :
b. surnok * | * | !
c. suronk ! : | *
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Tableau (13) shows that the same set of constraints from tableau (12) can predict the correct
output for the plural form of syncopating stems as well as long as one additional crucial
ranking is included. Similarly to the plural form of non-syncopating stems — shown in (12)
— the high ranked markedness constraint penalizing word-final consonant clusters rules out
the candidate in which the underlyingly underspecified vowel of the plural suffix is deleted
— candidate a in (13). The two remaining candidates in tableau (13) are candidate b,
in which both the stem-internal underspecified vowel and the suffixal underspecified vowel
are extended to a full vowel, which leads to double violations of the DEP constraints and
candidate ¢, in which the stem-internal underspecified vowel is deleted, while the suffixal
underspecified vowel is extended to a full vowel. Since only one of the two underspecified
vowels are extended to a full vowel in candidate c, it only violates each DEP constraint
once. However, candidate ¢ also violates MAX|-high|) since the stem-internal underspecified
vowel is deleted. Since candidate b violates both DEP constraints twice and candidate ¢ only
violates them once each, candidate b can be ruled out if the DEP constraints are ranked above
MAX[-high|), which is only violated by candidate ¢ and not candidate b. That is to say that
as long as the ranking in (14) holds, candidate ¢ surfaces as the optimal candidate, which

correctly predicts the output of a syncopating stem followed by a vowel-zero alternating

suffix.
-high ] ! .
tor n+ -([-high])k | *CC/_+# | DEP(Ja back]) | DEP(|a round|) | MAX[-high])
-low I
(13) a. toronk x! : *
b. toronok * *! 3 % !
c. = torpok * : * *

(14)  DEP([a back]), DEP([a round|) > MAX][-high]|)

The constraint ranking established so far can correctly predict the surface form of a non-
syncopating stem followed by a non-alternating suffix as shown in (15). When a non-
syncopating stem is followed by a non-alternating suffix, there are no underlyingly under-
specified vowels. This means that neither of the two DEP constraints are violated by the
potential candidates in (15). What distinguishes candidate a and b in tableau (15) is the
deletion of a vowel in candidate b, which violates the MAX constraint. Since candidate a
does not violate any of the constraints relevant here, it is the optimal candidate and thus,
the current constraint ranking correctly predicts the surface form of a non-syncopating stem

followed by a non-alternating suffix.
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surop+-ig | DEP(|a back]) | DEP(Ja round]) | MaX([ high])

(15) a. ¥ suronig

b. surnig *!

However, when it comes to predicting the surface form of a syncopating stem followed by a
non-alternating suffix, the current constraint ranking picks the wrong candidate to be the
optimal candidate, see tableau (16). Since the actually optimal candidate — candidate a in
tableau (16) —has an underlyingly underspecified vowel in it which has been extended to a full
vowel it violates both DEP constraints. On the other hand, if the underlyingly underspecified
vowel is deleted — as in candidate b —, then the violations of the DEP constraints are avoided
and only the lower ranked MAX constraint is violated, making candidate b the optimal
candidate contrary to what we find in the language. The fact that the current constraint
ranking does not predict the correct output in tableau (16) naturally raises the question
whether the constraints can be reranked. However, ranking MAX([-high|) above the DEP
constraints is not possible as it would lead to the wrong outcome — as shown in tableau (13)

— when a syncopating stem is a followed by a vowel-zero alternating suffix.

high |
tor| | |t -ig | DEP(Ja back]) | DEP(ja round]) | Max(] high])
-low I
(16) :
a. © toronig *! : x!
b. = torpig : *

If we want to maintain the constraint ranking established so far the only solution we are
left with is relying on an additional constraint to predict the right surface form when a
syncopating stem is followed by a non-alternating suffix. I propose to rely on the base-
derivative identity constraint given in (17). I stipulate that this base-derivative constraint is
activated whenever a non-alternating vowel-initial suffix is used. That is to say, that base-
derivative contiguity is evoked by suffixes like the terminative -ig /-ig/ [-ig|, but it is not

active when suffixes like the vowel-zero alternating plural suffix is used.

(17)  BD-CoNTIGUITY/ [-ig|: Assign one violation mark if two segments that are adja-

cent in the derived form don’t form a contiguous substring in the base.

If the base-derivative contiguity constraint is ranked above the DEP constraints, then the
right output is predicted for syncopating stems followed by a non-vowel zero alternating
vowel initial suffix, see candidate a in tableau (18). In tableau (18) BD-CONTIGUITY rules

out candidate b in which the stem-internal underlyingly underspecified vowel is deleted since
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the vowel deletion makes underlyingly non-adjacent segments adjacent on the surface. On
the other hand, if the underlyingly underspecified vowel is extended to a full vowel on the
surface, then BD-CONTIGUITY is not violated. This means that the updated ranking given
in (19) correctly predicts candidate a to be the optimal candidate in tableau (18).

high ‘
tor( J )JH— -ig | BD-ConTIGUITY | DEP(|or back]) | DEP(|or round]) | MAX([-high])

-low |
(18) ‘
a. = toropig * : *
b. tornig x| | *

(19)  BD-CoNTIGUITY > DEP([a back]), DEP ([ round]) > MAX([-high])

Last, but not least it is important to note that the new constraint ranking does not influence
the prediction regarding non-syncopating stems followed by non-alternating suffixes as shown
in tableau (20). As in tableau (18), vowel deletion results in a violation of BD-CONTIGUITY
in candidate b in tableau (20). Since the other candidate in (20) — candidate a — is fully
faithful to the underlying form, it does not violate BD-CONTIGUITY and it correctly surfaces

as the optimal candidate.

suronp+ -ig BD-CONTIGUITY | DEP([a back|) | DEP([a round]) | MAX([-high])

(20) a. ¥ suronig

*

T
|
|
|
|
L

b. surnig x!

Now that we have seen what predictions an underspecification based analysis makes for
the surface form of vowel-zero alternating and stable stems with and without suffixes in
general, let us turn our attention to the restriction on the segments in vowel-zero alternating
stems. Section 5.2 provides an overview of the restrictions on the consonants in vowel-zero

alternating stems, while section 5.3 is devoted to the constraints on the vowels in these stems.

5.2 Consonantal effects

The statistical analysis of the lexicon presented in section 4.3 has revealed four consonantal
constraints on what the consonants preceding and following the alternating vowel in a vowel-
zero alternating stem can look like. Three of these constraints are prohibitive in that these
type of consonant combinations cannot appear in vowel-zero alternating stems, while one is
supporting in nature in this type of consonant combinations improve the likelihood that a
given stem is vowel-zero alternating all else being equal. The three prohibitive constraints

include bans on the two consonants preceding and following the alternating vowel (i) if they

95



are both obstruents and differ in voicing, (ii) if they are identical and (iii) if they can form
an affricate when they are consecutive. What helps vowel-zero alternations in terms of the
possible consonant preceding and following the alternating vowel is if one of these is a liquid.

Let us first look at the analysis of potential vowel-zero alternating stems in which
the consonant preceding the alternating vowel and the one following it are both obstruents
and differ in voicing. Since there are no nominal examples for this case, I use the nonce
word hobot |[hgbet| here as a hypothetical nominal stem of this kind. The hypothetical
stem hobot [hgbgt| is expected to never undergo vowel-zero alternation no matter whether
the final vowel in the stem is underlyingly underspecified or whether it is fully specified
underlyingly. Tableau (21) shows what the predicted surface form of the plural form of
hobot [hebet| is when its final vowel is underlyingly fully specified while tableau (23) shows
what the predicted surface form of the plural form of hobot [hgbgt] is when its final vowel is
underlyingly partially specified. Let us first take a look at tableau (21). Tableau (21) contains
the constraints introduced in section 2.2.1 to account for voicing assimilation in Hungarian
in general — AGREE(|« voice|) and IDENT(|« voice|) — and the constraints introduced in the
previous section to account for when underlyingly underspecified vowels are extended to a
full vowel and when they are deleted — DEP and MAX feature constraints. The constraints
responsible for vowel deletion and the extension of an underlyingly underspecified vowel to
a full vowel on the surface are ranked below the constraints used to account for voicing
assimilation. This means that the constraints responsible for voicing assimilation are able
to rule out any candidates in which either voicing assimilation takes place — candidate ¢ in
tableau (21) — and candidates with two consecutive obstruents that disagree in voicing —
candidate a in tableau (21). This means that candidates in which no voicing disagreement
arises, that is candidates in which no vowel deletion takes place — candidate a in (21) —
are chosen to be the optimal candidate as long as the crucial ranking between the voicing
assimilation constraints — AGREE(|a voice|) and IDENT(|a voice]) — are ranked above the
constraints penalizing rounding up an underlyingly partially underspecified vowel and the
ones penalizing the deletion of a vowel — DEP and MAX feature constraints, respectively.

This crucial ranking is noted in (22).

hebgt + -([-high])k || AGREE(|av voice]) | IDENT([ox voice]) | DEP([a back]) | DEP([ov round]) | MAX([-high])

|
(2 1 ) a. = hgbgtok * | *
b. hgbtek ! * ! * *
c. hoptok *! * : * *

(22)  AGREE(|a voice|) > IDENT(|a voice|) > DEP(|a back|), DEP(|a round]) >
MAX([-high])
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In tableau (23) the same ranking as the one established in tableau (21) and noted in (22) is
used to show that no matter whether the final vowel of hobot [hgbgt| is underlyingly fully
specified or partially underspecified, the surface form of the plural form of hobot [hebgt]| is
the same. As we have seen in tableau (21) the high ranked constraints penalizing voicing
disagreement and change in voicing — AGREE(|a voice]) and IDENT(|« voice|), respectively
— rule out candidates in which the final stem vowel is deleted. The same can be observed
in tableau (23). Since neither AGREE(|a voice|) and IDENT(|a voice|) make reference to
whether the underlying vowel is fully specified or partially underspecified they equally pe-
nalize candidates b and c in tableau (21) and (23). This means that candidate a in tableau
(23) is the optimal candidate — just like in tableau (21) — since rounding both underlyingly
partially underspecified vowels — the one in the stem and the one in the suffix — is less costly

than voicing disagreement of consecutive obstruents and changing the voicing of a consonant.

-high !
hob 9 ) t + -([-high])k | AGREE([o voice]) | IDENT([a voice]) | DEP([a back]) | DEP([ov round]) | MAX([-high])
-low |
a. = hebete * % *
(23) hobotok |
1
b. hgbtek ! * : * *
c. hgptek ! * : * *

Now that we have seen that the plural form of hobot [hgbgt| is the same no matter whether
the final stem-internal vowel is underlyingly fully specified or partially underspecified, let us
see what the analysis predicts the plural form of the nonce word hépot [hepet| looks like.
Unlike in h6bot |[hgbgt], in which the obstruents preceding and following the potentially
alternating vowel disagree in voicing, in hopot [hepet] both the obstruent before and the
one after the potentially syncopating vowel are voiceless. Since the two obstruents agree in
voicing, the constraints penalizing voicing disagreement — AGREE([a voice]) — and change
in voicing — IDENT([a voice|) — do not play a role here even if the potentially syncopating
vowel is deleted as shown in table (24). This means that what determines whether the final
stem-internal vowel is deleted or not depends on the underlying form. Tableau (24) shows
that if the final stem-internal vowel is underlyingly fully specified, then it is more costly to

delete it — as in candidate b — than to keep it — as in candidate a.

hopot + -([-high])k | AGREE(|a voice]) | IDENT([a voice]) | DEP([ar back]) : DEP([a round]) | MAX([-high])
(24> a. = hgpgtek * : *
b. heptok % l % !

On the other hand, if the final stem-internal vowel is underlyingly only partially specified,
then it is more costly to extended it to a full vowel — as in candidate a in tableau (24) — than to

delete it — as in candidate b in tableau (24). The fact that whether vowel deletion takes place
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or not depends on the underlying form of the stem in a case where the potential consonant

cluster after deletion is well-formed corresponds to the data we find in the language.

hq)p( “high )t + -([-high])k || AGREE(|a voice]) | IDENT([ov voice]) | DEP([ov back]) | DEP(]a round]) | MAX([-high])

-low

(25)

a. hgpgatok s %! x %!

b. = hgptgk * * *

So far we have only seen how voicing assimilation interacts with stem-internal vowel-zero
alternations. However, voicing assimilation is not the only consonantal process that prevents
syncope in these stems. Another consonantal process that interferes with syncope is the
forming of geminates when the consonant preceding and the one following the potentially
alternating vowel are identical. Generally, when two identical consonants are consecutive
underlyingly they surface as one long consonant. Therefore, if the consonant preceding the
alternating vowel in a vowel-zero alternating stem and the one following it are identical, then
after syncope the two identical consonants are expected to merge into one long consonant.
However, as discussed in section 4.3 there are no vowel-zero alternating stems in which the
consonant preceding the alternating vowel and the one following it are identical. This means
that no matter what the underlying form of a hypothetical stem like hétot |[hetet| is, the
surface form of its plural form is expected to not undergo vowel-zero alternation. Formally,
this can be captured if the constraints penalizing identical consecutive segments — OCP
given in (26) — and the one penalizing the merger of two identical consonants — UNIFORMITY
given in (27) — are ranked above the constraints penalizing extending underlyingly partially
underspecified vowels to full vowels — DEP constraints — and the one penalizing vowel deletion

— MAX constraint.

(26)  OCP: Assign one violation mark for every pair of consecutive segments that are
identical.

(27) UNIFORMITY: Assign one violation mark if a segment in the output has multiple
correspondents in the input.

How the ranking of these constraints can predict the correct plural form of hdtit [hotet]
when the final stem-internal vowel is underlyingly fully specified is shown in tableau (28).
The two candidates involving vowel deletion — candidates b and ¢ — in tableau (28) are ruled
out by the two high ranked constraints against identical consecutive consonants and against
the merge of two segments — OCP and UNIFORMITY, respectively. This means that the
candidate without vowel deletion — candidate a — is chosen as the optimal candidate since it
only violates the lower ranked DEP constraints penalizing the insertion of vowel features for

the underlyingly partially specified suffixal vowel. The crucial ranking yielding the correct
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surface form is noted in (29). Note that the ranking between OCP and UNIFORMITY is

based on the fact that two consecutive identical consonants generally merge into one long

consonant.
hotot + -([-high])k || OCP | UNIFORMITY | DEP([a back]) } DEP([a round]) | MAX([-high])
b. hottek x| * 3 * *
c. hot:ok *! * : * *

(29)  OCP > UNIFORMITY > DEP(|a back]), DEP (| round|) > MAX(|-high|)

Even if the final stem-internal vowel in the hypothetical word hdtdt [hotet| is underlyingly
only partially specified, its plural form still does not involve vowel deletion as shown in
tableau (30). Similarly to tableau (28), in tableau (30) candidates a and b — the two candi-
dates with vowel-deletion — are ruled out by the high ranked constraints against consecutive
identical segments — OCP — and against the merge of segments — UNIFORMITY. This leaves
candidate a — the only candidate in which no vowel is deleted — as the optimal candidate
since it only violates the lower ranked constraints against the insertion of features to extend
the underlyingly underspecified vowels to a full vowels in the stem and the suffix. Tableaux
(28) and (30) together show that no matter what the underlying form is of a potentially
vowel-zero alternating stem with identical consonants on both sides of the alternating vowel,

it surfaces as non-alternating even if it is followed by a vowel-zero alternating suffix.

(30)

-high

hat ( 9 ) t + -([-high])k | OCP | UNIFORMITY | DEP(|a back|) | DEP([a round]) | MAX([-high])
-low |

a. = hetotek * % } * %

b. hottok *! * i * %

c. hot:ok 1 * l * o

The third prohibition on what consonants can surround the alternating vowel in a vowel-zero
alternating stem involves affricates. If the consonant preceding the potentially alternating
vowel and the one following it are expected to combine into an affricate, then that stem
is not subject to vowel-zero alternations. Since there are no nominal stems of this kind, I
use the hypothetical stem hdtds [hotef] below to illustrate the mechanism that ensures such
stems do not alternate that no matter what the underlying form of such stems is, they do
not undergo vowel-zero alternations. Similarly to the previously described cases of potential
voicing assimilation and gemination after vowel-deletion, high-ranked constraints penalizing
certain type of consonant clusters — here a markedness constraint against [-continuant| coro-

nal obstruent followed by stridents, given in (31) — and a constraint against merging two
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segments — UNIFORMITY — can rule out candidates involving vowel deletion in the case of
affrication as well. This is shown in tableau (32) where candidates b and ¢ — the candi-

dates involving vowel deletion — are ruled out by the phonotactic markedness constraint —
-son

*| +cor | [+stri] — and UNIFORMITY, respectively. This leaves us — similarly to the previous

-cont
cases — with the candidate without vowel deletion — candidate a in (32) — as the optimal

candidate. In candidate a the potentially alternating vowel is preserved, which means that
it does not contain any illicit consonant clusters and thus, it only violates the lower ranked
faithfulness constraints against inserting features to extend underlyingly partially specified
vowels to full vowels. This means that as long as the constraint ranking in (33) holds, the
optimal candidate for the plural form of the hypothetical stem hdtds [hotgf] does not involve

vowel deletion.

« ant
(31)  *|- cont | [+strident|: Assign one violation mark if a [~ continuant, £ anterior| ob-

— son
struent is followed by a strident.

« ant
hotef+ -([-high])k || * |- cont | [+stri] | UNIFORMITY | DEP([a back|) 1 DEP(|ar round]) | MAX([-high])

— son

(32)
a. ¥ hotofok * } *
b, hotfok «! « 1 x s
c. hot ok x! * : * *
« ant

(33)  *|- cont | |+strident| > UNIFORMITY > DEP(|a back|), DEP([a round])

— Son
> MaX([-high])

Note that the two highest ranked constraints in the ranking established in (32) — given in (33)
— do not make reference to whether the final stem-internal vowel is underlyingly fully or only
partially specified. This means that no matter what the underlying form of the hypothetical
stem hotos |hotef] looks like its plural form does not involve vowel deletion. The fact that
the constraint ranking established in (32) makes the same prediction for the plural form of
the hypothetical stem hdtos [hgtef| even if its final vowel is underlyingly partially specified
is shown in tableau (34). Similarly to tableau (32), in tableau (34) the two high ranked

constraints against consonant clusters involving a [-continuant| coronal obstruent followed
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by a strident and against the merge of two underlying segments on the surface rule out the
two candidates involving vowel deletion — candidates b and c. This leaves candidate a — the
candidate without vowel deletion — as the optimal candidate since it only violates the lower
ranked faithfulness constraints against extending the underlyingly only partially specified

vowels to full vowels.

a ant |
-higl
hot ( |: 1o 1] )H» -([-highD)k || * |- cont | [+stri] | UNIFORMITY | DEP(|av back]) : DEP(|a round]) | MAX(|-high])
-low :
|

son

34
( ) a. = hgtefok * % : * %
b. hgtfok ! * 3 * *
c. hotfok * * : " "

Last but not least, let us turn our attention to clusters with a liquid in them. As noted
above, a large proportion of potentially syncopating stems in which either the consonant
preceding the potentially alternating vowel or the one following it is a liquid are indeed
subject to vowel-zero alternations. Note that this is not a categorical observation. That
is, if one of the two consonants surrounding the potentially alternating vowel is a liquid it
is not necessarily sure that the stem is syncopating. As discussed in detail in (Yun, 2016)
CVL sequences are perceptually similar to CL sequences. Similarly, she also notes that
rVC sequences are less different perceptually from rC sequences than stop-stop clusters are
from stop-vowel-stop sequences or stop-fricative clusters are from stop-fricative sequences.
However, no such observation has been made about IVC sequences and their vowel-less
counterparts. Thus, the reason why potentially alternating stems with a liquid before or
after the potentially alternating vowel are more likely to syncopate is potentially perceptually
motivated. However, no evidence has been shown whether the perceptual argument also
applies to IVC sequences which are also common among syncopating stems. In the current
analysis, what predicts whether a CVL or LVC final potentially alternating stem undergoes
syncope or not is entirely whether the final stem-internal vowel is underlyingly underspecified
or not. As such, the high frequency of syncopating stems with a liquid preceding or following
the alternating vowel is not captured in the current analysis. How the smaller perceptual
differences in different clusters and their counterparts containing a vowel can be included in

the current analysis is left for future research.

5.3 Impact of the vowels

Now that we have seen how different potential consonant clusters impact whether potentially

syncopating stems can in fact undergo syncope, let us turn our attention to the restrictions
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on what vowels can be subject to syncope. To account for the restrictions of the quality of
the alternating vowel I propose to extend the analysis presented so far with a series of MAX-F
constraints. I show that even though underlyingly underspecified vowels can have any subset
of the features a full vowel can have, only mid vowels lead to vowel-zero alternations. To
see how other possible features are ruled out in underlyingly underspecified vowels that are
subject to vowel-zero alternations, let us look at the different possible features individually.

We can imagine an underlyingly underspecified vowel can be specified not only as [~
high, —low|, but also as [+long|. As tableau (36) shows that a high-ranked MAX-F constraint,
namely MAX([+long]) as defined in (35), rules out the deletion of an underlyingly under-
specified vowel that is [+long|. This means that if a vowel is underlyingly partially specified
but it has a |+long| feature, then it will be extended to a full vowel instead of being deleted.
In tableau (36) candidate b involves the deletion of an underlyingly long vowel, which is
penalized by the high ranked MAX(|+long|) constraint. Since the deletion of a long vowel
is ruled out by MAX([+long]), the only option left is to extend the underlyingly partially
specified vowel to a full vowel as in candidate a in tableau (36). This means that the rank-
ing in (37) ensures that an underlyingly partially specified vowel with a [+long| feature is

extended to a full vowel rather than deleted.

(35)  MAax(|+long]): Assign one violation mark for every |+long| feature in the underlying

form that is not present in the surface form.

“high l
bok| | -low | |r + -([-high))k | Max(|+long]) | DEP(|o back]) i DEP(|a round|) | MAX([-high])
(36) +long :
a. = bokoirok * % : * ok
b. bokrok ! x | x x

(37)  MaX(|+long]) > DEP(|a back]), DEP (| round]) > MAX([|-high]|)

Similarly to underlyingly partially underspecified vowels with a [+long| feature, underlyingly
partially underspecified vowels with a [+low| feature also cannot be subject to vowel-zero
alternations. Formally, this observation can be captured similarly to the previous one: with
the use of a MAX-F constraint — here MAX(|-+low]) as defined in (38). How MAX|+low]
can rule out vowel deletion in the case of an underlyingly partially specified vowel with a
[+low| feature is shown in tableau (39). Similarly to tableau (36), in tableau (39) candidate
b involves the deletion of the underlyingly partially specified vowel, which is penalized by
the high ranked faithfulness constraint against the deletion of [-+low| vowels — MAX([+low]).

This means that candidate a is the predicted — and expected — surface form since it only
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violates the DEP constraints penalizing the extending of a vowel to a full vowel. The crucial
ranking established in tableau (39) is given in (40). Note that there are some vowel-zero
alternating stems in which the alternating is [+low|. The current proposal is categorical and
as such it cannot account for these exceptions. A more fine grained proposal potentially with

weighted constraints is left for future research.

(38)  MAX(|+low]): Assign one violation mark for every [+low]| feature in the underlying

form that is not present in the surface form.

bok( i )u-q—high])k Max([low]) | DEp(fa back]) | Der(la round]) | Max(|-bigh)

+low |
(39) ‘
a. = bokporok * % : % %
b. bokrok *! * : * *

(40)  MAaX(|+low]) > DEP(|a back]), DEP(|a round|) > MAX([-high])

Another group of vowels that are generally not subject to vowel-zero alternations are high
vowels. Similarly to the deletion of underlyingly underspecified vowels with a [+low]| feature,
the deletion of underlyingly underspecified vowels with a [+high| feature is prevented by a
high ranked MAX-F constraint — in this case MAX(|+high|) as defined in (41). As tableau
(42) shows the high ranked MAX(|+high]) constraint rules out candidate b — the candidate
involving the deletion of the underlyingly partially specified vowel with the [+high] feature.
This leaves candidate a as the optimal candidate since it only violates the lower ranked
DEP constraints penalizing the insertion of certain features to extend the underlyingly un-
derspecified vowel to a full vowel. That is to say that as long as the ranking in (43) holds
underlyingly partially specified vowels with a [+high| feature cannot be subject to vowel-zero

alternations.

(41)  MAaX(|+high]): Assign one violation mark for every [+high| feature in the underlying

form that is not present in the surface form.

( +high ) , A
bok r + -([-high])k | Max([+high]) | DEP([o back]) | DEP([a round]) | MAX([-low])

-low |
(42) ‘
a. = bokurok * % : * %
b. bokrok *! * : * *

(43)  MAX(|+high]) > DEeP(|a back|), DEP([a round]|) > MAX([-high])

As has been noted by rebrusetal2023, strongly disharmonic stems also cannot be subject to

vowel-zero alternations. That is if the vowels in a stem disagree in backness or rounding, then
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the final stem-internal vowel cannot be a vowel-zero alternating vowel. This means that if the
first vowel in a stem is [-back| and the second one is specified as [-+back] it cannot be subject
to vowel-zero alternations even if the final stem-internal vowel is underlyingly underspecified.
This can be accounted for by relying on another MAX-F constraint, here MAX (| back]) as
defined in (44). Tableau (45) shows how a high ranked MAX(|a back]) constraint can account
for the fact that underlyingly underspecified vowels with a MAX (| back]) are not subject to
vowel-zero alternations. In (45) the underlyingly underspecified vowel with a [« back| feature
is deleted in candidate b and thus, candidate b violates the high ranked MAX(|a back])
constraint. As a result candidate a — the candidate in which the underlyingly underspecified
vowel is extended to a full vowel — is chosen as the optimal candidate since it only violates
the lower ranked constraints penalizing the insertion of additional features to extended the
underlyingly partially specified vowel to a full vowel. That is to say that as long as the
ranking in (46) holds, stems with vowels with different backness features cannot be subject

to vowel-zero alternations.

(44)  MAX(|a back]): Assign one violation mark for every |aback] feature in the underlying

form that is not present in the surface form.

-high :
bok “low r + -([-highDk || MAaX([o back]) | DEP(Ja back]) i DEP([a round]) | MAX([-high])

(45) +back

a. = bgkorok % %

b. bgkrok *! *

EE

I
|
I
I * *

(46)  MAX(|a back]) > DEP(|a back|), DEP(|a round]) > MAX(|-high])

Similarly to stems with vowels with different backness features, stems with vowels with
different roundness features also cannot be subject to vowel-zero alternations. Formally, this
observation can be captured in the exact same way as shown above. That is if a constraint
against the deletion of roundness features like the MAX(|a round]) constraint — as defined in
(47) — is ranked above the constraints penalizing the insertion of certain vowel features like
DEP(|a back]), DEP(|a round]), then stems with vowels with different roundness features
will not be subject to vowel-zero alternation. This process is shown in tableau (48) where
the candidate involving the deletion of an underlyingly partially specified vowel containing
a |+ round| specification — candidate b — is ruled out by the high ranked MAX(|o round])
constraint. This leaves the candidate with the underlyingly underspecified vowel extended
to a full vowel as the optimal candidate — candidate a in tableau (48). This means that

the ranking established in (48), given in (49), ensures that stems with vowels with different
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roundness features cannot be subject to vowel-zero alternations.

(47)  MAX(|o round]): Assign one violation mark for every [a round] feature in the un-

derlying form that is not present in the surface form.

-high |

bek low r + -([-high])k | MAX([o round]) | DEP([o back]) i DEP([a round]) | MAX([-high])

(48) “+round |
a. = bekorgk * % : *

b. bekrek <! x | x «

(49)  MAX(|a round|) > DEP(|a back]), DEP(|a round]) > MAX(|-high])

Beyond the constraints concerning the alternating vowels in vowel-zero alternating stems,
there is also a constraint on the vowel preceding the alternating vowel in these stems. The
penultimate vowel in vowel-zero alternating stems cannot be long since long vowels followed
by a consonant cluster are generally marked in the language. This is important since if the
stem-final vowel is subject to vowel-zero alternations then the penultimate vowel is followed
by two consonants when the final vowel is deleted. To formally account for this constraint on
the penultimate vowels in vowel-zero alternating stems a markedness constraint against long
vowels followed by multiple consonants — like the one given in (50) — can be used. Tableau
(51) shows that ranking the markedness constraint in (50) above the constraints regulating
the deletion of the alternating vowel in vowel-zero alternating stems ensures that stems with
a penultimate long vowel do not undergo vowel-zero alternations. Candidate b in tableau
(51) is the candidate with a penultimate long vowel and final vowel that is deleted, while
candidate a does not involve vowel deletion. As tableau (51) shows candidate b is ruled out
by the high ranked markedness constraint and candidate a is the optimal candidate since
it only violates the DEP constraints penalizing the insertion of vowel features to extend
the underlyingly underspecified vowel to a full vowel. That is to say that as long as the
ranking in (52) holds, stems with a penultimate long vowel cannot be subject to vowel-zero

alternations.

(50)  *V:CC: Assign one violation mark for every long vowel followed by a consonant

cluster in the surface form.

-high
bo:k( 9 )r + -([-high])k | *V:CC | DEP(|a back|) ; DEP([o round]) | MAX([-high])
-low |
(51) :
a. = borkorok * % : * %
b. bo:krok *! * : * *
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(52)  *V:iCC > DEP(|a back]|), DEP(|a round]) > MAX([-high])

Note that the markedness constraint in (50) categorically rules out stems with penultimate
long vowels although there are some stems with penultimate long vowels that are subject to
vowel-zero alternations. In particular, if the penultimate vowel is [a:] or |e:], then vowel-zero
alternation is possible since [a:] and [e:] are generally accepted before consonant clusters in
the language. One solution to implement this fact into our analysis would be to make the
markedness constraint in (50) less general so that it encompasses the exceptional status of
[a:] and [e:]. However, it is worth noting that [a:] and [e:] are the only two long vowels in
the language without short counterparts. Since long consonants are generally shortened in
the language when they are followed by a consonant cluster, the fact that [|a] and [e] are not
part of the phoneme inventory of the language is probably the key to the exceptional status
of |a:] and [e:]. The formal implementation of the exceptional status of [a:] and [e:] with

respect to the markedness constraint in (50) is left for future research.
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Chapter 6
Experimental study

To investigate whether the above observations made based on the lexicon are a result of
accidental gaps or a result of systematic process interactions an experimental study has
been conducted. This chapter reviews the hypotheses tested (6.1) , the methodology (6.2)
and the results (6.3) of the experiment.

6.1 Hypotheses

The experiment focuses on some of the above observations regarding the consonants in
alternating stems. In particular, here the consonant preceding the potentially alternating
vowel and the one following it have been manipulated. I refer to the consonant preceding the
potentially alternating vowel as C; and to the one following it as C, based on the schematic

representation of vowel-zero alternation in (1).
(1) (C)V1C1V2C2 + -(Vg)k — (C>V1C102V3k

The experiment addresses the five hypotheses listed below. Here eligible stem refers to a stem
that is VCVC final, and in which both vowels are short mid vowels that agree in roundness

and backness.

1. If C; and C; in an eligible stem are both obstruents and they disagree in voicing, then
the stem does not undergo vowel zero alternation.

2. If C; and Cs in an eligible stem would form an affricate if they were consecutive, then
the stem does not undergo vowel zero alternation.

3. If C; and Cs in an eligible stem are identical, then the stem does not undergo vowel
zero alternation.
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4. If either C; or Cs in an eligible stem is a labial fricative, then the stem does not undergo
vowel zero alternation.

5. If either C; or Cs in an eligible stem is a liquid, then the stem is more likely to undergo
vowel zero alternation than if neither C; or Cs is a liquid.

6.2 Method

The participants in the experiment were given a forced choice task where they had to choose
between two possible plural forms of the nonce words presented to them.
The experiment was created using PsychoPy version 2021.2.3 (Peirce et al. (2019)) and it

was presented to participants on pavlovia.org.

6.2.1 Design

The experiment has one factor with five levels. The five levels correspond to the potential
CC cluster types that would be the result of syncope. The five levels are ‘voicing’ — where
vowel deletion would lead to voicing assimilation — ‘affricate’ — where vowel deletion would
result in an affricate — ‘geminate’ — where vowel deletion would result in a geminate —
‘fricative’ — where the resulting CC cluster after deletion would contain a labial fricative and
‘liquid” — where the resulting CC cluster after deletion would contain a liquid. The five levels
correspond to the hypotheses listed in 6.1.

Items that belong to one of the first four groups — voicing, affricate, geminate and
fricative — are expected to behave similarly since the consonantal processes — voicing assim-
ilation, affrication and gemination — all categorically block syncope and since there are no
examples for vowel-zero alternating stems in the lexicon, cf. section 4. That is, the grand
mean of vowel retention in the items of these groups is expected to be similar. Items in
the fifth group — liquid — are expected to have a lower grand mean of vowel retention than
the other four groups. An overall high rate of vowel retention is expected since vowel-zero
alternating stems are taken to be a closed class (cf. Siptar & Toérkenczy (2000)).

A high grand mean of vowel retention in the groups ‘voicing’, ‘affricate’, ‘geminate’,
‘fricative’ and a lower grand mean of vowel retention in the ‘liquid’ group means that par-
ticipants generalize the patterns found in the lexicon. This indicates that the difference in
voicing and the potential creation of an affricate or a geminate block syncope. This also sug-
gests that the presence of a liquid before or after the potentially alternating vowel furthers
syncope. Such a result would support the observation made by Yun, 2016 that the presence
or absence of a vowel before or after a liquid is perceptually less different than the presence

or absence of a vowel before or after a non-liquid.
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6.2.2 Participants

The questionnaire was filled out by 32 Hungarian native speakers. They did not receive
any compensation for their participation in the experiment. The data of 4 participants were
excluded. One of these participants was under 18 which the experiment protocol did not
allow for. The three other participants did not pay enough attention to the filler items:
they responded to less than 5 out of the 6 filler items correctly. Thus, the data from 28
participants were used in total. The 28 participants were between 18 and 74 years of age

with a mean age of 41. All the participants grew up in Hungary.

6.2.3 Materials

During the experiment participants were presented with 46 items. In the case of each item
a sentence of the form given in (2) where a nonce word appeared in the place of ‘... ’ was
presented along with a picture depicting an unknown object. To proceed to the next screen
participants were asked to press the ‘space’ bar — this instruction appeared below the picture

in each item, cf. figure 1.

(2)  Ez egy ...
This a

‘Thisis a ....]

Ez egy gy0szor.

A tovabblépéshez nyomja le a 'space' billentyfit!

Figure 1: Introduction of a nonce word

On the following screen an unfinished sentence appeared accompanied by a picture
depicting multiples of the same unknown object presented on the previous screen. The un-

finished sentence was of the form in (3). The plural demonstrative pronoun at the beginning
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of this unfinished sentence and the presence of multiples of the same object expressed the
requirement for a plural form to complete the sentence. Note that the plural demonstrative
pronoun was chosen instead of a numeral since numerals are followed by the singular form

of nouns in Hungarian.

(3) Ezek
These ...
‘These are ...

Contrary to the first screen, below the picture on the second screen two buttons appeared
instead of an instruction. In each button a possible plural form of the nonce word from
the previous screen was presented, cf. figure 2. One of the plural forms involved syncope,
while the other one did not. Which potential plural form appeared on which button was
fully randomized. Participants could proceed to the next item by clicking on one of the two

buttons.

Figure 2: Forced choice between two potential plural forms

Among the 46 experimental items there were 4 introductory items that always appeared
fully randomized among themselves at the beginning of the experiment. Two of the introduc-
tory items included existing syncopating nouns, while two included nonce words in which the
potential consonant cluster created by syncope appears in other existing syncopating nouns.

Beyond the introductory items the experiment included 36 target items and 6 filler
items. Both the target items and the filler items were fully randomized among themselves.
During the experiment a filler item appeared after every 6 target items. From the 36 target
items in 6 items the consonants surrounding the potentially syncopating vowel were identical
— I refer to these items as the geminate group —, in 6 these two consonants were both

obstruents that differed in voicing — I refer to these items as the voicing difference group —,
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in 6 of them one of the two consonants was a labial fricative — dubbed the labial fricative
group—, in 6 the two consonants formed an affricate if syncope occurred — dubbed the affricate
group while in 12 of them one of the consonants was a liquid — the liquid group. In general,
target items were designed so that there is no overlap between the different groups, f.e. in
the liquid group it is either the consonant preceding the potentially alternating vowel or the
one following it is a liquid, but not both to avoid an overlap with the geminate group. In the
end, one item in the liquid group was removed from the analysis of the data since it contains
a labial fricative as the consonant preceding the potentially alternating vowel and a liquid
following it and thus, this item belongs to both the labial fricative and the liquid groups.

In the labial fricative group in half of the items the first consonant was a labial fricative,
while in the other half it was the second consonant. Similarly, in the liquid group in half
of the items the first consonant was the liquid, while in the other half it was the second
consonant. In the voicing difference group in half of the items the first consonant was voiced
and the second voiceless, while in the other half it was the other way around.

In all target items the two vowels in the stem were identical and they were always
mid vowels [e, o, ¢|. All introductory and target items were disyllabic since most vowel-zero
alternating nouns are disyllabic. The experiment only included vowel-zero alternating nouns
and no noun-zero alternating verbs since verbs cannot be added to present day Hungarian
without a verbal suffix which introduces a final stable stem-internal vowel.

The filler items were all monosyllabic to serve as a distraction. For the same purpose
they all included either a high vowel or a low back vowel [i, y, n|]. All vowels throughout the
experiment were short. The plural forms of the filler items the participants needed to choose
between were created either by using a harmonizing linking vowel or a disharmonizing one.
The participants needed to chose the correct harmonic plural form to test whether they pay

attention.

6.3 Results

As expected the experiment yielded a high proportion of vowel retention across all categories.
Figure 3 shows the mean of each group of potential consonant clusters. The figure reveals that
items in the voicing difference and the affricate groups retained the potentially alternating
vowel on average more often than the items in the geminate, labial fricative and liquid groups.

A mixed effect logistic regression model with vowel retention as the dependent variable,
consonant cluster type as independent variable and all of the consonant cluster types as
random slopes and random intercepts by participant fails to converge. The convergence

issue persists no matter how the contrasts are encoded and whether covariance between
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Mean vowel retention by CC cluster

0.75-

0.50 -

Mean vowel retention

=
)
o

0.00 -

1 1 1 1 1
voicing affricate geminate fricative liquid

Type of CC cluster
CC type . voicing . affricate geminate fricative . liquid

Figure 3: Grand mean of vowel retention by CC cluster

random intercept and random slopes is included or not.

Moreover, the convergence issue does not even fully go away when the different conso-
nant cluster types are included one by one as random slopes. There are multiple potential
reasons for this convergence issue: (i) there are 2 speakers who always retain the vowel, (ii)
there are speakers who never delete a vowel in one or more consonant cluster type. The
overall high rate of vowel retention is due to the fact that the set of vowel-zero alternating
stems is a closed group and thus, it cannot be added to and to the choice of target items
which are more likely to retain their final vowel than to delete it — except for the items in the
liquid group. The two speakers who always retain the potentially alternating vowel can be
excluded from the analysis since their results do not tell us anything about the differences
between the various potential consonant clusters. Unfortunately, the exclusion of these two
speakers does not resolve the convergence issues. The speakers who did not delete the vowel
in any of the items in one or more consonant cluster groups cannot be excluded since their
results are still informative in that they opted for vowel deletion at least in some cases.

The logistic regression model with vowel retention as the dependent variable and con-
sonant cluster type as independent variable where the contrasts are treatment coded and

liquid is taken as a base yields the following results:
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Fixed effects:

Estimate Std. Error z value Pr(>|zl)
(Intercept) 0.89536 .20853 4.294 1.76e-05 *x*x
typeaffricate 1.36646 .28938  4.722 2.34e-06 *x*x
typefricative 0.03653 .22635 0.161 0.872
.23163  1.059 0.289
.27187  4.130 3.63e-05 *x*x

typegeminate  0.24538

O O O O O

typevoicing 1.12283

Signif. codes: 0O ‘*%xx> 0.001 ‘xx’> 0.01 ‘x> 0.05 “.” 0.1 ¢ > 1

Note that using an allFit optimizer comparison reveals that as far as the different
models — with some or all random slopes and different contrasts — converge they yield very
similar results. These results suggest that the proportion of vowel retention in the items in the
liquid group is different from chance, while the proportion of vowel retention in the items in
the voicing difference and the affricate groups are different from that in the items in the liquid
group. Since the random effects have not been included in this model it is not sure whether
what looks significant is truly significant for the population or only for certain participants.
However, even if it is unsure whether the results hold for the whole population the model
outputs indicate that at least for some of the participants these effects hold. This means
that some participants find that voicing differences and the potential creation of affricates
after syncope do in fact block syncope. At least some participants find that syncope is more
likely if one of the two consonants preceding and following the potentially alternating vowel
is a liquid than when the two consonants would undergo voicing assimilation or affrication
after syncope. It is much harder to tell what influence if any potential geminates and labial
fricatives have on stem internal vowel-zero alternations. There are at least two possible
explanations for the behavior of potential geminates and labial fricatives: (i) they do impact
vowel-zero alternations but their effect is masked by a general more important requirement
against vowel deletion or (ii) potential geminates and labial fricatives do not influence vowel-
zero alternations one way or another.

If we take a closer look at the results by participant, we find that there is quite a
bit of variation in general and with respect to the geminate and labial fricative groups in
particular, cf. figure 4. When looking at the responses to the different groups of potential

consonant clusters by participant we find that there are at least 7 different groups of partic-
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ipants: (i) participants with an overall high proportion of vowel retention with marginal or
no differences between the different potential consonant cluster types, (ii) participants who
kept the potentially alternating vowel more often in every group other than in the liquid
group, (iii) participants who kept the potentially alternating vowel more often in the voicing
difference, affricate and geminate groups than in the labial fricative and liquid groups, (iv)
participants who kept the potentially alternating vowel more often in the voicing difference
and affricate groups than in the geminate, labial fricative and liquid groups, (v) partici-
pants who have kept the potentially alternating vowel in every group more often than in
the geminate group, (vi) participants who particularly dislike potential affricates and (vii)

participants with unique behaviors.

Mean vowel retention rate by CC cluster per participant

1.00 -
0.75+
0.50 -
0.25-
0.00-
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0.50-
0.25 - I I
0.00-
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Aallalin
0.00

1.00 -

0.75-

I| ||I II| |I| |I| II | |
0.25- I
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|||||||||||||||||||||||||||||||||||

vagfl vagfl vagfl vagfl vagfl vagfl vagflI
Type of CC cluster

Mean vowel retention

CC type H voicing Il affricate geminate fricative M liquid

Figure 4: Mean vowel retention by participant
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As noted above there are two participants — participants 377 and 694 — who did not
choose the plural form without the potentially alternating vowel in any case. Furthermore,
there are 3 other participants — participants 153, 869 and 226 — with overall high proportion
of vowel retention with relatively small differences among the items in the different consonant

cluster groups, cf. figure 5.

377 694 153 869 226

0-
CC type

1 B voicing

i B affricate

eminate

- ricative
B liquid

O_

Figure 5: All consonant cluster groups are (almost) the same

1.

o
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(&)

0.

a
o

0.

N
(&)

0.

o

There are six participants who behaved more or less as expected in that they all chose
the plural form without the potentially alternating vowel more frequently for the items
in the liquid group than in the case of any other items, cf. figure 6. This corresponds
to our expectations since the consonantal processes voicing assimilation, affrication and
gemination are expected to equally block syncope and since there are no examples for vowel-
zero alternating stems with a labial fricative in them in the lexicon, cf. section 4. Note that
there are some differences among the participants in this group in that some found the other
four sets of items — voicing difference, affricate, geminate and labial fricative groups — equally
bad like participants 991, 691 and 424, while other differentiated among these four sets of
items to various degrees — cf. participants 537, 154 and 527 in figure 6.

527

991 691 424 687 154
1.00-
CC type
> I voicing
0.50- Bl offricate
eminate
0.25- ricative
I g == iquid
0.00-

Figure 6: Items in the liquid group lose their alternating vowel more frequently
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N
w
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Some of the participants — in particular participants 425, 88, 474 and 210 — kept the

potentially alternating vowel more often in the voicing difference, affricate and geminate
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groups than in the fricative and liquid groups, cf. figure 7. These 4 participants mostly agree
with the participants who retained the vowels in the liquid groups the least frequently except
for the items in the labial fricative group. The four participants below judged the items in
the labial fricative group to retain their potentially alternating vowel either as frequently
as the items in the liquid group or less frequently than them, while the previous group of
participants kept the potentially alternating vowel in the items in the labial fricative groups

more frequently than in the items in the liquid group.

210

425 88 474

1.007 CC type

0.75- I voicing
Bl affricate

0.504 eminate

025 ricative

' B liquid

0.00-

Figure 7: Items in the voicing difference, affricate and geminate groups are more
likely to keep their potentially alternating vowel
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There are two participants who chose the plural form with the potentially alternating
vowel more frequently in the items in the voicing difference and in the affricate groups
than in the items in the geminate, labial fricative and liquid groups, cf. figure 8. These
two participants belong to the group of participants for whom gemination does not block

syncope while voicing assimilation and affrication do.

CC type

901 814

1.00 -

0.75- I voicing
B offricate

0.50- eminate

0.25- ricative

' B liquid

0.00-

Figure 8: Items in the voicing difference and affricate groups are more likely to
retain their potentially alternating vowel

3]

Probably the most surprising results came from participants 304, 692, 176, 352, 169,
675 who have chosen the plural form without the potentially alternating vowel the most
frequently in the geminate group, cf. figure 9. Participants in this group not only think
that voicing assimilation and affrication block syncope, but also that the presence of a labial

fricative or a liquid is more likely to block syncope than gemination.
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Figure 9: Items in the geminate group are the most likely to lose their potentially
alternating vowel

Last, but not least, there are three participants who found that affrication has the
strongest blocking effect on syncope. Participants 605, 792 and 37 chose the plural form
with the potentially alternating vowel most frequently in the case of the items in the affricate
group, cf. figure 10. Results from this group of participants similarly to that of the previous
two groups raises the question whether there is a difference in the blocking effect of various

consonantal process like voicing assimilation, affrication and gemination.

1.00

CC type

605 792 37
o I voicing
0.50 - Bl affricate
eminate
0.25- ricative
B liquid
0.00 -

Figure 10: Items in the affricate group are the most likely to retain their
potentially alternating vowel

a
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The results from the two remaining participants are quite unique and dissimilar to the
results of all the other participants, cf. figure 11. Participant 824 chose the plural form
without the potentially alternating vowel more frequently in the affricate and labial fricative
groups than in any other groups. The results of participant 873 are truly baffling in that
they chose to retain the potentially alternating vowel in all items in the geminate group,
while they chose to delete the same vowel in roughly 75% of items in the voicing difference
and affricate groups. They have also retained the potentially alternating vowel at a relatively

high rate in the items in the liquid group contrary to most other participants.
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Figure 11: Outlier participants

After taking a closer look at the variation in the responses of individual participants it
is perhaps less surprising that the model with all consonant cluster types as random slopes
did not converge. The detailed investigation of the individual results has also shown that a
lot of participants in fact chose to retain the potentially alternating vowel in all items in one
or more consonant cluster groups, which has also contributed to the convergence issue.

One of the most surprising results of the experiment is the difference in judgments
of the various consonant cluster groups involving consonantal processes. In particular the
overall difference between voicing assimilation and affrication versus gemination draws more
attention to the results in the items in the geminate group at large. Among the items in
the geminate groups each item has a unique potential geminate. During item construction
consonants with different features have been chosen to see whether the features of potential
geminates have an impact on stem-internal vowel-zero alternations. In particular there are
two items that would yield a sonorant geminate after syncope — ferer and sonon — and four
items which would yield an obstruent geminate after syncope — goszosz, mobob, dotyoty,
vekek. When looking at the responses to the various items in the geminate group we in
fact find that potential sonorant geminates are much more likely to retain the potentially

alternating vowel than potential obstruent geminates are, cf. figure 12.
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Mean vowel retention by geminate item

0.75-
0.50 -
0.25-
0.00-

ferer sonon gOszosz mobob dotyoty vekek
Geminate item

Mean vowel retention

Figure 12: Mean rating of geminates

Finally it is worth noting here that no ordering effects were found in any of the con-
sonant cluster groups. That is to say that no statistically significant difference was found
whether the consonant preceding or the one following the potentially alternating vowel was
voiced and the other voiceless or vice verse. Similarly, it does not make a difference whether
the consonant preceding or the one following the potentially alternating vowel is a labial

fricative and neither does it matter which one them is a liquid.
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Chapter 7
Open questions and conclusions

This thesis has provided a detailed review of all the restrictions on the form of vowel-zero
alternating stems. Based on a database containing 489 vowel-zero alternating stems previ-
ously suggested restrictions (cf. Siptar & Torkenczy (2000), Kiefer (2018))on the final two
vowels of vowel-zero alternating stems have been confirmed (cf. chapter 4). Similarly, a list of
restrictions on the consonants in vowel-zero alternating stems has been reviewed. Moreover,
the list of vowel-zero alternating stems has been compared with a list of 981 stems with the
same restrictions which do not undergo vowel-zero alternations. The statistical analysis of
these two lists confirmed that there is an interaction between certain phonological process
and vowel-zero alternations. In particular, it has been shown that voicing assimilation, af-
frication and gemination block stem-internal vowel-zero alternations. This forward looking
process can easily captured on standard OT as shown in chapter 5. The forward looking
nature of stem-internal vowel-zero alternations indicates that this process is not epenthesis
as originally suggested by Vago (1980), but rather syncope (cf. chapter 5).

The experimental investigation presented in chapter 6 has shown that native speakers
of Hungarian have strong intuitions about what nonce words can be subject to vowel-zero
alternations. Although, stem-internal vowel-zero alternation is not a productive process in
the language anymore, the set of such stems is not fully closed in the people do accept nonce
words of this kind to varying degrees. The experiment has also reveled that Hungarian native
speakers have intuitions about the interaction between voicing assimilation and affrication
on the one hand and syncope on the other.

A lot of questions regarding vowel-zero alternations have been left for future research.
Vowel-zero alternating stems are not the only alternating stems in Hungarian (cf. Siptar &
Torkenczy (2000), Kiefer (2018)). Interestingly, there is a large overlap in the suffixes that do
and do not trigger the different kind of stem alternations. It has been suggested in chapter 3

that these suffixes could be ordered on a scale based on how reliably they trigger vowel-zero
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alternations. It would be interesting to see if such a scale can be established for suffixes
triggering vowel-zero alternations, to what extent can it be extended to triggering other
stem alternation. There have been attempts in the literature (Abrusan (2005), Stiebels &
Wunderlich (1990)) to present a unified analysis for some or all of these stem alternations.
However, these approaches largely relied on lexical indexation and did not take variation in
the trigger effects of the various suffixes into account.

Vowel-zero alternating stems come with an extensive variation both in their form and
when they are triggered which has been reviewed in chapters 3 and 4. Most vowel-zero
alternating vowels are mid with a few exceptions of low and high alternating vowels. The
penultimate vowel in vowel-zero alternating stems is generally short or [e:] or [a:] with a
few exception of ones with other long vowels. What consonants can stand before and after
alternating vowels in vowel-zero alternating stems is also restricted: these two consonants
cannot be both obstruents and disagree in voicing, they cannot be identical and they cannot
form an affricate if they were consecutive. Furthermore, not all suffixes that trigger vowel-
zero alternations reliably trigger it with all stems and certain stems oscillate between a stable
and an alternating form. Additionally, strictly vowel-initial suffixes do trigger stem-internal
vowel-zero alternations in the verbal domain but not in the nominal domain. The analysis in
chapter 5 has focused on the majority of nominal vowel-zero alternating stems disregarding
the variation in the height of the alternating vowel, the fact that not all long vowels can be
penultimate vowels in vowel-zero alternating stems, the variation the verbal stems introduce
and the variation oscillating stems bring with them (cf. chapter 3). To capture the extensive
variation in vowel-zero alternating stems future research is necessary. Rebrus, Szigetvari &
Torkenczy (2023b) presents a proposal for what governs the variation in oscillating verbal
vowel-zero alternating stems.

There are some questions indirectly raised by the analysis in chapter 5. In order
to capture differences between words in how the grammar applies (i.e., delete a vowel or
not), there’s always a question of whether to make grammar apply differently because they
have different underlying representations, or make grammar apply differently by making it
sensitive to which morpheme it’s applying to (lexical indexation, exceptions, etc.) Here the
grammar applies differently to vowel-zero alternating stems than to non-alternating stems
because the final vowel of the former group of stems is always underlyingly underspecified,
while lexical indexation is used to distinguish strictly vowel-initial suffixes that do not trigger
vowel-zero alternations from potentially vowel-initial suffixes, which do. It is for future
research to decide whether it is possible to rely on only one of these two mechanisms. The
other potential issue raised by the analysis presented here is the question of how vowel-

harmony is best represented formally. The current analysis relies on underspecification
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as the mechanism behind syncope. A direct consequence of this is that vowel harmony
is represented as insertion of features and not as spreading of features. Which of these
two options is preferable from the point of view of the predictions each make about vowel
harmony might make underspecification less desirable to rely on to account for stem-internal
vowel-zero alternations.

Another question implicitly raised by the analysis presented here — in particular by the
part of the analysis focusing on the restrictions on the vowel in vowel-zero alternating stems
—, is what supports the hierarchy of MAX-F constraints presented in section 5.3. Generally,
mid vowels are taken to be the default epenthetic vowel in Hungarian (cf. Siptar & Torkenczy
(2000), Térkenczy (2024)), which might provide a basis for the ranking of MAX-F constraints
that penalize the deletion of certain height features. Additionally, a conflict between the
ranking of MAX-F constraints in the analysis presented here and those in Casali (1996)
awaits future research to be resolved.

Beyond the questions raised by the analysis in chapter 5, there are some interesting
questions arising from the experiment presented in chapter 6. The overall high rate of vowel
retention in the experiment in chapter 6 significantly complicated the statistical analysis of
the results. It would be interesting to see whether the rate of vowel deletion would increase
with a more balanced set of items. That is, if most of the items would make deletion more
likely than retention would that then help with the overall deletion rate and by that also
the statistical analysis of the data. Two possibilities come to mind here: (i) testing items
with a liquid in them against other clusters attested in vowel-zero alternating stems and/or
(ii) testing a wider range of items with identical consonants to see whether there is truly a
difference in the interaction of obstruent and sonorant geminates and stem-internal vowel-

zero alternations.
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