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Abstract: This paper advances contextual image understanding within perspective-aware Ai (PAi),
an emerging paradigm in human–computer interaction that enables users to perceive and interact
through each other’s perspectives. While PAi relies on multimodal data—such as text, audio, and
images—challenges in data collection, alignment, and privacy have led us to focus on enabling
the contextual understanding of images. To achieve this, we developed perspective-aware scene
graph generation with LLM post-processing (PASGG-LM). This framework extends traditional scene
graph generation (SGG) by incorporating large language models (LLMs) to enhance contextual
understanding. PASGG-LM integrates classical scene graph outputs with LLM post-processing to
infer richer contextual information, such as emotions, activities, and social contexts. To test PASGG-
LM, we introduce the context-aware scene graph generation task, where the goal is to generate a
context-aware situation graph describing the input image. We evaluated PASGG-LM pipelines using
state-of-the-art SGG models, including Motifs, Motifs-TDE, and RelTR, and showed that fine-tuning
LLMs, particularly GPT-4o-mini and Llama-3.1-8B, improves performance in terms of R@K, mR@K,
and mAP. Our method is capable of generating scene graphs that capture complex contextual aspects,
advancing human–machine interaction by enhancing the representation of diverse perspectives.
Future directions include refining contextual scene graph models and expanding multi-modal data
integration for PAi applications in domains such as healthcare, education, and social robotics.

Keywords: perspective-aware Ai; human–computer interaction; contextual scene graph generation;
LLM; digital identities

1. Introduction

Perspective-aware Ai (PAi) is a novel approach to human–AI interaction that extends
beyond traditional personalization, allowing users to perceive, understand, and interact
with the world from another person’s perspective. This capability supports the creation
of exchangeable identities or borrowable mental models, which simulate the cognitive
and behavioural essence of individuals who are modelled [1]. Unlike classic AI models,
which primarily focus on personalization through user-specific analytics, PAi aims to
learn and model human personality, thus enabling a wide range of applications in social,
professional, and collaborative environments [2,3]. PAi’s impact goes well beyond adapting
to individual users. By creating digital models that capture diverse perspectives, PAi has the
potential to bring transformative changes to fields like healthcare, legal services, education,
and decentralized recommendations. For example, professionals could leverage PAi to
share expertise through digital avatars that capture their unique knowledge and values,
simplifying knowledge transfer and reducing costs. Additionally, by enabling people to
view information from diverse perspectives, PAi promotes inclusivity and empathy, which
are essential elements for reducing bias and enhancing societal well-being.

To achieve PAi, we utilize a two-phase neuro-symbolic process bridged through
a reason-ready structure, which we refer to as a chronicle. Chronicles are graph-based
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models designed to represent an individual’s perspective, constructed from temporal
and situational data. In PAi, the process begins with a learning phase that analyzes an
individual’s digital footprints—including images, text, and social media interactions—
to build a formal, reason-ready graph structure. This graph aims to encapsulate the
individual’s mental model or cognitive character while remaining organized for secure
querying by others with appropriate access. By providing structured access, insights from
the model can be shared responsibly, supporting more informed and inclusive decision-
making processes (see Figure 1).

Figure 1. Chronicle pipeline consisting of two phases: (1) construction of the chronicle as a reason-
ready structure, and (2) utilization, where the chronicle is communicated and queried by users to
share the individual’s captured perspective. The colouring indicates new sub-graphs being extended
in the chronicle throughout the chronological structural learning process.

Developing PAi presents significant challenges, particularly in data collection and
privacy. Building accurate and reliable chronicles requires vast amounts of personal data
in various formats, such as images, text, and audio. Since the data originate directly from
(source) users, ensuring robust privacy and security measures is essential to address risks
effectively. People are often reluctant to share personal information due to concerns about
potential misuse, unauthorized access, and the loss of control over their data. In addition
to privacy concerns, the sheer volume and variety of data required adds another layer
of complexity. To create a comprehensive chronicle, data from various formats must be
collected within specific time frames to reflect a person’s full experience. This is challenging,
however, as some data may be hard to obtain or difficult to align consistently across formats.
Even when the data are accessible, training models to process multiple formats can be
expensive in terms of time, effort, and resources. These challenges make developing
PAi systems difficult and highlight the need for strong data management strategies, user
consent, secure handling, and efficient processing of multi-modal data.

To mitigate these complexities, we simplify the process by focusing solely on image
data and leveraging state-of-the-art (SOA) methods in SGG. Our contributions are three-
fold. First, we evaluate existing state-of-the-art SGG models to assess their suitability
for PAi. This evaluation offers insights into current capabilities, identifies limitations in
achieving PAi, and examines the feasibility of extending the learning process to other
data types. Second, we propose PASGG-LM, which extends state-of-the-art SGG mod-
els by integrating LLMs to enhance contextual understanding, thereby improving their
applicability to the downstream task of representing individual perspectives within the
chronicles used in PAi. PASGG-LM addresses limitations in existing SGG models by cap-
turing nuanced contextual and ambient relational data, providing a more accurate and less
biased solution for PAi. Third, to support this endeavour, we developed a PAi-compatible
SGG dataset centred around a single individual. This dataset offers a consistent and con-
trolled basis for evaluating SGG model performance in PAi and showcases our approach’s
potential for broader data modalities in future research. Our work represents a step to-
ward building a robust, privacy-preserving PAi framework that can significantly enhance
human–machine interactions.

This paper is structured as follows: in the next section, we review the related works
and background of the models utilized in this study. In Section 3, we outline the structure
and purpose of the situation graph (SG) for capturing users’ chronological experiences,
formalize the task of scene graph generation, and introduce the new task of context-
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aware scene graph generation. In Section 4, we describe the complexities associated with
gathering PAi data and outline the VG benchmark SGG dataset and our PAi benchmark.
Section 5 details our approach to evaluating classical SGG models for PAi and describes the
proposed PASGG-LM model. In Section 6, we present and analyze the results, followed by
a discussion and conclusion in the final sections.

2. Related Work

In this section, we provide an overview of three related areas of work: PAi for the
construction and utilization of digital identity models, scene graph generation, and relevant
state-of-the-art SGG models, as well as large language models (LLMs) and their capabilities
in post-processing. We then discuss extending the PAi architecture with other models
capable of interpreting specific types of data, further enhancing its versatility and robustness
in multimodal tasks.

2.1. PAi for the Construction and Utilization of Digital Identities

Perspective-aware AI (PAi) is an emerging computational innovation where users of a
trusted system can view and interact with each other’s points of view without requiring a
centralized recommendation system [4]. One primary goal of PAi is to construct chronicles:
a query-able graph-based digital identity model that reflects a source user’s cognitive
map, allowing it to act on their behalf, simulating their feelings and responses in a given
situation. This can be achieved through a neuro-symbolic structure learning approach that
learns to build a chronicle of an individual from data contained in their digital footprint [5].
Chronicle construction requires extensive personal data collection to accurately model a
source user’s mental framework across diverse scenarios, allowing for realistic simulations
of potential responses. Modelling a source user’s cognitive character across a wide range of
situations presents a significant level of complexity. Therefore, PAi can best be achieved by
incorporating many modalities into the training data, offering the model a comprehensive
representation of what the user has seen, heard, thought, or felt, along with the evolutions
around these experiences. Furthermore, the dataset gathered for learning a chronicle should
include a varied distribution of user situations to allow a rich and unbiased depiction of
the user’s mental map.

PAi has the potential to re-invent entire media landscapes that are fuelled by our
growing dependency on privatized and centralized recommendation systems. Some
problems caused by bias in current recommendation systems include increased polarization,
erosion of public knowledge, reduced autonomy, and privacy leakages [6–8]. As the
state of our media landscape progresses toward ubiquitous integration with personalized
recommendations, it is crucial to design systems that mitigate bias and the problems
associated with it. Leveraging chronicles trained on holistic digital footprints that encompass
the cognitive essence of a source user, PAi has the potential to contribute to the design
of less-biased recommendation systems. This can enhance transparency, inclusivity, and
clarity in critical decision-making across various domains, including healthcare, education,
and business.

Current recommendation systems, owned and operated by large tech corporations,
rely primarily on data gathered from user interactions within their software products.
However, accurately modelling a user’s identity requires richer data than what can be
gathered from these limited interactions. These limitations lead to commercial identity
models that are fragmented, failing to offer a holistic picture of the user, resulting in system
bias. Furthermore, the centralized and capitalistic nature of the current media landscape
leads businesses to focus on maximizing user attention. This metric has contributed to a
growing digital economy of recommendation applications that encourage users to endlessly
swipe through arbitrary content [9]. The competition inherent in capitalism, along with the
goal of maximizing user attention, leads companies to exploit their users through emotional
manipulation or fear tactics [10]. PAi has the potential to remedy all of this through holistic
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chronicles that promote inclusivity and the consideration of more diverse viewpoints, along
with data decentralization and privacy preservation.

In particular, as described in [5], chronicles are a multi-modal and knowledge-aware
solution for decentralized digital identity modelling. They reduce bias by providing
control of the knowledge injected into them. Furthermore, performing inference with a
chronicle can produce a trace of the reasoning that led to the inference, thereby offering
greater transparency. With its vast applicability, PAi can lead to increased transparency
and reduced bias of recommendation systems in many areas such as peer-to-peer learning,
Digital Immortality, and, in general, decentralized computational social systems.

2.2. Scene Graph Generation from Images

Scene graph generation (SGG) is a vision understanding task aimed at predicting
a graphical representation of an image. The goal of SGG is to capture entities and their
relationships in the scene as (subject, predicate, object) triplets, such that the resulting scene
graph can support downstream graph-reasoning tasks [11]. This formal representation
encodes semantic information about the scene and supports a variety of tasks such as
image-retrieval [12], visual question-answering (VQA) [13], image captioning [14], and
3D scene synthesis [15]. Moreover, SGG can significantly enhance the capabilities of
current reasoning systems by enabling automated reasoning on generated scene graphs
and leveraging the rich semantic information embedded within images.

At present, SGG is performed using pipelines that fall into two categories: two-
stage and end-to-end approaches [16]. In two-stage approaches, SGG is split into the two
following processes: object localization and classification, and relationship detection. In the
first stage, objects in the image are detected and classified using a backbone convolutional
neural network (CNN) architecture, such as Faster-RCNN [17–19]. The second stage then
uses a separate network to predict relationships between the objects localized by the CNN
backbone, finally outputting a scene graph in the form of relational triplets. This setup
requires separate training procedures for both the backbone and relation network to tune
the final model, given a distribution of images labelled with object annotations and ground
truth scene graphs. Apart from two-stage approaches, end-to-end pipelines for SGG have
also been proposed [16,20]. One-stage approaches often have advantages over two-stage
approaches in terms of speed, cost, simplicity, and not exhibiting error propagation between
modules [21]. Historically, two-stage approaches have dominated the SGG community;
however, due to recent advancements in one-stage approaches, one-stage methods are
increasing in popularity [22].

To capture situations the user has been experiencing through image footprints, this
paper explores three well-known benchmark SGG models using both one-stage and two-
stage approaches.

The first is the Neural Motifs (Motifs) model, a two-stage benchmark SGG model
that attempts to predict the relationship occurring most frequently between object pairs
as observed in the training data [19]. By incentivizing the model to incorporate global
context and focus on structural patterns in the data, the Motifs model achieved state-of-
the-art results in SGG on the Visual Genome benchmark dataset [23]. The Neural Motifs
model serves as a strong baseline for PAi experiments, given its widespread use within the
SGG community.

The second, Relation Transformer (RelTR), introduced by [20], is a one-stage model
capable of directly detecting triplet proposals and simultaneously predicting entities and
their predicate relations. As RelTR can generate scene graphs using only visual appearance,
the model results in fewer parameters used compared to classical two-stage methods.
Despite this, RelTR boasts state-of-the-art performance on benchmark datasets, marking a
significant improvement in end-to-end scene graph generation.

Finally, in 2020, ref. [24] introduced a benchmark SGG framework, which aims to
remove bias in SGG through counterfactual causality by calculating and using the total
direct effect (TDE) as a final predicate score. TDE achieves significant improvements over
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previous state-of-the-art methods and is used in post-processing after retrieving the output
from the trained SGG model to remove the “bad bias”, leading to richer, more varied
outputs. The SGG benchmark framework is provided in a comprehensive, widely used
codebase that supports experimentation with a variety of SGG benchmark models. As the
third benchmark model, we tested Neural Motifs with TDE. Our experiments in this study
were implemented on top of the codebase proposed by [24].

In the context of PAi, extracting a digital chronicle that captures the mental model
of a given user through structure learning on integrated chronological and multimodal
data streams is a complex task. As the first step to simplify this endeavour, we remove the
temporal constraint and focus solely on image data, allowing us to address a fundamental
challenge in constructing chronicles within PAi. Even with this simplification, generating
contextual scene graphs from images to support PAi applications remains challenging,
as traditional SGG models are designed to capture the physical and spatial relationships
of a scene but fail to extract the contextual and perspective-aware information necessary
for PAi.

Bridging the gap between SGG and PAi, we introduce context-aware SGG, an extended
form of traditional SGG. Unlike conventional SGG, which only predicts spatial and physical
elements of a scene, context-aware SGG predicts contextual scene information from the
perspective of the user. This advancement is a crucial step toward achieving PAi, as it
addresses a key challenge.

2.3. Large-Language Models for Post-Processing

The ubiquitous capabilities of LLMs have sparked a surge of research, where LLMs
are employed for post-processing between modules or at the end of a pipeline to enhance
overall performance [25–27]. Training on vast amounts of textual data, state-of-the-art LLMs
implicitly learn to encode rich representations of concepts from the training set, enabling
them to perform complex reasoning tasks [28,29]. Graphs can naturally be represented as
text, making them highly compatible with LLMs. Consequently, many researchers have
explored using LLMs for graph-based tasks, such as inferring relations between entities,
finding the shortest path, and inductive reasoning [30–33]. Research suggests that neural-
based systems like LLMs can significantly benefit from the structured representations
offered by graphs, leading to robust neuro-symbolic pipelines that address the limitations
of both neural and symbolic approaches [1].

Wang et al. used LLMs to perform post-processing on speaker diarization systems,
which can improve their readability and reduce their error rate [25]. Ref. [27] explored
leveraging knowledge stored in LLMs to enhance graph node attributes and operate as
standalone predictors. Wang et al. used LLMs to enhance knowledge graph inductive
reasoning, where the task is to infer missing facts from KGs that have not been seen
before [33]. They achieve this by having the LLM generate a graph structural prompt
which improves the output of pre-trained graph neural networks (GNNs), allowing them to
outperform the compared baselines in zero-shot, one-shot, and three-shot reasoning tasks.

Building on previous research, our work explores using LLMs to enhance SGG for
PAi. Specifically, we investigate LLMs for inferring nodes and edge connections represent-
ing various contextual aspects of a scene during post-processing, thereby extending the
spectrum of traditional SGG toward more context-aware vision applications such as PAi.

2.4. Enhancing PAi Architecture

In this paper, we acknowledge that while the ultimate goal of PAi is to handle multi-
modal data, we are currently focusing on image data alone to simplify the approach. In
the future, as the PAi architecture expands, it will feature specific sub-systems designed to
process and extract semantic information from a diverse range of data types. For example,
a dedicated sub-system could handle sound data, leveraging techniques like spectrogram
analysis and acoustic modelling to interpret audio signals [34]. This is particularly useful
for tasks such as speech recognition, where understanding the nuances of tone and accent
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can improve personalized communication, or for emotional state detection, which can offer
insights into an individual’s well-being. Video data could be processed using temporal
convolutional networks or Transformers, which excel at capturing both spatial and tempo-
ral features [35]. Video data are critical for tasks like action recognition, where identifying
physical gestures or behaviours can help build more dynamic and context-aware models of
individuals, such as in security monitoring or personalized fitness coaching. Transactional
data, often found in domains like finance and e-commerce, could be processed with graph-
based models or recurrent neural networks, which can capture sequential dependencies and
relational patterns [36]. Understanding an individual’s purchasing behaviour helps prepare
recommendations or predict future actions, making the system more adjusted to personal
preferences and financial decisions. Additionally, the Kolmogorov–Arnold Network (KAN),
which is adept at handling data with complex non-linear relationships, could be employed
for specialized tasks like modelling intricate dependencies in sensor data or predicting
outcomes in systems with highly interdependent variables [37]. For example, KAN could
be useful in predicting individual health outcomes based on various intertwined factors,
such as lifestyle, genetic data, and environmental variables, offering a more holistic view of
an individual’s health trajectory. Given the strength in modelling different types of data
with complex dependencies, these sub-models could be integrated as components of PAi’s
modular architecture to enable a more comprehensive multimodal approach.

3. Preliminaries

In this section, we describe the structure and purpose of the situation graph, which
serves as the foundational ontology for capturing chronological, perspective-aware experi-
ences. We will then formalize the task of scene graph generation, and introduce our new
task of context-aware scene graph generation.

3.1. Situation Graph

The goal of PAi, as previously mentioned, is to extract a representation of the situations
an individual is experiencing from their available digital footprint. Before going through the
details of developing PAi, we need to clarify what we mean by situation representation. The
situation is represented as a graph, referred to as a situation graph (SG), whose structure
is based on the DOLCE Ultralite (DUL) ontology, serving as the foundation ontology
model [38].

Situation graphs (SGs) are a unified and fundamental structure in PAi that formally
represents a given situation and the mental model of the source user being modelled.
To facilitate the formal representation of an individual’s digital identity across arbitrary
situations based on learning from diverse data streams, we employ the SG structure, as
previously described in [5]. The SG structure provides a template for the definition of an
arbitrary situation (from the perspective of the source user), adhering to a pre-specified
structure. SGs model aspects of an arbitrary situation such as its time, location, ambience,
people, activity, emotion, weather, and social context. By encoding the most encompassing
aspects of a situation in the form of a graph with entities and relations, we can leverage
graph and structure learning to create robust node embeddings which can be used for
downstream reasoning tasks. An example of a situation graph is shown in Figure 2.

Figure 2. Representation of the situation graph derived from the DOLCE Ultralite (DUL) ontology.
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SGs provide a consistent and unified graph structure to represent arbitrary situations
in terms of their physical and contextual elements from the perspective of the source user
being modelled, whom we refer to as the main participant. A situation graph (SG) is defined
as SG(V, E), where V corresponds to nodes in the graph which represent entities such
as the given situation, activities within the situation, and participants of the situation,
and E represents the set of relationships or edges connecting nodes in the graph. Rela-
tionships represented by edges between nodes in the SG structure can be spatial, such
as “performing activity”, as well as contextual, for instance, “has weather”, “has
emotion”, or “has ambience”. By combining entity and relation pairs, SGs are capable of
robustly modelling intricate situations comprised of explicit and implicit physical, spatial,
and contextual elements.

3.2. Scene Graph Generation

Scene graph generation aims to provide a structured and comprehensive representa-
tion of the semantic content within an image by identifying objects and their relationships.
Formally, a scene graph G is defined as G = (B, O, R), where we have the following:

• Bounding boxes B = {bi | i = 1, . . . , N} are a set of N bounding boxes, with each
bi ∈ R4 representing the spatial location and size of an object within the image.

• Object classes O = {oi | i = 1, . . . , N} are the corresponding set of object class labels,
where each oi ∈ C and C is the predefined set of object categories.

• Relationships R = {(i, rij, j) | i, j = 1, . . . , N; i ̸= j} are a set of directed edges
representing pairwise relationships between objects, where rij ∈ R and R is the set of
predicate types in the training distribution (e.g., “above”, “next to”).

Given an input image I, the goal of SGG is to predict the most probable scene graph G
that accurately reflects the objects and their relationships in I. This involves estimating the
joint probability distribution:

P(G | I) = P(B, O, R | I).

In traditional SGG, each relationship between objects is represented by a relational
triplet (s, p, o), where subject s represents the first object in the relationship (e.g., “person”),
predicate p indicates the type of relationship (e.g., “sitting on”), and object o is the second
object involved in the relationship (e.g., “motorcycle”). Relational triplets form the edges
in the scene graph G, linking object nodes with predicate relationships that define their
spatial configurations and physical interactions within the image.

3.3. Context-Aware Scene Graph Generation

While traditional SGG focuses on physical and spatial elements within an image,
context-aware scene graph generation extends this framework to include ambient and
contextual aspects by leveraging the situation graph (SG) structure described in Section 3.1.
Modelling an SG from an image requires predicting not only objects and their spatial rela-
tionships, but also incorporating contextual, ambience-based, and perspective-aware infor-
mation such as participant identities, activities, emotions, weather conditions, and locations.

Formally, a context-aware scene graph SG′ is an augmented version of the traditional
scene graph, defined as SG′ = (B′, O′, R′), where we have the following:

• The set of extended bounding boxes B′ = {b′i | i = 1, . . . , N′} includes bounding boxes
representing both physical objects and contextual regions within the image. Each
b′i ∈ R4 may encompass areas associated with contextual or ambient information, such
as emotions, scene locations, or environmental conditions (e.g., a region representing
a sunset or rainy weather).

• Extended object classes O′ = {o′i | i = 1, . . . , N′} are the set of object and context class
labels, where o′i ∈ C ′ = C ∪ Ccontext. Here, Ccontext includes new classes representing
contextual elements such as situations (party, meeting), emotions (happy, sad), weather
conditions (sunny, rainy), and locations (beach, city).



Information 2024, 15, 766 8 of 28

• The set of extended relationships R′ = {(i, r′ij, j) | i, j = 1, . . . , N′; i ̸= j} includes
relationships capturing both physical interactions and contextual associations, where
r′ij ∈ R′ = R∪Rcontext. The set Rcontext contains predicates that express ambient or
perspective-based relationships (e.g., has ambience, has location, has emotion).

The goal of context-aware SGG is to predict the most probable situation graph SG′

given the image I:
P(SG′ | I) = P(B′, O′, R′ | I).

In context-aware SGG, relational triplets are extended to capture both physical and
contextual information, represented as (s, p, e), where we have the following: subject s
represents the first object or context in the relationship, predicate p indicates the relation-
ship type, which can be spatial, interactive, or contextual, and entity e denotes either a
physical object or a contextual class (e.g., emotion, location). Thus, context-aware SGG
models estimate probabilities over these extended sets, enabling the prediction of context-
aware scene graphs that encompass both explicit and implicit information from the image.
This extension allows each triplet to capture both object-to-object and object-to-context
relationships, such as the following:

• Physical interactions e.g., (person, sitting on, bench).
• Ambient associations e.g., (person, has emotion, happy).
• Situational contexts e.g., (situation, has location, party).

3.4. Key Differences Between SGG and Context-Aware SGG

The key differences between classical SGG and context-aware SGG are as follows:

1. Incorporation of contextual elements: Context-aware SGG introduces new object
and predicate classes that capture ambient and contextual information, expanding the
prediction space beyond physical entities and their spatial relationships.

2. Bounding boxes for contextual regions: Unlike classical SGG, where bounding boxes
are associated strictly with physical objects, context-aware SGG associates bounding
boxes with regions representing contextual aspects of the scene.

3. Situation graph structure: Context-aware SGG provides a more holistic understand-
ing of the scene, enabling applications that require deeper semantic reasoning by
adhering to the SG structure described in Section 3.1 and incorporating elements such
as activities, emotions, weather conditions, and locations.

4. Data

This section outlines and addresses complexities associated with collecting datasets
for PAi, the Visual Genome benchmark SGG dataset, and the procedure used to create our
PAi SGG dataset (image data labelled with corresponding situation graphs).

4.1. Complexities Associated with PAi Datasets

Constructing a chronicle that accurately models a source user’s cognitive map and
behaviours across different situations requires gathering extensive personal multimodal
data from that individual over time. The chronicle construction pipeline, as outlined by
Alirezaie et al. in [5], integrates various streams of chronological multimodal data from the
user being modelled, including but not limited to the following:

• Images or videos of the user in various situations participating in different activities.
• Text data in the form of messages or social media posts.
• Songs listened to by the user, or recent phone calls.
• Tabular data such as location information about the user.

Each data stream offers a glimpse through a different window into the behaviours
and psyche of the source user. By incorporating diverse data streams, we can create a
comprehensive model that reveals how the source user feels in a diverse set of given
situations. For instance, texting a friend or posting about a new job reveals information
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about the user’s employment status and feelings toward it. A photo of the source user
performing a certain activity such as surfing or biking can imply their favourite hobbies.
Songs a user listens to may be highly correlated with how they are feeling, and events
going on in their life. Location data can help ground the data available at a given time step
in a real time and place, increasing accuracy and reducing bias in the model. All of these
data can be utilized in a comprehensive process of feature extraction and learning to create
a rich digital identity model of a given source user.

As described in [5], we can utilize the available data streams at a given time step to
generate a situation graph (SG) representing the situation a source user has experienced. For
example, the chronicle construction pipeline described in [5] depends on various modes of
chronological data such as images, text, and audio, which are used to learn a digital identity
model of the source user. In trying to construct such a pipeline, we find that two hurdles
naturally arise with the demanding and invasive data collection process surrounding PAi:

1. People are reluctant to share vast amounts of personal data.
2. Annotating and labelling data for PAi is a highly labour-intensive process that requires

substantial time and domain expertise.

To make progress despite these challenges, we simplify the problem of chronicle
construction by restricting it to a unimodal setting (images) and removing the temporal
constraint (no longer considering time steps or chronological ordering in the data). By
eliminating the temporal constraint and focusing solely on images, we approach this
sub-task in chronicle construction as a form of context-aware scene graph generation.

4.2. Visual Genome Benchmark Dataset

In 2017, ref. [23] introduced the Visual Genome (VG) dataset, which has since become
the most notable and widely accepted benchmark in the SGG community. It contains over
100 K images with an average of 21 objects and 18 pairwise relationships per image. The
VG dataset supports 150 object classes and 50 predicate classes for SGG. Object classes
are based on physical entities, and some examples include airplane, woman, man, person,
book, boat, bird, face, and motorcycle. Predicate classes are used to represent spatial and
physical relations between object entities in the form of relational (subject, predicate, object)
triplets. Some examples of predicate classes include between, carrying, hanging from, in
front of, and lying on. The diversity of object and predicate classes in the VG dataset
enables SGG pipelines to model relationships across a wide range of everyday concepts
effectively. Consequently, SGG models pre-trained on VG learn rich representations that
transfer well to fine-tuning or downstream tasks.

The VG dataset is crucial to our study, as many state-of-the-art SGG frameworks
are trained and evaluated on it [11,18–20,24]. We believe that, due to the notoriety and
traction of VG as a benchmark dataset in the SGG community, there is significant utility
in creating new SGG datasets that follow a similar format. By creating new SGG datasets
structured similarly to the VG, we can ensure our data remains compatible with the bulk of
the state-of-the-art SGG models. Therefore, we format our new PAi SGG dataset to mimic
the format of VG, modifying it only by adding new contextual objects and predicate classes
to support PAi. We find this strategy leads to simpler integration when testing different
SGG models.

4.3. A Scene Graph Generation Dataset for PAi

We created a PAi SGG dataset that contains 112 images and corresponding situation
graphs from a single individual (the main participant) across a diverse set of situations.
The images were taken from the main participant’s iPhone camera roll from 2015 to 2024.
The 112 situations vary in terms of time, location, weather, ambience, attendees, activities
performed, emotional status of the main participant and others, and social context. The
images of situations were collected from a wide variety of experiences involving profes-
sional, recreational, casual, and formal settings. Some examples of situations in the PAi
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dataset include hiking, holiday and birthday party celebrations, performing activities such
as biking or surfing, working in an office, and eating food with friends.

Related to each image, we create and provide corresponding situation graph labels (see
Section 3.1) as a list of relational triplets, capturing the mental model of the situation from
the perspective of the main participant. The relational triplets contain objects and predicates
based on the situation graph structure. To advance PAi, we extend traditional SGG to be
more context-aware by adding contextual, ambience-based, and perspective-aware object
and predicate classes, in addition to detecting the traditional spatial and physical elements
of SGG. In particular, we add new object and predicate classes to the Visual Genome
dataset, which facilitates the representation of situations, activities, situation-level and
perspective-level emotional states, weather states, locations, etc. These new object and
predicate classes expand the prediction space of SGG models beyond purely physical and
spatial elements, enabling the incorporation of contextual and implicit ambient information
from the scene.

In total, we add 130 new contextual object classes and 12 predicate classes to the
ones present in Visual Genome, discussed as follows. The new classes facilitate the
representation of contextual entities in the scene, such as the situation itself, different
participants, emotions, times of day, social contexts, types of weather, locations, and ac-
tivities. When combined with our new predicate classes, our proposed context-aware
SGG pipeline permits the freedom to express a variety of new relationships with re-
lational triplets. Some examples of new contextual expressions representable by our
proposed pipeline include: (situation, has social context, professional), (main
participant, activity, laptop), and (main participant, has emotion, focused).
Figure 3 shows the distribution of the top 30 most frequent objects appearing in scene
graphs of the PAi SGG dataset. A complete list of added PAi object classes can be found in
our codebase.

Figure 3. Distribution of the top 30 most frequent objects occurring in scene graphs of the PAi
SGG dataset.

The PAi SGG dataset consists of 112 images with a balanced representation of location
types, including 59 indoor and 53 outdoor scenes. These images span various times of day,
with 15 taken in the morning, 37 in the afternoon, 53 in the evening, and 7 at night, offering
temporal diversity. Of these, 9 images are selfies, which provide additional contextual
variety for perspective-aware analysis. The dataset encompasses a broad range of locations,
with 22 images set in home environments, 12 in restaurants, 7 on boats, 6 on streets, 5 on
hills, 4 near lakes, and 4 in arenas or basements. Additionally, three images each capture
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scenes in forests, on beaches, in banks, and on driveways, with several other unique
locations represented by one or two images each. Weather conditions in the dataset include
21 sunny, 20 fair, 11 cloudy, 3 rainy scenes, and 1 snowy scene, ensuring environmental
variability. This diversity in location, time, and weather enriches the PAi dataset’s ability to
support context-aware SGG across a wide range of situational factors.

Our PAi SGG dataset contains 12 new predicate classes that support the representation
of diverse contextual relationships between entities, enabling SGG models trained on it
to predict not only spatial and physical attributes but also new contextual information.
Figure 4 displays the overall distribution of predicates as they appear in the 112 situation
graphs contained in the PAi SGG dataset. Our new predicate classes enable the follow-
ing new types of relations in SGG: has time, has participant, has emotion, overall
emotion, has location, location type, has social context, has ambience, activity,
overall activity, has weather, and temperature. These types of predicate relations can
be combined with objects using relational triplets to express a range of new contextual
aspects of a scene.

Figure 4. Distribution of the 12 new PAi predicates as they appear in scene graphs of the PAi dataset.

Since the Visual Genome is the most widely accepted benchmark for SGG, we evaluate
SGG models for PAi that have previously been trained on the benchmark. Fine-tuning
models pre-trained on Visual Genome for our PAi SGG dataset requires carefully designing
and manually labelling new types of object boxes that capture emotional and ambient
features, in addition to spatial and physical object boxes. Due to the time constraints
and labour-intensive nature of this annotation process, we are still working on creating
object box annotations and will leave fine-tuning SGG models on the PAi SGG dataset for
future work.

4.4. Challenges with Multimodal Data Alignment in PAi

Aligning multimodal data for our proposed PASGG-LM pipeline (described in
Section 5.3) presents several challenges, particularly in addressing various biases that
can arise during the annotation process. Inductive personal and subjective biases often
influence the labelling process, as labellers may have different ideas of what constitutes a
happy, anxious, or casual feeling, compared to the ground truth feelings of the participant
in the image. Apart from label annotation bias, there can be implicit bias related to the
participants of the scene. Sometimes people put on a different face for photos compared
to how they truly feel. For example, people may smile but feel bored, sad, or anxious on
the inside. These types of inductive biases are inherent to the labelling process and raise
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significant challenges for designing unbiased systems capable of robust contextual under-
standing. We can mitigate this bias by incorporating different multimodal data sources
corresponding to the main participant in the scene. For example, supplementing PAi SGG
datasets with social media activity data of the participants leading up to the image could
add additional context and allow future PAi models to better predict participant-specific
emotions in the scene.

On another note, the alignment of PAi images with corresponding textual scene graphs
is highly labour-intensive. This alignment requires careful annotation to ensure each image
is accurately represented with a contextual situation graph. Leveraging prompt engineering
with chain-of-thought reasoning, we can greatly reduce the size of the dataset required
to fine-tune the LLMs in PASGG-LM pipelines. This is because prompt engineering and
chain-of-thought reasoning are standalone methods to improve LLM performance, thereby
reducing the model’s dependence on a large fine-tuning dataset.

5. Methods

In this section, we describe our methods and experimental setups used throughout
the study.

5.1. Evaluating Classical Scene Graph Models for PAi

We introduce a new metric called PAi similarity score (PSS), which offers a crucial
and effective way to empirically measure the performance of benchmark SGG models in
context-aware applications, in contrast to traditional metrics like R@K, mR@K, and mAP.
As mentioned previously, current SGG methods lack the ability to capture the contextual
nuances required for context-aware SGG. Our new PAi SGG labels include predicate and
object classes that lie outside the distributions on which existing SGG models are trained.
Thus, traditional methods used to measure the performance of SGG algorithms will not be
as effective in the context of PAi. The SGG models we evaluate (those pre-trained on VG),
are not designed to predict the contextual triplet relations found in our PAi SGG dataset
described in Section 4.3. As a result, when evaluated on the PAi dataset using traditional
metrics, these models score zero, highlighting the inadequacy of conventional metrics to
capture their context-aware performance.

To fairly evaluate the performance of existing state-of-the-art SGG models for context-
aware SGG in PAi, we propose a new metric, called the PAi similarity score (PSS). We use
PSS to empirically rank state-of-the-art SGG models on their applicability for PAi. The PAi
similarity score (PSS) serves as a metric to empirically assess state-of-the-art scene graph
models in the scope of context-aware SGG, a key step toward the broader development
of PAi. PSS is highly effective for evaluating benchmark SGG models, as it leverages
semantic similarity, a widely adopted measure in AI and NLP research, to assess context-
related performance accurately. Effectively scoring models on our PAi SGG dataset requires
crafting an objective function aimed at inferring contextual, ambient, and participant-
specific information, as performed by PASGG-LM. Therefore, traditional metrics remain
suitable for evaluating PASGG-LM, given that it is fine-tuned and uses prompt engineering
for context-aware SGG on the PAi SGG data distribution.

The PAi similarity score is calculated as follows:
Let Y denote the list of N ground truth relation (i.e., triplets in the PAi SGG dataset),

and Ŷ denote the set of predicted scene graphs generated by an SGG model, such as Motifs,
on a PAi evaluation set. Each element ŷi ∈ Ŷ and yi ∈ Y corresponds to a list of relation
triplets for an individual PAi image. For each pair of corresponding predicted and ground
truth scene graphs (ŷi, yi), as described in [39,40], a tuned LLM, such as GPT-4o [41], is
used to convert them into semantically equivalent textual representations, as follows:

yi,text = LLM(conversion_prompt, yi), ŷi,text = LLM(conversion_prompt, ŷi)

Each textual representation, yi,text and ŷi,text, is then embedded into a vector space
using an embedding model:



Information 2024, 15, 766 13 of 28

vyi = Embedding(yi,text), vŷi = Embedding(ŷi,text)

The semantic similarity for each pair (ŷi, yi) is then calculated by computing the cosine
similarity (CS) between the corresponding vectors. Finally, the PAi similarity score (PSS)
score is the average cosine similarity over total N scene graphs in the evaluation set:

PSS(Y, Ŷ) =
1
N

N

∑
i=1

CS(vŷi , vyi )

This provides an empirical measure of the overall semantic similarity between the
predicted scene graphs Ŷ and the ground truth scene graphs Y, where values closer to zero
correspond to less similarity, and values closer to one indicate greater similarity.

We evaluated Motifs, Motifs-TDE, and RelTR, on the task of context-aware SGG with
112 PAi images, providing insights into their applicability within PAi. The results of
evaluating different SGG models for PAi can be found in Section 6.2. The three SGG models
were tested using PSS as an empirical metric. In calculating PSS scores, we used GPT-4o
to convert scene graphs of relational triplets into an intermediary textual representation.
The intermediary representation was then fed into OpenAI’s text-embedding-3-large
embedding model to generate final PSS values. In addition to measuring SGG model scores
on the full set of contextual classes present in the PAi SGG dataset, we also remove different
variables to see which features in PAi are most and least difficult for the SGG models
to handle. In particular, we measured the effects on PSS when simplifying the task by
removing different contextual features from the task such as activity, ambience, emotion,
location, participant, social context, temperature, and time. This provides insight
into which features should be incorporated into future PAi datasets and which features
should be prioritized for improving future context-aware SGG models.

5.2. Perspective-Aware Scene Graph Generation with LLM Post-Processing

To extend the capabilities of state-of-the-art SGG models in capturing more nuanced
contextual information for digital identity modelling, we propose a novel SGG algorithm
called perspective-aware scene graph generation with LLM post-processing (PASGG-LM)
whose steps are captured in Algorithm 1. PASGG-LM helps enrich the output of the current
state-of-the-art SGG models by extending their ability to predict contextual and ambient
aspects of the scene. Current state-of-the-art models in SGG are trained on VG to capture
spatial and physical relationships between elements in a scene. For example, this is part of
a scene graph generated by Motifs-TDE, trained on VG evaluated on images from our PAi
SGG dataset:

Algorithm 1 Perspective-aware scene graph generation with LLM post-processing.
Inputs: image, rule_based_inference_prompt, num_llm_attempts
Output: Contextual scene graph (modelled after situation graph)

1: scene_graph = generate_scene_graph(SGG_model, image)
2: text_scene_graph = scene_graph_to_text(scene_graph)
3: rule_based_prompt = append_scene_graph(rule_based_inference_prompt,

text_scene_graph)
4: for attempt in range(num_llm_attempts) do
5: llm_response = perform_inductive_inference(rule_based_prompt)
6: if is_valid_response(llm_response) then
7: contextual_scene_graph = extract_contextual_scene_graph(llm_response)
8: return contextual_scene_graph
9: end if

10: end for
11: return “No tuples predicted”
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(man, on, surfboard)
(man, wearing, short)
(man, wearing, shirt)
(man, has, hair)

In contrast, the ground truth for the same data point in our PAi SGG dataset follows
this format:

(situation, has location, lake)
(main participant, has emotion, happy)
(main participant, activity, surfboard)
(situation, has weather, sunny)
(situation, temperature, hot)
(situation, has social context, recreational)

PASGG-LM leverages prompt engineering and fine-tuning to instruct an LLM to infer
aspects of the ground truth PAi SGG data based on the entities output by the benchmark
SGG model trained on VG. Our proposed PASGG-LM algorithm effectively bridges the
gap between existing SGG methods and the context-aware capabilities required for PAi.

Considering the ground truth PAi SGG data point in the previous example, since
there is a man on a surfboard, there is a high probability he is surfing. It follows that if he
is surfing and wearing shorts, the location is likely outside and the weather is probably
warm or hot. This type of inductive reasoning can be performed by LLMs, bridging the
gap between existing SGG methods trained on VG and our desired performance on the
PAi SGG dataset. To achieve this, PASGG-LM employs fifteen inductive reasoning rules
along with logical constraints through prompt engineering as examples for the model. The
set of rules provided in the prompt consists of different rules based on emotion and the
scene. In addition to providing hand-crafted inductive rules in the engineered prompt, we
instruct the LLM to come up with its own rules based on the input SGG data. We compare
the performance of PASGG-LM while including and excluding LLM fine-tuning from the
process. For fine-tuning, we train GPT-4o-mini and a quantized Llama 3.1 with 8 billion
parameters [42] on PAi SGG labels, further discussed in Section 6.3. The PASGG-LM
language model comparison results can be found in Tables 1 and 2.

Table 1. Effects of LLM fine-tuning on overall PASGG-LM pipelines with K = 11.

SGG Model LLM Recall@11 (%) Mean Recall@11 (%)
No FT FT No FT FT

Motifs Llama-3.1-8B 5.22 15.67 5.30 16.54
GPT-4o-mini 11.57 16.42 12.06 18.24

Motifs-TDE Llama-3.1-8B 4.85 18.66 4.92 20.52
GPT-4o-mini 8.58 23.51 8.71 25.76

RelTR Llama-3.1-8B 5.22 19.03 5.30 21.53
GPT-4o-mini 11.94 25.37 12.12 27.65

Table 2. Results of PASGG-LM performing context-aware SGG on the PAi SGG dataset. PASGG-LM
pipelines are compared in terms of Recall@K, Mean Recall@K, and mean average precision.

K Metric
Motifs Motifs-TDE RelTR

Llama
(8B)

GPT-4o
(mini)

Llama
(8B)

GPT-4o
(mini)

Llama
(8B)

GPT-4o
(mini)

3
R@K (%) 8.58 8.96 10.07 12.69 9.33 12.31

mR@K (%) 8.71 9.09 10.23 12.88 9.47 13.45
mAP (%) 6.48 6.55 6.54 8.66 6.22 8.69

5
R@K 12.69 12.69 14.55 20.15 13.43 19.03

mR@K 12.88 12.88 14.77 20.45 13.95 20.27
mAP 8.94 9.02 8.98 13.83 8.07 12.97
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Table 2. Cont.

K Metric
Motifs Motifs-TDE RelTR

Llama
(8B)

GPT-4o
(mini)

Llama
(8B)

GPT-4o
(mini)

Llama
(8B)

GPT-4o
(mini)

7
R@K 13.81 15.67 17.16 22.39 16.04 24.63

mR@K 14.65 17.49 19.00 24.62 18.50 26.89
mAP 9.59 11.02 10.45 15.43 9.30 16.47

9
R@K 15.67 16.42 18.66 23.51 18.66 25.37

mR@K 16.54 18.24 20.52 25.76 21.15 27.65
mAP 10.31 11.63 11.07 16.18 10.57 17.03

11
R@K 15.67 16.42 18.66 23.51 19.03 25.37

mR@K 16.54 18.24 20.52 25.76 21.53 27.65
mAP 10.31 11.63 11.07 16.18 10.72 17.03

5.3. PASGG-LM Algorithm

PASGG-LM starts by receiving an input image, which is passed to a state-of-the-art
scene graph model (presumably pre-trained on VG), returning a predicted scene graph
composed of relational triplets. The resulting scene graph is then stored in a list and passed
to the LLM post-processing module. Next, the scene graph is converted into a textual repre-
sentation and appended to the end of the rule-based inference prompt described in Section 5.4.
The resulting prompt is fed into an off-the-shelf or fine-tuned LLM, which performs the
post-processing. During post-processing, the LLM conducts inductive inference about
contextual aspects of the scene based on the spatial and physical entities presented in the
inputted scene graph. The final output is then validated and either accepted or the LLM is
re-prompted. This process repeats until the LLM has outputted a valid response. In our
PASGG-LM evaluation experiments, we give the LLM 3 chances otherwise it is recorded as
the model predicted no tuples. The PASGG-LM algorithm is outlined in Algorithm 1.

5.4. Rule-Based Inference Prompt

Through prompt engineering, we carefully constructed a rule-based inference prompt,
which guides the LLM to infer various emotional and contextual attributes underlying an
inputted scene graph. Our instructions involved hand-crafting 15 inference rules based on
inductive reasoning, including nine scene rules and six emotion rules. An example of a scene
rule is as follows: “if the graph contains outdoor entities such as beach, boat, mountain,
hill, tree, street, then add tuple (situation, location type, outdoor)”; and an example
emotion rule is as follows: “if a tuple contains bike, surfboard, ski, skateboard, then add
(situation, has social context, recreational)”. The purpose of these rules is to
help the LLM infer additional context and ambience information from the scene.

The nine scene-related rules can be used to infer scene information such as location
type (indoor vs. outdoor) or weather conditions based on objects like umbrella or ski, and
provide additional context about the environment. For instance, the presence of ski, jacket,
pants, and hill, might prompt the system to infer cold temperature and an outdoor setting,
adding depth to the understanding of the scene. As another example, detecting the objects
desk and paper might cause the model to infer a professional social context. The six emotion-
related rules help the model capture the likely social atmosphere and emotional undertones
within a scene, which are significant for perspective-aware applications. We instruct the
model to infer emotions based on the types of activities present in the scene graph, and the
social context inferred by the model. For example, if the input graph contains a skateboard,
the model may infer a recreational social context, and if the model infers a recreational social
context, it may as a result infer that the situation’s overall emotion is happy (in the absence
of sufficient opposing evidence).

By design, PASGG-LM infers implicit context from explicit context during post-
processing. For example, scene graphs output by benchmark SGG models contain explicit
relations such as (man, on, bike). Using prompt engineering, we guide the LLM to infer
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implicit relationships based on given explicit relationships output from benchmark SGG
models. Within the engineered prompt, we provide the object classes present in the VG
dataset and instruct the LLM to make logical inductions based on these object classes as
they appear in the inputted scene graph. For demonstration purposes, we could include
a rule similar to the following: “If the inputted scene graph contains objects such as bike,
basketball, or surfboard, infer that there is a recreational social context”. Additionally, there
may be a second rule stating the following: “if inferring a recreational social context, infer
the situation is happy”. Given the explicit relationship (man, on, bike), PASGG-LM may
try to infer implicit contextual information such as (situation, has social context,
recreational), (situation, location type, outside), or (main participant, has
emotion, happy).

More examples of possible rules include the following: “based on clothing worn and
types of objects present in the inputted scene graph, infer the weather, temperature, and
location being indoor or outdoor”, “if the entity tie is detected in the scene graph, infer
(situation, has social context, formal)”, and “if the entity umbrella is detected,
infer (situation, has weather, rainy)”. To prevent hallucinations, we instruct the
LLM to not attempt to infer things that cannot be logically inferred from the inputted scene
graph. This is done using additional constraints on top of the 15 rules within the engineered
prompt. These additional constraints act as reasoning guardrails.

Within the rule-based inference prompt, we also provide some example logical inductions
to follow, that, during the reasoning process, likely occur as a consequence of following
the 15 inductive reasoning rules. For instance, we add the following constraint: “if a
tuple contains tie, and scene rule 2 resulted in inferring indoor location, add (situation,
has social context, formal)”. By providing examples of this type of reasoning in the
prompt and instructing the LLM to adhere to similar logical principles, we guide the LLM
to output relevant scene graphs enriched with contextual information. We also provide the
LLM some examples of how the input-output conversions should look, within the prompt.

These logical inductions and constraints help the model respect interdependencies
between the rules. Many inductive rules have interdependencies, where specific emotion
rules depend on outputs from scene rules (e.g., “if the location is indoor and there are jacket
and tie objects in the scene, infer formal social context”). This dependency structure
reflects real-world scenarios where spatial elements influence emotional and social inter-
pretations. Applying these rules in an order that respects dependencies allows PASGG-LM
to generate a cohesive and contextually accurate scene description.

We also instruct the model to avoid predicting attributes in the scene when the input
benchmark model’s scene graph contains ambiguous or absent information about those
attributes. In other words, we reinforce the LLM to only infer tuples that can be logically
inferred from the input. One of our constraints included in the engineered prompt is as
follows: “if logical, infer additional tuples based on your own inference”. Additionally, we
provide the constraint: “if multiple social contexts apply (e.g., recreational and professional),
prioritize based on the most likely given the context”. Lastly, we include the following
constraint: “when inferring new tuples, ensure they are logical, reasonable, and enhance
the data’s richness”. By incorporating logical guardrails, we are largely able to prevent
PASGG-LM models from attempting to infer emotional or social context attributes that lack
sufficient information.

Since chain-of-thought (CoT) has been shown to improve the performance of LLMs, we
incorporate CoT into our prompt [29]. Specifically, we integrate chain-of-thought reasoning
with the inductive rules, by providing the LLM examples of the sequential reasoning that
adheres to the specified logical principles, rules, and constraints. In this way, PASGG-LM
mimics human-like reasoning by sequentially applying rules and making inferences based
on prior deductions. This approach increases interpretive accuracy, as the model uses both
pre-defined rules and its own logic to enhance understanding. Combining these tactics, we
aim to maximize the capabilities of LLMs for the task of post-processing SGG output to
support PAi applications.
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In terms of flexibility, the inductive reasoning rules used in a PASGG-LM post-
processing pipeline are diverse within the training distribution of the benchmark SGG
model. In our paper, we used models trained on the VG dataset for experimentation.
Therefore, our inductive reasoning rules were designed to post-process SGG outputs found
in the VG object and predicate class distribution. Within the context of SGG models trained
on VG, PASGG-LM is diversely applicable to different scenarios. While PASGG-LM can be
flexibly applied to various dataset distributions, adjustments to the inductive reasoning
rules may be necessary to align with the specific object and predicate classes present in new
training distributions.

5.5. Metrics for Classical Scene Graph Generation

Recall@K is a widely used metric in SGG, initially introduced by [43]. This metric
reframes the SGG problem as a retrieval task, emphasizing not only the correct classification
of relationships but also ranking them based on their confidence or likelihood of being cor-
rect. Specifically, Recall@K measures the percentage of ground-truth relationships included
among the top K predictions, encouraging models to prioritize relevant relationships over
unrelated relationship pairs.

Mean Recall@K was developed to address the bias inherent in datasets like Visual
Genome, where certain predicates are overrepresented. In typical Recall@K evaluations,
models can achieve high scores by correctly predicting only the most common relationships,
even if performance on less frequent relationships is poor. To mitigate this issue, Mean
Recall@K was proposed by [18], which calculates Recall@K separately for each predicate
category and reports the average score across all categories. This approach ensures that
each relationship type, regardless of frequency, is given equal weight in the evaluation.

Mean average precision (mAP) is a gold standard metric in information retrieval and
evaluation systems [44]. This metric provides a robust way to evaluate models that produce
ranked lists of results, so we use it to evaluate our scene graph generation models. mAP is
calculated by first determining the average precision (AP) for each category or class within
a dataset. The mean of these AP values across all categories provides the mAP score, an
overall performance metric that accounts for both precision and recall across the entire
dataset. mAP is especially useful in cases where there are imbalances in class frequencies, as
it averages performance metrics across all classes, including both frequent and rare classes.
We employ all three metrics—R@K, mR@K, and mAP—in our experimental evaluations to
ensure consistency and comprehensiveness in comparing our results with prior research.

6. Experiments and Results

This section presents the experimental setups and corresponding results for evaluating
the following three settings: state-of-the-art scene graph models for PAi, LLM fine-tuning,
and PASGG-LM for context-aware scene graph generation. For clarity, each result is discussed
directly after its setup.

6.1. Scene Graph Model Evaluation on PAi: Setup

To evaluate state-of-the-art SGG models for PAi, we tested three models pre-trained
on VG (VG described in Section 4.2), on our novel PAi SGG dataset: Motifs [19], Motifs-
TDE [24], and RelTR [20]. Motifs and Motifs-TDE were both implemented on top of the
widely used benchmark framework provided by [24]. RelTR was implemented using the
framework provided by [20]. Each framework provided a version of its state-of-the-art
model pre-trained on VG, simplifying our implementation process. We will now discuss
the setup for evaluating Motifs and Motifs-TDE, followed by the setup for RelTR.

Motifs and Motifs-TDE are both two-stage SGG frameworks that use an object detector
backbone followed by a relation detector module. In our case, we use Faster-RCNN as the
backbone followed by either Motifs or Motifs-TDE as the relation detector. Faster-RCNN
combines region proposal networks with Fast-RCNN to achieve state-of-the-art results in
object detection with an overall detection frame rate of 5 fps [17,45]. We use the pre-trained
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Faster-RCNN weights and setup provided by the original paper [24]. The Faster-RCNN
model uses a ResNeXt-101-FPN [46,47] and input images are scaled to be 1 k pixels in
length. The object detector was pre-trained on VG with batch size 8 and an initial learning
rate of 8 × 10−3, which was decayed by a factor of 10 on the 30th and 40th iterations. Using
a 0.5 IoU threshold, the detector achieved a final mean-average precision (mAP) of 28.14,
as reported in [24].

Motifs and Motifs-TDE were trained with the setup outlined in [24], using stochastic
gradient descent (SGD) with a batch size of 12 and an initial learning rate of 0.12. The learn-
ing rate was decayed twice by a factor of 10 after performance plateaus on the validation set.
Eighty RoIs were sampled per image, using 0.5 IoU for object predictions. We followed [24]
and did not assume that non-overlapping subject–object pairs were invalid. On the VG
dataset, the pre-trained Motifs and Motifs-TDE models achieved a mean Recall@K (K = 20)
of 5.2 and 6.6, respectively [48].

RelTR was trained on VG with a batch size of 2 for 150 epochs using the Adam opti-
mizer with the weight decay equal to 10−4 and clipping gradients greater than 0.1 [49,50].
Different from Motifs, RelTR is trained in an end-to-end fashion. The backbone ResNet50
and Transformer module are set with respective initial learning rates of 10−4 and 10−5,
dropping the learning rate by 0.1 after the first 100 epochs. During training, RelTR was
initialized with weights pre-trained on the VG, except for the relation classifiers. RelTR
was then fine-tuned on scene graph generation on VG for 100 epochs. The relation classifier
learning rate was set to 10−4 while a learning rate of 10−5 was used for the other modules.
Auxiliary losses [51] were used for the triplet decoder, following previous works [52,53].
As reported by [20], when training the RelTR multi-head attention modules, a dropout rate
of 0.1 was used for pruning.

6.2. Scene Graph Model Evaluation on PAi: Result

Figure 5 shows the performance of the three pre-trained SGG models—Motifs-TDE,
Motifs, and RelTR—on the PAi SGG dataset, evaluated using our PSS metric described in
Section 5.1. The first bar for each model represents the PAi similarity score (PSS) compared
to the ground truth (PAi SGG data). None of the SGG models achieved a PSS above 0.5. To
identify the main bottleneck, we recalculated the PSS by excluding each key PAi feature one
at a time to observe any PSDD improvements. All three state-of-the-art models perform
similarly, struggling to capture the context-based aspects required for perspective-aware
computing. The highest score, though not significantly better, is 0.48, achieved by Motif-
TDE when the time feature is excluded. This underscores the limitations of existing scene
graph models for PAi, as time is crucial for accurate situation recognition.

Figure 5. Comparison of PSS performance for three SGG models (Motifs-TDE, Motifs, RelTR) on
the PAi SGG dataset, illustrating their difficulty in capturing context-based aspects for perspective-
aware computing. The performance is also shown with PAi feature exclusion to explore potential
improvements.
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6.3. PASGG-LM Fine-Tuning: Setup

We compare two benchmark LLMs, exploring their capabilities on context-aware SGG
by testing them in our PASGG-LM pipeline. In particular, we compare GPT-4o-mini and
Llama-3.1-8B-Instruct with and without fine-tuning on the PAi SGG dataset, measuring
their performances in terms of R@K, mR@K, mAP, and PSS. The fine-tuning dataset is
comprised of 112 ground truth (Y label) situation graphs represented as text. Each situation
graph corresponds to an image from our PAi SGG dataset described in Section 4.3. The X
labels of the tuning procedure are generated scene graphs from the three state-of-the-art
scene graph models pre-trained on VG: Neural Motifs, Neural Motifs-TDE, and RelTR. In
total, we compare 2 LLMs with and without fine-tuning on 3 SGG models, resulting in
12 PASGG-LM models. When fine-tuning both GPT-4o-mini and Llama-3.1-8B-Instruct, we
shuffled and split the PAi SGG dataset into 90 samples for training and validation, and 22
for unbiased evaluation of the models.

We created the dataset by combining X −→ Y mappings in the form of message–
response pairs. The messages (X labels) consist of generated scene graphs produced by
evaluating the three pre-trained state-of-the-art models on our PAi SGG dataset. Scene
graphs are represented to the LLM during fine-tuning as a list of relational triplets converted
to a text representation. Part of an example X label from the fine-tuning procedure looks
like this:

(woman, riding, bike)
(man, riding, bike)
(woman, wearing, shirt)
(woman, wearing, shirt)
(man, wearing, shirt)
(man, wearing, short)

Similarly, the Y label responses are ground truth situation graphs of the same image
from our PAi SGG dataset. The Y labels are formatted as text representations in the
same fashion:

(situation, has time, morning)
(situation, has location, lake)
(situation, location type, outdoor)
(situation, has ambience, calm)
(situation, has participant, main participant)
(main participant, has emotion, happy)
(main participant, activity, bike)
(situation, overall activity, bike)
(situation, has weather, sunny)
(situation, temperature, warm)
(situation, has social context, casual)

We now describe our training setups for fine-tuning GPT-4o-mini on scene graphs from
our PAi SGG data followed by the setup for Llama-3.1-8B-Instruct. The
GPT-4o-mini-2024-07-18 model was implemented using OpenAI’s API. During fine-
tuning, we trained GPT-4o-mini for 3 epochs using a batch size of 1, as recommended by
the OpenAI API for a dataset of 90 samples. We used a training–validation split of 0.86–0.24
(68 samples for training, 22 for validation) and set the learning rate multiplier to 1.8.

After fine-tuning on the PAi SGG data scene graphs, GPT-4o-mini reported mean
token accuracy scores on the final hold-out set of 22.9%, 26.1%, and 26.9% when using
Motifs, Motifs-TDE, and RelTR-predicted SGGs as input, respectively. Additionally, on the
same hold-out set, GPT-4o-mini scored a precision of 46.7%, 53.3%, and 52.2% when using
Motifs, Motifs-TDE, and RelTR, respectively.

Llama-3.1-8B-Instruct was implemented through the Transformers library on a single
4090 RTX GPU using the model hosted on HuggingFace. To reduce memory usage and
enable training the 8-billion-parameter model on our GPU, we employed 8-bit quantization
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and Low-Rank Adaptation (LoRA) [54,55]. For experimental validity and consistency, the
data processing of the Llama training procedure and hyper-parameter selection is identical
to the process used in fine-tuning GPT-4o-mini. The batch size for our Llama implementa-
tion was 1, and we trained it for 3 epochs. Our learning rate for Llama was 5 × 10−5 and we
employed the Adam optimizer with weight decay [49,50]. Upon completing fine-tuning,
on the unbiased hold-out set, Llama-3.1-8B-Instruct scored 22.8%, 24.6%, and 23.8% mean
token accuracies when using SGG output from Motifs, Motifs-TDE, and RelTR as input,
respectively. In the same setup, Llama scored a precision of 39.1%, 22.6%, and 28.7%, when
using Motifs, Motifs-TDE, and RelTR, respectively.

6.4. LLM Fine-Tuning: Result

Table 1 describes the effect of fine-tuning on PASGG-LM pipelines. Our results indicate
that fine-tuning leads to a significant improvement within context-aware SGG and also the
development of PAi systems. As shown in Table 1, fine-tuning can boost performance,
sometimes doubling or nearly tripling the effectiveness of the same PASGG-LM pipeline
compared to when it is not fine-tuned. This improvement is most evident with mR@K
at K = 11, where the performance of all PASGG-LM pipelines increased, regardless of
the baseline SGG model used in the first module. RelTR combined with GPT-4o-mini
increases from 12.12% mR@K (K = 11) to 27.65%. Llama’s performance increases from 5.3%
to 21.53% R@K with K = 11. The same trend holds when using Motifs and Motifs-TDE
as base models, with Motifs (GPT-4o-mini) mR@K increasing from 12.06% to 18.24% and
Motifs-TDE increasing from 8.71% to 25.76%.

Across all tested cases, fine-tuning just three epochs provides significant improvements
in terms of Recall@K, Mean Recall@K, and mean average precision. Even the smallest
improvement was significant. The smallest improvement was with Motifs and GPT-4o-
mini, increasing the Recall@K (R@K) with K = 11 from 11.57% to 16.42% on the PAi SGG
evaluation set. The largest improvement was seen in the PASGG-LM pipeline using Motifs-
TDE and GPT-4o-mini, improving Mean Recall@K (mR@K) with K = 11 from 8.71% to
25.76%. The largest improvement with Llama-3.1-8B was in the PASGG-LM pipeline using
RelTR and Llama, increasing mR@K with K = 11 from 5.30% to 21.53%.

Without fine-tuning, the LLMs tend to produce smaller contextual scene graphs, with
fewer contextual triplets on average. After fine-tuning, the LLMs generate richer scene
graphs with more triplets and often higher precision compared to those produced without
fine-tuning. Fine-tuning improved the LLMs’ responsiveness to the engineered prompt,
resulting in better adherence to the specified output format. Without fine-tuning, Llama
struggled to follow the output format specified in the engineered post-processing prompt
with inductive rules. This means the base LLM models had to be re-prompted more
times on average to retrieve a valid scene graph output compared to their fine-tuned
counterparts. Overall, we find fine-tuning to be both highly effective and computationally
efficient, requiring only three epochs in our case. Furthermore, incorporating fine-tuning
enhances the scalability of the overall system, as fine-tuned outputs are more accurate and
valid than untuned ones, reducing the number of failed inferences from the LLM.

Another trend we see is that fine-tuning tends to help Llama-3.1-8B more than GPT-
4o-mini. Llama-3.1-8B’s baseline performance was very low without fine-tuning. For
instance, without fine-tuning, Motifs (Llama-3.1-8B) scores 5.22% R@K (K = 11), which
increases significantly to 15.67% R@K with fine-tuning. Similarly, RelTR with Llama-3.1-8B
achieved an R@K (K = 11) of 5.22% without fine-tuning, which increased to 19.03% with
fine-tuning (a substantial improvement). We find that GPT-4o-mini outperforms Llama-
3.1-8B in pipelines without fine-tuning; however, this advantage is largely mitigated when
fine-tuning is added to the process.

6.5. PASGG-LM Evaluation on Context-Aware SGG in PAi: Setup

Our novel PASGG-LM algorithm generates context-rich scene graphs from images,
capturing both contextual and ambient features within a scene. Figure 6 shows the gener-
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ated graphs from Neural Motifs-TDE (left) and our proposed PASGG-LM pipeline using
Motifs-TDE with GPT-4o-mini (right), both evaluated on a PAi image.

Figure 6. Comparison of generated scene graphs between Neural Motifs-TDE (left) and our proposed
PASGG-LM pipeline (right) evaluated on a PAi image from the unbiased hold-out set. In this example,
PASGG-LM uses Motifs-TDE, with the generated scene graphs processed by GPT-4o-mini fine-tuned
on situation graphs from our PAi SGG data.

We evaluated PASGG-LM as an end-to-end pipeline for context-aware SGG on our PAi
SGG dataset, measuring its performance with the classical SGG metrics Recall@K (R@K),
Mean Recall@K (mR@K), and mean average precision (mAP) [18,19]. Our PASGG-LM
evaluation results are shown in Figure 7 and Table 2. The PASGG-LM pipelines, composed
of various SGG and LLM model combinations, were tested on our PAi SGG dataset. In
total, 16 models were evaluated, including combinations of Motifs, Motifs-TDE, and RelTR
paired with both fine-tuned and base versions of GPT-4o-mini and Llama-3.1-8B. Table 2
shows the results of using PASGG-LM on the PAi SGG data (with fine-tuning). Our results
in Table 2 and Figure 7 establish initial baselines for context-aware SGG in PAi, significantly
advancing the contextual capabilities of current SGG methods.

Figure 7. Predicate classes with recall scores of zero, including activity (participant-specific), has
emotion (participant-specific), has participant, and has time, were omitted.

To further our understanding of which predicates are challenging in context-aware
SGG, we also compare predicate-specific recall scores. Figure 7 shows R@K scores of the
six fine-tuned PASGG-LM pipelines for predicting contextual predicates correctly on the
PAi SGG data. We measured PASGG-LM model performance on the 12 new contextual
predicate classes found in our PAi SGG dataset. Of the 12 classes, 4 were never correctly
predicted by the model and removed from Figure 7: activity (participant level), has emotion
(participant level), has participant, and has time. The results of the PASGG-LM models
tested on different contextual predicates are further discussed in Section 6.6.
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6.6. PASGG-LM Evaluation on Context-Aware SGG in PAi: Result

Fundamental baseline results of PASGG-LM performing context-aware SGG on the PAi
SGG data unbiased evaluation set are shown in Table 2. Of the 6 fine-tuned PASGG-LM
pipelines, RelTR performed the best in terms of R@K, mR@K, and mAP. With K = 11, RelTR
post-processed by GPT-4o-mini scores 25.4, 27.7, and 17.03 on R@K, mR@K, and mAP,
respectively. We found the second-best PASGG-LM setup to be Motifs-TDE combined
with GPT-4o-mini for post-processing. Setting K = 11, Motifs-TDE, respectively, achieved
a R@K, mR@K, and mAP of 23.5, 25.8, and 16.18, which is worse but comparable to the
performance of RelTR. In the same setup, Motifs without using TDE performed the worst,
resulting in R@K, mR@K, and mAP scores of 16.4, 18.2, and 11.63, respectively. In general,
we found RelTR to be the best SGG model for the PASGG-LM pipeline, with Motifs-TDE
performing slightly worse.

Motifs-TDE and RelTR performed significantly better as base models compared to
base Motifs in our PASGG-LM pipeline. This is illustrated in Table 2, where Motifs-TDE
and RelTR, when combined with Llama for post-processing, outperform Motifs with GPT-
4o-mini in terms of R@K and mR@K. However, in each case, using GPT-4o-mini fine-tuned
on the PAi data resulted in higher mAP compared to Llama-3.1-8B with fine-tuning. Our
experiments show that PASGG-LM pipelines built on GPT-4o-mini significantly outperform
their similar counterpart when using Llama-3.1-8B instead. This suggests that GPT-4o-mini
is better suited than Llama-3.1-8B for contextual inference tasks such as following the
rule-based inference prompt described in 5.4. While GPT-4o-mini is closed-source, Llama is
open-source. Considering trade-offs such as performance and control over the model is
essential and is further discussed in Section 7.

To deepen our understanding of which contextual predicates are challenging to model
in PAi, we examined the performance of PASGG-LM pipelines in predicting specific pred-
icate classes within the PAi SGG dataset. The results of this analysis are presented in
Figure 7. Four classes proved extremely difficult for the explored PASGG-LM pipelines:
activity (participant-specific), has emotion (participant-specific), has participant, and
has time. Of the eight predicate classes the model was capable of predicting, location type
was by far the easiest. Intuitively this makes sense, as the location type can usually be
inferred from the list of indoor or outdoor objects present in the predicted scene graph. If
there are trees and a bird in the graph, the location is likely outside, and in contrast, if there
is a desk or bed, it is likely indoors. In general, there was a high degree of variability in the
difficulty of predicting specific predicate classes.

The results shown in Figure 7 align with our findings in Table 2, and Motifs-TDE and
RelTR paired with GPT-4o-mini achieved the best per predicate R@K scores. PASGG-LM
pipelines based on GPT-4o-mini outperformed their counterparts based on Llama-3.1-8B.
This trend was consistent across the three SGG models, except in a few cases with PASGG-
LM pipelines built on Motifs, where Llama outperformed GPT-4o-mini in predicting
contextual classes such as has ambience and overall emotion. In general, GPT-4o-mini
significantly outperformed Llama-3.1-8B in aiding inference in PASGG-LM pipelines.

As indicated in Figure 7, the PASGG-LM models had difficulty with correctly predict-
ing relationships between the situation and its temperature, location, and overall activity.
Interestingly, the combination of both Motifs-TDE and RelTR with GPT-4o-mini underper-
formed comparably to the other models in trying to infer the temperature of the scene. It
would require a larger study with more data to draw conclusions on their ability to infer
temperature, but this remains an interesting finding. RelTR with GPT-4o-mini was the best
at predicting the social context of the scene, achieving a Recall@K with K = 11 of over 50%.
The models generally performed best on the following predicate classes: location type,
overall emotion, has ambience, has weather, and has social context.

We also measured the effect of fine-tuning on PASGG-LM’s PSS and found that it
consistently enhances performance. As depicted in Figure 8, the Motif-TDE model with
fine-tuned GPT-4o-mini achieved a 70% similarity score, indicating the highest performance.
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In contrast, in the non-fine-tuned settings, GPT-4o-mini applied to both the Motifs and
RelTR models reached a 58% similarity score, marking the best result in that configuration.

Figure 8. Comparison of PSS performance for PASGG-LM across three SGG models (Motif-TDE,
Motifs, RelTR) with and without fine-tuning using two LLM models: GPT-4o and Llama-3.1-8B.
The figure highlights the improvements achieved through fine-tuning, with GPT-4o consistently
outperforming Llama-3.1-8B in both settings.

6.7. Comparative Computational Costs

The main computational costs associated with our proposed PASGG-LM framework
are twofold, depending on the choice between open-source and closed-source large models.
First, there is the cost associated with the fine-tuning phase, which, although necessary to
adapt the model to the specific task and dataset, is not particularly resource-heavy in our
case. Depending on the dataset, this cost could increase, but for our specific application,
the fine-tuning process did not incur considerable computational overhead. Second, there
are costs associated with query (inference) time, which depend on the model’s size, the
complexity of the queries, and how efficiently the framework handles them in real-time.
The pricing for GPT model queries is outlined in OpenAI’s GPT model pricing table
(https://openai.com/api/pricing/, accessed on 20 November 2024), which provides an
estimate based on the model size and usage. Compared to pure SGG models, which often
require retraining on large datasets to refine understanding and improve accuracy, PASGG-
LM is generally more efficient in both fine-tuning and inference costs. SGG models typically
incur higher costs during the retraining phase, as they require substantial computational
resources to process and generate scene graphs.

7. Discussion

Modelling user perspectives is a crucial aspect of developing robust perspective-
aware AI (PAi) systems. To accurately model user perspectives based on images, the
model should capture contextual aspects from the scene. Existing state-of-the-art SGG
models fail to understand contextual aspects of the scene, as their objective function focuses
solely on predicting spatial and physical relationships, leaving them unable to capture the
broader context of the scene. In contrast, the objective function of PASGG-LM is to infer
contextual, ambient, and participant-specific information. The engineered prompt and
labels in our PAi SGG dataset define this objective function, which PASGG-LM optimizes
through prompt engineering and fine-tuning. PASGG-LM achieves enhanced contextual
inference by using LLMs for inductive reasoning, translating standard SGG outputs into a
more comprehensive “situation graph” (the PAi ground truth labels). When PASGG-LM
includes a fine-tuned LLM, it is specifically trained on PAi SGG labels that incorporate user
perspectives, capturing participant-specific details. Details on these labels are provided in
Section 4.3.

https://openai.com/api/pricing/
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Even without participant-specific fine-tuning, PASGG-LM’s ability to infer general
contextual information about the situation significantly enhances the capacity of existing
SGG models to capture user perspectives. By enriching scenes with details about the
environment, social context, and potential activities, PASGG-LM provides insights that
better support PAi applications. For example, inferring not only that a “man” is “on a bike”
but also that he is in a “busy” scene taking place in the “city” suggests an active, energetic
atmosphere, adding interpretive layers that resonate with how users perceive and interact
with their surroundings. This general contextual awareness enables PASGG-LM to deliver
outputs that feel more personalized and relevant. By aligning its inferences with common
human experiences, the model becomes more attuned to the implicit perspectives users
bring to different situations.

It is important to remember that PASGG-LM pipelines are limited to the inferences
that the LLMs can draw from the output provided by the benchmark SGG model. If the
SGG model output lacks sufficient information to describe certain aspects of the scene,
it is unreasonable to expect the LLM to reliably infer those aspects. This can be seen in
Figure 7, as the PASGG-LM models do not successfully infer any relations with predicates
from the following classes: activity, has emotion, has participant, and has time. Our
experiments demonstrated that LLMs generally refrain from inferring contextual relations
with insufficient evidence, showing a strong capability to avoid false positives in these cases.
In most cases, we found that when the input scene graph contained sufficient information,
GPT-4o-mini and Llama-3.1-8B with finetuning consistently inferred related contextual
features, building a more coherent final scene graph representation. This is qualitatively
shown in Figure 6, where the PASGG-LM model based on Motifs-TDE and GPT-4o-mini
is capable of inferring robust contextual aspects about the user who is surfing in warm
weather recreationally on the water.

The primary obstacle to achieving high PAi similarity scores for complex contexts,
such as participant-specific emotions, lies in the ambiguous output of current benchmark
SGG models, which often lack sufficient information to infer these contextual aspects.
PASGG-LM addresses these obstacles by fine-tuning the LLMs on our ground truth PAi
scene graph labels, which contain participant-specific information in the ground truth
labels. Through fine-tuning, we optimize the model toward outputting contextual relation
triplets which capture participant emotion and activity information. We also instruct the
model to not infer attributes that cannot be capably inferred from the inputted scene graph.
Therefore, PASGG-LM generally attempts to predict participant-specific information only
when it can reasonably be inferred from the inputted benchmark scene graph output. We
find this feature tends to override the fine-tuning and reduces hallucinations in the model,
improving its precision. As a result, PASGG-LM tends to overly focus on the context
of the overall situation, taking into account the limitations in what participant-specific
information can be inferred from the scene graph being post-processed.

Although our experimental results on R@K, mR@K, and mAP metrics strongly favour
GPT-4o-mini over Llama-3.1-8B for PASGG-LM in context-aware SGG to support PAi, it is
important to consider the drawbacks associated with closed-source LLMs. PAi is highly
dependent on personal data, and using closed-source LLMs can expose data to the owners
of the API. As people generally prefer not to share personal data, limiting the number of
third-party stakeholders with access to it is crucial. Furthermore, data decentralization
is a core aspect of PAi, and using closed-source LLMs through an API can remove this
value. Although slower than GPT-4o-mini through OpenAI’s API, Llama is cheap. The
open-source nature of Llama also provides much more freedom in terms of customizing the
capabilities of the LLM with different hyper-parameters. Considering the rate of progress
in AI, it can be assumed that open-source LLMs will continue to improve and become more
suitable for PAi, making them more desirable than they are today.

Privacy concerns are an important aspect to consider when working with personal
data. Using an open-source model locally can ensure security over the data passing through
it. We explored open-source options for all scene graph models and tested one closed-
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source LLM (GPT-4o-mini) alongside one open-source LLM (Llama-3.1-8B). Users have the
option to select a completely open-source PASGG-LM pipeline, allowing them to maintain
full control and security over their data. In addition to using open-source models, PASGG-
LM advances toward PAi, a paradigm that leverages data decentralization and federated
learning to enhance privacy preservation. The data decentralization and federated learning
method are outlined in [4].

Regarding user consent, PASGG-LM, when using models without LLM fine-tuning,
aligns with existing SGG models by avoiding participant-specific attributes. Such attributes
can only be incorporated through fine-tuning with PAi SGG labels that include participant-
specific data. For an optimized PASGG-LM pipeline to effectively capture such personalized
contextual attributes, user-specific data are necessary for fine-tuning. Consequently, the
model’s predictions on personal information are limited to what participants have explicitly
shared. Therefore, as long as users do not make extensive personal data publicly available,
PASGG-LM pipelines do not face issues regarding user consent.

In terms of future work, it is important to consider how we can design future SGG
models that better predict contextual predicate classes such as time and other participant-
specific classes. Current SOA scene graph methods struggle to capture participant-specific
relations with objects. We posit that constructing a large context-aware SGG or PAi SGG
dataset with properly labelled contextual and physical object classes will enable models
trained on it to learn contextual relations directly from training data.

Moreover, SOA scene graph methods return predicted object box coordinates along
with the predicted class (i.e., person, man, woman, face). Theoretically, this information
could be used in post-processing along with the original image to perform further compu-
tational inference. We envision a system that leverages auxiliary information in the form
of a chronicle identity grounding meta-dataset (CIGM). The CIGM would be provided by
a source user (or main participant) before model inference to support subsequent facial,
emotional, and identity recognition through post-processing. An example of a CIGM could
be an image dataset containing 1-5 images of the participant and each common secondary
participant (family and friends) labelled with individual IDs. The CIGM could then be used
alongside the localized predicted object coordinates to classify or re-identify participant
and ‘emotion’ information during post-processing, leveraging pre-trained vision models.
If successful, this strategy would be a way to inject participant and participant-specific
emotion information into SGG and context-aware SGG frameworks.

Our approach to PAi differs from traditional multimodal AI models due to its neuro-
symbolic foundation, which combines neural learning with symbolic reasoning through a
structured, reasoning-ready model known as a chronicle. Chronicles are created through a
two-phase process: a learning phase that constructs a graph-based model of an individual’s
temporal and situational perspectives using digital footprints (such as images, text, and
interactions) and a reasoning phase that enables responsible, secure querying of insights to
support informed decision-making.

In terms of contextual image understanding, unlike conventional SGG models that
focus on detecting explicit attributes and spatial relationships, our PASGG-LM approach
extends scene graphs to include ambient, social, and participant-specific attributes, cap-
turing contextual elements and enhancing user perspectives. PASGG-LM accomplishes
this by using LLMs in post-processing, which apply inductive reasoning to generate richer
contextual representations. Through prompt engineering and fine-tuning on PAi-specific
labels, our model captures nuanced contextual details that are often beyond the reach
of traditional methods. Altogether, this unique combination supports applications tai-
lored for perspective-aware use cases, prioritizing ethical access and fostering a deeper
understanding of individual contexts.

8. Conclusions

In this work, we explored the development of PAi, a novel approach that enhances
human–AI interaction by allowing users to perceive and interact with the world from
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another person’s perspective. By introducing our PASGG-LM pipeline and the novel task
of context-aware SGG, we integrate SGG with LLMs to more effectively model individual
perspectives within chronicles. Our experiments demonstrate the proposed method can
detect robust contextual scene graphs from images, addressing a significant limitation of
existing SGG models. We found that fine-tuning LLMs, particularly GPT-4o-mini, sig-
nificantly improved our system’s ability to capture contextual aspects in scene graphs,
outperforming identical pipelines that used Llama-3.1-8B instead. Challenges remain in
improving SGG models’ ability to predict certain contextual relationships, such as temporal
aspects or participant-specific interactions. To address this, we propose constructing a
large context-aware SGG dataset, as well as integrating auxiliary tools like the CIGM to
enhance identity and emotion recognition. This work has broad implications for human–AI
interaction, particularly in areas like social robotics, personalized assistants, and collabo-
rative systems, where understanding diverse perspectives can drive more inclusive and
empathetic interactions. Future work will focus on improving the open-source applicability
of models and designing better SGG frameworks for capturing nuanced human contexts.
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