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ABSTRACT

Characteristics of different methods in the binary
representation of contone pictures are investigated. A
theoretical limitation for such representations is derived.

The difficult problem of rescanning a halftone picture is
solved by implementing a dot size averaging technique. Moire
patterns can be completely eliminated. Fine details, which
otherwise might be attenuated in the dot size averaging
process, are preserved by using an adaptive algorithm to
locate and extract them.

The two approaches to encode a halftone picture are
discussed in order to improve the efficiency of coding schemes
for halftone pictures. The coding-before-screening approach
requires the knowledge of a sampling density for the contone
original which can then be used to reproduce halftone with the
same quality as directly from the original. Experimental
results show this sampling density to be dependent on the
characteristics of the originals. A sampling density of 180
lpi is adequate for almost all pictures produced from screen
of up to the 100 dots per inch. For lower screen densities
and picture of low spatial frequency content, the sampling
density can be as low as 90 lpi with little discernible
differences.

Two coding—after-~screening methods are developed to
improve the statistics of the binary pictures such that run-
length encoding can be applied more efficiently. The first
one uses multi-pel predictors while the second one decomposes
an image into two parts and then applies different schemes for
each part. When short runs are skipped and line interpolation
is used, compression ratios as high as 12 with respect to the
original halftone can be achieved with little degradation in
picture quality. Merits of the coding-before-screening and
the coding-after-screening approaches are then compared.

Thesis Supervisor: Dr. William F. Schreiber
Title: Gordon Professor of Electrical Engineering

-2-



ACKNOWLEDGEMENT

I wish to express my profound gratitude to professor
William F. Schreiber, my thesis supervisor. He not only
introduced me to the filed of image processing, but also
suggested the topic and guided me through the entire course of
this research. Without his guidance and his patience in
reading and correcting my draft, this thesis would never be
done. His concern and consideration helped me through those
days when life seemed so difficult to me.

Professor Donald Troxel and Professor Jae Lim served on
my thesis committee as readers. Their careful corrections and
comments on the draft are highly appreciated. Special thanks
to Professor Troxel for his constant technical support while I
was with CIPG. I must thank Professor Lim for his constant
supply of new ideas from the digital signal processing point
of view which provided a lot of stimulus.

I am indebted to Professor Richard Adler. In the early
days while I was studying in MIT, he helped me a lot in the
graduate program and so many times wrote recommendations on my
behalf.

I also want to thank Don Levinstone and Ted Kuklinski.
Their constant help in correcting my English and discussion on
the ideas are extremely beneficial. I am also grateful to my
officemate Malik Khan. During the time we have been together,
he shared a lot of experiences with me, academical as well as
cultural. There were many a valuable discussion concerning
this work and other related issues.

Among those who provide the excellent computer facility
support, I especially wish to thank Len Picard, Jason Sara,
Mike McIlrath, Russ Walker, Webster Dove, and Tony Drogaris.
They are a superb team and I had the pleasure to work with
them. I must also thank Marilyn Pierce and Ginny Chambers for
their help in taking care of the department bureaucracy.

Financially, this research is supported partially by the
Providence Gravure Company, partially by the Chinese Ministry
of Education and partially by the Grass Fellowship. I am
indebted for their support.



To

My Parents



TABLE OF CONTENTS:

Introduction .Q......d...........l.....‘ ..... e e a0 e 00 ® 8 60 000 090 00 e e 0 o0
Chapter 1: A Short History and Statement of Objectives .ceieceecences .
Chapter 2: Binary Representation of Contone Pictures .......cccceeee.
2.1 Characteristics of Visual Perception .cceeecscencccscccansece
2.2 Limitation of Binary Representation ...... cetecesscsescccnans
2.3 Method of %presentation .....6......0........'......C...I...
2.3.1 Fixed Level Thresholding ..ccececcccescccccccccne ceees

Chapter
3.1
3.2
3.3

Chapter
4.1
4.2
4.3

Chapter
5.1

2.3.2 Adaptive Thresholding ..cecceceaccsccceccccccaccaasse
2.3.3 Orthographic Tone Scale Creation ..eceeeececccnccccnse
2.3.4 Pseudorandom Thresholding .cceeececccesccsccscccoccccss
2.3.5 Ordered Dither - Contone SCreen ..ceeecececceccccsccces
2.3.6 Error Diffusion seceeececccececcccccccsscccccsanscccnce
2.3.7 Electronic Screening .eceocsecccsccecsccccsccecccsceascocs

3: Conversion between Contone and Halftone ....cceccceccccacs
Structure of Halftone SCreeN .eeeecececcsscscsccscccccccccace
Spatial Frequency Domain Representation .......cccecccccccee.
Conversion from Halftone to CoOnNtone ...ececececccccccccccccns
3.3.1 Problems in Halftone-contone Conversion .....ccesceee
3.3.2 End Point Estimation and Interpolation .....ccecceccee
3.3.3 Randomized AVErage .ceecccccssssssscsscccscssccccasces
3.3.4 Dot Size Averaging AppProach .cceeceececcccecccscecsccnss

4: Problems in the Coding of Halftone Pictures .......cceceee
Source of RedUNAANCY eeecccccccsscscsssccccccosccasscccccoccccs
Existing Coding TechniquUeS c.cacececccccccccacscccccccccacccee
Problems in Coding Halftone Pictures ...ecececececccccceccces

5: Coding Before Screening Approach ...cccececcececcccccccees
Maximal Sampling Interval .ecccecececsccsccccccccscsscscaccsccs
5.1.1 Experimental Method and Procedure .......cccececsccecs
5.1.2 Experimental Result for Resolution Test ....cecccceee

11

20
20
23
29
34
34
35
35
36
37
37

39
39
48
49
50
55
57
58

81
81
83
87

90
91
94
95



5.2 Resolution versus Contrast ............. cecretcecntirtenneann 97
5.2.1 Experimental Method and Procedure D I
5.2.2 Experiment ReSUltS ......eeevvvenn.. ceceen cesescences 99
5.3 Results Using a Two-Channel Coding Scheme ............ sessans 106

Chapter 6: Coding after Screening Approach ...... cecesas cesess cecesas 109
6.1 Multi-Pel Predictor cecccecsscccnntcsastecennana ceeccscessesas 110
6.2 A New Approach St e eccecsciecatesatsacrcescnnance0no e eesess 120

6.2.1 Construction of Two Channel Signals ........ ceceeness 121
6.2.2 Selection of Subsampling Factor ......eeeeeeeeeeenen. 123
6.2.3 Skipping of Short Runs ...... cecscescccccassansensees 125
6.2.4 Vertical Skipping of Lines ceccestcsssvecensssssesess 129
6.2.5 Result of 2 Channel Halftone Encoding ......... cesenn 132

Chapter 7: Summary and Conclusions ........ cececrescsctscccsssassasess 139

7 L] l Slmr]ary ® 600000000 e ® o 60000000 ® o 000000000 ® & 000000000000 ® o 00 00 139
7. 2 Conclusions @0 0 s0 0 e 000 eo ® &0 0000000000000 ® e 0200000000000 0 LN ] 142
7.3  Suggestions for Further Research D A 7 1

APPENDIX

a.o..o..-.....ou...-o.ooo..o.oo..o.oc..o‘-oo....o.ao. ...... . 150

BIBI—mRAPHY oco..0......000.....0...--.a.-.o.o...o-.o..-.oo.ooo.o..o. 166



LIST OF FIGURES:

2.1 Performance of visual system and bi-level display ...eeeeceens
3.1 One dimensional thresholding pProCess ...cceececesscecccccsaces
3.2 Two dimensional screen function ...eeeeeececscccsecscessacccns
3.3 Hexagonal screen patterns with 93 dots per inch ...... Ceessans
3.4 Hexagonal screen patterns with 76 dots per inch .....cieeeeeee

3.5 Hexagonal screen patterns with 64 dots per inch ...cccveeeeees

3.6 Image with Moire pattern ........ tecscsissssccssssssannnas oo
3.7 Determine the polarity of dot by length of runs ..... Geessannas
3. 8 Convolution Of tm functions S 8 @ 8 0806060006060 6000006000060 se e

3.9 Mask for generalized dot StrUCEUrE ...ieeccececccccscassccanss
3.10 Original halftone ....ceeeececessscsscsscccscscccans ceeees cees
3.11 Converted contone ........ ceccccnnas ceeccccecsescccccsnnns cons
3.12 Detection of dot symmetry ettt teeeeneeaeehre et eaernaaan
3.13 Original halftone ....eeeeeececccesccscsacacas cescesscscencna .
3.14 Conversion using dot size averaging only .....cececeeeeccccccss
3.15 Conversion using adaptive detail exXtractor ....eecececccces ces
4.1 Autocorrelation of halftone picture ........... eeseccesssoanee
5.1 Sampling density for full quality halftone reproduction ......
5.2 Test pattern for resolution of 65 line halftone ...eccceeecese
5.3 Test pattern for resolution of 85 line halftone .....cccceeeee
5.4 Test pattern for resolution of 100 line halftone .....ceeeneee
5.5 Result for resolution vs. contrast test ..e.ceeccccccscacecces
6.1 Predictors use only adjacent pPels ..eeeecececccoccccccaccccnns
6.2 Predictors use pels one period aWAy seeeceeccecccccesocaccccces
6.3 Performance of different predicCtor .iceecececcsccccccccccccnss
6.4 Block diagram of two channel halftone encoding ...ceeeceecccess

6.5 Distribution of runlength in highs chanmnel ...ccccccecccccacas

28
41
42
45
46
47
53
62
67
69
70
71
75
78
79
80
84
98
100
101
102
103
114
115
117
122
127



6.6
6.7
6.8
6.9
6.10
6.11
I.
II.
III.
Iv.

Interpolation of binary lines ...eeceeeeeeenen cecsccscasssssns
IEEE test piCture ® ® 0080 000 ¢ 00000 ae oo ® ® & 8250 000600880008 0000080000
Original CROWD test picture ....... cecseenn cecssssesacss ceeene

Reconstructed CROWD test piCture ....ceeeeececcesccscccccsscans

Original CMAN test picture ..eeeeeececeece. cecssesssssssescesces .
Reconstructed CMAN test picture .......c.. cesenes cesssessscnes
Slant bar Pattern ceceececcecececccsccsccossssssecssssscncnncss
Hexagonal sampling grid ..... ceseccccsccnn Saaoan caaces ceseeee

A hexagon which Fourier spectrum is to be found .....ccceecees

Shape of dot in the hexagonal screen discussed ............ ass

135
136
137
138
153
156
159
162



Introduction

The basic purpose of this thesis is to get a better
understanding of the nature of halftone pictures and to
develop a reasonable coding scheme for their transmission or
storage. Chapter one gives a short history of the development
and use of halftone pictures that inspired this research.
Chapter two is dedicated to the characteristics of visual
systems and the mechanism of bi-level representation of a
contone picture, including methods of generation. An
‘important subject in this chapter concerns the limitation of

the halftone process.

In chapter three, a halftone picture suitable for
printing purposes is discussed. Conversion between the two is
treated in considerable detail. The frequency domain
representation for generalized halftone is also developed and
is included in the appendix. Currently popular coding schemes
for both contone and bi-level pictures are reviewed briefly in
chapter four. The special problems in coding a halftone

picture are also discussed.

Chapter five and six discuss the method of coding
halftone pictures. Two approaches of encoding a halftone

picture are investigated. The first approach encodes the

original contone and converts it to a halftone at the
receiving site while the second approach screens the original

first and then encodes it. Due to the nature of the screening
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process and also the perception of the human eyes, some
features in a contone original probably can not be reproduced
in a halftone. In chapter five, ways and means are found ﬁo
set various limitations (number of grey levels, sampling
density etc) in the preparation of contone pictures. Halftone
pictures obtained from the contone so prepared are totally
indistinguishable by human eyes when compared with halftones
screened from the original contone. Information gathered in
this chapter is used to compare with another approach in
coding the halftone picture. In chapter six, two methods to
arrange binary pels are used to improve the coding efficiency
of run-length encoding by ihcreasing the length of runs.
Information about the screen, from which the halftone is made,
is used to extract more redundancy and thus a better

compression ratio can be achieved.

Results for the two approaches along with the merits of
each method are discussed in chapter seven along with

suggestions for further research on halftone pictures.
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CHAPTER 1

A Short History and Statement of Objectives

Ever since the invention of the printing process,
illustrations have been an increasingly important part of
printing. Due to the special properties of the printing‘
process, pictures always posed a big challenge. Simple
drawings which use only fine lines (so called line ért) can be
reproduced rather satisfactorily. Intaglio was the early
method of producing graphics on the printing materials where
lines can be used to produce thé perception of different
shades of grey if the spacing of these lines is varied in
appropriate ways. The halftone process has been used for more
than a century. Basically, it converts a continuous tone
picture into a regular pattern of dots that can then be
printed. The size of each dot is related to the tone at that
same place in the original picture being reproduced. Most of
today's newspapers as well as books print using this process

to produce pictures.

History of halftone process goes back to the last
century. An English physicist named W.H. Fox Talbot was the
first one to conceive the idea of using different sizes of
minute dots to obtain the grey value for a contone pictures.
He used a very primitive form of contact halftone screen by

placing a screen of black gauze between the sensitized plate
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and the positive from which he printed and exposed the
resulting sandwich. In 1855, A. J. Berthold was granted a
patent for a practical screen, composed of a single set of
parallel lines. George Meissenback successfully applied the
technique to reproducing photographs, using a parallel-line
screen. He turned the screen after one half of the exposure
had been given, thereby gaining in principle at least the
effect of a crossline screen. In 1885 in Philadelphia
Frederick E. Ives produced the first mechanically ruled
crossline screen. He scribed parallel lines in the opaque
film of exposed and developed wet collodion plates. Two such
plates were then cemented together with Canada balsam and the
direction of ruled lines crossed at right angles to form
transparent squares. Max Levy finally introduced ruled and
etched screens for halftone photography. The first Levy
screens were made in 1886, using the Ives scheme. The firm of
Max Levy is still in business in Philadelphia making halftone
screens and other products requiring extremely accurate
rulings. Modern glass halftone screens are made from two
pieces of clear, finely polished glass, each ruled with a set
of very accurately spaced parallel lines. The two glass
plates are cemented together with the ruled surfaces adjacent
and with the rulings at exact right angles. Normally, the
lines and spaces between them are of equal width. A
competitive process used by one maker employed crossed rulings

from a single piece of glass. The slightly round crossline
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intersections is claimed to produce smoother portrayal of
midtones. The above mentioned screens have the problem of
maintaining accurate screen distance. This difficulty was
eliminated by the development of the contact screen, where the
screen is in direct contact with the plate. The remaining
difficulty is how to hold the screen and plate tightly
together. High contrast film is placed behind the screen. An
image is then projected onto the plate. The cross line of the
screen creates a modulation effect on the image. The density
of light on the screen has the average grey value of the image
but with variation at the frequency of cross-lined screen.
This fast varying image is then further enhanced by the high
contrast film to create a binary picture. A printing plate

can then be etched using the film as a mask.

Finally, in this modern electronic age, electronic
screening without any physical contact screen is used.
Specifically, an electronic memory holding the screen pattern
that would be used in the contact or glass cases is
implemented in order to do the thresholding and create a
structured binary pictures similar to that produced by a
contact screen and high contrast film. Electronic screening
has the advantage of great flexibility. With the same
hardware (i.e., memory, scanner etc), different densities and
screen shapes can be implemented by simply changing the screen

structure that is stored in the memory. The sampling density
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required is relatively high in order to obtain a sufficient
number of apparent grey levels, especially when a high density
screen is used. Other than the easiness in changing both size
and shape of the screen pattern, the electronic screen is also
easier to incorporate some signal processing into the
screening, such as done by Kato [47] to enhance the picture
and/or modify tone scale. Because of the flexibility and the
availability of the Autokon electronic process camera, the

electronic screen is used throughout this thesis.

Although the halftone process preserves most of the
pictorial information in the continuous tone original, it does
result in some degradation. Low spatial frequencies are
usually retained. Some kinds of non-linear transformation of
the grey level is performed during the process. Also the
highest reproducible spatial frequency is not limited to the
aot size. Inherently, the halftone pictures have only two
levels. At the area where ink is applied a black patch is
produced. On the other hand in the area that remains blank, a
white patch is represented. During printing, ink is applied
to the printing plate and then transferred to paper. The
thickness'of the ink layer, the force applied between plate
and paper; and the surface smoothness limit tﬁe smallest white
and black areas. A thin ink layer, light force and smooth
paper surface result in a smaller area which can be printed,

which in turn increases the fidelity of the halftone pictures.
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The printing plate makes contact with the paper surface for
each copy. Printing dots which are too small will eventually
be worn out. Tollenar and Ernst [93] have the experimental
data for this effect. The typical value of minimum dot size

can be found accordingly.

Of increasing importance to the graphic arts and
communications industries is the manipulation of large
quantities of digitized graphic art images, such as line
drawings and combined pages of text and art. Such images
abound in printing and publishing and in facsimile operations.
As the demands on communication channels increase and the
costs of digital processing decreases dramatically with
passing time, it becomes more and more desirable to represent
this pictorial information efficiently. By efficiency, we
mean both use of as few bits as is appropriate and
specification of an information structure to which the
reconstruction procedure may be easily referred. Encoding and
decoding costs should be assumed to be relatively small,
perhaps even negligible when compared to the transmission or

storage-retrieval cost.

Automation of the newspaper printing process has been

very successful recently. Text editing systems are now
commercially available. Full page editing is also implemented

except, in most cases, for. the use of simple drawing forms
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instead of relatively complex pictures. The next step lies in
the dévelopment of systems which can create a whole page plate
ready for printing and furthermore to transmit this full page
plate to distributed printing locations from a central editing
office. As computer hardware becomes cheaper and its speed
faster, the use of a computer to achieve this goal is a very
logical approach. There are some obstacles yet to be overcome
if the goal of full page editing with mixed text and pictures
is to be achieved. For decentralized printing, the main body
of the material is edited in the central office and then
transmitted to local printing plants where plates are made and
material is printed. Generally speaking, if many pictures are
used in the pages, the storage space required will be
increased tremendously due to inefficient representation of
pictorial information. In turn, the cost and time of
transmission could be excessive due to the cost of
transmitting media and the large volume of information in the
newspaper. The cost of on-line computer storage also becomes
expensive if a large volume of information stays on line for a
long time. As a result, only very simple forms of pictures
can be used as in the case of Wall Street Journal, where a
very limited number of simple line art images are used as

illustrations.

To overcome this obstacle, appropriate data compression

is required. For the text, the ASCII form can encode the text
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and transmit it efficiently. For typical newspaper body type,
less than 200 bytes are sufficient to transmit a square inch
of text. The typesetting machine can use the encoded data to
produce the desired printed plate. The bottleneck lies in the
pictorial material. To faithfully send a picture in uncoded
form (usually called PCM), it would take one half to two
million bytes per square inch depending on the quality of the
original picture to be sent and the desired quality to be
received. If data are transmitted by a channel with capacity
of 56 kbits per second (this capacity channel is cheaper than
video channel but more expensive than a direct dial phone
line), a full page containing 15 % of pictures would take 2
minutes and 30 seconds to transmit, as compared to only a few
seconds for a whole page of text. It can be easily seen that
the small pictorial area contains a high volume of data. Even
with the old saying that "a picture is worth a thousand
words," this is still too high a price to pay and sometimes

makes the implementation impractical.

At the present time, continuous tone pictures and bi-
level facsimile have been extensively investigated both in
space and spatial frequency domains. Many practical and
efficient coding schemes have been developed and implemented.
On the other hand the halftone pictures which form the major
part of the the printed pictorial information have rarely been

considered.
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As a result, the transmission of pictures suitable for
printing is still a problem due to the extremely large amount
of information required. To improve the transmission time as
well as requirement of on-line storage space for decentralized
printing, efficient schemes for the coding of halftone

pictures must be found.

Investigation of the properties of halftone pictures and
use of this information to achieve a better coding scheme
comprise the main body of this thesis. That includes the
resolution and contrast compromise, the psychophysical effect
of a halftone process, the information content, Moire pattern
etc. Better coding schemes for halftone pictures are
implemented that not only result in good picture quality but

also a high compression ratio.

To store the picture information in the computer and
retrieve it for later use, there are two aspects that must be
taken into consideration. First, picture information should be
converted in an efficient way such that it takes small space
for storage and needs the least amount of time for
transmission. Second is the achievement of this goal using as
simple an algorithm as possible and yet retain as much useful
information as possible. Certainly, there must be some
trade-off between these two goals. In order to fulfill this

purpose, experiments have been conducted to gather the desired
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information about bi-level pictures.
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CHAPTER 2

3inary Representation of Contone Pictures

2.1. Characteristics of Visual Perception

Since the final objective of this thesis is to find an
efficient coding scheme for halftone pictures, it is important
to understand characteristics of the human visual system,
i.e., how the binary image is perceived by eyes, what are the
1imits of binary representation etc. The performance of the
human visual system (HVS) has been the subject of research for
a long time. Basically, the HVS is comprised of two parts:
the optical system such as lens, iris, etc. and the sensory
nervous system. A more detailed description of the visual
system can be found in Cornsweet [11]. As we know, the
performance of the HVS is subjective, nonlinear and with large
intrinsic deviation in measurement. One of the best ways to
investigate such systems is through the use of describing
function which gives the response curve for sinusoidal inputs.
The optical system of eyes is similar to a typical optical
system and has similar limitations. A common way to describe
the performance of optical systems is through the measurement
of the "modulation transfer function" or MTF in acronym. Some
of the characteristics of the ordinary optical system can also

be found in human eyes. For example, lenses usually have a

-20-
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limit on resolving fine detail. At a high spatial frequency,
the image cannot be reproduced as well as at a low frequency.
This is also the case with the visual system. As finer detail
is presented in a picture, human eyes tend to fail to resolve
them. In other words, we can not see the detail as well as in
plain areas. This roll-off makes the eye act like an
integrator at higher spatial frequencies. In addition to the
optical system, there is also the psychophysical limitation
due to the overall sensing and transmission of the visual
information via the nervous system. This psychophysical
effect essentially rolls off the sensitivity at low spatial

frequencies and makes the eye act like a differentiator in

that range.

There are various methods to obtain the MTF of human
eyes. Cornsweet has listed the most commonly used methods,
namely, the direct measurement by Davidson [13], the threshold
measurement by Van Nes and Bouman [95], and the contrast match
method by Davison [12]. The direct method asks the subjects
to match the grey level of a small portion of an alternating
pattern to a grey scale. The period of the alternating
pattern is changed to get readings for different spatial
frequencies. The threshold method simply adjusts the
magnitude of the alternating pattern until subjects cannot
tell whether it is a uniform grey scale or an alternating

pattern. The contrast match method asks the subjects to

=21-




change the magnitude of the alternating pattern until they see
the same contrast as in the comparison pattern. These
experiments are quite subjective and a linearized model of a
highly nonlinear system - human eyes - seems to be simplistic.
However, the measurements obtained from these different
methods are quite similar in shape and give a good explanation

for some visual effects such as the Mach band phenomenon.

The typical MTF of human eyes is shown in Figure 2.1.
This characteristic of the visual system can be translated
into the limitation of a perceptible number of grey levels
versus spatial frequency. In an area with low frequency
structure we can distinguish many more grey levels than in a
fine detailed area. As the content of detail increases, the
sensitivity of the eyes also drops and makes it harder to
discern small changes in grey levels. A larger step change in
grey value is required to enable the eyes to perceive the
difference. Actually, in the plain area of a picture, the
number of grey levels is important but in the highly detailed
area (e.g. at a sharp edge) it is the texture rather than the
exact grey level that is significant and must be reproduced as

well as possible.

The MTF curve can be fit with a éompact mathematical
form. Dooley[15] has fit the MTF curve of human eyes into

closed mathematical formula.
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# of levels = 1010(exp-[0.69f])(1 - exp-[0.5f]) + 1 (1)
where f is the spatial frequency measured in line per

inch.

In this form, it is much easier to compute and compare
results with experimental data. Roetling [77] adopted this
mathematical form to calculate a theoretical limit on the
number of bits needed to represent pictorial information,
using the redundancy in human visual systems due to the roll-
off at high spatial frequencies. At a sampling grids of 500
samples per inch and viewing distance of 12 inches, a
theoretical limit of 2.8 bits per pel is obtained when
compared to the typical 8 bits per pel contone representation.
The same method can be used to find the sampling grid where
one bit per pel date rate can be reached theoretically. This
is found to be at a sampling density of 850 pels per inch when
the picture is viewed from 12 inches away. These numbers are,
of course, only theoretical values. There is no guarantee
that an optimal coding scheme can be practically implemented
to achieve the above rates. The same MTF can be translated
into the number of grey levels versus spatial frequency curve
and is used in the next section to derive the limit of a

binary representation.

2.2. Limitation of Binary Representation

The type of picture we are more familiar with is the

contone. In such pictures one can find different shades (or
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grey levels) in each picture element. It is often the case
that we have to display these pictures on devices that can
produce only two tones. For example, in a plasma panel
display, controls are provided to turn each pel on or off.
The brightness of each pel cannot be modulated. Also in most
of the printing processes (with the exception of gravure), the
apparent grey level is determined by the size of the area in
which ink is applied rather than the thickness of the ink
layer. Control in transfering the ink to the paper is done
through etching of the plate. By arranging the binary pels
carefully, the texture and shade of the picture can be

reproduced quite accurately.

The reason why a binary picture can look like a contone
is explained by Roetling, using the similarity of the visual
performance curve and the obtainable grey level versus the
spatial frequency curve of the binary pictures. A more
convincing and intuitive explanation is from the point of view
of the spatial frequency domain. By looking at a halftone
picture from the spatial frequency viewpoint, one can find
that the spectrum consists of a main lobe which contains the
information of the original contone picture plus some
repetitive peaks at the harmonics of a two-dimensional dot
structure [50]. The visual system acts like a filter that
attenuates the harmonics and perceives the main lobe that

holds the information of the original contone. Human eyes are
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much more sensitive to abrupt changes in shape, brightness,
etc. than the uniform area of a regular object. For example,
regularly spaced dots tend to be perceived as uniform grey if
we do not intentionally look for the dot structure. When this
effect is combined with the fact that size and spacing of
those dots which are small enough so that the harmonics of the
dot structure are at a relativly high spatial frequency, they
will be heavily attenuated by the visual system. This

explains why a binary picture can look as good as a contone.

The first question which arises is "How small does the
sampling grid need to be in order to render a contone picture
perfectly by a bi-level display?" By perfect, we mean that
there is no perceived difference if the pictures are viewed
side by side, at the same distance. Although human visual
systems cannot distinguish more than two grey levels of high
resolution testing patterns, with more than 900 lines per inch
at 12 inches of viewing distance, it does not mean that simply
assigning one bit of data to each pel can produce a binary
picture as good as its contone original at the same
resolution. Actually, using output devices such as the
Autokon, at 722 1lpi resolution, by assigning one kit to each
pel, the picture is not really as good as the the original
when viewed at the distance of 15 inches. This is true even
when optimized algorithms such as the contone screen (to be

discussed in the next section) are used. One explanation can



be obtained from the visual performance curve and the

performance curve of the binary picture.

The performance curve of a binary picture is derived by

Roetling [77]. It is shown to be:
# levels = (%?)2(15) + 1 (2)
JAN

where f is the spatial frequency and /\ is sampling grid size.

The relationship of these two curves can be seen in
Figure 2.1. With a coarser sampling grid, the binary
performance curve rolls off sharply at relatively low spatial
frequencies. In the last section, we mentioned the 1 bit per
pel coding efficiency for a theoretical limit at 860 samples
per inch. It actually needs a complex coding scheme to get
close to the above rate. If one bit is used to represent the
state of each pel, much denser sampling is needed to produce

the same quality as the original.

When the sampling grid in a digitized picture becomes
smaller, it also becomes more difficult to see each individual
pel. When such small pels are used to represent the grey
level of a small area, it creates fewer artifacts.
Theoretically, if this process continues, the binary pels will
eventually be so small that they are nb longer visible to the
eye. Not only is the single binary pel not visible, but

clusters of these binary pels that create the different shades
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will also be uniform to hide any defect due to this binary
representation. Above that point, the binary picture is no
different from its contone original as far as the eye
perception is concerned. Human visual performance, as well as
the characteristics of the binary picture determine this
limit. The coarsest sampling grid to achieve the above effect
will be found based on the visual model by Dooley [15] and the

binary performance derived by Roetling [77].

The performance curve of binary representation has been
mentioned before. The number of reproducible grey levels is
shown in equation (2). For a coarse sampling grid, the
performance curve will intercept the visual performance curve
at two points, as indicated by A and B in Figure 2.1. Between
the two interception points, the visual performance curve is
above the binary performance curve. This indicates there are
some signals visible to eyes which are unable to be reproduced
by a binary representation. In other words, there will be
differences between the original and the binary
representation. If the sampling grid becomes smaller, the
shape of the binary performance curve remains the same.
However the entire curve is now moved toward the higher
spatial frequency side. The interception points marked C and
D are now closer to each other, indicating that fewer signals
are visible but not reproducible. Finally, when the sampling

grid is small enough, the two curves will be tangential to
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Figure 2.1 Performance of visual system and bi-level display.
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each other. At that point, there will be no signal which is
visible but not binary reproducible. The sampling grid at
which this happens is the maximum grid that invariably
generates a perfect binary picture. To find this value, the

transcendental equation must be solved.

d2 1,2,1
— {(75) (—5) - 1010(exp-0.69f) (1 - exp-0.5f) } =0 (3)
af A

This value is found by solving equation (3) numerically. It
is 1160 1lpi at a 15 inch viewing distance. Note this value
depends on the viewing distance. For a 12 inches viewing

distance, the value can be scaled up to 1460 samples per inch.

2.3. Method of Representation

In the last section, the capability of binary display
systems has been discussed. In this section, the actual
implementation will be reviewed and compared. A more detailed
discussion on halftones suitable for printing purpose will be
included in the next chapter. The term "texture coding" is
used to describe the representation of pictures based on only
two levels (or one bit of information) for each picture

element.

In principle, a binary picture is obtained by
thresholding an original contone picture with a screen
pattern. Depending on the grey level and the screen magnitude

at a particular location, it produces either a black or a
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white pel for output. Due to the lack of grey levels, the
binary representation has some inherent degradation. The next
problem is to find a screen pattern such that the resulting
binary picture has the desired characteristics. The objective

is to minimize degradation due to the lack of grey levels.

There are some major concerns in reproducing pictures
using binary output devices. The first one is whether a large
enough number of apparent grey levels can be created. This
factor determines the low frequency properties of a binary
picture, i.e., areas without much detail. If the number of
. grey levels that can be produced is not large enough, then
abrupt jumps between levels will be quite visible. This is
the familiar contouring effect in the plain areas. The second
concern is the capability to produce fine detail textures. A
good thresholding method should produce fine detail as sharply
as possible. The third one is printability. To display
pictures with devices such as the Autokon and plasma panel,
where each pel can be reproduced accurately in an "ON" and
"OFF" fashion, the only concern is to arrange the pels to
reproduce the best appearing picture. Unfortunately, this is
not the case for most printing processes which are used to
create illustrations in books or newspapers. It is natural to
give special consideration to the capabilities and problems in
the printing process. All methods used in printing, with the

exception of gravure, have difficulties in accurately
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modulating the amount of ink to be transferred to each picture
element on paper to create different shades. In order to
achieve the apparent grey levels, the halftone process is
used, which enables pictures to be printed with consistency.
In letterpress printing, the amount of ink transferred to
paper is controlled by the area where ink will be transferred.
The smallest dot size is required to print a white patch.

Were it not for these minimal dots, the paper would be in
direct contact with printing plate and a black patch would be
printed. To get higher dynamic range, smaller minimal dots
are desired. But as the minimal dots become smaller, they are
also easily worn out. The result is a change in tone scale as
more copies are printed from the same plate. Ink running and
wear on the printing plate which cause errors in dot size are
the basic processes which create errors in reproducing the
halftone dots that in turn will cause grey scale distortion.
Yule [99] described the limiting screen frequency of halftone

as being set by correct grey scale reproduction.

Another problem is the smoothness of the papef sur face.
For a smooth surface, ink can be transferred from plate to
.paper accurately. With rough surface, this will not be the
case. When the dot is too small, ink on the dot may not be
transferred at all, because it ﬁay not be in contact with the
paper surface. Due to the characteristics of the ink transfer

to paper and the wearing problem on the printing plate, a
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minimum dot size is usually specified in order to produce
consistent halftoné pictures. For a rough surface, a coarser
screen should also be used. Usually, when a high density
screen is used, it requires a smoother paper surface in order
to print accurate and consistent tone scale. For an extremely
fine screen, specially coated paper should be used. This
extra constraint limits the binary display from obtaining its
best possible visual quality. Other than the above major
consideration, there may be some concern about the complexity
of the implementation. But currently, as hardware becomes
cheaper as compared with other development costs, this no

longer seems of major concern.

There have been some recent developments in bi-level
representation, both in display systems and in encoding
schemes. Knowlton [52] has developed a regular noise pattern
to avoid the low spatial frequency noise as introduced by the
Roberts pseudo random noise scheme [74]. He also tried to
preserve the high contrast detail at cell-size resolution.
Techniques to generate halftone pictures on computer terminals
have been implemented by Arnemann [4], Schroeder [861],[87],
Phillips [70] and Rossol [80]. Arnemann was concerned with
the display on a graphic terminal and he used run-length
coding to reduce the memory requirement. Schroeder and Rossol
used a microfilm piotter as the output device for halftone

pictures and Phillip uses an ink jet machine. More recent
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developments can be found in the application of ordered dither
to a plasma panel by Judice et al [43][44]. All literature
mentioned above are mainly concerned with the elimination of
contours due to the limited number of grey levels, in this

case only two.

Accompanying the schemes mentioned above is the grainy
appearance due to the introduction of pseudorandom noise.
Dither has been used for a long time to eliminate contouring
effects due to the lack of grey levels. Roberts [74] applied
the technique of adding and subtracting pseudo-random noise
that has a very long period of repetition. From the spatial
frequency point of view, such pseudo-random noise has low
frequency components as well as high frequency components (the
actual spectrum is somewhat flat over the frequency of
interest). The low frequency noise is visible because of this
characteristic. On the other hand, ordered dither which has a
shorter period of repetition and hence contains only high
spatial frequency components, is much less visible to human
eyes. Limb [55] has applied this technique and the result is
quite satisfactory. Jarvis et al [40] have listed methods for
the binary picture representation. More recently, Stoeffel
[90] has reviewed those methods as well as some newer
algorithms using the criteria mentioned above. In short, the
current methods can be categorized in one of the seven ways

listed below:
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2.3.1. Fixed Level Thresholding

In this method, grey values of picture elements in the
contone picture are compared with a fixed value. If the grey
level is greater than the threshold value, a white pel is
generated, otherwise a black pel is created. This method can
produce high contrast fine detail but lacks the capability of
reproducing grey scales. The contouring effect is the most

severe among all algorithms.

2.3.2. Adaptive Thresholding

Instead of fixing the threshold value at a number, this
method applies a cbnstantly adjusted value for thresholding
according to the érey value of the local area [61][39].
Compared to the last method, more grey levels can be
reproduced due to this constantly changing threshold value.
The fine detail is not as good however. Also, depending on
how the adaptive algorithm is used, the picture quality can
vary substantially. The method of Morrin is one way to
represent a continuous tone picture, where dynamic
thresholding and edge detection are used. Text pages and data
like finger prints can be successfully represented, but so far
as an ordinary picture is concerned, the quality is no match
to that of the conventional halftone. Some features of the
picture are conserved and enhanced making this method useful

for certain special purposes. It consists of some
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preprocessing (edge enhancement) and data compression.
Although serving very well as a tool for pattern recognition,

it seems ruled out for printing applications.

2.3.3. Orthographic Tone Scale Creation

This method measures the average grey value of a contone
picture in a small area, and then uses this average grey level
to assign the polarity of binary pels in an nXn area. A
pseudo halftone system has also been developed at IBM for a
facsimile machines by Jarvis [38] and for a printers by Grad
[24] where the brightness of an area is simply represented by
pels arranged in some order. A similar method has been
patented by Behane [7]. There is a pattern for each
corresponding grey level. The contouring effect can be
eliminated by using a large enough area for each grey value
assignment. Since an average grey value is used over the
entire nXn area, small variations in grey level between pels
can not be fully accounted for, resulting in loss of fine

detail in this method.

2.3.4. Pseudorandom Thresholding

The Roberts pseudo-random noise method is effective in
getting rid of the contouring effect due to limited number of
grey levels. When this method is applied to a 1 bit per pel

case, we have pseudo-random thresholding, which is sometimes
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called a random screen. The random screen is a sequence of
random numbers, more exactly a pseudo-random number sequence
with a very long period. To get rid of the contouring effect
due to the lack of grey levels, pseudo-random noise can be
added and then the resulting signals are thresholded with a
fixed value. We can also think of this process as comparing
the signal to a two-dimensiocnal pseudo-random screen pattern.
The polarity of each pel output is thus determined in a
probabilistic fashion. The larger the grey value is, the more
probable the pel will be turned on and vice versa. The
disadvantage of using the long sequence pseudorandom threshold
screen is the noise effect, especially at low spatial
frequencies. Human eyes are very sensitive to this kind of

noise pattern.

g.g.é. Ordered Dither - Contone Screen

-

This is basically a repetition of a short sequence
pseudo~random pattern in the two dimensional grid. Bayer [6]
has developed the optimum ordered dither to represent a
picture using only two levels. He uses the criterion that the
lowest spatial frequency component of the dither should have
the smallest intensity. A recursive formula has been derived
to specify the screen pattern with nxm in size} Qhere n, m are
power of 2. The contone screen uses such repetitive screens

to minimize the magnitude of the lowest spatial frequency

-36-



noise. The overall effect of the status of these pels
combines to give the desired apparent grey level. This noise
problem mentioned in last method is improved in this method
due to the "regular repetitive" structure of the screen
pattern. The disadvantage of ordered dither is artifacts in
plain areas at some particular grey level. The binary pels

will create some pattern that is quite visible.

2.3.6. Error Diffusion

The error diffusion algorithm by Floyd and Streinberg
[18] use a simple threshold at the mid~tone but distribute the
error generated by the thresholding to its neighboring pels.
The error produced when thresholding a pel is accumulated and
the distributed to its neighboring pels in a predetermined
weight. Over the entire picture, it alternates to create an
error distribution that is the least visible. This method
produces the best picture so far as grey levels and details
are concerned. Its major disadvantage is the complexity of
implementation and occasional artifacts in plain highlight and

shadow areas.

2.3.7. Electronic Screening

Another way to represent continuous tone picture on the
two-level basis is that used in the printing industry i.e. the

halftone process, where the grey level is represented by areas
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of ordered dots. This method is the only one that is subject
to the constraint of minimal printable dots. The threshold
function is a two dimensional repetitive pattern. The pattern
is so designed such that fcr any given uniform grey level it
produces a dot that can be reproduced fairly well in the
printing process. Sometimes the pattern is also designed to
compensate for some difficulties in printing. This method can
produce very good grey levels and can render high contrast
fine details. It can not produce detail with low contrast.

In that case, almost uniform dots will be created and the

texture will not be seen.
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CHAPTER 3

Conversion between Contone and Halftone

In the last chapter, various bi-level representations of
a contone picture have been discussed. Although electronic
screening does not produce the best visual quality as compared
to some other methods like the contone screen or error
diffusion algorithm, it does produce good pictures suitable
for printing purposes. The major concern in this thesis is to
find characteristics for pictures that can be transmitted and
eventually printed on paper. For this reason, the process of
electronic screening is to be discussed in more detail in this
chapter. Topics such as the screen structure, the spatial
frequency domain representation and conversions from one form
to the other are investigated. The information obtained will
be used later in finding efficient coding schemes for pictures

of this nature.

3.1. Structure of Halftone Screen

The halftone process is nonlinear. Basically it
thresholds a contone picture with a two-dimensional periodic
screen structure and produces one bit per pel output. As an
example, the one dimensional case is shown in Figure 3.1 ,
where Figure 3.la shows the original contone picture, Figure

3.1b, the periodic screen and Figure 3.lc the resulting
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halftone picture. By varying the screen period, different
screen sizes can be obtained. Similarly, if the shape of the
screen function is changed, the shape and size of dots
corresponding to various grey levels will also be different.
The net result is a tone scale transformation in the process.
That is sometimes desirable to achieve some special filtering.
An example can be found in Kato and Goodman [47]. The two
dimensional screen is similar to the one dimensional case
mentioned above. The screen pattern can now be visualized as
a periodic structure of mountains and valleys and the contone
image as a surface over the screen structure. In areas where
the surface representing the grey level is above the screen
function, white pels are produced. On the other hand when the
surface is lower than the screen function, black pels are

created. Figure 3.2 shows one of the screen patterns.

Theoretically, the spacing between dots should be as
small as possible in order to achieve better rendition of
detail and create the least visible dot pattern. In practice,
there is a limit as to how fine a screen can be used. Due to
the limitation on the printing process such as wear on the
printing plates, running of ink, and smoothness of paper
surfaces, the design of the halftone screen is always
compromised in order to print enough dynamic range and
minimize the problems intrinsic to the printing process. 1In

order to render the optimal grey levels and reduce the noise
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Figure 3.1 One dimensional thresholding process.




Figure 3.2 Two dimensional screen function.
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effect, screens are often so chosen such that small dots are

round and hence have smaller perimeter/area ratio in both

highlight and shadow areas and gradually change their shape

into elliptical or square dots in the midtone.

The following criteria have been followed to create a two

dimensional halftone screen to do the thresholding and create

halftone pictures.

(1)

(2)

(3)

(4)

The screen is repetitive in two directions.

Minimal size of dots created must be large enough for

printing purpose.

The size of dots depends on the average locali grey shade.
When averaged out over a local area, the white areas
should be equal to the average brightness around the same

area of the contone original.

The shape of the dots for different grey shade should
produce minimal distortion when ink is transferedbfrom
plate to paper. In some special cases, when a tone scale
transformation is to be incorporated into the screen
process, the shape corresponding to a grey level should

be designed accordingly.

Various shapes of the halftone screen have been simulated

on the Autokon electronic process camera [5]. Especially

interesting is the hexagonal screen. Theoretically, a
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hexagonal array renders the best results in the spatial
frequency domain. This is due to the reason that among
different shapes of the sampling grids with the same interval
between sampling pulses, a hexagonal grid can render the
highest spatial frequency components [69]. One would not be
surprised to find that a hexagonal screen can produce better
halftones than the ordinary diagonal screens. Another
advantage of the hexagonal screen is the orientation of the
screen with respect to the picture to be reproduced. The
optimal orientation for rectangular screens is such that the
two axes of the dot array make a 45 degree inclination to the
vertical. This has been empirically proved to be the least
sensitive to the eyes so far as the dot pattern is concerned.
Hexagonal screens have three axes of symmetry as compared to
two in the traditional rectangular screen. The orientation of
the hexagonal screen is thus less critical than the

rectangular.

In order to test the benefit of the hexagonal screen some
aspects of it have been investigated. Three different sizes
of screen patterns have been implemented. They consist of 61,
91, and 127 pels for each dot respectively. The patterns are
shown in Figure 3.3 through Figure 3.5. All three patterns
are simulated by software. The'ﬁé;ééonal halftone is then
sent to the Autokon to make a hard copy. It is found that the

hexagonal screen produces rather interesting patterns which
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29 35 44 56 61
32 26 20 47 52 55
38 23 9 8 19 43 40
53 41 10 2 7 18 25 34
59 50 11 3 1 6 17 28 31
57 48 12 4 5 16 22 37
45 21 13 14 15 49 46
36 27 24 42 51 58

30 33 39 54 60

Figure 3.3 93 dots per inch hexagonal screen for Autokon
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44 50 56 81 96 101
47 41 35 72 87 92 95
53 38 32 23 20 77 80 83
81 59 26 9 8 19 31 71 55
93 78 29 10 2 7 18 28 40 49
99 90 75 11 3 1 6 17 34 43 46
97 88 21 12 4 5 16 25 37 52
85 73 24 13 14 15 22 74 58
57 36 33 27 30 76 89 86
51 42 39 70 79 91 098

45 48 54 82 94 100

Figure. 3.4 76 dots per inch hexagonal screen pattern
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62 68 74 100 115 124 127
65 59 56 80 96 112 121 118
71 53 50 44 38 94 109 106 103
83 77 47 22 21 20 37 21 88 85
101 86 39 23 9 8 19 36 43 79 173
116 104 89 24 10 2 7 18 35 49 55 67
105 119 107 25 11 3 1 6 17 34 52 61 64
122 110 92 26 12 4 5 16 33 46 58 70
113 95 40 27 13 14 15 32 42 82 76
98 81 45 28 29 30 31 93 96 99
75 57 51 48 41 90 108 111 114
69 60 54 78 87 105 120 123

63 66 72 84 102 117 126

Figure 3.5 64 dots per inch hexagonal screen
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appears to have better detail rendering with the same size of
dots. Unfortunately, the Autokon can only output picture at a
fixed rectangular grid of 722 pels per inch in both
directions. With this restriction, output of the hexagonal
halftone is not exactly the shape we want. Even with this
shortcoming, it can be seen that pictures still have very good
visual quality. The output would be better if a true

hexagonal device were available i.e., with the pels interlaced

/3

between lines and the distance between lines - the distance
between any two adjacent pels. The only annoying effect in
the hexagonal halftone occurs in the border of the picture,

where the border and the axes of dots are not parallel thus

create a sawtooth-looking edge.

3.2. Spatial Frequency Domain Representation

To help understand the properties of halftone pictures,
it is useful to investigate the halftone picture both in the

spatial domain and the spatial frequency domain.

Mathematical models of a contact screens and a ruled
screens have been developed by Engeldrum [17] and Streifer et
al [91]. Robinson [76] also has formulated representations in
the two-dimensional spatial frequency domain for a contact
screens. A conventional screen pattern in the rectangular
coordinates has been derived by Kermisch and Roetling [50].

Their prediction of aliasing due to the screening is confirmed
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by experimental results. Their representation also explains
why a halftone can produce the appearance of a contone
picture. Intuitively and by mathematical analysis the Fourier
spectrum of a halftone picture is composed of the desired
image signal plus the modulated versions around the two
dimensional harmonics of the screen density. The low
frequency fundamental gives the appearance of the picture, and
the high frequency harmonics are the artifacts. The reason
for this structure is the semi-periodic property of the
halftone. This result will be extended to a generalized
coordinate system i.e., where dots of a halftone picture are
repetitive in two arbitrary directions and at distances that
may not be equal in the two repétitive directions. This
extension is via the generalized reciprocal bases to be
discussed in the appendix. It will be specially focused on
the hexagonal halftone. Note that the hexagonal raster is
nothing but a grid with its two basis vectors equal in

magnitude and with an angle of displacement of 60 degrees.

3.3. Conversion from Halftone to Contone

In this section, problems asociated with the halftone
picture when it is required to be rescanned are discussed.
Some new approaches have been investigated. The dot size

averaging algorithm is found to be the most effective and
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renders much better quality with no guess work as compared to

the traditional methods and other approaches in this section.

3.3.1. Problems in Halftone-contone Conversion

Sometimes it is necessary to scan a halftone picture and
store the image either in halftone or contone format. In the
case of halftone format, the problem is not so serious if no
screen conversion is necessary i.e., the space between dots is
the same in the input and output pictures. In order to keep
enough apparent grey levels in the output binary picture, the
input halftone is usually scanned in with relatively small
sampling grid. When this sampling grid is 6 to 8 times
smaller than the line density of the input halftone then Moire
will not be a problem [31]. A more difficult problem is to
scan the halftone picture and then convert it to a contone
form or convert the original halftone to another screen
density for other printing purposes. As we learn from
Kermisch and Roetling [50], the halftone picture has very
strong harmonics around the screen frequency in its spatial
frequency domain representation. Due to the roll-off
characteristics of the visual system at high spatial
frequency, those strong peaks do not cause seriocus problems in
viewing such halftone pictures. When a halftone picture is

scanned in as a contone picture, problems arise however.
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The sampling process can be modelled as multiplication by
the sampling function which is an impulse train at the
sampling grid as mentioned in the last section. When two
functions are multiplied in the space domain, that
correspondins to a convolution in the spatial frequency
domain. The sampling function is periodic and has an impulse
at the fundamental as well as harmonics of the sampling
frequency. For ordinary contone pictures, this process does
not cause a problem because a contone picture does not have
significant content in the high spatial frequency region.
Optical and chemical processes always attenuate the high
spatial frequency component tending to band-limit the signal.
On the other hand, in the case of a signal with strong content
at high frequencies such as a halftone image, the resulting
beat signal does cause a serious problem. When the angle of
these two functions are not adjusted properly or the sampling
grid is not chosen correctly, the beat frequency can fall in
the most sensitive range in the spatial frequency domain.

This is the well known Moire pattern. In the halftone-contone
conversion, this creates very objectionable low frequency

interference.

An example of a Moire pattern is shown in Figure 3.6
which is obtained from scanning a 65 line halftone with a 253
and 95 line per inch device. Clearly the first beat frequency

occurs at a horizontal frequency of (95 - 65*% /2 = 4) and
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vertical frequency of 0. Figure 3.6 is the image obtained in
such process. Note that the vertical Moire pattern is
slightly tilted due to the relative position of the original
halftone picture and the scan direction of the laser beam.
Also the Moire pattern has a slightly higher spatial
frequency, due to the fact the the original halftone picture
is actually near 64 line per inch and the sampling density is

slightly higher than 95 per inch.

To avoid this prcblem, several methods can be used.
First, the sampling grid can be chosen to be small enough
compared to the halftone screen density. This is the case
when a halftone is to be scanned in and stored as a binary
image. The scanning rate should be at least 6 times that of
the halftone screen density with 8 times or more preferred.
Second, the angle of the scanning direction with respect to
the screen direction can be carefully arranged such that the
the two-dimensional beat frequency falls cutside the sensitive
region or has a magnitude small enough not to be noticed.
Third, the halftone picture can be preprocessed to get rid of
the high frequency harmonics. After preprocessing, only the
main lobe of the original spectrum remains. The high
frequency side lobes are attenuated to a negligible level
making the signal close to band-limited. Traditionally, this
procedure is done by defocusing the original halftone until

the screen pattern disappears completely.
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Image with Moire Pattern.
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All the above approaches have their shortcomings. In the
first one, there is not much freedom to select the sampling
density. A picture is usually scanned at a particular density
to suit some particular output device. 1In the second, the
angle of scan is very critical so far as the Moire pattern is
concerned. In practice, just a few degrees of difference can
produce pictures of very different characteristics. In the
third approach, the quality of the picture is severely
degraded. The reason is that halftcne pictures can retain a
great deal cf information in the frequency range higher than
the screen density. This is especially true when high
contrast details are present in the picture, in which case the
dot structure is highly distorted and even broken into smaller
dots called partial dots. In the spatial frequency domain,
such signals are located above the fundamental screen
frequency. When a picture is low-pass filtered to attenuate
the screen structure, it loses much of its fine detail. Part
of the reason why the defocusing produces very blurry pictures
is that a substantial degree of low pass filtering is
necessary to suppress the harmonics of dot structure

significantly.

In the next few sections, many methods are used and their

results compared.
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3.3.2. End Point Estimation and Interpolation

In this approach, the boundary of a dot is assumed to be
the thresholding point where the grey level of the contone
picture is equal to the screen function at that particular
location. If the screen pattern is completely known i.e.,
both magnitude and phase (or the starting and ending
location), then the grey value of the boundary can be
estimated. After the boundary pels have been given grey
values, other pels can then be interpolated by a two
dimensional algorithm. Theoretically, if the 'estimation of
the end points is accurate enough, then errors occur due only
to the interpolation and those are small. There are two
difficulties in this approach however. First is the error in
estimation of grey levels of the boundary pels. The accuracy
of estimation depends on the number of pels in a dot. For
continuous systems, there are an infinite number of pels in a
dot, hence the grey value at the end point can be determined
exactly. This is unfortunately not true in a discrete system.
In most input/output devices, especially those of digital
design, discrete systems are used and a finite number of pels
are specified for the screen structure in a dot area. For
example, in the design of the Autokon, 128 pels are specified
for the dot structure of a 65 line screen. For 85 and 100
line screen, they are 72 and 50 respectively. This poses a

big problem in estimating the grey values at the end points.
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In the continuous system, the location and the grey value at
the end point is exact. 1In the discrete system, the location
of the end point is only approximate. The grey values for the
corresponding pel only reflects a threshold value. It does
not tell the exact grey value of the original contone at that
point. For example, for two adjacent pels having different
polarity, all we can conclude is that there is a transition
somewhere in between the two pels. The grey value is
somewhere il between the screen value of the two corresponding
positions. The way the screen pattern is designed, two
adjacent pels of the screen can differ by a large value

resulting in a large estimation error.

A second problem is the difficulty in finding the screen
structure from the halftone itself. As mentioned before, this
approach requires both the screen structure as well as the
relative position of the screen with respect to the picture
itself. Any deviation from the true phase value creates
errors in the estimation and worst of all, this error
propagates when grey levels of the rest of the pels are found
by interpolation. 1In reality, halftone pictures, after many
steps of reproduction, almost always have some small skew.
All dots are not uniformly spaced, either in distance or in
orientation. The precision requirement in order to make a
good restoration to the contone is extremely high. It is in

principle a noisy approach because errors will be spread over
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the neighboring pels instead of being averaged out.

3.3.3. - Randomized Average

Methods to eliminate Moire patterns in obtaining a
Moire-free halftone have been investigated by Allebach and Liu
(1] where the local screen is scrambled to produce a pseudo-
random pattern. Similar methods can be used to scramble a
halftone picture and then use an averaging process to convert

it to contone.

The randomized process can be achieved in three ways.

(1) Pels in a small area can be redistributed randomly and
then the randomized.picture can be averaged over the

desired area.

(2) The scanning position can be randomized. Instead of a

. fixed sampling distance, a randomized sampling distance
is used. A small random number is generated each time a
contone pel is to be generated. This random number is
the offse£ from the regular sampling grid. After this
offset is added to the regular sampling location, the
periodicity is broken and Moire patterns generated by the
beat frequencies are decreased. Depending on how random
this distance is, Moire can be eliminated at the price of

more added noise.
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(3) The mask inside which the number of white (or black) pels
are counted and normalized to a contone grey value can be
randomized. For any converted contone pel, it may
derived from a larger mask and its neighboring pel may
average over a smaller mask. The area of the mask can be

randomly generated.

All three approaches have been implemented. It is found
that Moire can be avoided if enough randomization is added to
the picture during the conversion. At the same time, as the
degree of randomization is increased, the noise in the picture
becomes worse. Overall, this approach is not as good as the

dot size averaging to be discussed in the next subsection.

3.3.4. Dot Size Averaging Approach

The dot size average approach is intended to simulate the
human eye's performance with respect to halftone pictures,
namely, the averaging effect. The point is to find the best
area over which to do the averaging. If a large area is used,
more grey levels can be obtained and the risk of contouring
decreases. On the other hand, the larger the area chosen to
be averaged to get a contone grey value, the more detail will
be lost due to this low pass filtering. The problem is to

find a mask that can effectively attenuate the undesired
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harmonics of the screen pattern and also keep the high
frequency detail information other than that generated by the
screen structure. A good mask is one exactly the size and

shape of the screen dot.

We can obtain the information about the halftone screen
from the the distance between dots, the orientation of dots
(i.e., how the dot pattern repeats itself in areas with no

detail content).

If the halftone screen density and the direction of the
dots are found then we can create a mask with a size equal to
that of a dot and a shape carresponding to the orientation of
the halftone screen structure. The mask is then used as a
space domain two-dimensional filter. Convolving the low pass
filter with the original halftone picture, we obtain a contone
picture with only slight degradation. Moire patterns are
suppressed so as to be negligible if the mask is properly
created. The dot size averaging algorithm needs just the size
and shape of the dot structure to do the conversion. It is,
in principle, a noise-free operation. An error occurring in

one pel is likely to be averaged out during the process.

In order to create a mask for dot size averaging, the
first task is to examine the binary picture and from its

structure to get the best estimate for the mask in both size
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and shape. One of the problems is to find a small area where
dots are nice and clean. An averaging mask derived from such
an areas has a small error so far as the elimination of Moire

patterns is concerned.

In a halftone, a clear, regular dot structure is not to
be found everywhere in the picture. 1In a plain area, where
the picture consists mainly of low spatial frequency
components, there is a slow variation in grey from pel to pel.
Dots are arranged regularly and they are spaced evenly. In
this case, the vector found by drawing a line between two
adjacent dot centers is very close to the true direction and
spacing of the screen structure. On the other hand, in an
areas with high contrast detail, the dot structure is not so
distinct. The shape of dots is distorted to reflect the
detail in the picture. In extreme cases, the dots are even
broken into partial dots. Clearly, areas of high contrast
detail are not ideal for locating dots and finding the screen
structure. The spacing between the center of the dots is thus
a good criterion to determine whether a small area is proper
to find the dot structure. Once this criterion is selected,

the next problem is to find the center of a dot.

Areas in which low spatial frequencies prevail are a
better choice. An interactive system could be designed to

locate such areas. Such a system would be too time-consuming
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and add an extra burden to the operator. A better approach is
to find an algorithm to pick up an area with the desired
properties and let the computer do all the work. In this
thesis a random search algorithm is used. Small areas are
randomly selected to find dots. Criteria have been
established to determine whether the mask so found is good. A
few such masks are found and compared. The process keeps

going until masks which pass all tests can be found.

The first step in finding a mask is to find a dot. 1In
order to find a dot, the polarity of a dot in the area must be
determined. In the highligh@, we have black dots in a white
background. Similarly, in the shadow, we have white dots in a
black background. The runlength of both black and white runs
can be used for this purpose. We can locate a small area in
the halftone. 1Inside that specified small area, lengths of
both black and white runs are tabulated. If the area has
black dots, the minimal length of black runs can bhe as small
as one pel. The maximum of the black runs is likely to be the
width of a black dot. On the other hand, the minimal length
of white runs is the distance between two black dots and the
maximal lerigth can be as long as the length of the entire
picture line. This maximal runlength of black runs is thus
shorter than the maximal runlength of the white runs. This
relation is better illustrated in Figure 3.7. The polarity of

runs that produce, the smaller maximal length is taken to be

-61-




Maximum white run

O _O,
)

Maximum black run

})

-

Maximum white run » Maximum black run

Figure 3.7 Determine the polarity of dot by length of runs.
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the polarity of the dot in that small area. Once the polarity
is determined, the search can be started from where the
maximum length has been found because it must be close to the
center of a dot. The two ends of a run are used to locate the
left and right coordinate of a dot. Lines above and below the
starting location are checked to see if these lines contain
pels for the current dot. If the answer is yes, then
coordinates of the left and right end points are compared with
that of the current leftmost and rightmost pel of the dot and
updated if necessary. If the line is found not to contain any
pel from the current dot then the the line number is taken to
be either the upper or lower. boundary of the current dot. The
process continues until the top and bottom of the dot are
reached. Once the four extrema of the dot are found, it is
easy to estimate the center of the dot by simply averaging

those coordinates.

After a dot is located, the next thing is to find the
adjacent two dots. This can be accomplished by searching for
dots at the lower left and lower right of the dot that has
just been found. The same dot-finding algorithm can be used.
In principle, the coordinate of the fourth dot can be
determined from those of the other three. Actually, the
coordinates of the fourth dot is found in the same way as the
other three and then compared with the calculated value to

make sure the mask is correct.
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When four adjacent dots are found, the mask can be
Oobtained by drawing lines between the centers of these four
adjacent dots. For typical halftones, the mask is a square.
Its orientation is generally about 45 degree with respect to
the vertical and horizontal axes. When more exotic screens
are used, a different shapes of mask will be created. For
example a hexagonal screen creates a rhombus at 60 degree and

an oblique screen creates a parallelogram.

After the mask has been determined, it is then put on top
of the halftone picture and the averaging process started.
The number of white (or blaqk) pels inside the mask area is
counted. The sum is then normalized by the area of the mask
(total number of pels in the mask) and converted to a contone

grey value with the desired number of bits.

Although the dot size averaging algorithm does attenuate
the high spatial frequency components, it differs from low
pass filtering. 1In the case of low pass filtering such as the
defocusing process, all high frequency signals above the
fundamental screen frequency are attenuated severely in order
to prevent the screen pattern from generating beats with the
sampling function and creating Moire patterns. In the dot
size averaging process, only those signals in the vicinity of
halftone screen harmonics are attenuated. The shape of the
filter is a two-dimensional notch filter. It rolls off

sharply at the undesired screen frequency and its harmonics.
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For signals that are above the fundamental frequency of screen
pattern but not in the immediate vicinity of harmonics of the
screen structure, the attenuation is smaller than in the case
of a low pass filter. Such signals usually come from the high
contrast detail and their rendition usually significantly

improves the picture quality in detailed areas.

The effect of the dot averaging process is explained as
follows:
a. The mask derived from the screen structure is in general a
parallelogram and hence symmetric with respect to its
geometric center. If this Qarallelogram is flipped twice,
once around the horizontal axis once around the vertical axis,
then the shape and orientation of the new parallelogram is

identical to itself.

b. The dot size averaging process can be written as:

00 00
b3 2

G(m,n) = M(i,3)H(i+m, j+n)

i==00 j=-00

where M is the mask function. It has the value 1 for pels
inside the mask and 0O ctherwise. H is the halftone signal and
G is the total number of white pels to be counted in the mask
which will be normalized to a grey value. The effect of
counting the number of white (or black) pels within the mask
area is equivalent to multiplying the picture with a mask that

has a value of 1 inside the mask and 0 outside.
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c. Using the symmetric property of the mask, the output now

can be rewritten as

00 00
G(m,n) = 3 > M(-i,-3j)H(i+m, j+n)
i=-00 j=-00
by substitution of i to m-i and j to m-j, we have
fole) lole)
G(mln)= Z E M(m-iln—j)H(ilj)
i=-00 Jj=-00

That is the familiar convolution form. In the spatial
frequency domain, it is easier to deal with the one
dimensional case first. Referring to Figure 3.1, it is clear
that when the period of the 1-D halftone screen is T, the mask
is 1 from -T/2 to T/2. From the basic Fourier transform, a

sin2n§f

2nf

f is the spatial frequency in cycles per unit length. Zero-

square wave transforms into the sinc function ( ), where
crossing occurs at frequencies which are multiples of the
inverse of the width of the square wave. These zero-crossing
points are located exactly at the harmonics of the screen
structure. Therefore after this averaging, we can expect the
screen structure to be completely removed because of those
zeroes in the frequency domain. The two-dimensional case is
similarly an extension in dimensionality. If the mask is a
square, then in the spatial frequency domain, it is simply the
product of two sinc function in the x and y directions. It is
illustrated in Figure 3.8, where we find that the zero

crossing at multiples of dot frequency in the two orthogonal
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Figure 3.8 Convolution of two functions.
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directions. If the screen is not of the traditional
rectangular shape, we can still derive a similar result by
using generalized coordinates discussed previously. This is
illutrated in Figure 3.9, where Figure 3.9a is the mask and
Figure 3.9b is its Fourier spectrum. Notice that the mask 1is
created from vectors that characterize the screen pattern.
There will be zeros located exactly on the top of the impulses
generated by the repetitive screen pattern. It is this comb
filtering characteristic that attenuates the strong periodic
signal in halftones generated by the repetitive screen
structufe, thus maintaining some high frequency energy and the

corresponding high contrast details.

The dot size averaging algorithm has been implemented and
works very well, especially for halftones with high line
density such as above 100 line. An example can be seen in
Figure 3.10. There is almost no lose of detail. The only
defect comes from the "wash out"” in highlight or dark area
when small dots can not be precisely reproduced in the
scanning process. Although the high frequency components are
somewhat attenuated, the detail rendition is still rather

good.

On the other hand if the original halftone uses a coarse
screen (eg. a 65 line screen or coarser), then due to the

large mask and hence a much lower cut off frequency, more
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Figure 3.9 Mask for generalized dot structure.
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severe attenuation of the important high spatial frequency
signals will occur. 1In the case of pictures with a large
amount of high contrast fine detail such as test patterns, the
attenuation of fine detail becomes visible. In these cases,
some method to extract the information on the detailed area is

necessary in order to render the desired visual quality.

One logical approach to this problem is by adaptive
averaging. From experience, we know that Moire patterns are
not a problem in areas where the contents of the picture are
highly detailed. They are troublesome only in plain areas.
Picture quality can be improved if the averaging mask can be
adapted to the local contentg of the halftone, i.e., depending
on the local pictorial content. A different algorithm can be
chosen either to enhance the detail or to avoid Moire
patterns. In areas where low frequency components prevail,
dot size averaging effectively eliminates Moire patterns. On
the other hand, where high contrast fine detail prevails, then
Moire will not be the major problem. In this case, instead of
using dot size averaging, small area averaging can be used to

simulate the ordinary scanning process.

The scheme works as follows: in the area where only grey

levels prevail dot size average is used. On the other hand
for areas with fine detail, Moire is not a problem. In the

frequency domain, there is little or no peaking at the
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harmonics of screen frequency. In such areas, a mask with
much smaller size can be used to simulate the ordinary
scanning process. The smaller mask is in effect a filter with
much higher pass band width. There is less attenuation of the
high spatial frequency content. Of course, due to the smaller
mask size, the number of reproducible grey levels is also
decreased, but that is not a problem either because the

contouring effect is unlikely to occur in such areas.

Fortunately, the structure of the halftone itself can
give us the information needed to determine the detail
content. Methods can be devised to determine the regularity

of the dot.

The method used in this thesis employs the symmetry of
regular dots. As mentioned earlier and in the previous
chapter, the shape of dots tends to be regular in plain areas.
These reqular dot shapes tend to be round for both dark and
highlight areas. They tend to be sguare in the mid-tones. 1In
both cases, the dot created will be more or less 2-d symmetric
with respect to more than 2 axes passing through the center of
a dot. On the other hand, in areas where high spatial
frequency components prevail the dots are usually distorted.
The high contrast fine details usually distort the dots to
render the texture. The dots are distorted at least in some

direction. In most cases the degree of symmetry is decreased.
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For example, if a dot has been elongated from a circle to an
ellipse, it has two axis of symmetry - the major and minor
axes instead of any axis through the center. If the dot is
even further elongated or broken into partial dots, chances

are that it loses its symmetry entirely.

The second problem is the determination of whether the
dot is distorted. The algorithm employs the projections of
perimeters in the two orthogonal axes. If we shift the dot in
any direction and then compare it with the original dot, the
difference obtained by an "exclusive or" operation will
indicate the projection of the perimeter in the direction
perpendicular to the direction of dot movements. For example,
we move the dot to the left or right by a unit and then use
the "exclusive or" operation with the original dot to find the
difference of these two pictures. This difference generated
gives the projection of the perimeter of a dot in the vertical
position. When a dot is elongated vertically, we can expect
that such operation will generate a large projection.
Similarly, the projection of the perimeter in the horizontal
direction can be obtained by shifting the picture up (or
down). This is illustrated in Figure 3.12. For dots with
regular shape, the two numbers obtained will be very close to
each other. On the other hand, if the dot has been elongated
horizontally, its vertical perimeter projection would be much

smaller than the horizontal perimeter projection. The same
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Figure 3.12 Detection of dot symmetry.
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situation is true for dots that have beep elongated vertically

when the vertical perimeter projection will be larger than the
horizontal. The ratio of these two numbers forms a good
indication of the shape of dots. This method can be éxtended
to detect the elongation of dots in any direction. If the dot
is distorted in a direction other than either horizontal or
vertical axis, we can apply the same operation to that
particular direction it has been twisted. Theoretically, we
need such parameters in every direction in order to determine
how much and in which direction the dot has been elongated.

In practice, it has been found that two such operations are
enough in deciding the shape of dot and hence the texture of
the picture in that particulér area. One of the operations
detects the elongation in either the horizcntal or vertical
direction. The other determines the extent of elongation in
the axis that are inclined at 45 degree with respect to

horizontal axis.

Ratios for these parameters of elongation in four
directions are then added up as the indicator of detail
content in a halftone picture. In areas where this indicator
is small, it means the halftone does not have high spatial
frequency‘content. Dot size averaging is then used for
contone conversion to eliminate the Moire patterns. When the
indicator is above some threshold, it is assumed that the area

in rich in fine detail, and hence detail rendition is more
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important than the Moire suppression. A small mask is used

then to preserve the detail.

The result of this detail enhancement method is shown in

Figure 3.13.
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Figure 3.13 Original halftone
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A\

‘T

a l:.‘ M T

B 20
ol

N\ e g | ——

nm%>
\
\
frrer

|

|

Ml

%H

3 ﬂ%k
A .u,:";i;.?‘:\‘\_\\\ O
\

I e

A MICROFONT QJKLPYZ
SI2GHSDU4XT7U3W8VIE

HSDENIVLTOEGASTHRTONOWCARY
MipcC .. .

=i
.
i
=

_DEFGHIJKLMNOPARS !
VUXYZ BlL23456789 oo i

w il
(}%28%d ASA OCR-A o
CDEFGHIJKLMNOPQRSTUV ™ l

Fisure 3.15 Conversion using adaptive detail extractor.

-80-



FEEEE

e
[3
e

%

5

“ 16

Figure 3.15 Conversion using adaptive detail extractor.

-80-




CHAPTER 4

Problems in the Coding of Halftone Pictures

Tn this chapter, commonly used techniques for picture
coding are reviewed. Special problems which arise when these
methods are applied to halftone encoding, and some relevant

aspect of coding halftone images are discussed.

4.1. Source of Redundancy

In a discrete system, in order to represent a picture
faithfully, there are two rules that must be closely followed.
First, the sampling grid must be sufficiently small. This
will ensure the detail to be rendered clearly. From the
sampling theorem, if a bandlimited signal is to be represented
perfectly in a discrete system, the sampling frequency must be
at least twice the one sided bandwidth of the signal. Second,
the number of representable grey levels must be large enough
so that the difference from two levels can not be perceived.
Usually, it takes from 6 to 8 bits (64 to 256 grey levels), to
represent the grey levels in a pel, in order to eliminate the

undesirable contouring effect.

In the uncoded form, called PCM, there is redundancy in
the representation. The redundancy comes from two sources.

First, there is the psychophysical redundancy of the human
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visual system. The two constraints mentioned above almost
always do not occur simultaneously. In other words, where the
picture is rich in fine detail, there is no need to use so
many bits to represent the grey levels. That is because in
detailed areas, the human visual system cannot discern the
differences in grey levels as well as in plain areas. On the
other hand, in areas where the visual system is most sensitive
to the changes are those that contain mostly low spatial
frequency components and, consequently, there is no need to
have a very fine sampling grid. This effect has been

discussed in chapter 2.

The second source of redundaﬁcy comes from the high
correlation of grey values between neighboring pels. In most
cases, the grey level of any pel can be accurately estimated
based on the knowledge of its neighboring pels. This is
especially true in plain areas where the grey levels of
adjacent pels are highly correlated. As the texture of the
picture becomes more complex, the correlation is reduced and
it becomes difficult to predict the levels of adjacent pels.
Thus the magnitude of the prediction error becomes large. In
other words, there is less redundancy in fine detail areas and
it takes more data to represent a picture faithfully thus only

small data compression ratios can be achieved.
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In the case of halftone pictures, we have a somewhat

similar situation with two major differences. First they have

-

a periodic dot structure and second their individual pels can

have only two values. From the periodicity of the screen

pattern, we can expect that the autocorrelation of the

‘ halftone picture will have a similar periodic characteristic.
In reality, the autocorrelation of a halftone picture is
strongly influenced by both the screen structure and the
pictorial material itself. Autocorrelations of a typical

) halftone pictures is shown in Figure 4.1. It can be clearly
seen from this picture that the autocorrelations have the
periodic structure of the halftone dots with the same period
and orientation as the original digital halftone. The
autocorrelation peaks at the origin and tapers off in the

j radial directions but it has repetitive local maxima and

minima. This peaking of the autocorrelation indicates that

the adjacent pels are not the only source of redundancy.
Because of this correlation with pels a dot period away,
coding schemes that reduce only the redundancy of adjacent

pels can not provide high coding efficiency.

4.2. Existing Coding Techniques

A number of different data compression techniques have

been developed for encoding images. The basic goal of all of

them is to reduce the amount of data that is required to

reproduce image faithfully.
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Figure 4.1 Autocorrelation of a halftone picture




Figure 4.1 Autocorrelation of a halftone picture
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Working in the contone domain, we have DPCM [67], delta
modulation [42]1[83], contour coding [25], transform coding
[27][97], bit-plane encoding [16](83] and the two channel
coding scheme developed in MIT CIPG [85]. In the bi-level
picture category, there is runlength coding, bit interleaving

encoding [45], and pattern matching coding [46].

Among the compression techniques, transform coding can
achieve the highest compression ratio with the least measured
mean square distortion. Its disadvantage is mainly the large
number of computations required for both encoding and
decoding. A consequence of Fhis is that computation time is
long or, if speed is important, the system is substantially
more complex than other coding methods. Transform coding
achieves its high efficiency by assigning bits appropriately
according ﬁo the frequency of the signal component. More bits
aré assigned for each signal at low spatial frequency, fewer
bits for the high frequency components, and signals above a
certain frequency are thrown away completely. This
distribution of data bits reflects not only the intrinsic
roll-cff characteristics of an image, but also the decreasing
of sensitivity of human visual systems at high spatial
frequencies. In other words, both sources of redundancy are
decreased. Due to this property, transform coding is the most
efficient coding scheme. With the same number of bits, it can

achieve the smallest coding error. Although this is not

f85—



necessarily translated into good picture quality.

DPCM is a straightforward and effective method for the
coding of contone pictures. Its simplicity of implementation
is its main merit although the compression ratio is not as
good as some transform coding techniques. It has been adopted
for many real time applications. Effectiveness of this
technique depends on the close correlation of grey levels
among adjacent picture elements. Usually only small
differences in grey values are expected for neighboring pels.
This small difference permits the use of fewer £its to
transmit the information needed to reconstruct a picture.
Performance of DPCM can be improved by increasing its order,
i.e., to predict the grey level of a pel by more than one
neighboring pels. N-th order DPCM is found almost as
effective as transform coding when N is greater than 3 [27]
and the predictor is tuned to the characteristic of the
picture to be encoded. When picture characteristic changes,
performance can be degraded. Transform coding in general is

less sensitive to the characteristics of pictures.

The two channel coding scheme decomposes an image into a
lows channel and a highs channel. In each channel, The number
of levels and the sampling density are assigned to optimize

the coding efficiency and the visual quality.
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So far there are many coding schemes developed for binary
pictures with different characteristics, most of them in
facsimile for text and graphics. Among them, run length
encoding is the most popular due to its simplicity and
efficiency. There are various techniques to code bi-level
pictures, especially for facsimile. Among them run length
coding seems to be the most popular [9] [30][33]1[35][36][60].
Statistics of facsimile have been investigated by Frank et al
[20], and Kunt [53][54]. In their work, they have been mainly
concerned with images containing text and line art, and not
the conventional halftones. Some statistical models have been
derived for text and simple line art. If further encoding
schemes such as bit interleaving [45] or 2-D pattern matching
[46] are used, then another 3 to 1 compression ratio is
achievable. In the case of text or line art, the
distributions of black and white pels are usually quite

different. This makes run length coding rather efficient.

4.3. Problems in Coding Halftone Pictures

There are some differences between halftone and contone
pictures that limit the application of most of the current

contone coding techniques in direct halftone encoding.

First, halftone pictures cannot be approximated as a

bandlimited signal. Due to the dot structure, the halftone




image is rich in high frequency components as analyzed by
Kermisch and Roetling [50]. These high frequency components
severely degrade the coding efficiency if transform coding is
used. As mentioﬁed before, the effectiveness of transform
coding lies in the fact that in contone images, signal energy
is concentrated at low frequency, rolling off quickly as the
frequency increases. With this property, a smaller number of
bits can be assigned to represent the upper range of the
signal spectrum. A halftone picture does not have this
distribution in its frequency representation. On the
contrar?, the repetitive dot structure modulates the signal
and creates stroﬁg components around the screen frequency and
its harmonics. Lacking the roll-off characteristic, transform
coding can no longer be efficiently applied because a large
proportion of data would have to be allocated to represent

high frequency components.

Second, the adjacent pels have either the same or
different grey level. It takes one bit to indicate the
difference of two adjacent pels. There is really not any gain
unless this is only an intermediate step for arranging pels
such that another ~oding techniques can be applied to the

image as discussed in chapter 6. This renders direct DPCM

useless in binary picture coding.
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Among bi-level picture coding schemes, run length coding

is efficient only when the length of each run is long enough.
By the same token, contour encoding is useful only when large
and simple contours dominate in tﬁe picture. Chain coding and
polygon encoding are very useful techniques in the reduction
of data bits as has been done by Ellis in his bit plane
encoding scheme [16]. Unfortunately, the effectiveness of
this technique depends on bit plane. When a picture is
composed of a large number of small areas with short
perimeters, as in the case of a halftone, then this technique

can not be applied effectively.

To transmit a halftone pictures, we have two choices:
either we can screen the contone picture and transmit the
resulting halftone or we can transmit the original picture and
screen it to a halftone after it has been received. Each
method has its own advantages and disadvantages. The first
approach is to investigate the kind of pictorial information
that is important in reproducing a halftone from a contone.
This vital information is then coded and transmitted. The
screening process is performed at the receiving site to obtain
a halftone. The other approach is to screen the contone first
to get a halftone and then encode and transmit the halftone.
These two approaches will be discussed in the next chapters

separately.
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CHAPTER 5

Coding Before Screening Approach

There is at least one inherent advantage in the apéroach
of coding-before~screening approach. Since a contone picture
is sent, it is easy to select the appropriate screen to
threshold the contone into a halftone with the desired screen
density. On the coding-before-screening approach, the coding
scheme is not the major concern, any efficient contone coding

technique can be applied.

From the nature of screening process, we know that some
pictorial information is bound to be lost when image is
converted from a contone ito a halftone. If only the
reproducible pictorial information can be extracted and
transmitted, then the overall data rate can be reduced
substantially. In other words, the problem becomes: "Given an
original contone picture, what kind of information needs to be
sent in order to produce a halftone with the equivalent
quality as if directly screened from the contone original?"
The most decisive factors in the amount of information content
are the resolution and the contrast of the detail which
usually takes a great percentage of total data volume in order
to be reproduced properly. The amount of data is inversely

proportional to the area of the sampling grid. By doubling
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the grid dimension in both the horizontal and vertical
direction, the amount of data in the sampled contone can be

reduced by a factor of 4.

In this chapter, we shall try to find the sampling grid
required to produce a sampled contone from the original which
in turn can be screened to a halftone with the same quality as
directly from the original. Contone pictures obtained at
equal or higher sampling density are then considered to be of
full quality so far as halftone reproduction is concerned.
This information is useful in comparing the coding efficiency

for different approaches.

5.1. Maximal Sampling Interval

We must remember the psychophysical paradox that
extremely fine sampling and quantization do not improve the
quality of a picture nearly in proportion to the number of
bits needed to represent this collection of numbers. As a
matter of fact there are generally thresholds of sampling and
quantization beyond which no further improvement is noted for

any given picture.

Since a halftone picture needs only one bit to represent

the grey values of each pel while contone uses between 6 and 8
bits, it is easy to jump to the conclusion that there is an

instant eight to one compression ratio when a halftone is used
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instead of the 8 bit PCM. This actually is not true. The
reason is that there is a trade-off between the number of grey
levels and the sampling density. Within limits, when the
number of grey levels is increased, the sampling density can

be reduced while keeping the same visual quality.

The halftone process is one of the methods that trade
texture for apparent grey levels. In a digital format, the
number of pels in the size of a dot area is the number of grey
levels that can be represented. In order to represent each
dot of a halftone picture faithfully and to generate enough
grey levels, a relatively high resolution is therefore
required to scan a halftone. In the case of the Autokon
electronic process camera, a 722 1lpi resolution is used. To
produce a 65 line halftone, a screen size of 8 by 16 pels is
used. That creates 128 different grey levels for the dot.

For 85 and 100 line halftones the screen sizes are 6 by 12
pels and 5 by 10 pels, having 72 and 50 grey levels
respectively. Pictures are produced with quality comparable
to the traditional optical process camera. If full quality is
to be preserved, the halftone should be digitized with a
comparable grid size. By using this high resolution, we can
end up with more data to be transmitted than a contone picture
with comparable quality in the uncoded form, even though we
use only one bit to transmit the information for each pel

instead of 7 or 8 bits in the contone case. For example, it
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takes 65 Kbytes of data to store one square inch of halftone
generated by the Autokon as compared to 40 kbytes for the

contone sampled at 200 1lpi.

The problem in the coding-before-screening approach thus
is to find the size of the sampling grid such that the quality
of halftones produced from such pictures is as good as
directly screening the original. We want to use a finer grid
to preserve the quality while using a coarser grid to reduce
the data volume. Obviously, this sampling density must be
hiéher than the screen density. As to how fine the sampling
grid needs to be, that is the subject in this chapter. An

apparent limit is the pel density of the Autokon.

The amount of information and hence the volume of data in

a halftone picture depends on the following factors:

(1) Screen density: The higher the screen density, the better
the halftone can resolve. When a higher density screen

is used, the sampling density is also increased.

(2) Screen orientation: According to experiment, human eyes
are least susceptible to a screen oriented at 45 degrees
with respect to either the horizontal or vertical axis
when a rectangular screen is used. Instead of eight fold
symmetry as for the rectangular screen, the hexagonal
screen is 12 fold symmetric. Theoretically, the results

of the hexagonal screen should be less sensitive than the
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rectangular halftone to the screen orientation. This

factor does not affect the required sampling density.

(3) Screen shape: provided it has the same distance between
dots, a hexagonal screen has the most uniformly
distributed frequency spectrum in any direction. This
could translate into better detail reprcduction, for a
given sampling density. In this thesis, only the

traditional rectangular screen is considered.

(4) Nature of the contone picture to be converted into
haiftone. Details with high contrast tend to be
reproduced better than those with low contrast, thus

requiring high sampling density.

5.1.1. Experimental Method and Procedure

In order to find the sampling grid required to produce
pictures undiscernible from the originals, this experiment was
conducted. Pictures with different characteristics are
chosen. The first is the GIRL face, which consisté mainly of
plain texture with some high frequency detail in the hair and
eyebrow area. The second is the CROWD picture that is rich in
medium to high spatial frequency components. And then the
resolution test pattern and type font from the standard IEEE
facsimile test picture. This consists mainly of sharp, high

contrast edges as well as high resolution patterns.
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First, pictures are scanned by the Autokon with the
desired sampling density. The digital binary pictures are
storad on disk, and then sent back to the Autokon for halftone
output by the hardware screen. The output of the Autokon uses
722 pels per inch resolution, so pictures sampled at lower
density are scaled by either the sample-and-hold or by linear
interpolation. For sample-and-hold, pictures can be sent
directly to the Autokon using the repeating pel, repeating
line feature. For this reason, integer fractions of the 722
lpi resolution are used in the input sampling density. Those
numbers are 361, 241, 181, 144, 120, 104, and 90 1pi. When
the input sampling resolution is too low (less than 120 1lpi),
then linear interpolation is needed in order to get rid of the
square structure. The gquality of the output pictures is then
compared. For each picture and screen density, a subjective
threshold is chosen, above which the sampled contone is
thought to produce the same quality as the original. The
threshold values are then plotted as a function of screen

density and sampling density.

5.1.2. Experimental Result for Resolution Test

(i) For the GIRL face, representing pictures consisting

mostly of low spatial frequency components, coarse

sampling does not seem to affect the quality of the

resulting halftone. There is gradual but barely visible
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(2)

(3)

(4)

degradation in picture quality as the sampling density
decreases. When compared to the halftone made by
directly screening the original, the difference is
relatively simall even at sampling density as low as 90
lpi. This picture is not sensitive to different screens.
Using a higher density screen does not considerably

improve the quality.

The CROWD picture needs higher sampling density in order
to reproduce the full quality of the direct screening.
This is due to the fact that it has a large amount of
information in the high and medium spatial frequency
range. Even so, with a 120 lpi sampling density, the
resulting halftone almost cannot be distinguished from
the direct screening of the original. There is almost no

gquality improvement for sampling above that density.

For the resolution test pattern and type fonts, the
deterioration of picture quality is gradual. There is no
clear-cut threshold. The improvement in picture quality
is more visible as the sampling density is increased.
Also because of the nature of higher contrast as well as
more regular pattern, it takes a higher sampling density

to achieve the best achievable quality.

Type fonts also require a higner sampling density. That
is because of the high contrast sharp edges. Even so, at

around 180 lpi, it can be reproduced almost as well as
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directly coming from the Autokon. Also the improvement
by using high density screens is more obvious in this

case.

(5) In general for halftones with finer screens, it requires
a higher sampling density in order to reproduce the full
quality. This is quite intuitive, as the finer the
screen, the more information that can be preserved during

the halftone process.

(6) A sampling density of 300 lpi is necessary for the case
of reproducing the test pattern from the IEEE facsimile
test picture if we really want to produce original

.

quality including the Moire patterns.

In summary, the a sampling density required to produce a

full quality halftone is shown in Figure 5.1.

5.2. Resolution versus Contrast

In the last section, we dealt with the pictorizl
information that is reproducible by the halftone process and
thus should be preserved in the sampling process. This is
accomplished by using an appropriate sampling density for
different types of pictures. In this section, an-expefiment
is devised to find the contrast required;‘as a function of
resolution in a detail area, in order to be properly

reproduced by the halftone process.
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5.2.1. Experimental Method and Procedure

The resolution wedge of the IEEE facsimile test chart is
selected for this experiment which is calibrated in lines per

inch.

The test pattern is first scanned by the Autokon and
stored on the disk at full resolution of 722 1lpi. A tone
scale transformation is then performed, whose purpose is to
create an image with only two grey levels at the desired
value. By selecting the appropriate tone scale table for
transformation, contone test patterns with different contrast

at different background average grey levels are created.

The resulting test pattern is then sent back to the
Autokon for halftone output with different screen densities.
The halftone representations of the test patterns are included
in Figure 5.2 to Figure 5.5. These halftones are then
carefully inspected. A threshold value for each test pattern
is stated, above which the test bar pattern is thought to be
unresolvable. This selection of this threshold is, of course,

subjective.

5.2.2. Experiment Results

The relationship between the reproducible resolution and
the contrast for different backgrouhds is plotted in Figure

5.5.
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Figure 5.2 Test nattern for resolution of 65 line halftonc.
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| Figure 5.3 Test pattern for resolution of 85 line halftone.
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'pattern for resolution of 100 line halftone.
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If the relationship of log of resolution versus contrast

is fit with a line, the following equation can be obtained:

R = £(3) exp [ k(S) C] (1)

where R is the subjective resolution, S is the screen size,

and C is the contrast.

a.

From the experiment, we have

for 65 line screen

R = 65.6 exp (C/153) (2)

b. for 85 line screen

C.

R = 112 exp (C/275) (3)

for 100 line screen

R = 138 exp (C/323) (4)

The physical meaning of this experiment can be summarized

as follows:

(1)

-

With the same contrast, a slight improvement in
resolution can be achieved if the background grey level
is either in the highlight or the shadow instead of
midtone. This is quite reasonable, because in the
midtone the screen tends to create the regular dots
instead of the more drastic shape as in highlight or
shadow. The dot structure is the most visible in the

midtone as the halftones have alternating black and white
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(2)

(3)

(4)

dots. Signals are more easily masked by this strong dot
structure. On the other hand, in the highlight and
shadow area the dots tend to be small and change their

shape according to the texture of the picture.

Increasing contrast results in a better resolved test
pattern just as expected. Thus when a picture has high
contrast detail it requires more data to reproduce it

properly than if it had low contrast.

When a higher density screen is used, the resulting
halftone can also resolve a better test pattern. This
implies that when a high density screen is used, more
information will be preserved and a higher sampling rate
is required in order to keep this pictorial information

as indicated in the last experiment.

The relationship between resolution and contrast can be
formularized in semi-log coordinates (log resolution vs.
contrast increment) as shown in equations (2) through
(4). Improvement in resolution by increasing the
contrast is small when the contrast is low. Below a
threshold value of 80 in a 0 - 255 scale there is little
or no discernible effect with increasing contrast. Above
80, the improvement increases sharply with the increase
in contrast. This value may therefore be used as a
measure to decide what kind of pictorial information must

be preserved.
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5.3. Results Using a Two-Channel Coding Scheme

To test the efficiency of the coding-before-screening
approach, pictures are sampled at 180 lpi, which is sufficient
for up to a 100 line screen in almost all cases. The sampled
contone picture can then be compressed by any coding scheme
described in chapter 4. As a comparison, the two channel
coding scheme developed in MIT CIPG is used. In the highs
channel, both 2 bits and 3 bits have been tried, both with and
without the adaptive technique. A 5x5 subsampling area is
used for the lows channel. When only two bits are used in the
highs channel, it is found that without the adaptive encoding,
the pictures are too noisy. This is especially visible in the
IEEE test picture. When 3 bits for each pel are used in the
highs channel, the quality is as good as the original. When
only two bits are used for the highs channel, the effect
generated by the pseudo-random noise becomes visible in some
area. The noise problem can be substantially reduced with
slightly degraded coding efficiency. A qompression ratio
about 5 can be achieved with respect to the halftone obtained

by scanning the original contone with the Autokon.

Overall, this approach uses 722/4 = 181 pel per inch
sampling density for the original, which is sufficient for

most pictures.

-106-



When three bits are used in the highs channel, we need on

the per pel basis:

3.00 bits for highs channel

.28 bit for adaptation (7 bits over 5X5 area)
.32 bit for lows channel (8 bits over 5X5 area)
3.60 bits total for a contone pel

Thus it takes

3.60x180.5x180.5=117288bits=14661bytes
to encode one square inch of equivalent halftone pictures.
The compression ratio is 2.22 (8.0/3.6) with respect to the
contone PCM. When compared with the halftone original from

the Autokon, the compression ratio is 4.44, i.e.,

2
(722) 1
8 *Tager - 4-44

If only two bits is used for highs channel instead of

three, we have:

2.00 bits for highs channel

.44 bit for adaptation (4 bits over 3X3 area)
.32 bit for lows channel (8 bits over 5X5 area)
2.76 bits total for a contone pel

. or 2.76x180.5x180.5 = 90064 bits = 11258 bytes per square inch.
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The compression is thus 2.9 (8/2.76) with respect to the
sampled PCM contone. Or when compared to halftone original

from the Autckon, it is 5.79.

2
(722) 1 _

If the picture is to be sent to a different sites with various
printing facilities, this can be a good approach because of

the flexibility.

There is a drawback in this two channel coding scheme
however. When high contrast edges are present in the picture,
the subsampled contone after interpolation and clamping,
cannot produce sharp edges. The dynamic range is also
somewhat decreased. This makes the picture look much fuzzier

than the original in the high contrast detail area.
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CHAPTER 6

Coding after Screening Approach

While the coding-before-screening approaches are
discussed in the last chapter, the coding-after-screening
technique will be discussed in this chapter. According to a
data processing theorem in information theory [21], the more
processing a picture is subject to, the more information about
the original can be lost. When the prbcessing is not
invertible, there is always a decrease in information content.
The halftone screening process is non-linear and non-
invertible, and, as a2 result, there is always some information
loss during the screening process, With this fact in mind, it
seems logical to suggest that it would be more economical to

code the halftone in its final binary format.

In this chapter, the binary picture is run-length
encoded. Before the run-length encoding can be used
efficiently, the picture must be preprocessed to get better
statistics and make the run-length encoding more effective.
Two preprocessing methods are investigated for this purpose.
In the first section, we discuss the use of a multi-pel
predictor, while a new method based on separation of low and

high detail signals is discussed in section two.
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6.1. Multi-Pel Predictor

Run length coding, when directly applied to a halftone
picture, usually results in a limited compression ratio. The
reason is that information about the screen structure used in
creating the halftone is not incorporated in the coding scheme
at all. Generally speaking, the periodic dot structure in a
halfi:one breaks the picture lines into a large number of short
runs. This is especially true near the midtones. This
results in shorter average runs and thus hampers the
efficiency of the scheme. One approach to this problem is to
rearrange the black and white pel, according to both the
average grey level in the local area and the structure of the

sCcreen.

In DPCM coding of still pictures, the grey value of a pel
is predicted based on its neighboring pels. The error is
transmitted using fewer bits partly due to the smaller
expected error. Esseniially, it utilizes the redundancy

between adjacent pels to achieve data compression.

In halftone pictures, a similar technique can also be
applied. It is possible to predict the polarity of a pel

based on the neighboring pels and then send the error.

A halftone picture is thus transformed into another binary

picture with a statistical distribution more suitable for data
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encoding. By using the correlation between pels, there is
high probability of the polarity of a pel being correctly
predicted. If a "0" indicates a corredt prediction and "1" a
wrong prediction, the resulting picture clearly will have
quite uneven distribution of O0's and 1's if a predictor is
properly designed. With the better distribution, the new
binary picture can then be encoded by any run length coding

scheme to get a better coding efficiency.

Just as in the case of higher order DPCM, where the
redundancy of pels close but not adjacent to each other is
considered in the coding scheme, a binary predictor can be
based not only on adjacent but on nearby pels as well. An
especially important factor in designing a predictor is the
periodic structure of the halftone picture. Due to this
pericdic screen structure, the polarity of a pel is closely
related, not only to its neighboring pels, but also to those
pels that are one dot period away and subject to the same
threshold screen value when the halftone was made. Such pels
have a strong tendency to be of the same polarity while pels
that are a half period apart tend to be inversely correlated
and pels with quater screen period apart tend to be much less
correlated even though they are geometrically closer. This
has been illustrated in Figure 4.1, where the autocorrelation
of a halftone picture is shown. The strong peaks and valleys

at the screen period and half period can be clearly seen.
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Usubuchi et al [93] have applied this technique to the
adaptive transmission of newspaper pages. An optimal
predictor of this type is used to rearrange the binary pels

and thus achieve a better compression ratio.

Another method to achieve better coding efficiency is by
rearranging the pels according to their statistical property.
This method has been suggested by Netravali [64] and adopted
by Usubuchi. If a pel is predicted according to these two
parameters, an error bit will be produced to indicate a
correct or a wrong prediction. For pels that are in the
middle of a black or white dot, the prediction tends to be
more exact, which is termed "good prediction". On the other
hand pels that are on the edges of either black or white dots
(i.e., pels that are close to the thresholding point in the
dot) tend to have a larger prediction error, termed "bad
prediction". Netravali et al [66] have used the same terms
for binary facsimile pictures. If the bad and good prediction
is now redistributed in such a way that good pels are put on
the left hand side of a line and bad pels are put on the right
hand side, then the average run length can be increased. This.
approach utilizes the redundancy of the screen pattern, but
not the redundancy of the statistical dependence of adjacent

pels in grey value.
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Predictors based on more than one neighboring pels have
been implemented to produce a map of erroneous prediction. As
we can expect, these error pictures have different
distributions for black and white pels. If the predictor is
appropriately built, the number of white pels (which indicate
a prediction error) is much smaller than that of black pels
(which indicate correct prediction). Furthermore, this
prediction error depends more on the characteristics of
pictures such as the complexity of texture, number of sharp
edges etc., rather than the overall apparent grey value of the
picture. This uneven distribution can add efficiency to any

binary coding scheme such as runlength coding.

In this thesis, run length coding is used to do such
block encoding using the standardized one dimemsional CCITT

code.

Predictors used in this thesis include the following:

(1) Predictor based on 1 to 12 close neighboring pels. Pels
that are one screen period away are not included,
although pels from different lines may be included. The

arrangement of pels is shown in Figure 6.1.

(2) Predictor based on close neighboring pels as well as pels
that are one screen period away. The number of total
pels used for prediction varies from 2 to 12. The

geometric relation of the predicting pels is shown in
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Figure 6.1 Predictor using only the neighboring pels.

-114-



X XP
<= T =>|
(2)
XX
XX XP
[<= T =>|
(5)
X XXX
XXX XPp
[<= T =>|
(8)
X
XXX XXX
XXX XP
[<= T =>|
(11)
T =

X

X XP

<= T =>|
(3)

X XX
XX XP

<= T =>|

(6)

XX XXX
XXX XP

[<= T =>|

(9)

X X
XXX XXX
XXX XP

<= T =>|

(12)

period

XX XP
[<= T =>|
(4)
X XXX
XX XP
<= T =>|
(7)
XXX XXX
XXX XP
<= T =>]|
(18)

Figure 6.2 Predictors using pels a dot period away.
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Figure 6.3. Pels from one to three pictures lines are

required.

The predictor is obtained by a program that checks a

sample picture and tabulates all the possible distributions.

After the entire picture is checked, the polarity of higher

occurrence frequency is chosen for prediction. For example,

if in the final tally for pattern A, there are more occurrence

of A0 than Al, then a 0 is taken to be the polarity when

pattern A is encountered.

6.3.

(1)

Numerical data for the performance is listed in Figure

The result is somewhat surprising.
In summary:

The predictor is sensitive to the characteristics of the
picture itself. Two sets of data are obtained using
predictors derived from (a) part of a picture and (b) a
grey wedge distribution for generalized purpose as shown.
For data obtained from (a), as expected, as the number of
neighboring pels is increased, fewer prediction errors
are made, thus resulting in fewer error bits, a better
distribution of run length, and improved compression
ratio. A predictor using pels one dot period away is
proved to be better than one using only pels surrounding
the current pel. The correlation of neighboring pels is

better utilized in this approach. As for the predictor
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(2)

in (b), the result is surprising. It is found that by
using the generalized predictor, the result does not
improve as the complexity of prediction increases.
Rather there is a peaking effect, above which, a further
increase in the complexity does not improve the
performance. The reason for this effect is that the
predictor is a generalized and not matches the
distritution of the particular picture to be coded. The
correlation does not increase above a certain number of
pels as more complex pictures are used. Another reason
is that the grey wedge is not truly representative of

normal pictures due to the simplicity of it distribution.

For the same number of previous pels used in a predictor,
those utilizing pels one period away seems to have a
better result than those which use only close neighboring
pels. This is especially true for simple pictures. For
very complex pictures, the difference between the two
sets of pels is smaller and in some cases, even the
reverse is true. The physical meaning of this result is
that as the texture of the picture becomes more complex,
the dependenée of a pel value on that of its immediate
neighbor is greater then on pels a period away but
corresponding to similar screen phase. The screen
pattern becomes less important to the correlation as the

complexity of picture becomes greater. This is similar
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to the contone case, in which, as the picture becomes
more complex, its autocorrelation becomes narrower than

in a simple picture.

(3) For pictures rich in high contrast fine detail, the
compression ratio is generally lower than pictures of
simple structure. As the complexity of the predictor
increases (i.e., more pels being used), improvement in
performance does not increase noticeably, peaking in the
saturation value rather quickly. In some cases, the
compression ratio is not improved at all as compared to
straight runlength encoding without any of the above

transformations to imprbve the uneven black/white pel

distribution.

5. For simple pictures, the compression ratio is usually
improved more noticeably as the complexity of predictors

is increased.

The rearrangement of pels according to adjacent pels as
well as those one screen period away essentially takes care of
both aspects of redundancy, that of the picture itself due to
the close correlation of neighboring pels, as well as that due

to the screen structure.
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6.2. A New Approach

In the coding of contone pictures, Yan and Sakrison [97]
have implemented a coding scheme in which signal components
are first broken into two parts. Two different coding
techniques, each tuned tc the characteristics of these two
signals, are then used to encode them. The picture is divided
into low contrast and high contrast components. The two
channel coding technique [84] uses a similar principle but a
different technique. The signal is decomposed into-a low
spatial frequency part and a high spatial frequency part. 'The
low spatial frequency part is then subsampled coarsely but
finely quantized. The highfspatial frequency part is sent at'
full sampling rate but its grey level coarsely quantized. A
similar principle is applied in the approach discussed. in this
section. A halftone can be decomposed into a low frequency
and a high frequency component. Each can then be sent using
an efficient coding scheme. In the low frequency channel,
only the average grey level is transmitted. At the receiving
end, a replica of a low pass version of the halftone is
reproduced using the same screen structure as at the sending
site. For pictures of simple texture this information can be
used to reconstruct the entire halftone with satisfactory
results. On the other hand, if fine detail is abundant in the
original halftone, extra information must be transmitted. The

process can be implemented by transmitting the difference
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between the original and the reproduced low halftone. An
exclusive or is performed to get the "difference picture". 1In
plain areas, there is almost no difference. It is only in ‘the
fine detail high contrast areas, that the difference is
substantiali. In those areas, the average grey level is no
longer enough, and extra information is transmitted. The

block diagram for this coding scheme is shown in Figure 6.4.

6.2.1. Construction of Two Channel Signals

The low channel picture is obtained by combining the
local average of the halftone. 1In this method, the picture is
first converted to a low resblution contone using the dot size
averaging ﬁechnique discussed in chapter 3. The averaging
mask for each screen density is selected and a subsampled
process is then performed. The low pass characteristics of
.the dot size averaging and the coarse sampling in the
conversion ensure that the contone comprises only low spatial
frequency component. It essentially repeats the average grey
level over a relative large area. This low channel signal can
then be encoded by any contone coding scheme. Due to the
small information content compared to the fine detail part,

the signal is simply sent in direct PCM.

The next step is to construct the highs channel. A low
passed version of the halftone picture is reconstructed using

exactly the same screen structure and phase.
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After this conversion, all doté are of regular shape, due
to the low frequency characteristics. This picture will be
found sufficient for some printing purposes that do not need
full quality but certainly is not suitable for high quality

printing, since much detail would be lost.

To recover the detail portion of a halftone, a difference
picture can be obtained by comparing the original with the
reconstructed version‘using an “"exclusive or" operation. This
high detailed picture can then be stored or transmitted
separately. A high quality image can now be obtained by

superposition of the two separate pieces of information.

Decomposing a halftone picture into two parts has some
advantages. First, it removes the redundancy between adjacent
pels. The low pass version contains substantially all the
information related to the high correlation for grey levels of
adjacent pels. Second, it is easier to extract and eliminate
the pictoriél information that is not sensitive to the human

visual system from the difference picture.

6.2.2. Selection of Subsampling Factor

In decomposing halftone pictures, the subsampling rate in

the lows channel must be selected. There is some efficiency
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trade-off between the subsampling density and coding of the
difference picture. For a dense sampling, more bits are
allocated to render the apparent grey values. Due to the
finer sampling grid, more detail information about the texture
is preserved. On the other hand, coarse sampling decreases
the data in the low spatial components. But more bits are
then needed to reproduce the lost detail because more |
information is now in the difference picture. For pictures
with a small amount of detail and mostly flat areas, a better
choice is a slightly larger subsampling factor. Conversely,
for pictures rich in fine detail, a smaller subsampling factor

gives a better result.

The total number of bits in the original halftone has
been plotted wversus average area (i.e., subsampling distance)
in Figure 6.5. It is easily seen that as the subsampling grid
becomes finer, the average grey level conveys more information
about. the texture. This process is of course limited by the
line density of the halftone. When the subsampling grid is
comparable to the dot size, there is no further improvement
available by shrinking the subsampling grid because the areas
of averaging will overlap with each other so that no detail
with highér frequency can be reproduced in the averaging

process.
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6.2.3. Skipping of Short Runs

Characteristics of the difference picture have been
checked carefully. By calculation as well as theoretical
analysis, it is found that if an invertible encoding is to be
implemented, there is only moderate compression by decomposing
the halftone into two parts. The total number of runs in a
typical halftone picture is shown in Figure 6.0. The

theoretical limit is obtained by calculating the entropy using

all length Ni Ni
Entropy = 2 () log, ()
i=1
where
all length
S = 2 Ni
i=1

is the total number of runs. and Ni is the number of runs with
length equal to i pels. The entropy calculation gives a good
lower bound for the average number of bits required to encode
each run. A lower bound for the total number of bits required

can be easily obtained by

Total bits = S'Entropy
When there are only low frequency signals in the picture,
the difference picture will consist almost entirely of zeroes

because the lows channel essentially contains all the

information.
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For a complex picture, there are more runs with shorter
length. The total number of runs versus different subsampling
area is piotted in Figure 6.5 when short runs are skipped. As
the texture becomes more complex, the information content in
the difference picture increases quickly. That means more
runs with shorter length show up in the highs channel. The
coding efficiency decreases very fast. Eventually, we cannot
do any better by this means than by directly encoding the
original halftone. Then what is the point of using this two
channel coding scheme? The answer is that by using this
scheme, the redundancy due to the visual system can be
detected ;nd removed easily. By removing the redundancy in

the difference picture, a higher coding efficiency can be

achieved.

It can be seen that a good percentage of the runs are 1
or 2 pels long (46.53% and 18.76% respectively for IEEE test
picture). If these short runs can be neglected, then the
total number of runs will be substantially reduced and the
average length increased. The next question is whether those
short runs are important in determining the quality of a
halftone. If they affect the quality appreciably, then we
have no other choice but to transmit them and the scheme will
not be efficient. On the other hand, if they are not
important to the.visual system, then, we may proceed to omit

them and improve the efficiency at the cost of minor picture
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degradation.

The Autokon uses 722 pels per inch as the resolution for
binary pels. The major reason is the requirement for
rendition of enough grey values in a dot size area. As
mentioned before, too few grey values can create a contouring
effect. When the resolution is increased to above 300 1lpi at
a normal viewing distance of 12 inches, the response of the
visual system has tapered off so much that a test pattern is
perceived as a uniform grey rather than an alternating pattern
unless the contrast is extremely high. At the Autokon
resolution of 722 1pi, a one pel run is beyond visual
resolution. By skipping these short runs, the total number
and the distribution of runs will be greatly improved for
run-length encoding. This scheme is especially useful when
there is not much detail in a picture. In that case, skipping
errors with short length creates almost no discernible

difference.

Skipping runs with length of one and two has been tried.
The compression ratio is improved, however, the quality of the
picture is degraded and the degradation depending on the
original halftone. When on}y runs of length 1 are omitted,
results on the the IEEE facsimile test chart shows that only a
slight difference can be detected in the high contrast

resolution chart area. In the CROWD picture, if examined
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carefully, some loss of detail in the bark of the tree can be
seen. As for the CMAN picture, even when runs with length of
2 are omitted, it shows little discernible difference.
Overall, the omission of short runs with 1 pel length is sh;wn
to have only a very small effect on the visual quality but
greatly improves the coding efficiency. For less complex
pictures, the omission of runs with length of 2 in the
difference picture can further improve the coding efficiency
without further impairing the picture quality. All pictures
show appreciable degradation when runs of length three are

also skipped.

Other than the scanning direction redundancy, there is
also redundancy in the line direction. The close correlations
of pels in the vertical direction create the similarity
between adjacent lines in the difference picture. Due to this
similarity, skipping some lines before transmission and then
recover them by repeating or interpolation will not cause too
much degradation either, if appropriate processing has been
carried out. This processing is discussed in detail in the

next section.

6.2.4. Vertical Skipping of Lines

Due to the performance of the visual system, short
horizontal differences can be neglected without causing

noticeable degradation. The same principle can be applied in
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the vertical direction. One simple way is to skip every other
line while transmitting the difference picture and then use an
interpolator to recover the missing lines. If an appropriate
interpolator is used, the quality of the resulting picture can
be very close to that of the original. The interpolator used
in this thesis is not very complex. In a fine detail
difference picture, the number of white pels is substantially
smaller than the black ones because of the correlation in the
reconstructed halftone and the originals. The interpolation
should therefore emphasize the white pels. Basically, it
interpolates only when the two lines have some white pels (a
white pel indicates there is need to correct the low channel
pel) overlapped with each other as shown in Figure 6.6.

Figure 6.6a and Figure 6.6k indicate the effect of
interpolation while Figure 6.6c shows that no interpolation

will be performed.

Two steps are followed in interpolating the current line
from its two neighboring lines. First, an AND operation is
performed on the two lines to create the skeleton of the
interpolated line. For eaqh white run, chances are that
interpolation is required at the two ends. Next, a filling
routine is called to actually perform the interpolation. End
points of the current run are obtained from runs of the
previous as well as next line. All pels between the left and

right end point are then assigned to be white. Experiments
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Figure 6.6

Interpolation of binary lines.
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prove that this method works extremely well with halftone
pictures. By using this line interpolation, a compression of
2 is achieved in addition to any other compression scheme.
Theoretically, the same technique can be applied when more

lines are skipped.

6.2.5. Result of 2 Channel Halftone Encoding

The advantages of this system are:

(1) We can trade off picture quality against transmission

speed and storage space etc.

(2) Existing coding schemes can be used to encode the low
detailed picture, such as DPCM, transform coding, dither

coding etc..

The above mentioned technique has been applied to three
pictures: IEEE test chart (IEEE), crowd picture (CROWD) and
camera man picture (CMAN). 1In both IEEE and CMAN,
subsamplings are accomplished over a 14X14 area while in CROWD
10X10 is uged. The encoded highs channel uses CCITT run-
length code and skipping single pel runs as well as every
other line. Output picture is kept at the same line width as
the picture to be encoded. Total number of output picture
lines are then used to calculate the compression ration. The
IEEE is compressed from 2912 lines to 289 lines. For CMAN, it

is 188 lines from 4096 lines original and for CROWD it is 221
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from 4096. Since no compression is done on the lows channel,
it takes 7 bits per converted contone pel for a 65 line

halftone. The overall cémpression ratios with respect to the
original halftone scanned from the Autokon and store on disk

are calculated as below:

for IEEE
%%%% = 10.1 for highs channel
lﬁ§lé = 28 for lows channel
- 1 -
CR = 7m0 T)+(17/28) = /-42
for CROWD
%g%g = 18.5 for highs channel
12§19 = 14.3 for lows channel
— 1 —3
CR = 7237+ (I/i8.5y ~ 8-07
for CMAN
%ﬁ%? = 21.8 for highs channel
lﬁ§lﬁ =28 for lows channel
CR = 1 = 12.3

(1/21.8)+(1/28)
The original and decoded halftones are shown in Figure
6.7 through 6.12. When we have complete knowledge of the
screen structure, this coding method is shown to be very

efficient.
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. Figure 6.7 IEEE test picture. (a) original, (b) Reconstructed
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Figure 6.7 IEEE test picture. (a) original, (b) Reconstructed
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Figure 6.8 Original CROWD test nicture.
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Figure 6.8 Original CROWD test picture.
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Figure 6.5 DReconstructed CROWD test picture.
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Figure 6.5 Reconstructed CROWD test picture.
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Figure 6.10 Original

CHMAW test picture.




Figure 6.10 Oriuinal CHAN test picture.
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Figure 6.11 Reconstructed CIAN test picture.
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Reconstructed CIMNAN test picture.
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CHAPTER 7

Summary and Conclusions

7.1. Summary

At the beginning of the project, a number of goals were

set for the work to be carried out. Briefly, they were:

(1) To study the nature of halftone pictures especially from
the spatial frequency domain point of view and using a

generalized dot structure.

(2) To evaluate screen patterns other than the traditional

rectangular type.

(3) To convert halftones to contones for purposes of

rescreening, enlarging, coding etc.

(4) To find limitations of a halftone process in rendition of

details.

(5) To find a good coding scheme for storage and transmission

of halftone pictures.
All of these objectives have been met satisfactorily.

On the screen structure, three hexagonal screens were
implemented. These hexagonal halftones produced very good
visual quality. The mathematical equations for rectangulér

halftone pictures were generalized to screens with general
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structure, spacing and orientation.

In order to study the conversion from half tone images to
contone images, a number of algorithms were developed. The
desired goal for these algorithms was a Moire-free picture.
Based on this criteria, the results of the processing of
halftone images using these algorithms were compared. It was
found that among all of them the "dot size averaging®
algorithm produces the best results. This algorithm carries
out its work in a number of steps, the first one being the
determination of the dot structure of the image. Algorithms
were also implemented to do that for halftone images which dot
structure was completely unknown. These were quite
successful. Based on the dete;mined dot structure an averaging
mask is created which is used to process the given image to
gefﬂ}id of the dot structure and retrieve a contone image.

The dot size averaging algorithm was also augmented with an
adaptive detail extraction method to deal with pictures which
originally had lot of high contrast detail but had screened by
means of a coarse screen. The detail extractor works by
determining the. texture of a small area in the halftone
picture. 1In areas where the texture is complex, a direct scan
with a smail scanning aperture is simulated. In all other

areas the ordinary dot size averaging process is used.

On the limitation of halftone process, experiments were

conducted to find the sampling density required to reproduce
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halftones with quality comparable to that obtainable from
directly screening the originals. The required density is
relatively low compared to what is required to scan a halftone
using one bit per pel format. Depending on the
characteristics of pictures and the halftone screen density
used, a sampling density of 180 samples per inch is found to
be adequate for almost all pictures using halftone screen up

to 100 dots per inch.

On the coding of halftone pictures, two approaches were
investigated. The two-channel coding scheme is used for
coding-before-screening approach and a 180 lpi sampling
density that is found adequate for full quality halftone
reproduction. Compression ratio between 4 and 7 can be
achieved as compared to the one bit per pel halftone format
for pictures directly scanned from the Autokon. For coding-
after-screening approach, two methods are implemented. One
uses a multi-pel predictor to improve the statistics of the
resulting binary pictures. The other decomposes a halftone
into lows and highs channel and skips short runs to get rid of
the signals that have little effect on the quality of the
pictures. Compression ratios as high as 12 to 1 were
achieved, again, with respect to the halftones directly

scanned from the Autokon.
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7.2. Conclusions

Up till now, not much work has been done on image
processing with halftone pictures. The main reason is that
the two properties associated with a halftone picture, the
bi-level characteristic and the semi-periodic structure, make
it extremely difficult to process without generating Moire
patterns. In this thesis, conversion methods were implemented
to convert a halftone into a contone while keeping as much
information as possible. Pictures so obtained can be
processed by the ordinary image processing methods such as
scaling, tone scale transformation, or even for the screen
density conversion. This should open the door for image

pProcessing with halftone pictures.

About the coding of halftone pictures, advantages and
disadvantages for these two approaches are summarized in the
following. Approach (a) is the coding-before-screening
approach which was not using screen information while a two-
channel coding scheme is used to code the contone pictures.
Approach (b) is the coding-after-screening approach. 1In this
case information abo@t the screen patterns has been used as a
kind of predictor to reconstruct the halftones. One
dimensional runlength code by the CCITT group 3 method is used

for detail transmission.
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(1)

(2)

(3)

Flexibility: Approach (a) has the advantage in this
respect. Since the contone picture is coded and
transmitted, conversion to halftones of different line
density or screen type is very easy. It can be done by

simply changing a screen function.

Picture quality: For pictures with a small amount of
fine detail, both approaches produce the same quality
using the comparable number of bits. When the picture is
rich in high contrast detail such as the IEEE test
pattern, approach (a) can not reproduce the fine detail
unless the contone is sampled at a relatively dense grid.
But by doing so, more data is needed and the compression

ratio will be degraded.

Efficiency: 1In approach (a), the efficiency depends on
the sampling density. 1If there are high contrast details
in the original contone, then it needs high sampling
density to digitize, resulting in 1err compression
ratio. 1In this case, approach (b) is a better choice.

On the other hand, when the original consists mainly of
plain texture, or only a low quality halftone is
required, then using approach (a) with relatively low
sampling density is better than using (a) and skipping
longer runs. When the picture consists mainly of low

spatial frequency, there is less information in the
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(4)

(5)

texture. Use of more bits to represent the grey levels
is a better trade off. When very high contrast details
are present, then texture becomes more important and the
code after screen approach starts showing an advantage
either in the picture quality at the same coding
efficiency or better efficiency with the same picture

quality.

Complexity of implementation: Approach (a) needs a low
pass filter, a nonlinear quantizer, a pseudorandom noise
generator etc. Approach (b) needs a screen structure for
each halftone screen, one line of buffer if skipping of
short runs aﬁd skipping of lines are both used, and a
runlength encoder. Both approaches are quite simple
compared with coding schemes such as transform coding.

No complex computations are required especially in the
case of approach (b). Both should be suitable for real
time operation due to the simplicity of implementation in

hardware.

Effects of errors. Approach (a) is less prone to
transmission errors because error are restricted to a
local area. When an error occurs in the lows channel, it
affects the average grey level over the subsampled area.
If the error is in the highs channgl, it affects only one

pel. Overall, the error is localized to either a single
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Pel or the interpolated area for reconstructed lows
signal. On the other hand, approach (b) uses runlength
encoding. If there is an error in a line, the error
propagates to the pels in the same line and renders the
line unsuitable for image reconstruction. However, error
correction codes can be used to decrease the net error
rate. If an error does occur, error concealing

algorithms can be applied to minimize the effect.

As for the selection of which approach to be used in
transmitting and storing halftone pictures, it depends on the
quality of halftones needed and the nature of the pictures to
be processed. For pictures of simple texture or when the full
quality is not required, a low sampling density coupled with
an effective contone coding scheme is a better choice. On the
other hand, when the picture has large amounts of high
contrast detail and the full quality is to be reproduced in
the halftone process, then coding-after-screening approach is

clearly better.

7.3. Suggestions for Further Research

On the binary representation of contone pictures, it is

found that the error diffusion method produces the best

quality so far as the fine detail rendition and Moire pattern

are concerned. There is one shortcoming in that algorithm,
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namely, the artifacts in the plain area when grey level is
near the highlight or the shadow. One potential solution to
get rid of this problem is by réndomizing the coefficients for
the error to be diffused to the neighboring pers. Another
method is to combine the two schemes: contone screen and error
diffusion. A contone screen produces less visible patterns
under the same circumstances. It is logical to suggest that a
combination of the two methods should produce a better

quality.

So far, the contone to halftone conversion is
accomplished by fixed screen. An adaptive scheme for this
conversion is an interesting topic. A good screen pattern
should produce noiseless dots in plain areas while generating
a sharp texture for detailed areas. A fixed screen pattern
usually is optimized only to one of the above objectives.

Thus a screen pattern that produces fine details enhances the
noise as well [75]. If the screen pattern can be adaptive to
the local texture of the picture, then both noise suppression
and detail enhencement can be achieved in the screening
process. The result would be a substantially better halftone
than any currently available screen. A fixed screen can be
used to do the first pass conversion. The algorithm used in
chapter three for detail extractor can then be applied. A map
indicating details in the picture can be obtained. Using this

detail map, screens with detail enhancement can then be
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applied in those areas rich in detail.

The same adaptive principle can be applied for encoding
halftone pictures. The coding scheme in chapter six that
skips short runs creates some loss of dotail even when only
the very short runs are omitted. This is especially true when
large number of short runs are clustered and all of those
short runs are skipped. A better way to improve the picture
quality is to divide the picture into small areas and with the
length of the short runs that are to be skipped determined by
the complexity of the picture at each local area. If fine
detail prevails, then more bits are transmitted for the shape
of the dots. That means skipping only very short runs. In
the extreme case, maybe no skipping is allowed in order to
render the details. On the other hand, if almost no detail in
the area can be detected, then runs with much longer length
can be skipped without degrading the picture quality. This
adaptation of skipping short runs could improve either the

quality or coding efficiency.

The contrast versus resolution test has been experimented
yet the result is not utilized in the coding-before-screening
approcach. Picture sampled at the appropriate density can be
sent to a preprocessor where the low contrast detail is
filtered. This picture now has less information content.

Without the unreproducible detail signals in the image, a
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better coding efficiency can be achieved.

In the process of picture transmission, one may not want
to obtain the full quality from the transmitting side. For
example, if we know the newspaper halftone process will be
substantially degraded in the printing, then we really only
need to get pictures that presumably will produce halftones
equivalent to what can be obtained by the best original under
the same constraint. We know that very often a large amount
of information must be transmitted for a slight improvement in
picture quality. If quality can be compromised, then a better
algorithm can be applied to achieve a higher compression
ratio. On the other hand, some receiving sites may require
higher quality halftones. To satisfy both situations, a
progressive scheme is quite desirable. 1In this scheme, the
picture is sent in a progressive fashion. A "skeleton" of the
pictorial information is sent first. Extra information is
then transmitted to further improve the quality such as adding
more detail, more exact grey levels etc. The amount of
information needed can be determined'by the receiving site.
Transmission can be stopped at the time when further
information does not improve the final reproduction of the
halftones being transmitted. If high quality is not needed in
the reproduction, both time and storage space can be saved by
simply sending as little information as necessary for the

rendition of the desired quality. When better or full quality
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is needed, extra information can thenr be sent at the extra

cost of transmission and computation time and storage space.

The mask designed for this work had very sharp transition
in space domain. Namely, a value of one is assigned inside
the mask, and zero outside. From the information about the
screen pattern, it is possible to design a filter with the
similar zero-crossing at the harmonics of the screen pattern
which is desirable for the Moire pattern elimination. For
example, the alternating phase inversion in between the
harmonics of the screen pattern can be corrected to be in
phase for the entire spatial frequencies. The characteristics
of the filter can also be designed to preserve more signal
components by having sharper notches at the harmonics of the
screen pattern. Theoretically, this can be done by
appropriately assigning the coefficients to the mask instead
of uniformly assigning it t§ a constant. The implementation
will be more complex. How to design such filters, and how
much improvement from such implementations is possible, are

very interesting topics for future research.
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APPENDIX

A. Fourier Transform in Generalized Coordinates

The application of reciprocal basis and multi-dimensional
Fourier transform has been developed in crystallogfaphy for a
long time. Multi-dimensional sampled space in the frequency
domain was investigated by Petersen et al [69], where the
authors proved that the most efficient sampling grid is the
hexagonal grid so far as the highest spatial frequency
components are concerned. A further investigation of the
two-dimension hexagonal raster has been published by Mersereau
[58][59], where the representation of the hexagonal raster in
terms of the ordinary orthogonal basis was used. The result
is somewhat complex and not so straightforward as in the
orthogonal raster. The fast Fourier transform (FFT) exists
for the above representations [29]([73]. It is slightly
different ffom the FFT in orthogonal coordinates. A hexagonal
sampling process is also described by Kelly [48], where the
Fourier transform of impulses in a hexagonal raster is
obtained by superposition and scaling of axes. The method
presented below is to use the reciprocal basis to obtain the

same result but in a more familiar and compact form.

B. Reciprocal Basis

An n-dimensional vector space needs n vectors as a basis

to span the entire space. These n vectors can be arbitrarily
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chosen as long as they are linearly independent. If we choose
(?1,?2,.....?n) as our coordinates, then for any vector in the

space we have a unique representation.

Out of (?l,....?n) there exists another set of vectors
(ﬁl,ﬁz,....ﬁh)_calledvthe reciprocal basis that has the

followihg property:

l1 if i =3

ri'Ry = 8y = 0 if i # ]
where ° indicate the inner product and
8 i3 is the Kronecker delta function.

C. Fourier Transform

"The Fourier transform of a function in ( r; ) coordinates

can be written as

F(G) = .I dvf(T)expl- 2nG'T] (1)

entire space

Let us limit ourselves to the 2-dimensional case of interest.
If we choose ?1, ?2 to be an orthonormal basis, then the
reciprocal basis is nothing more than itself. We write £(T)

as f(x,y), where r = x?l + YFé

If we write F(G) = F(u,v) where G = UFl + VT,
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we then have

Py
F(u,v) =jidxdyf(x,y)exp{-2nj(ux?l’?2+uy?l‘?2+vx?l'?2+vy?l'?2)]
-0

o0
=I‘dxdyf(x,y)exp[-2uj(ux+vy)] (2)
.-00

It is easily seen that Equation (2) is the familiar form.
Now 1if ?l’ ?2 are arbitrary (but linearly independent), then
we can find the reciprocal basis ﬁl' ﬁz in the frequency

domain. The spectrum can be written as

F(G)

F(gl 192)
co

l?lx?zl 5Sdxldxzf(xl,XZ)exp[—ij(glxl+g2x2)] (3)
-0

In the two-dimensional case, the area element is
= |T.xr = I (7 T
ds lrlxrzldxldx2 .(rldxl)x(rzdxz)l

Note that in Equation (3), except for the magnitude factor
I?lx?2|, all other computations are the same as Equation (2).
Equation (3) has the new meaning that the Fourier transform is

expressed in the reciprocal basis.

D. Examples

(a) Spectrum of a slanted bar as shown in Figure I. where the

angle between the two basis vector, is 8. The function can be
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Figure 1I. Slant bar pattern. (a) is the function, (b) is
the reciprocal coordinates, and (c) is its Fourier

spectrum.
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written as

f(xl,xz) = cosanl

sin®@

]

Now Irlxrzl = Irl||r2|51ne

The reciprocal basis is shown in Figure II.b as ﬁl and ﬁz.

Substituting into Equation (3), we have

0
F(gl,gz) = sinessdxldxzcosznxlexp[—ij(glxl+gzx2)]
-0
Note that Iﬁll = Iﬁzl = gfﬁ@ = cscé

so
o) (o)
F(gl,gz) = sineifxzexp[—Zngzledelc052uxlexp[—2wjglxl]

sin® 6(92){ 6(g1+1)+ S(gl-l)}/z (4)

Equation (4) can be shewn to represent an array of two
dimensional impulses as in Figure 1I.c.
We would get the same result if we first obtained the

Fourier transform of cos (2w cscO®)x in the ordinary orthonormal

basis and then rotated the result by an angle of 8 - %.

Note also that in Figure II, distances from the two

impulses to the origin are §£F§ instead of 1.

(b) Two dimensional hexagonal sampling pattern.
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A step-by-step approach to find the Fourier transform pair
of the hexagonal sampling pattern has been discussed by Kelly
(48]. Now armed with the technique of reciprocal basis, we

can attack the same problem in a single step.

The 2-D infinite hexagonal sampling function is shown in
Figure II.a, where each point represents a 2-D sampling
impulse. Written as Dirac delta function, each sampling

impulse can be represented by
6(xl-m)6(x2—n)

Now the hexagonal sampling function can be written as

6(x1—m)6(x2—n) (5)

It is easily seen that the reciprocal basis is as shown in
Figure II.b. The angle spanned between the basis and the
reciprocal basis of the hexagonal sampling grid is w/3 and
2w/3 respectively. |

The Fourier transform represented in the reciprocal basis

can be obtained from Equation (3).

co
- . _]1 - _ _ _ N
F(gl,gz) = sing {deldx2 ;r}x 6(xl m) (x2 n) expl 2uj(xlgl+x292)]

o0 .
= gin¥ —-onA S -
= sing dezexp[ 2wix,9,] i 6(x2 n)
.50

[e 2]

cjdxlexp[-Zijlgl] Y 6(x1—M)
.00 m
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Figure II.

(a) Ry
o)
I
Ry
. . (b)
° [ ]
(c)

Hexagonal sampling grid.
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- . )
= siny i 6(gz—k) ? S(gl—l)

Y3 s - -
=% i § S(gl 1) 6(g2 k) (6)

Equation (5) and (6) are quite similar. The hexagonal
sampling function has hexagonally spaced impulses but the
direction has been rotated by %.

If we expand the axis of Figure II.a such that the

magnitude

2,1/2

1T, = 1T, =

and directions are the same as ?l’ ?2 respectively, then their

reciprocal basis ﬁl', ﬁz' has the properties

T 'RV = F IR ' =
rl R1 1, and r2 R2 1.
We have
R 4 -
IR, "HE,' 5 1
IR = 2 (B (B2
V&) /3 /3
Similarly
IRy' 1 = 17,

The sampling function 33 6(xl'—l) 6(x2'—n) then transforms
mn

to
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F(g,'19,")= (f;)l/z<‘72;)l/2sin-‘31
3 3
(4]
‘22dxl'dx2' iz 6(xl'—m) 6(x2'-n)exp[—2nj(xl'gl'+x2192')]

=33 6(g,'-k) 8(g,'-1)
k 1 1 2

which is the same as developed by Kelly.

(c) The Fourier transform of a function that is unity inside a
hexagon and zero elsewhere. The function is shown in Figure
ITI.

We could accomplish this in the usual way, using the
orthonormal basis. If instead, we represent the function in

the hexagonal basis ?l'?Z’ with
T. = cos¥ = 1/2

| = a, and T

then we can represent its Fourier transform in the reciprocal

basis (ﬁl, ﬁz) using Eguation (3)

F(glrgz)
=s§_a20d l 4 [-213 + )1
ya Jdx, [ x,expl-2w](x;9,+x,9,
-1 -(1+x2)

1-x
+ ﬁzazldx zdx expl[-2wj(x +X )]
22 Jdxa J A% exPl-203(x;9,+xy9,
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|

Figure III. A hexagon which Fourier spectrum is to be found.

=159~




: I
exp[—Zwalgl]|l
—2wjgl

_ /3.2 ¢ .
= éfa {JEdXZexP[-2"Jx292]

I
—~~
—
+
x<
[y
—

exp[-2m7jx,q,]
+ dx,exp[-2mnjx : '
o Jareexplm2mixg gyl ——gg3gs J

I
-1

expl-2mig,l-expl2mjg; (1+x,)]

- V322 9
= a“{ I dx -2
J& 2exp[-2mjx,9,]

—2njgl
1 exp[-2m7jg, (1-x,)]-exp(2wjg,]
.\ . 1(1-%y)1-exp(2wig,
gdxzexp[ 27jx59,] ~Zw3q;
_ izaz{exp[-zwjgl].exp[—ijngz]’0
2. -2wjq, —2wig, { !

exp(2m]jg;] exp(27]j(g;-92)x,] 0

=2njg, ~213j(g5-9;) : 1

exp[-Zngl].exp[—ZWj(gg-gl)XZ]}l

-2wjgl —2vj(gz—g1) |
10

exp[2ngl].exp[-2njx292]||l

'2ngl -2wjq, lo

- V32 exp(-273g;] (1-exp[27jg,])  exp[2nig;] (l-exp[2](gy-g;)])
2 > -
TinTee | -4n%9 (9,-q1)

A
, expl-27]g,] (exp[-27j(gy-9;)1-1)  exp[2%jg;] (exp[-27jg,]-1)

~4g2q.
4n%9; (95-9;) ’4"29192
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exp[-2w]jg; I +exp[2wig,])-exp[2m](g2-g;)]~exp[-2Wj(g,-g,)]

2

—4w7g9,9,

- (expl(-2w]g) )+exp[2mWjg,])+exp(-2nig,] +exp[2mig,]
4+
-4w291(92-91)
= 2cos2wg,-2cos2w(g,-9g,) 2cos2wg,-2cos2ng
VERY 1 27917 | 2 1

2
‘4W29192 ‘4W291(92‘91)

}

=_2
) J/3a {cosngl[(gz—gl)—gz]-(g2—gl)cosZn(gz—gl)+g2cos2wgz}

2
-47%9,9,(95,-9;)

/3a

2
4w 9192(92‘91)

{920052ng2-glc032ngl-(gz—gl)cos2w(gz—gl)}

(d) Fourier spectrum of hexagonal halftone images.

The ordinary rectangular halftone screen has been discussed
by Kermisch and Roetling [50]. Their method is to find the
spectrum of a halftone picture with uniform grey level that
reveals the structure of the screen. The same technique can
be applied to hexagonal halftones yith the difference that
hexagonal coordinates are used instead of the familiar
orthonormal coordinates. Assume a periodic pattern in the
hexagonal system consisting of identical parallelograms with
each side having length of T as shown in Figure IV. We then
define the halftone function as

g(x,y;f) = 339, (s-mT,y-nT; f)
mn
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Figure IV. Shape of dot in the hexagonal screen discussed.
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= 2 9y (x,y:£)** 33 §(s-mT) &(y-nT)
3 mn

0 or 1 for |x]| < %, lyl < %, depends on f

where g, (x,y;f) = 0 otherwise.

I
I
I
I
I
Notation ** indicates the two-dimensional convolution.
Also
&0

(qﬁdj]go(x,y;f)dxdy = f
2-00

where £ is a fixed grey level.

Note that directions of x,y are not orthogonal, rather
they are separated by an angle of w/3. Now we denote
G(u,v;f) and Go(u,v;f) the 2-D Fourier transform of g(x,y;f)

and go(x,y;f) respectively. It is easily seen that

o

G(u,v;£)= %}IIdxdyg(x,y;f)exp[—znj(ux+vy)]
~00
— o0 oo
= 23 (faxdy f[ax*ay'g (x-x' ,y-y'; £)
~00 -0

53 §(x'-mT,y’-nT)expl[-2uj (ux+vy) ]
mn

[ar]
Idxdy g(x-x',y-y';f)exp[-2wj(x-x")u] expl[-2wj(y-y')v]
~00

3 Ny

dx'dy' 33 8§(x'-mT,y'-nT)exp[-2wj (x'u+ty'v)]
mn

\.—-\'

3
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= G(u,vif) (L) 53 §(u-K) 6(v-1)

T kl
2
= uj ;i G (muo,nuo,f) 6(u—mu0) 6(v—nu0)
where u, = 1/T.

0
Now a 2-D halftone function h(x,y) can be written as

©
h(x,y)=ffalx,yif(s,0)] 8(x-s) &(y-t)dsdt
-00

= 2 gix,y;f(s,t)1** 35 §(x-mT) 6(y-nT)
3 mn 4

We then have

H(u,v)

™
_ J; - . s _ _
2 ;i J sdt Go[muo,nuo,f(s,t)]exp[ zu][(muo u)s+(nu0 v)t]]

..

This is quite similar to the rectangular raster as
developed by Kermisch, only the frequency is represented in

the hexagonal reciprocal basis.

(e) Further applications

Mersereau has shown that hexagonal rasters are more
efficient in the sense of frequency resolution for a fixed
number of sampling points. He also developed the hexagonal
DFT. VYet he still works in the rectangular coordinates. The

representation is thus complex and some new techniques are
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required. For the hexagonal coordinates system as in the
examples of the previous section, a hexagonal DFT can be
easily obtained from the sample points if the reciprocal basis
is used instead of the rectangular coordinates. All formulas
for the ordinary rectangular DFT are then applied. All the
mathematics is thus easier to understand and the form is also
simpler. Existing computer programs are thus usable. The
only differences are that (1) instead of a rectangular area,
we now have to work with the parallelogram, (2) directions
for the spatial frequency are different from the spatial
sampling direction, rather it is in the directions of the
reciprocal basis. It may be necessary to design new
techniques of digital filtering because the frequency response
is expressed in the reciprocal basis. It is believed that a
simple translation between axes can solve this problem. All
we have to do is to express the frequency response of a filter
in the reciprocal basis, and then sample the frequency

response in the reciprocal raster.
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