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Abstract

The state augmented extended Kaliman filtering technique is applied
tc identify the dynamic system cf a maneuvering ship in this thesis.
Through the analysis of various hydrodynamic phenomena and the diagnostic
information from parameter estimation, the mathematical model of ship
motion is modified interactively with the processing of sea trial data.
This effort results in a concise and yet more realistic and accurate model.

The identifiability analysis and the sensitivity analysis are explor-
ed to give a proper suggastion of parameterization for parameter estima-
tion.

The cancellation effect among the contributions of hydrodynamic
coefficients is found responsible for the simultaneous drifting phenomena
during the estimation of parameters. The slender body theory is utilized
to explain the intrinsic nature of cancellation effect for the dynamics
of ship motion. "Parallel processing","exaggerated over- and under-
estimated initial guess" and "parameter transformation" are developed to
cure the simultaneous drifting phenomena. "Exaggerated over- and under-
estimated initial guess" is a practical scheme and "parameter transforma-
tijon is more rigorous. Both of wnich have been tested on simulated data
and achieved great success. "Parallei processing" does not cure the
simultaneous drift, but its application to the estimation of ship resis-
tance coefficient is very successful.

The accuracy of estimated hydrodynamic coefficient value for ESSO
0SAKA is checked by comparing the simuiated motion and the sea trial
cecord. The performance of identified system of ESSO OSAKA is very
satisfactory for mild maneuvers. The resulting improvement on the violent
maneuvering simulation is substantial, although further effort can make
the model even better.
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Title: Professor of Ocean Engineering
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Figure
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Perturbed sway speed,corresponding to the variation of each

coefficient, during a 20°/20° zigzag maneuver of ESSO 0SAKA..

Perturbed yaw speed, corresponding to the variation of each

coefficient, during a 20°/20° zigzag maneuver of ESSO OSAKA..
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Ceveloped area of the propeller

Rudder area

Area of the portion of rudder that is in the slip stream
Coefficient matrix of exogeneous input u

Drag coefficient of locked propeller

Lift coefficient of rudder

Resistance coefficient

Mean velocity over the rudder

Mean velocity over the rudder of equilibrium propeller
loading at forward speed u
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Water depth
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this study
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random variable
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Covariance matrix of process noise
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Hydrodynamic force in y-direction

Asymmetrical sway force due to single propelier
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Current direction
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1. INTRODUCTION

Traditionally, the maneuverability of the ship has received quite a
lot of attention from naval architects. Due to the inherent difficulties
to build a perfect simulation model for describing ship motions, the
quantitative analysis of ship maneuvering has not reached a satisfactory
state.

The problem was not serious before, because the ship was not so big
in size and was sufficiently powered to handle a emergency situation. In
recent years, giant ships has been put into service responding to the
request of economic operating cost. A careless error 1in operating those
high risk ships, such as VLCC(Very Large Crude Carrier) and LNG(Liquified
Natural Gas) tanker, can cause very serious accidents.

Besides the safety problem, due to the revolutionary development of
computer and electronic equipment, there is an increasing_trend of
implementing auto pilot, satellite navigator and automatically controlled
power plant systems aboard the ship. Therefore, no matter whether a ship
is being designed or being operated already, 2 sufficient understanding
of the very ship's behavior during maneuvering becomes more important
nowadays.

The study of surface ship maneuverability has been concerned with
the dynamic stability, the ship's response to the control surface and its
turning capability. In the design stage, if these performances can be
accurately predicted through a proper scheme, faulty design can then be

corrected and it is more likely to reach optimal solution under all sorts
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of constraints. After the ship is built, it is necessary to know the
relevant information for establishing a standard procedure to operate the
ship, especially in the restricted water or in the course of avoiding a
collision. As to the aspect of professional education, we would like to
train the ship operators in an efficient and safe way.

To achieve the above goals, the usage of full scale ship is obviously
too expensive, ineffective and risky. Consequently, it is more preferable
to resort to a model which simulates the behavior of a real ship. In
general, there are two kinds of model. The "phyvsical model" is a scaled
ship model run in a towing tank and the "mathematical model" is a mathe-
matical representation of the ship behavior by virtue of computer simula-
tion. Since the model has much smallier Reynolds number than that of a full
scale ship, it is‘necessary to increase the size of model in order to
reduce the scale effect. Unfortunately, the investment on a large maneu-
vering tank is quite heavy and the operating cost is not cheap either.
Besides, the time is scaled down by the square root of length sczle ratio.
Since the trainee and the model are in different time scale, the physical
model is not suitable for training purposes.

Considering these disadvantages of physical model and the tremendous
amout of information generated by computer within a short time, a mathe-
matical model based on a hypothesized structure of the dynamic system and
the associated coefficients is prefered in predicting and simulating the

ship motion.

However, few coefficients in the model can be accurately estimated by
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theoretical approach. Most of the hydrodynamic coefficients have to be
estimated by experimental measurement. Unfortunately, it is almost
jmpossible to measure the hydrodynamic force and moment acting on a real
ship. We have to resort to the measurement on the scaled model of the
ship.

Among the experimental methods, the captive model test is the most
popular one, Abkowitz[1969], Smitt & Chislett[1974], Fujina[1976].
The rotating arm test(RAT) measures the hydrodynamic force and moment by
stationary motion and the nlanar mechanism(PMM) measures the hydrodynamic
force and moment by designed unsteady motion. Since the model test
suffers from scale effect, the measured hydrodynamic coefficient value
is not completely reliable. Especially the test of motion in restricted
water, e.g., a shaliow water or a narrow canal, the boundary layer around
the model is thicker than ships due to smaller Reynolds number. Conse-
quently, the effect of restricted water may be exaggerated significantly
during the model test.

It is in the 60's, the system identification technique was introduced
to resolve the problem due to the inherent difference between the scaled
medel and the full size ship. System identification is a subcategory of
estimation in the system theory, Schweppe[1973]. Based on 2 hypothesized
structure and using the collected observations, the parameters of the
system are estimated. If the resulting model passes the validity test,
this identified system is an equivalent counter part of the real system.

Therefore, when sufficient sea trial data are measured, the optimal
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hydrodynamic coefficients for a snhip maneuvering model can be estimated.
Notice that the optimality is based on a certain criterion. If this
criterion is changed, different results will be obtained.

Although scale effect reduces the reliability of those measured
hydrodynamic coefficient values, it does not mean that system identifi-
cation can replace the model test completely. As a matter of fact, model
test value is used as the initial guess for parameter estimation and it
is also used to eliminate those mathematically possible but physically
infeasible vaiues from identification. For ship design purposes, the
information from the model test can hardly be furnished by system identi-
fication either. A proper application of these two techniques will best
serve for the research of ship maneuverability.

At M. I. T., the application of system identification to ship maneu-
vering dynamics was startad by Hayes[1971]. An intensive study was done to
show how model reference method(MRM) and extended Kalman filtering(EKF)
can be used to identify the hydrodynamic coefficients of a deep submergence
rescue vehicle(DSRV) from the simulated rnoisy data. Using the simulated
data of a Mariner ship, Brinati[1973] explored the application of EKF to
the surface ship maneuvering problem. Since MRM was found inferior to the
EKF, the application of MRM to the ship maneuvering had been dropped from
than on. Lundblad[1974] confinued to study the proper type of maneuver
which gives the better identification result. The ocean current of unknown
magnitude but known direction was introduced into the computer program by

Szeto[1977]. The parameter estimation from the simulated data of a
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supertanker is equally satisfactory as the study of Mariner's by the
previous researchers. |

However, there is a problem in the previous studies. A satisfactory
result is not always gquaranteed. The identification can end up with
erroneous estimation of hydrodynamic coefficients, while the measurements
are filtered very nicely. In using the EKF technique, this problem is
manifested in the phenomenon cf "simultaneous drift" of estimated coeffi-
cients. In other words, the system model has the problem of identifiabi-
lity.

Outside this school, Kaplan & Sargent[1972] applied the MRM to the
jdentification of a ccnventional surface ship system and applied the EKF
to estimate the dynamics of a hydrofoil craft and a surface effect ship.
The results of MRM is very sensitive to the noise, which is a consistent
finding with the conclusion of studies conducted at M. I. T..

Sandman & Kelly[1974] also utilized the MRM to identify the linearized
dynamic system of an underwater vehicle. Since the problem of parameter
identifiability was not resolved, physically unacceptable value, e.g., @
positive pitch moment damping coefficient, has been obtained.

A mixture of output error and equation error method is applied by
Gi11[1975] to identify an incomplete nonlinear model of ESSO BERNICIA.
Within which er, X56 and Yrvv are the only nonlinear terms included in
the model and the ship forward speed is used as the velocity parameter for
the rudder induced forces and momerits. Therefore, what he claimed the

applicability of his identified model over a wide range of forward speeds
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and ahead engine speed is questionable.

When Nomoto[1975] applied the least square error iteration method to
estimate the coefficients of ship steering equation, he met a problem of
jdentifiability. Two coefficients can be adjusted simultaneously to give
the same minimum error, as long as their ratio is kept to a certain
constant. This is essentially the same phenomenon of simultaneous drift
that happened to extended Kalmar filtering of ship maneuvering data.

The maximum 1ikelihood method was used by Rstram & Kallstrom[1973]
[1976], Bystrom & Kallstrom[1978], Norrbin, Bystrom, Astrom & Kallstrom
[1977] to study the ship steering dynamics. Sea trial data was utilized in
each study. Rstrom and Kallstrom[1973][1976] attributed the failure of
estimating YQ’ Y;-m', NQ, N;-m'xé, Yé and N& simultaneously to the non-
linear effect. Since the rudder execution is less than 5° in most of the
time during the trial, it is hard to justify that linear model can give
very bad result. Actually, even when nonlinear model was applied by
Bystrom & Kallstrom[1978], Norrbin, Bystrom, Astrom & Kdllstrom{13977],
physically unacceptable values were stiil obtained. We have found that
in their results, simultaneous reduction or simultaneous increase from the
model testing value had occured to Y&, Y;—m' pair and N;, N;-m'xé pair,

The study of M. I. T., Japan and Sweden has independently indicated
that the identifiability is a problem for the ship maneuvering dynamic
system. Therefore, in this thesis it is intended to give this "simulta-
neous drift" an explanation and develop some oractical techniques to

avoid this problem. The "cancellation effect" is found to be responsible
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for this "simultaneous drift" phenomenon. "Paralliel processing", "Exag-
gérated over- and under-estimated initial guess" and "parameter transfor-
mation" are developed to cure this sympton.

In July and August, 1977, extensive maneuvering trials of the 278,000
DWT supertanker ESSO OSAKA were conducted in the Gulf of Mexico. The
trials were designed such that the essential maneuvers were all included
for research on system identification. A total of 35 data files were pro-
vided to M. I. T. in January 1978. Since then much effort has been devoted
to processing these data files. Because this is the first time that the
real data is fed into our system identification program, we found many
flaws in our mathematical model. The modification of model has been
carried out interactively between processing the real data and comparing
the simulations with these data records. In Chap. 2, we will present the
modifications that have been made on the original mathematical description
of ship motion.

In Chap. 3, the basic idea of system identification is reviewed
briefly. Three parameter estimation techniques: the model reference
method, the extended Kalman filtering via state variable augmentation and
the maximum 1ike11hood method are mentioned in that chapter, although
only the extended Kalman filtering is employed in this work.

The details of model structure, when the system identification
technique is applied to the ship maneuvering dynamics, is discussed in’

Chapter 4.

In Chap. 5, several problems of jdentifiability is explored. The
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slender body theory is used to show that cancellation effect is an in-
trinsic nature of ship dynamics. The sensitivity analysis is studied to
give a proper parameterization strategy for a systematic and reliable
search of the optimal coefficient values.

in Chap. 6, the remedies fcr eliminating the simultaneous drift are
studied. Among which, the "parallel processing” technique is not as
successful as it thought to be. But we found that it can be used together
with the "exaggerated over- and under-estimated initial guess" to accurete-
1y estimate the ship resistance coefficient.

The ideas proposed in Chap. 6 are i1lustrated in Chap. 7 by process-
ing the simulated data, the effectiveness of each scheme is evaluated by
comparing the estimated coefficient values to the true values. After
sufficient confidence has been gained, the sea trial data of ESSO 0SAKA
js also processed, the accuracy of estimation is checked by comparing the
simulation with the sea trial data.

Conclusions of this work are summarized in Chap. 8, and some recoman-

dations for the future work are also suggested.
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2. Governing. Equations of Ship Maneuvering Motion

In estimation theory, a mathematical expression is needed to describe
the dynamics of the system. A deterministic relationship for ship motion
is developed in this chapter as a preparation work for Chapter 4. Most
of the time, the derivation is based on Abkowitz's [1969] approach, but
modifications are introducad in order to make the modelling more flexible
and physically more realistic.

2.1 Assumptions and Coordinate System

Although the ship motion can be described by referring to the
coordinate system fixed to the ground, in order to make the calculation
of hydrodynamic loading easier, we fix the coordinate system onto ship.
For ordinary ships, the geometry is symmetrical about the longitudinal
center plane. We choose the intersection of this plane and the calm water
surface as x axis, with the positive direction pointing toward bow.

Following the sign convention of the Principle of Naval Architecture

by Mandel [1967], we let the y axis point to starboard. In order to
allow for flexibiiity, it is not necessary to have the origin coincide
with the center of gravity, and the origin can be chosen to take advantage
of body geometrical symmetry in the calculation of hydrodymanic force and
moment. The midship on x-axis is the preference for the origin in this
work.

In general, a ship has six degrees of freedom as illustrated in
Fig. 2.1 and we need to consider all these modes to give a complete

description of ship motion. By examining the order of magnitude of those
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y3

Figure 2.1 Definition of ship motion

cross-coupling hydrodynamic forces and moments between roll and sway
or between roll and yaw, Loukakis and Sclavounous [1979] showed that
rol1l has minor effect on the sway and the yaw motion, although the
reverse is not true, the sway and yaw motions do affect the
roll significantly. On the presumption that heave, roll and pitch motion
are not important in the maneuvering problem, the ship is assumed to move
in the horizontal plane only. The coordinate system and the sign
convention for this maneuvering problem is illustrated in Fig. 2.2.
But one must keep it in mind that this statement is not valid when the
ship is

1. moving at high Froude number;

2. doing very tight maneuver at high speed,

3. in restricted water, e.g., canal, channel, harbor...

In this work, merchant ships, such as tankers and cargo ships, are of

main cencern. Therefora, the first two situations are most unlikely.
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However, open shallow water case will be examined in this work. As long
as the rolling, heaving and pitching motion is small and the squat
phenomenon is not significant, which is the case during the sea trial of
super tanker ESSO OSAKA, surge, sway and yaw are still considered suffici-

ent to describe the ship's maneuvering motion.

W
—a X0
S N
E
Qa
+ )
Yo U.: current speed

a : current angle

Figure 2.2 Coordinate system and sign conventions

Rigorously speaking, the hydrodynamic force and moment are not only
dependent on the instantaneous state of the ship motion but also on the

past history of the motion. This is the so-cailed "memory effect" that is
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caused by the vortex shedding and wave generating during the ship
maneuvering in that case, the hydrodynamic coefficients are frequency
dependent and the exact governing equations of ship motion are integro-
differential eguations. However, Fujino [1976] found that, within the
operating range of merchant ships, these exact equations produced almost
the same yaw response to the rudder deflection as that obtained from the
quasi-steady state approximation, in which the hydredynamic force and
moment are treated as functions of instantaneous velocities and accelera-
tions only. This observation released the pressure of dealing with a
system which is described by a very complicated mathematical relationship.
Therefore, the memory effect is neglected in the following part of this
thesis.

2.2 Ship Motion in Horizontal Plane

Applying Newton's law of motion, one acquires the following differential
equations describing the relationships betweern the motion variables and the

external force and moment:

m(d-rv-xGrz) = X
m(G+ru+xGF) =Y
IZF+me(9+ru)= N (2.2.1)

where X, Y, N are functions of ship properties, fluid properties, motion
properties and orientations. If there is a steady current Ue in the

direction of o , then the ship velocities relative to water are
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U = U-u, cos (y-a)
V. = ViU, sin(w-a)
4. = utu r sin(y-a)
V. = 0+ucr cos (v-a) (2.2.2)

Substituting (2.2.2) into (2.2.1), it is found that

SV sls8seas)

. 27 (o
m[ur-r'vr Xg" ] X(ur,vr,r’ur r

m{v ru txer] = Y0V Fausversss. )

IZF+me[QP+rur]= N(Gr,Qr,i,ur,vr,r,G,...) (2.2.3)

What Eq. (2.2.3) says is that the resulting effect of a steady current
on ship motion is just a steady shift of position which can be Tinearly
superimposed on the zero current path as pointed out by Gill [1975]. This
finding helps to give a solution of simpler form than that of Szeto [1977].
It is beneficial in reducing the orogramming difficulty, numerical error,
storage memory and computing time.

However, Crane [1979] reported that even at the same spot but at
different depths, the current meters can have 45° difference in direction,
0.3 knots difference in magnitude. Three different methods were employed
to estimate the set (direction) and drift (distance) of current; no
consistant result was concluded. Amcng all the maneuvers, the turning
circle is probably the only one for which a reasonably good estimation of

current is possible, because from the cyclic variation of surge and sway
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speed in the steady state, the current effect is very obvious. Neverthe-
less, if there is any variation of current during the transient period,
it would be difficult to tell. Figure 2.3 is a comparison between the
absolute ship velocity and the relative velocity to water of ESSO OSAKA's
sea trial data during a turning circle maneuver. Notice that the relative
velocity levels off as it should be, but there may be some error in the
magnitude of peak in the transient period due to a possible changing
current.

These observations raise the question about the validity of constant
current assumption. Indeed, in the latter work, we found that a changing
current can degrade our estimation and we have to avoid this situation by
using the portion of data that current is almost constant. Since a completé
ignorance of current effect would be a disaster for the estimation of hydro-
dynamic coefficients, something awkward is better than nothing, we will
assume a constant current in our model all the time.

2.3 Hydrodynamic Forces and Moments

Due to the complex nature of fluid flow around ship hull, a closed
form expression of the hydrodynamic forces and moments acting on the ship
is almost impossible. Following the conventional approach originated
from Abkowitz [1972], we take the Taylor expansion of these hydrodynamic
force and moment with respect to the motion variables: Ups Vs T dr’ Qr' r
and the deflection of control surface & about a chosen point at which

U = Ugps Vo =T =0 =V = r=6=0. Although, the linearized

equation is gocd enough for studying the stability of ship, it is not

r
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sufficient to simulate the ship motion, Eda [1965]. In order to include

" the nonlinear effect and yet to keep the number of terms low, the terms

of order higher than 3 are considered small and thus neglected

" Together with the other assumptions:
The ship geometry is symmetrical about the center plane
. The accelerations Gr’ v , r are only linearly related to the

hydrodynamic force and moment.
There are 60 hydrodynamic coefficients which are retained in the final

" form. If the factorial coefficient of the Taylor expansions is absorbed

into the hydrodynamic coefficient, then

COX = X. U+X . Au_+X (Au_)2+X (Au_ ) 3+X v_2+X 524X r?
ur r ur r urur r ururur r Vrvr r 858 rr
+ X v r+X v 8+X ré&+X §8Au_+X r2au_+X 2Au
v r “vor ré S8u u. r rrur r Vrvrur

rr r
(2.3.1)

+ X vV rau +X .. v_8Au_*+X réAu
ru rr r
Vr “r r r Vr°ur r 6ur

Y = Yo+Y. v +Y.r+Y v +Y r+Y S+Y v Au_+Y_ rAu_+Y. SAu
Vr rr Vr r-r § Vrur rr rur rodu. r

3 34. 2+ . 2+ A 2
o vvlVe el 55887y rr rr Yv,_ocsvr"S Yvrururvr(”ur)

re'r
2 2 2 2
r(Aur) oy y OV S+ 8T +Y6urur6(Aur)

2 2
+Y .. .ré%+Y
réé ru_u Ve

A (PR o'
r rer

rvrvr

+Y v.ré
veré
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N = NotN- v +N_ v _+N_r+N §+N, |, V8u N rou N Sdu +H,
Jr rov. ror 8 r r rr ru r r <Sur r

+N v: +N_ r3+N. . S3+N v_r2+N v_82+N v _(Au)?
Vrvrvr r rrr 888 vrrr r vrds r Vrurur r r

+N rv2+N_ . .ré2+N r(Au)2+N. Sv_2+N.  &r2+N
rvrvr r réé rurur r ovrvr r Srr 6urur

Nv ravrré

Substitute Eq. (2.3.1) into Eq. (2.2.3) and solve for ur, vr and r,

we then have

f1
u =
r m - xﬁ
r
(I_-N.)f; - (mx.-Y.)f;
v = —2T G ¢ (2.3.2)
r f -
'8
(m-Yv )f3 - (me-Nv )\,
b= r r
fu
where
f, = X Au_+X (Au_ )%+ X (Au. )3+ X v2 +X. 624 (X__+mx.)r?
u. rouuL r UauLu. r Vrvr r 88 rr G
2 v 2 2
+(Xv r.+m)v|,,r+XV 6vro+xrar6+,(66 66Aur+xrru Aur+Xv vulVr Au,
r r r'rde
+errurvrrAur+XV Gu cSAur eru rcSAu'r
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= Y,+ +(Y - :
fa =Yy YVrVr (Yr mur)r+Y66+YvrurvrAur+YrurrAur+Y5ur6Aur

+Y v I+Y  pday 834y v _r2+y v_58+Y 2
Vrvrvr r rrr 888§ vrrr r vréé r v _u

v_(Au_)2+Y rv
QU VYT

+Y_ .. .ré%+ r(Au_)2%+Y Sv_24Y . Sri+Y §(au._)2+Y v._rs
rsé n‘urur r avrvr r Srr 6urur r vrra r

fa = No+N, Vr+(Nr°me“r)r+N55+Nv uVrA“r+Nru rdu +Ns ~Sbu

r
r rr r r

2

2 2
+N W, o5V 88N "r(A“r) W, v Ve

r u_u v
vrﬁo

v 3+ S3+N v.r
vv.v. r rrr 866 v.orrr rUpYp e

rrr r

+N 6(Aur)2+N v ré

2 2 2 2
rasrﬁ +Nru u r(Aur) +N6v v GVr +N6rr6r +N(Su u r

rr rr r'r vrrG

o= (mmty )T (e ) (meg=Y,)

Having eq. (2.3.2) at hand, it is straightforward to calculate u and v
by eq. (2.2.2).
2.4 Non-Dimensionalization of the Hydrodynamic Forces and Moments

Since hydrodynamic force and moment are functions of velocity, those
hydrodynamic coefficients in the last section depend on ship's velocity.
Experimentally, Eda [1965], Strom-Tejsen & Chislett [1966] have shown that
the hydrodynamic force and moment are proportional to the square of
velocity and the non-dimensionalized hydrodynamic coefficients are constant
in low speed range — the operating range of merchant ships (no Froude
number dependency). These cbservations are very valuable. Otherwise, one
will have to store a tremendous amount of information on tnese hydrodynamic

coefficients in order to calculate the ship dynamics and the identification
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of this system becomes very difficult. In addition, the non-dimensionali-
zation of these coefficients allows us to compare the coefficents of
different ships and to estimate the dynamics of a full size ship from model
test results.

Traditionally, the water density p , the ship length L and the ship
resultant speed U are employed as the characteristic dimensional parameter.
Dividing mass by % L3 , length by L and time by % , one can nondimension-
alize all the hydrodynamic coefficients. The list of nondimensionalization
factors for major coefficients in Eq. 2.3.2 is shown in Table 2.1.

However, one must notice that it is improper to use only one charac-
teristic velocity for all the hydrodynamic coefficients. For instance,
due to the wake and race effect, the fluid flow around the rudder has a
very different velocity from that around the ship hull. Both Strom-Tejsen
& Chislett [1966] and Smitt & Chislett [1974] have shown that if one uses
ship velocity to non-dimensionalize the force or moment induced by rudder
deflection, the non-dimensionalized curves will not collapse onto one
curve. Instead, they are speed dependent. A detail procedure to evaluate
the velocity parameter for rudder force and moment will be discussed
together with the other modifications of the mathematical model derived
in Section 2.5.

2.5 Modification of the Mathematical Model

Until the sea trial data of ESSO OSAKA was provided to M.I.T. in
January 1978, the application of system identification to ship maneuvering

in this school always worked on the simulated noisy data. The accuracy of
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Table 2.1

LpP

W 00 N O O L N -

10
N
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
3
32
33
34
35
36

Dimensional factors for nondimensionalizing

COEFFICIENT

DIMENSIONAL
FACTOR

0.50L3
0.5pL2U
0.5pL2U
0.5pL?
0.5pL"
0.50L2U
0.50L3%U
0.5pL2U2
0.5pL2U2
0.5pL"
0.5pL3
0.5pL3U
0.50L“Y
0.50L%y2
0.5pL3U7!
0.5¢0L2
0.5pL2U7!
0.5pL2
0.5pL"
0.5pL2U2
0.5plL?
0.5¢L%U
0.5pL%U
0.5pL3U2
0.50L2U7!
0.50L2U2
0.50L3U"1
0.5¢pL2
0.5pL2U
0.5pL3U"
0.5pLU2
0.5pL*U™?
0.5pL!
0.5pL3U
0.5pL4U7?
0.5pL2U

the hydrodynamic coefficients.



the modelling had never been challenged before that time. In the initial
effort of estimating the hydrodynamic coefficient value by processing
the sea trial data, we found that not only the estimation was physically
unacceptable, but also the validity test indicated some sympton of i1l
modelling. There are many possibilities; the deterministic description
of ship motion is the first thing to check. In this section, the author
will present several modifications of the model based on the feedback of

data processing.

2.5.1 Force and Moment Derivatives with Respect to Rudder Deflection

In the discussion of Strom & Chislett's paper [1974], Thulin has
pointed out that it is the flow velocity over rudder that one should use
to nondimensionalize the force and moment induced by rudder deflection.
The entire fluid region around the rudder is highly complicated, not only
because the rudder is behind the ship's wake and propeller's race but
also because the flow is not uniformly distributed over the span. A simple
and yet effective approximation was introduced by Thulin. Let the
geometrical relationship between the propeller and the rudder be illustrated
in Fig. 2.4. Assume the flow far upstream the propeller and the flow over
the portion of rudder which is outside the race have a velocity (1-w)u. The
velocity within the "slipstream" can be calculated by the momentum theory.

Far behind the propeller disk, the induced axial velocity up is

x

uAm = -(1-w)u + /(T—w)2u2+% K.I.(.'ld)2 (2.5.1)

At a general position x , the induced mean axial velocity up is acquired
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Upeo * (1=w)u

ku

0.5uAcn + (lew)y

a

; (l=w)u "
- - -—

-2y |\l

o * (1=w)u

Figure 2.4 Geometrical relationship between the
propeller and the rudder.

1.0

0.8

) 0.6
k==

A= 5.4

9.2

-200 °|o0 0.0

1

/

=

1.0

2.0

Propeller race
according to momentum theory.

x/0.5D

Figure 2.5 The mean axial velocity induced by a
semi-infinite tube of ring vortices
determined by the Law of Biot-Savart,
(ref. Smitt % Chislett[1974])
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by multiplying u, a factor k , which is a function of the axial distance
x from the prope]Ter disk to the point of interest. In this case x is
the location of the quarter mean chord of the rudder. An infinite blade
propellerwas used to find the functional relationship between k and x .
See Fig. 2.5. The mean squared velocity c? over the rudder is now

evaluated as a weighted sum of (1-w)2u? and qu .

Ag-A

[(1-w)utkuy 12 + ER P (1-w)2u? (2.5.2)

| 3=
o |9

2

c

Since Eq. (2.5.2) requires the information of open water test of
propeller, rudder geometry and the record of ship forward speed u and the
rpm of propelier during the trial, it is an expression that relates the
major factors to the fluid flow over the rudder. Although several assumptions
are made to derive (2.5.2), physically it is still more natural and
convincing to use this averaged speed c , instead of the resultant speed
of ship U , as the dimensioning factor.

Yet, one must remember that switching from U to ¢ as the dimension-
ing factor for rudder induced force and moment is not the only modification
one has to make in order to make the model more appropriate. Since the
hull-propeller-rudder interactions and the speed loss effect have been
accounted for in Eq. (2.5.2), it is necessary to remove the terms in
the original model, Eq. (2.3.2), that represent these effects. The

, and N s N
Sur Gurur

X Y are the very

X , Y

s X o s
ur66 v_&u

ror réuy.

’
6ur Gurur

terms that should be removed from the expressions.
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Despite the merit of this modification, one may argue that if suffi-
cient number of higher order terms are kept in the model and the ship speed
is- still employed as velocity parameter, an accurate simulation is still
possible. It may be difficult to disapprove this statement, but its dis-
advantage is obvious. First, the expressions become complicated and it
increases the computing burden. " Second, it is very difficult to interpret
the”;;;sica1 meaning of those higher order terms. The worst of all, it is
extremely hard to estimate these coefficients by system identification
techniques.

To see the improvement after this modification, we simulate the skhip
motion by "the o1d" and "the new" model and compare it with the sea trials.
The hydrodynamic coefficients values are based on the model testing value
for ESSO OSAKA provided by Stevens Institute of Technology and no system
jdentification has been conducted yet. In Figure 2.6 is a comparison of
20°/20° zigzag maneuver. Notice that we did not use the sea trial record
of rudder deflection and propeller rpm in the simulation. If it were the
case, the simulations would be even better. Nevertheless, the phase shift
of v and r are almost eliminated and the speed loss track the sea trial
data very well for the new model. The old model is apparently inferior to

the new model.

2.5.2 Longitudinal Force derivatiives on a Straight Course
. 2 3
In eq. (2.3.1), XuAu+qu(Au) +xuuu(Au) represents the effect of

speed loss. On a straight course, this is actually the difference between

the effective thrust and the ship resistance, (1-t)T-R. At the first
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glance, it is a very neat expression to use. But many questions were
raised about the generality of this expression when system identification
is applied to estimate the value of X&,XGU and X&uu‘ For instance, are
these values data file independent? can this expression model some special
situation like coasting with wind milling propeller or coasting with lock-
ed propeller? To understand the problem let us study the expression
(1-t)T-R further.

Write (1-t)T-R in the form

(1-t)T-R = (1-t)Ktpn2d"- %CRSUZ (2.5.3)

Notice that the calculation of effective thrust force and ship resistance
is not so straightforward as it appears to be, because the thrust deduc-
tion factor t, the thrust coefficient K¢ and the resistance coefficient
are not just constant, —

1. Kt is a function of advance ratio J= ——L———L— and cavitation number

g, i.e., (J,0),

t t
2. t varies with the propeller loading Kt’ slowly though,
3. A large change in Reynolds number or a change in the ship wave system
will cause the change of wake fraction w, Mandel[1967],
4. CR is a function of Rn and Froude number Fr'
Therefore, if a complete emperical information of Kt’ t, w and CR
versus the pertinent parameters is unavailable, we can hardly acquire a

good simulation for the ship motion. That is why egq. (2.5.3) is not

suitable for the purpose of system identification.
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If we assume the propeller operates in the range of no significant

change in cavitation number o and Kt is a linear function of J, then Kt

can be approximated by

oK

=K, +(—5—), & (2.5.4)

KeZKe H a0

t

Similarly, CR can be approximated by

BCR
R=C °+(——Bﬁ—)°Au (2.5.5)

Using the definition of J and the equilibrium condition

Ktopnozd“(I-t°)=CR°—g— Su,2 (2.5.6)

we can write eqg. (2.5.3) as

(1-2)T-R = % SCRo UOE(%c)Z T-t) ~ (ﬁ—‘o)z] ¥ (BJJ'O E‘(ndWl
u0(1-w0) . P Zd'-b(-l ] aCR 2
T n -t) - 3lzg) Sut(u-uo) (2.5.7)

Suppose the change in Reynolds number Rn and in ship wave system
is small enough to assume a constant wake fraction wo, and the change
of propelier loading is limited enough to assume a constant thrust

deduction coefficient t , then equation (2.5.7) can be simplified to

P 2 2 oK
= — 2 .n_ - E :2 _t\ i- ﬂ.
X =7 Cp Sus [F) - (3,) 1+ end uolz3 0 (G- ) (T=w,) (1t )
aC
R
- 5 (=), su(u-uo) (2.5.8)
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If the propeiler rotating speed can be kept essentially constant, e.g.,
a ship powered by steam turbine, Abkowitz [1978] showed that
K aC

- 3 t - _ - _ 9 2 R
X, = enod (537, (1-w ) (-t ) pCRo -3 Suo( 37
X =-£§-[C+2(3R)u] (2.5.9)
uu 2 R0 u ‘oo 5.
=08 Cry
uuu 2 du ‘o

Apply the conventional way to nondimensionalize the expressions in
equation (2.5.9), one can immediately see the problem of "data-point

aC

specific" . Uniess (—-50 is negligibly small, X' , X' and X'
U o u uu uuu

are dependent on the equilibrium point. This is probably not a serijous
problem for commerical ships, because most of them are designed to
operate in the flat region of resistance curve. However, one must notice
that we made many assumptions tc derive equation (2.5.9) from
equation (2.5.3), any violation of them will cause the same data specific
problem. For the sea trial data of ESSO OSAKA that we have been dealing
with, the propeller rotating speed is not essentially constant all the
time and the change of thrust coefficient is significant enough to
challenge the assumption of constant thrust deduction coefficient t
during a tight maneuver.

Therefore, at least for this thesis work, the expressions in

equation (2.5.9) are not valid to use. We have to seek for another



model which has less constraints to use and yet is suitable for

parameter estimation.
The idea here is to replace the thrust developed behind the ship,

(1-t)T , by an emperical expression in terms of the propeller rpm and

the ship forward speed,

(1-t)T —— n1u2+n2nU+n3n2 (2.5.10)

When the ship is moving at constant heading, the external force is almost
the net effect between the thrust (1-t)T and hull drag CRgsu2 . In
Table 2.2 we list several cases of concern to the naval architect and

that can be represented by this new expression without difficulties.

n t ('I-t)T-CR-*z‘:-Su2 Physical Description
0 #0 In uz-CR%Su2 Resistance of a locked propeller
1
Nyind #0 -CR %-Su2 Resistance due to ship hu]] & appendices
milling 1 U+, nu+n s n? + resistance due to windmilling propeller
#0 0 {n n? Bollard Pull
3
n0 u |=0 Equilibrium state
0
n u n1u2+n2r.u+n3n2 Acceleration
2
Cp g &

Table 2.2 Cases represented by the emperical expression of
effective thrust in (2.5.10) and the resistance

in a straight course.
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Although we may still have to assume CR is almost contant in the
system identification, it is amazing to see this new expression has
more flexibilityto model the effective thrust of ship than the other
models do. The lack of physical meaning for n nz and n3 does not
prevent a good initial guess of their quantities for the identification,
because simultaneous equations of nl 1, and n3 can be solved by
using the propeller characteristic curve and one equilibrium operating
condition of the ship. A rough calculation showed that the resistance
induced by locked propeller is about 15% ~ 20% of the hull drag. This

is consistent with the estimation suggested by Mande1[1967], which says

that the resistance SR due to a locked propeller is
=C. 2 ay2
SR CD 5 AVa (2.5.10)

where

A is the developed area of the propeller in square feet

Va is the speed of advance

C. is the ncndimensional drag coefficient. For the locked propeller,

D
1.0 is suggested.

2.5.3 Correction of Y;l_l;z_g;;_y; due to the Effect of Propeller

Qverloading
In the previous discussion we already pointed out that at each
equilibrium state, the non-dimensionalization of Yv Yos N, and
N. based on the ship resultant speed u2+v2 can reduce them to single

valued quantities. During the maneuver, if the propeller loading is not
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kept constant, we then need a modification to count for the effect of
derivation from the equilibrium state.
The component of these forces and moments can be roughly categorized

into four parts,if £ represents vorr ,

Y =Y +Y, +Y +ﬁ% :
iotal %ulI %rope]ler %udder nteractions between hull, propeller
and rudder
Ng = N% N +N€ +N
total ull propeller rudder interactions between null, propeller
and rudder

Since the effect of propeller and the interaction between propeller
and rudder are implied in the race velocity over rudder and the interactions
_between hull, propeller and rudder are small, we rewrite Eq. (2.5.11) as

+Y

Yg Y
total Shul Eprope11er+rudder+interact1’ons

(2.5.12)

NE +N€
hull propeller+rudder+interactions

N

gtota]
Let us consider the Yv term first, the rast can be discussed

in a similar way. At any maneuvering condition, the Yv is composed of
the Yv at equilibrium state and the correction of Yv due to the

unequilibrium propelier 1loading,
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2.5.4 Asymmetrical Force Yo, and Moment N, at Zero Rudder for

Ships of Single Propeller

For a ship of single propeller there is a hydrodynamic force and
moment applied on the ship when the rudder is at the middle position.
For example, a ship with a right handed propeller,

1. Due to upward component in the wake field, the propeller blade
at starboard side will develop a larger thrust force than that of
the blade at port side position. A port moment is thus generated.

2. Due to the higher wake fraction near the 12 o'clock position and the
lower wake fraction near the 6 o'clock position in a propeller disk,
a net port reaction force and a starboard moment are thus generated.

3. Due to the upward component in the wake field, the propeller blade
of starboard side has a heavier loading than that of the blade at
port side.

Therefore, the pressure field around hull at stern is not evenly
distributed. A net force to starboard and a net port yawing mcment
are produced by this pressure difference. However, Shiba [1960] has
shown that this effect is not so significant.

4. Due to the higher wake fraction near the 12 o'clock position, the
heavier loading of propeller blade causes a greater tangential velocity
in the upper part. This effect generates a greater oblique flow
impinging on the upper part of the rudder than the similar effect
does on the lower part of the rudder. A net starboard force and

a net port yawing moment are generated.
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Y =y 0y, (2.5.13)

v unequilibrium v ‘equilibrium total
total maneuvering t°ta],state at u
lstate
=Y cqsy s FAY
v equilibrium v
total state at u hull
+AY

Vprope11er+rudder+interactions
Since all the interactions are grouped into the third term, the
second term thus has a zero value. The unequilibrium prcpeller loading

causes a faster or slower race velocity, thus the third term can be

written as:
A Y v
Vpropeller+rudder+interaction
aC
~ v .
: [__ tan™t £ 5 Alc*w?*)] cos(tan™" 3)- [-—= tan T § ALCEw )]
-cos(tan'I% )
e acL
3C o '2' AR o
x - ﬁ{vc -ve ] £ ¢ B S L?[ve-ve ] v2<<c?
EIE
o, %= 0
= -Y3 [c-ce] vyl = ZNg[c-ce] y §-L2 (2.5.14)

where

aC
= = slope of rudder 1ift coefficient

Co = c of equilibrium propeller loading at forward speed u

AR= rudder area
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8y analogy, we have

. ~ - - 9_ 3 = _N” s _Q_ 3 \
aY.-r 0.5 Yé[c ce]r 5 L3 NSEC ce]r 5L (2.5.15)
p+r+i
AN > N2 3[ ] (2.5.16)
= N7 5 L [c-c_lv .5.16
Votrsi § 2 e
AN_r = 0.5 NZ & L*[c-c_]r (2.5.17)
P otr+i §2 €
Therefore, the non-dimensionalized Y;. Y; s N; and N; can be written
as:
) . ) (c—ce)
Yy =Yy Vs U
total {maneuvering state equilibrium
(c-c_.)

Y; =Y O.SYg T =
total|maneuvering state quilibrium

p . (c-c)
N, = N - Nj——
total|maneuvering state V'equilibrium
(c-c
N = s U

"total|maneuvering state "lequilibrium

N" +0.5 Ni——s (2.5.18)

It is interesting to see that all these modifications are just simple

multipliers of Yg or Né . We thus have the advantage of improving the

model accuracy without introducing extra unknown quantities. Actually,

these modifications count in Y,6 =, Y » ¥ s Y
U ru. VUL ru U
N N , N , N already. Therefore, we should omit
Ve » U VUL ru.u,
them from Eq.(2.3.2). Similarly, Arrur . vaur account for the effect
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of propeller overloading. However, there is no evidance that they

are of significant contribution. Therefore, we will omit eru and
r

vaur in X equation of (2.3.2)

A quick estimation of the order of magnitude of these modifications

for 0SAKA at the end of 20°/20° zigzag maneuvers shows that

(c-c,)
AYZ -v:
~ = = 9.3%
vequibrium vequi1ibrium
c-C
AY - 0.5y —2
- - — = 33.70%
requi1ibrium r'equih'br‘ium
c-C
-, rd e
AN N —£
- = N§ U =-12.08%
Vequilibrium Vequilibrium
’ C-Ce
AN 0.5N7 —2
— - 57— = 13.17%
equilibrium Fequilibrium

Although the coefficients used for this estimation are based on the

model testing value, we believe this estimation of order of magnitude is

pretty close. Since these modifications due to an unequilibrium propeller

loading are very significant, they should be included into the model for

an accurate description of the ship motions.



The resultant effect of the above factors usually gives the right
handed propeller ship a starboard force and a yawing moment to turn the
ship to port.

The observation also tells us that when the ship starts up from zero
forward speed, there is a strong terdency to turn to port for a right-
handed propeller ship. However, the mechanism is different from the
above discussion, because the wake is negligible in this situation.
Mande1[1967] pointed gut that the water near the surface is easier
to set in motion than the deeper water when the propeller is working on
them. In addition, if the propeller operates near the surface or breaks
the surface, air will be drawn down to the propeller. Therefore, the
upper blade suffers a torque loss that gives rise of a starboard force
and port moment.

Since the propeller develops a side force and yaw moment even if at
zero forward speed, the conventional velocity parameter U for the
asymmetrical force Yo and N, is not a suitable orne to use. Otherwise,
we will not have any such unbalanced force or moment to account for these
phenomena. Also, to meet the condition of (or negligible) zero force
and moment of this kind at zero rpm, we think the velocity induced by a
rotating propeller at its position, which is %uAm by the momentum theory,
is more appropriate to use. Therefore, the non-dimensionalized force Yo

and moment Ng are now defined as
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Yo
Ys =W (2.5.]9)
EDLZ(“'ﬁZ

No
N3 = : T (2.5.20)
3(_A2 y2

where u g, is defined by equation (2.5.1).

2.5.5 &, v, r Cross Correlated Higher Order Force and Moment Derivatives

In equation 2.3.2, YGGGGGG and N666665 account for the nonlinear
effect of rudder force and moment at large rudder deflection in the
absence of sway and yaw speed, while Yv66v86 s NV56V66 ... represent
the correction of these nonlinear effect when the ship is not in straight
motion. The main concern here is the difficulty to acquire reliable
information of these coefficients. It is not only the problem of time,
labor and financial constraints but also a problem of measurement accuracy
for the higher order terms. Thus a compact and physically realistic
expression is more attractive to use.

In figure 2.7 fis an i1lustration of the fluid flow around a rudder

for a maneuvering ship. The effective attack angle e is

T

- v05rL)\ v-0.5rL

[c2+(v-0.5rL)2]%:°

Figure 2.7 Fluid flow around the rudder of a maneuvering
ship and effective rudder angle.
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he difference between § and a=tan” }( < ) . Since the Y-force is
omposed of 1ift force and drag force, we have
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Since the first term in the last equation is covered by YS’ Y ,

v

Yvrr s Y oo ... already, our interest is concentrated on the second

term. If we expand the second term, they are the contribution from the

§ , v, r cross-correlated derivatives, Y Y Since the

Svy ? Srr """

second term covers these components and yet has a much simpler
appearance, it is advantageous to use it in this form to replace the

lengthy expansion, i.e.

YGVV~5vv+Y vES+Y réd+yY Srr+Y Srv

va4 rés srr drv

¥
-

eeeeee
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NGVV-6vv+Nv66v65+Nr65r66+N6rr6rr+N6rV5rv
> Neeeeee
(Simitarly, XGGGG R x&rr , ngv ..... , is replaced by Xeeee,and
= - D 2.2
Xee xee 2 L#c®)

For the study of ESSO OSAKA, this expression has helped us to get
around the difficulty of expected inaccuracies in the information on

Y N A

sww > Tves® Yegsto oo

2.5.6 X-Derivatives of Orders Higher Than 2

In the processing of sea trial data, we found that the estimated
value of X;r+m‘ from 10°/10° zigzag maneuver is somewhat different
from that of 20°/20° zigzag maneuver, not to mention the estimated

XJ:4m‘ from turning circie maneuver. The problem is that (er+m)vr

is not a small quantity compared to the drag force CR-g- - Su? |

For 10710 zigzag maneuver, the peak value of (X +m)vr could be

1.5 times of the drag force CR g-- Su? , while for 20720’ maneuver,

the ratio of (X +m)vr to CR%% . S could be as high as 3, see
figure 5.6 and 5.7. Therefore, a 10% difference in the estimated

value of X;r+ﬁ is equivalent to 15% difference in Cp for 10710° zigzag
maneuver and 30% difference in CR for 20720° zigzag maneuver, which
explains why the simulation of 20720° zigzag maneuver based on the
estimated parameter value from 10710° zigzag maneuver would be very

different from the simulation based on the estimation from its own,
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Since er+m has the dimension of mass, the speed loss effect
is not reflected in its contribution. Thus the choice of an
additional term in X equation must meet this requirement. varr
turns out to be the candidate. It has the dimension of

P yuy=2 2.2 3
Z'L U"2. Hence, when speed drops, varrv r2 will account for the

further increment of X force due to the cross effect of v and r .
2.6 Summary

The modifications proposed in previous sections are based on the
experience of processing the sea trial data. The model has not been
improved to perfection and probably never will be. However, from the
viewpoint of marginal effectiveness, this modified model in
equation (2.5.22) is already a very godd one to cope with the available
ship information and the existing sea trial data for ESSO OSAKA . A
much more sophisticated general model has been proposad by Ogawa and
Kasai [1978] . But that model contains many factors to be determined
by experiments. The feasibility of that model is to be verified by
series of model testing in Japan. In the near future, the author
believes that an expression for ship maneuvering dynamics will remain
the simiiar form of equation (2.5.22) although a simpler one would be

preferred and sought after.
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e = effective rudder angle = 6-%-+£%
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3. SYSTEM IDENTIFICATION

A system consists of collectively functioning components which
relates the inputs and outputs to this system. System theory is the kind
of technique used to solve the problem of a complicated system such that
an optimal design of it can be accomplished. The basic problems of system
theory are classified as modeling, analysis, estimation and control. The
system identification is a subcategory of estimation theory, within which
the observations are used not only to estimate the system states but also
to compiete the uncertain parts of the model. Since the system is modeled
in terms of an a priori structure and some uncertain parameters, Schweppe
[1976] suggests that system identification should contain four steps as
illustrated in Fig. 3.1.

Each step contains many complicated problems that deserve a seperate
treatment, but it is beyond the scope of this thesis to go through them
in detail. Only a brief review is covered in the following discussion for
the completeness of this thesis. Further information is refered to
Schweppe[1973][1976], Ge1b[1974], Eykhoff[1974].

3.1 Hypothesize the Model Structure

To simplify the study, the dynamic system is assumed time invariant,
a practical approximation for most of the engineering system. A hypothe-
sized model structure contains four components:
a. Input-output classification,
b. Nature of disturbances,

c. Parameterization,
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Hypothesize Structure
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Estimate Parameters
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pass fail
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. 2

Diagnostic
Analysis

Figure 3.1 Procedure of system identification
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d. A priori information.
For clearness, the items considered in each structure component are
1listed in table 3.1.

3.1.1 Input-output Classification

The "physical input-output" and the "filter input-output" are the
two basic types of input-output relationship. As illustrated in Fig. 3.2,
the "physical input-output" is a natural way to conceive a system. Where-
as the filter input-output is based on an artificial concept, in which the
optimal prediction of output at time step N comes from the transformation
of past external inputs and the observed outputs.

In this work, the model structure is based on the physical input-
output relationship, because the state variables are physical quantities
and the unknown parameters correspond to these quantities. The innovation
filter structure, diagonal filter structure, elemental filter structure
and filter weighting pattern structure are based on "filter input-output”
relationship. Although not discussed here, innovations filter structure
is an interesting one to notice in the future. Including the gain K and
measurement error covariance Z, as unknown parameters, it requires no a
priori information of the modeling error(process noise) and the measure-
ment error(measurement noise), which are usually not known very well.
Similar suggestion on the usage of innovations filter structure was given
by Norrbin, et al [1977].

A structure cain be expressed in different forms. For instance, the

physical system structure of a stochastic model in Fig. 3.3 can have
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white process,
exogeneous input u(n) A.chnamic observed output

*oz(N)

n=1,...,N-1 System

(a) physical input-output relationship

white process

(NIN=T) observed
—» output z(N)

[>

exogeneous input u(n) Dynamic
>
System

observed output z(n)
n=1,...,N-1

z(nIn-1) is the optimal estimate of z(N) from z(n),u(n), where

n=1,...,N-1

(b) filter input-output relationship

Figure 3.2 Two types of input-output reiationship
(ref. Schweppe[1976])
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where

x(n): state of dimension K
z(n): observation of dimension K,
win): input white uncertain process of dimension K
v(n): observation white uncertain process of dimension KV
u(n): known external input of dimension K

w(n),v(n),x(0) are zero mean, Gaussian, white, uncorrelated random

process. And

,Q . N, =N
E{Eﬂn])gT(nz)}= {_ 12
L n70,
R, n,=n
E{gﬂn1)!T(n2}}= { 172
2, ny#n,

E{x(0)x"(0)} = ¥

IR

: vector containing all the unknown parameters in ¢, B, G,

H, R(including model degree)

Figure 3.3 Physical system structure in the form of a Kx order system

of "State Space-White Process" equations(ref. Schweppe[1976]}
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x, (n+1) = A %, (n) + Gyw(n) + By u(n)

z(n) = Hy x,(n) + v(n)

—

A 0
= = -1
= =626
0 X
x,(n) = Cyx(n)
G, = GG
B, =08
=1
B =&
W, ¥V )
u
QR 7 as defined in Fig. 3.2
&
etc.

Figure 3.4 Physical system modal form of the physical system structure

in Fig. 3.3(ref. Schweppe[1976])
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another form as in Fig. 3.4. Although the parameterization and a priori
information is identical in all different forms of the same structure,
the choice of a particular form influences the choice of parameter esti-
mation algorithm and overall computational requirements.

To describe a system, the order is an important parameter. Higher
order model represents the system better. The trade-off between the com-
olexity and the modelling error decides the appropriate order. The reduc-
tion of system order can be achieved by engineering judgement for some
cases. For example:

1. if the state has minor effect on other states, i.e., the state is
weakly coupled with others, it can be eliminated.

2. the state variable that has a long time constant compared to the
system's can be treated as a constant.

For a complicated system, if the reduction of system order can not
be achieved by engineering judgement, a more rigorous treatment on mode
reduction is refered to Schweppe[1973].

If the necessary order for describing a system is unknown, the models
of different hypothesized order are of different structure and the order
should be identified as an unknown parameter.

In this study, the known external input u is assumed independent of
the disturbances. Therefore, if u is a random process, it is statisti-
cally independent of the system, i.e., u is not a feed back from the
system itself. Since the results of system jdentification are affected

by the choice of inputs, to design an input which gives good identifica-
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tion is desirable. But a general guideline is difficuit to lay down,
because the design of exogeneous input depends on the input-output struc-
ture as discussed in this section and on the true value(may be unknown )
of & , B, etc. Schweppe[1973] suggests that an input of larger rapid
variétions should provide a better system identification than a low-
amplitude, constant input does. For the estimation of hydrodynamic coe-
fficient of ship motion, this comment is positively confirmed.

3.1.2 Nature of Disturbances

In our stochastic formulation of the problem, two categories of
uncertainty are involved, the process noise w and the measurement noise v.

See Fig. 3.5.

l#’ lji

state measurement
system X |
U —p mode] sensor }————>p

|t

Figure 3.5 Process noise and measurement noise

The model of a physical system usually behaves differently from the real
system. The deviation could be attributed to the following reasons:

a. incomplete knowledge of the system mechanism,
b. simplified mathematical formulation for a complicated physical law.

The resulting error w is called process noise. Although w is modelled
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as zero mean, white, Gaussian distributed, in Fig. 3.2, in general, w is
not necessarily zero mean or Gaussian.

In case of nonwhite w, the message says that the order of hypothe-
sized structure is not sufficient. In other words, some dynamics of the
system has not been considered, which is usuaily the case when the time
constant of a disturbance is compatible to that of the system dynamics.
By augmenting state variables and modifying system dynamics, the time-
dependent structure of w could be removed.

If the nonzero means of w are known, they can be taken care of by
the technique of "addition and substraction, Schweppe[1973], under the
assumption that w is linearly related to the system dynamics. If the
mean values of w are not known, they can be treated as unknown parameter
and estimated.

The assumption of Gaussian is not necessary. But since the random
signal generated by linear operation on a Gaussian distributed random
signal is still Gaussian, the major advantage of Gaussian assumption is
a stronger interpretation of the result(in linear case). Nevertheless,

if w is composed of independent random variables w, ,

K

W% (3.1.1)
Elw ] = ¥, (3.1.2)
E[(uk-ﬁk)(w*-itk)T] = Q (3.1.3)
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where K is the number of approximations, the central 1imit theorem says
that w approaches Gaussian distribution when K approaches infinity. In
addition, the noise of the other probability density distribution can be
derived by passing the Gaussian random signal through a nonlinear opera-
tor. Therefore, the Gaussian distribution is a usual assumption for the
study of estimation and control problem.

By the previous discussion, we know that the input uncertainty w
can be modelled as zero mean, Gaussian distributed noise, when the

necessary procedure has been taken, i.e.,

w(n) = N(0,Q) (3.1.4)

Further simplification is possible when we consider the fact that
the coupling between the state variables are usually weak. In that case
the off-diagonal elements of Q are much smaller than those on the dia-
gonal. Thus the elements of the input roise can be assumed uricorrelated
and the off-diagonal elements of Q are of zero value.

A completely unknown input or bad input data are also possible types
of input disturbances. In the presence of completely unknown inputs, the
parameter can be estimated by including the entire input process into
the unknown parameter vector, refer to Schweppe[1976]. For bad input
data, Peterson and Schweppe[ ] suggest that using the normalized
updated state residuals (NUSR) to reveal and locate the bad data associat-

ed with individual components of state variable vector, which primarily
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comes from the exogeneous input data.

The measured data z always contains some noise induced by the
environment or by the internal noises of measuring devices. Biases and
sensor dynamics can be handled as in the discussion of input uncertainty.
The bad measurements can be detected by using normalized updated measure-
ment residuals(NUMR). Since the sources of measurement error are usually
many and independent, the uncorrelated zero mean white Gaussian distri-
bution is a reasonably good model for the measurement noise.

3.1.3 Parameterization

In section 3.1.1, we mentioned that different model structures have
different parameterization and the choice of a structure's form decides
the estimation algorithm and computation requirement. Therefore, the
parameterization is a very important step that leads to a successful
system identifacation.

In ideal case, all the parematers of uncertainty can be estimatea
simultaneously. In reality, there are difficulties that make this wish
impractical. First, we have to control the computing time within the
affordable range. Second, when one system is excited by exogeneous
inputs, the modes are not excited evenly. Therefore, the contribution
associated with each parameter differs from file to file of different
inputs. A careful study must be carried out in order to find out
1. the parameters that can be measured accurately,

2. which parameters can be accurately identified without knowing the

£ minow tarme for the specific input. The sensitivity of
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the ship maneuvering response to the variation of hvdrodynamic coeffi-
cient is thus analyzed for different input in chapter S for this purpose.

3.1.4 A Priori Informaticn

For the model structure based on physical input-output relationship,
the parameters have physical meanings. A priori information is usually
available to certain extent. It could be a bound or statistical charac-
teristics. The more infovmation we have, the better the chance to have
good identification result, Graupe[1976]. To our disappointment, the a
priori information for those parameters to be estimated is usually in-
sufficient. Engineering experience sometimes is used to estimate this
a priori information. Some of the estimation techniques can include
certain unknown a priori information as parameters to be identified.

For instance, the covariance matrices Q,R in Fig. 3.2 can be estimated by
maximum 1ikelihood method(MLM). For other method that Q,R can not be
estimated directly, e.g., extended Kalman filtering, Q, R can be zeroed
in, based on the informatior of validity test after each pass of data
processing.

3.2 Parameter Estimation

After the model structure is hypothesized, the next step is to
estimate the unknown parameters through a carefully chosen technique.
The algorithms for estimating parameter values are many. Each one has
its advantages and disadvantages. The choice not only depends on the
hypothesized structure, it is also affected by the special considerations

of each problem. One obvious example is on-line estimation. In that
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case the computational speed may be the major factor of decision. In the
following, we are going to discuss three popular methods of estimation:
the model reference method(MLM), the state augmented extendad Kalman
filtering(SAEKF) and the maximum 1ikelihood method via extended Kalman
filtering(MLM). Both the later two methods use extended Kalman filtering
technique. Since EKF is a well developed technique that its derivation
can be found from most text of control & estimation, we only quote the
concise result in Appendix B.

3.2.1 Model Reference Method

If the hypothesized structure does not involve stochastic process,
MRM is a straightforward approach to estimate the unknown parameters.
Figure 3.6 illustrates the basic steps of this method for a discrete-time
dynamic system. Although MRM is intuitively simple, it has several
disadvantages:

1. Since no stochastic process is involved, this method can not esti-
mate the modelling and observation uncertainties. Unfortunately these
are very important information to validate the model.

2. This method can not estimate the order of the system as an unknown
parameter.

3. The presence of structural error makes the judgement on the good-
ness of fitting difficult.

4. MRM can generate estimations of large biases which do not decrease
even when the number of observation increases.

5. This method is more sensitive to noise than the Kalman filtering.
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Figure 3.6 Basic steps of model reference method, ref. Schwepr[1973]
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6. When contour plot is used to determine the identifiability, only two
parameters can be handled at one time. Excessive computer time and costs
are required to go through a systematic variation of many paramaters.

At M.I.T., MRM was applied to ship maneuvering problem by Hayes[1971]
and Brinati[1973]. But since this method is inferior to the extended
Kalman filtering, therefore this method was put aside for the above reasons.

3.2.2 State Augmented Extended Kalman Filtering

The Kalman filter is a widely used technique in modern control theory
for a linear system. Based on the hypothesized model structure and using
the measurement of system up to the present time step, the Kalman filter
makes the optimal estimation of the state of system. Although similar in
form, thus bearing the name of Kalman, the extended Kalman filter differs
from the conventional Kalman filter at many important aspects. Serving to
the nonlinear model, the gain En depends on the optimal state estimate
gn(-), due to the fact that En and ﬂﬂ are just approximation of fn and gn

evaluated at the point X (-). Similarly, the error covariance matrix P

AX)

is also a random variable, whose value depends on the time history of

(1]

2n(-). Since this error covariance matrix P is just an approximation to
the true covariance matrix, the resulting estimation is not necessarily
truely optimal. The Monte Carlo simulation can be used to verify the
filter performance. For several important practical applications, the
EKF has yielded accurate estimates.

When it is applied to ship maneuvering problem, Hayes[1971], Reis

[1971], Brinati[1973], Lunblad[1974] and Szeto[1977] showed that a
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straightforward usage of EKF, the state augmented extended Kalman filter-
ing, is a satisfactory method of system identification. In order to
estimate the unknown parameter o in the following mathematical formulation

of a system

(3.2.1)

the state variable x(n) is augmented by the unknown parameter o. There-

fore,

(3.2.2)

Now, using the measurement of the system, the EKF not only estimates the
original state variable, it also estimates the unknown parameter a. The
advantages of this technique are

1. It does not need many passes of data processing. Therefore, it is
more suitable for the real time estimation.

2. The statistical validity test not only decCides whether the estima-
tion result is acceptable but also helps to diagnose the i11 part of model.

3. Since the unknown paraieters are assumed constant, the plot of
estimation time history provides a lot of information about the model.
This unique feature makes SAEKF a very useful technique to diagnose the

hypothesized model structure.
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straightforward usage of EKF, the state augmented extended Kalman filter-
ing, is a satisfactory method of system identification. In order to
estimate the unknown parameter o in the following mathematical formulation

of a system

x(n+1) = f(x(n),u(n),w(n))

(3.2.1)
z(n) = h(x(n},v(n)) ,

the state variable x(n) is augmented by the unknown parameter o. There-
fore,

fa(nﬂ)]
= )

z(a) = h'(x'(n),v(n))

x'(n+1)= =f'(x'(n),u(n),w(n))

(3.2.2)

Mow, using the measurement of the system, the EKF not only estimates the
original state variable, it also estimates the unknown parameter a. The
advantages of this technique are

1. It does not need many passes of data processing. Therefore, it is
more suitable for the real time estimation.

2. The statistical validity test not only decides whether the estima-
tion result is acceptable but also helps to diagnose the i11 part of model.

3. Since the unknown parameters are assumed constant, the plot of
estimation time history provides a lot of informetion about the model.
This unique feature makes SAEKF a very useful technique to diagnose the

hypothesized model structure.
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4. When the time history of parameter estimation indicates that certain
parameter is really not a constant relative to the system dynamics, its
variation can be tracked by assuming the dynamics of this parameter is a
random process, i.e., di=wi' The approximation of noise strength and an
illustrative working example have been given by Gelb[1974].

Besides the shortcoming of EKF itself, the disadvantages of this
technique are that

1. The computation burden increases very quickly as the number of
unkriown parameters increases. However, fortunately, to calculate the
Riccati equation, the computing burden is proportional to the number of
measurement only. When H can be partitioned into identity matrix and zero
matrix, then the computing burden of Ricatti equation is independent of
the number of unknown parameter. Nevertheless,the error covariance propa-
gation always éequests more computing time when the number of unknown
parameter increases.

2. The estimation of Q and R is not as easy as in the MLM.

3.2.3 Maximum Likelihood Method via Extended Kalman Filtering

For one set of unknown parameter o, the idea of MLM is to maximize
the protability density function p(;N;g) of the measurement z by -adjusting
the value of a. Notice that the probability density function p(gN;g)
should not be interpreted as a conditional probability density function.
[t is just the density function for a given a. Mathematically, to maxi-
mize p(;N;g) is equivalent to maximizing ln{p(gN;g)} . Define the log

likelihood function £(N;a)=1n{p(z,;2)} and use the Gaussian assumption,
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£(N;a) can be expressed as follows:

ZE(H;E)=Ebias(N;§)+Eobservation(N;a)

N
Ebias(N;g)=-NKzln(2w)- z 1n|§z(n|n-1;g)l (3.2.3)
n=1
N -l
£ (Nsa) = - Zg";(n;g)g (nn=1:0)8,(n5a)
observation n=1 Z

where
KZ is the dimension of measurement z
N is the number of measurement(observation)

Since the computation of £(M;c) uses the residual gz and the pre-
dicted measurement covariance §z(n|n-1;g) for the Gaussian case, the
computation can be done recursively while EKF goes through the measurement
data. Figure 3.7 illustrates the procedure searching for the 99tjma1 é
to maximize £(N;a). The advantages of this technique are

1. The number of unknown parameters can be increased without increasing
the computing burden of matrix multiplication.

2. For a linear system, the estimation of unknown parameter does not
convert the system into a nonlinear system. For nonlinear system, the
estimation does not increase the nonlinearity.

3. The a priori statistical information of the unknown parameters 1is
not necessary.

In addition to the shortcoming of EKF, the disadvantages of this

method are
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1. Many passes c¢f data processing are necessary to converge to the
optimal solution, which makes MLM unsuitable as a real time parameter
estimation technique.

2. Since o is assumed constant in each pass, there is no way to track
the time variation of parameters, which is a very useful information to
reveal the defects in the model.

3.3 Validity Test

After the unknown parameter o is estimated, the next step is to
check its validity. The function of the validity test is not only to
check whether the estimation is acceptable, but aiso to furnish the
primitive diagonosis in case the model fails the test. Three types of
validity tests will be discussed:

1. Statistical hypothesis testing,
2. Evaluation of parameter accuracy,
3. Engineering judgement.

3.3.1 Statistical Hypothesis Testina

For the model involving stochastic process, its test statictics is
used to do the hypothesis testing. The test statistic is some quantity
which can be computed from the measurements and the statistical properties
of this quantity are known when the model is valid. If hypotheses H0 and
H] are defined as

Hy: the structure is valid and the estimated a is close to the
true «,

H1: H0 is not true,
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the procedure of hypothesis testing 1is j1lustrated in the flow chart of
Fig. 3.8. It is important to notice that even if all the chosen test
statistics for this model gives consistent results, the only thing we can
say is that we cannot reject H0 by using the available measurements with
the chosen set of test statistics. In other words, as long as one can
find a new test statistic that the model does not give consistent results,
then the model is riot acceptable.

In the following, we list a few test statistics that Schweppe[1976]

has suggested as a "good set" for the statistical hypothesis testing.

First, let us define the residual as the difference between the actual
measurement and the predicted measurement,

8,(n)=z(n)-z(nin-1)
(3.3.1)

- T
£,7€{8, (n)8] (n)}

1. "Individual Residual Magnitude" test statistics are defined by

Lz(n)Eggl?gz(n) N=l,eeeees oN (3.3.2)

Hhen Hois true,

r_(n)vN(0,I)

-7
2. "Sum of Squared Residuals" test statistic is defined by

N

N
T.-1 T
z=% 5.2.'8. =2 r (n)r (n) (3.3.3)

When Ho is true,



E{z}=NK, K,: dimension of 2z
2 1=

E{(E-NKZ) }—ZNKZ

¢ N(NK, 2NK) N+ o

3. "Residual Whiteness" test statistics are defined by

N

Er( )= Ni'lr (n)nz( T) =0,1,..... (3.3.4)
When HO is true,
I =0
E(P,.(T)}=
L0 >0

the Err(T) can be considered as normally distributed when N + =,

Also,

92(0) for diagonal elements

GR(O) = for off-diagonal elements

/2
N

/i
Op(ep0) /N "W
4. "Residual-Input Correlation" test statistics & "Residual-Output

Correlation” test statistics are defined by

N
=1 T -
Pouftl= Nn§1r2(n)g_(n-r) 1=0,150000s (3.3.5)
- I \ ] ,N.. / \_T( \ 1 9
P, \T)= ﬁh:]TZ\ﬁig_\ﬁ-T/ =1.,2,..... (3.3.6)
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When H0 is true,

1
E{P. (7)}=0 o == | I uy(n-t)? 20,1500 00
—ru; Eru(T) N Jpat d
EP__(1)}=0 1]’“ (n-t)? 1,2
T =_ g = T Z Z2.\N=-T = 9&3 000
'*Zj Erzgr) N n=1 J

5. "Information Matrix" test statistic is defined by the estimated

information matrix I . When Hyis true,
E{la}=la

where la is the actual information matrix. It is defined by

1eE2) —L}

the £(a) is the log likelihood function in eq. (3.3.3).
To avoid the situation that the identified model is data specific,
i.e., data file dependent, it is more convincing to have other data files
of the system used for these tests and stili verify the model validity.

3.3.2 Evaluation of Parameter Accuracy

The statistical hypothesis testing discussed in the last section is
just an incomplete confirmation that the model is not rejectable based
on the set of test statistics. The accuracy of the parameter estimation
is not implied from those tests. Therefore, we now ccnsider the evalua-
tion of parameter accuracy.

The "Cramer-Rao" inequality is the testing criterion, under the
assumption that the hypothesized structure is exact, for any unbiased
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estimate o,

“E{(a “ T, 1-!
£,~Ella - gtrue)(g-' Ltpye) 2 , (3.3.4)

where la is the information matrix defined in last section. If L&l has
very large diagonal elements, this inequality says that the corresponding
parameter estimates are not accurate or unidentifiable. In extreme case,
if the information matrix La is singular, then some of the parameters are
completely unidentifiable. But how large are these elements that should
call for our concern? This is resolved by the simulation as discussed

by Morris[1978]. The EKF is "open looped" by setting the measurement
error covariance R to very large value. The models accuracy of predicting
the system output in the presence of any input is justified by checking
how the real system output falls within the confidence bound from the
model prediction.

For the SAEKF method, a iess rigorous indication of the accuracy is
to check the error covariance of a at the end of filtering. Starting
with a big initial error covariance, if the estimation does not improve
the confidence bound significantly, the corresponding parameter is most
likely unidentifiable and the resulting estimate is inaccurate.

3.3.3 Engineering Judgement

-

For a model of physical system structure, the unknown parameters
bear some physical meaning which enables us to check the validity based

on engineering judgement. At least two questions have to be checked,

——
.

o luas make sense from the engineering

(<)
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(physical) point of view?
2. Do the simulations based on this model agree with the engineering
~ judgement and the existing system measurement?

Note that the importance of engineering judgement should not be dis-
dained because of the lack of impressive mathematical formulation. There
are pussibilities that a wrongly hypothesized structure and erroneous
parameter value can survive the tests in previous two sections.

3.4 Diagnostic Analysis

In case the model fails the validity test, diagnostic anaiysis is
necessary to improve the mode!. The result of validity test provides
valuable information for the diagnosis. In this section the discussion
will be mainly based on this information. A more extensive study on the
diagnostic analysis is refered to Schweppe[1976].

1. If the model passes all the tests except the whiteness test, the
correlation of residuals in time implies that some system dynamics has
not been modelled. Some important physical phenomena should be reconsi-
dered or found.

2. If the model passes all the tests except the "residual-input
correlation" test, then the assumption of exogeneousness for the input u
may not be valid.

3. If the model passes all the tests except the "residual-output
correlation" test, then the assumption that v is independent of w is

questionable.

4. When the error covariance Q of process noise w is estimated, the
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elements that have unusually large quantity may indicate the corresponding
state variables are not modelled properly.

5. Using the SAEKF, if the parameter estimated is time dependent,
which violates the assumption of constant, it is a trace that the model-
1ing is not correct.

6. If a parameter is not identifiable for all the various input and
a significant variation of its value does not affect the resulting simu-
lation, most likely this parameter has negligible effect on the system.
Therefore, it can be removed from the model.

3.5 Summary

In recent years, system identification has been a fast developing
field. The progress is reflected in the large amount of publication on
various theories and its applications. In this chapter the basic idea of
system identification is reviewed and only a few estimation techniques
about which this work is concerned are briefly introduced. Further
reading has to be resorted to books and periodicais. In the following
chapters, we will apply system identification techniques to the ship

maneuvering problem.
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4. STOCHASTIC .MODEL STRUCTURE OF SHIP MANEUVERING PROBLEMS

fquation (2.5.22) is a deterministic discription of ship motion.
When applying system identification to ship maneuvering problems, the
first step is to apply eq. (2.5.22) to the stochastic model described in
Fig. 3.2, and then hypothesize the necessary elements of the model struc-
ture in the preparation of parameter estimation. In this chapter, special
considerations on hypothesizing the ship model will be discussed.

4.1 Input-output Classification

Since we are interested in finding the values of the optimal hydro-
dynamic coefficients that best simulate the ship motion, the "physical
input-output relationship" is a natural choice for this study. In order
to simplify the model, the rudder deflection ¢ and the angular velocity
of propeller are treated as exogeneous input. Thus, only u, v, r and y
are chosen as the state variables. With this approach, it is not required
to know the dynamics of propulsion device and the rudder gears. Newman
[1977] has pointed out that the effect of rudder deflection speed

chord
u

is significant only in a short period of the order . If the measure-

ments made on the system correspond directly to the state variables, u,
v, r and ¥, the systeam dynamics and the measurement model can be written
in the state-space notation as

_u(n+1)q

v(n+l)

x(n#1) = | Lany| = £x(n)ung(n),6(n))+u(n) (4.1.1)

_¢(n+1)

e

- 100 -



z(n) = H x(n) + v(n)

where H is an identity matrix and np is the propeiler rotating speed.
This is a fourth order system. However, when the unknown parameters are
augmented to the real state vectors, the order of the system will be

different, and is dependent on the number of parameters to be estimated,

r n+1) {fﬁéﬁn) p(n) ,6(n),aln) )1 w(n)
La(nﬂ Lg(n) J 0
z(n) = H'x'(n)+y(n) (4.1.2)

where
H =[1i0]
Since ﬂfis composed of the identity matrix I and the zero matrix Q, this
simple expression for H' can significantly reduce the computation effort.
It is important to realize that, although the dynamics of ship motion
is nonlinear, the noises are assumed to be linearly related to the system
dvnamics and the measurements. The linearity in noises helps to simpiify
the problem, but this assumption needs to be verified by validity tests.
In practice, measurements are usually taken at discrete time inter-
vals. Therefore, the z(n) in Eq. (4.1.1) is an appropriate description
of these measurement. However, the discrete-time expression of system
dynamics is only an approximation of the real system. Instead of using
finite difference expression to propagate the state vector and the cova-

s
!

riance matrix, a the Runge-Kutta method,
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is used in this work to improve the accuracy. The trade-off is an increase
of computing burden, storage requirements and round-off errors. Because
eq. (2.5.22) is only accurate to the third order, Runge-Kutta method of
the third order is used in this analysis. The application of higher order
Runge-Kutta method will not improve the accuracy of ship motion simulation,

4.2 Nature of Disturbance

When we derived the simplified equations of ship motion, eq. (2.5.22),
the modelling error is attributed to
1. The negligence of environmental excitaticns, such as waves, wind, etc.,
2. The reduction of 6 degree of freedom system to a system which has
only 3 degrees of freedom in describing the ship motions,
3. The truncation error in performing Taylor series expansion,
4. The noises of exogeneous inputs.

Due to the tremendous inertia of the ship and the relatively small
direct contribution of control surface to the external force acting upon
the ship, the dynamics of the ship motions is rather slow. In other words,
the process to be modelled here is basicly of low order, but is nonlinear
and involves slow speed dynamics. Therefore, from the discussions made in
sec. 3.1.2, uncorrelated zero mean Gaussian white noise is a reascnable
assumption for the process noise.

As long as the observation time interval is Tong comparing to the
time constant of the noise and if the different sources of noise are
independent, the uncorrelated zero mean Gaussian white noise is still a

good assumption for the measurement noise. During the sea trial, the
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time constants of all the sensor dynamics are shorter than 1 second,
according to Rstrﬁm & KS]]stram[1976]. When at>4 sec. is used during
filtering, it is quite safe to assume that there is no time structure in
the measurement noise, i.e., the noise is white.

Information on the resolution of the sensors is usually furnished
by the manufacturer. However, the limitation on the measurement accuracy
is not the only source of measurement error. For instance, a rough sea
bottom could degrade the speed measurement of doppler sonar, ship hull
vibraticn could affect the rate gyro, etc.. The covariance of measurement
error is approximated by passing the data through a low pass filter. The
RMS of the difference between the original data and the filtered data is
used as the standard deviation of the measurement noise.

Compared to the measurement noise, the covariance of process noise
is usually not as easy to approximate as the measurement noise. Since a
direct identification of the uncertain covariance by SAEKF is impossible,
the initial quess of Q is based on the judgement of engineering experience,
the estimation ¢f Q is accomplished by using the information fed back
from statistical hypothesis testing.

4.3 Parameterization

In chapter 3, we have mentioned that SAEKF should not estimate too
many unknown parameters at the same time. The number of operations re-
quired for matrix multiplication is proportional to pxqxm, where pxq and
qxm are the orders of these two matrices. The computing burden increases

eight times as each order of the matrices doubles.
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In order to maintain the CPU time below 200 seconds for a 400 time
step filtering on the Honeywell Multics system, the maximum order of
augmented state vector is limited to no more than 14. Among the 14 state
variables, 4 are used for the real state vector, 2 are used for the
current magnitude and current direction, and 8 are reserved fcr the un-
known hydrodynamic coefficients.

At the first glance, one may feel annoyed by the fact that there are
31 hydrodynamic coefficients in eq. (2.5.22) and there are only 8 coeffi-
cients identified at one time. In the following paragraphs, we will
discuss the appropriate parameterizations that will give a systematic
estimation of the hydrodynamic coefficients without requiring the
simultaneous identification of all the 31 coefficients.

For most engineering problem, the linearized model is commonly used
as the first order approximation. For a ship undergoing moderate maneu-
vers, such as 10°/10° zigzag maneuver, hydrodynamic forces and moments
are usually dominated by the linear forces and moments. In a tight
maneuver, such as 35° turning circle, the linear forces and moments remain
important, but the contributions from nonlinear terms can not be neglect-
ed.

Therefore, it is advisable to begin the analysis with the estimation
of linear hydrodynamic coefficients. In performing the estimation, the
measurements of moderate maneuvers are processed, and the nonlinear co-
efficients are fixed at the model testing value. After the linear terms

are identified, the measurements made on tight maneuvers are processed to
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estimate the nonlinear terms, while the linear coefficients are held fixed
at the identified value. The iteration is repeated until a further modi-
fication is minimal.

However, in each of linear and nonlinear hydrodynamic coefficient
category, the number of parameters are still more than 8. More analysis
is required to overcome this difficulty. As mentioned before, the exo-
geneous input decides not only whether the motion is linear or nonlinear
but also which mode of the motion is excited most and which coefficient
plays an important role corresponding to that input. Therefore, if the
number of modes can be reduced by a proper choice of inputs, the number
of relevent unknown parameters can also be reduced. Some maneuvers that
have this kind of characteristecs are listed below:

a. Straight forward motion and reverse spiral maneuver. For a ship which
has directional stability, during straight forward motion in calm water,
v=r=0, the following relationship holds:
Y°+Y66=0
(4.3.1)
Ny +N8=0

Since Y5 is coupled with Na’ and Y0 is coupled with N0 by the same rela-
tionship, there exists one & that satisfies both the above equations.
Thus a reasonably goocd estimate of Y, and N, can be acquired by measuring
the rudder bias. In the presence of current, the ship heading can be
directed into the current at a speed which is large enough to neglect the

current effect, and yet small enough to give essentially constant drag
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coefficient, such that rudder bias can still be measured accurately. For
a directionally unstable ship, the rudder has to oscillate about a mean
to achieve a zero turning rate, Burcher[1971]. Therefore, reverse spiral
tast helps to determine the rudder bias.

b. Coasting with propeller windmilling. When the ship is coasting with
propeller windmilling, the ship is slowed down mainly by the hull
resistance, together with a small resistance induced by the windmilling
propeller, which is about 5% of the total drag.

c. Coasting with locked propeller. When the propeller is locked, the
drag force upon a coasting ship consists of the drag force from the hull,
appendages and from the propeller. As discussed in Sec. 2.5.2, the
resistance induced by a locked propeller is usualiy as significant as

20% of the total drag.

d. Acceleration. Lf the hull resistance coefficient CR can be determined
by seperating it from tha effect of windmilling propeller or locked
propeller, which needs an extensive study that is beyond the scope of
this thesis, then accelerating motion assists in estimating the coeffi-
cients n;, n; énd n; in Eq. (2.5.22). This is because the ship motion
response is much slower than the propeller response to an adjustment of
propeller rotating speed, thus the contributions of these terms are
diffarent. The estimation should be good, if acceleration and decelera-
tion are alteranately performed during the trial.

e. Steady turnm at small rudder deflection. Since u=v=r=0, and the rudder

i : ] 1 ] ] i ' 1 t
deflection is small, Y;, Yr’ Yé, Yoo Nv’ Nr’ NG’ N, and er+m are the
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most important coefficients in this case.

Nevertheless, there are still many coefficients left behind in the
above discussion, especially the nonlinear coefficients. The analysis of
identifiability in Chap. 5 will make up this gap. Notice that the sensi-
tivity of the ship motion to the variation of a certain hydrodynamic
coefficient is not equivalent to the identifiability of that coefficient.

Recall that the strategy of systematically identifying the hydrody-
namic coefficients is to design a series of model structures, each of
them has different parameterization, such that certain coefficients can
be accurately estimated by a proper choice of the model and the observa-
tion of specific inputs. Unfortunately, the sea trials conducted on ESSO
0SAKA did not cover the maneuvers discussed in this section. Therefore,
the identification of CR cculd not be made. However, from the view point
identifying an equivalent thrust-resistance relationship, the existing
sea trials ara sufficient to provide this infcrmation.

Based on the above discussion and the analysis in Chap. 5, a flow
chart as shown in Fig. 4.1 is constructed to illustrate the parameteri-
zations for the system identification of ESSO OSAKA.

4.4 A Priori Information

In order to use SAEKF, we have to provide statistical information on
the parameters to the filter. #or the model of a physical relationship,
the elements of o are usually known anproximately. In ship maneuvering
problems, the scaled model testing data from a towing tank provides a

good initial guess of these parameters. The level of confidence in the
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measurement is reflected in its covariance matrix. The measurement error
covariance is a more difficult quantities to guess. Even if a vast
quantity of experimental data for the model is available about these
parameters, in general, it still may not reflect the real value of cova-
riances. This is due to the intrinsic scale effect between the model and
the full size ship. However, the effect of initial conditions decays
with time if the filter becomes a time-invariant stable system. Fortu-
nately, our experience with the jdentification of hydrodynamic coeffi-
cients shows that the filter does reach a steady state. Therefore, it is
reasonable to astimate the initial covariance by engineering experience.
Notice that using a certain fraction of the initial parameter value
as its standard deviation can be errorneous. In the extreme case, if the
parameter is approximately zero, this percentage approximation of cova-
riance will not allow the filter modify the parameters during the process

of estimation.
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5. IDENTIFIABILITY

The study of identifiability is very important. It can not be justi-
fied to spend time and energy to deal with a system model which is not
identifiable. After the estimation is completed, the identifiability of
parémeters should be also checked. A significant deviation of these para-
meters is still possible to satisfy the input-output relationship.

The term "identifiability" should be used very carefully. An exam-
ple given by Schweppe[1973] best illustrates its definition from different

point of view. Consider a scalar system,

x(n+1)=¢x(n)+Bu(n)
z(n)=Hx(n)+v(n) (5.0.1)
x(0)=0

where the values of B and H are both assumed to be unknown. Equation
(5.0.1) can be rewritten as
N-1

z(N)=HB T ¢
n=0

H-n-1, () () NeToeeeen (5.0.2)

If it is desired to estimate the individual values of H and B, then the
system is said unidentifiable, because there is no unique solution of H
and B to describe the input-output relationship. However, if the identi-
fiability is defined in the sense that a system's input-output character-
istics can be predicted, then the system in Eq. (5.0.1) is identifiable,

-
)

because only the identificaticn of the product HB is necessary and

possible in this case.
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In this study of ship maneuvering problem, values of the hydrodynamic
coefficients in Eq. (2.5.22) are to be estimated. Therefore, the identi-
fiability is defined as: A parametric model is parameter identifiable if
the parameters can be uniquely identified from the input-output reiation,

-~ - - — ="~ For linear systems, controllability, observability and identifiabi-
1ity are well defined concept. Mathematical definition and criteria for
these concepts can be referred to Gelb[1974], Eykhoff[1974] and Lee[1964].

"For nonlinear systems, clear cut definitions are not available for these
concepts. It is the purpose of this chapter to find out the unidentifia-
ble parameters, and the conditions under which those parameters can be
identified.

In Sec. 5.1, we will discuss the identifiability of inertia terms,
such as Xa, YV’ Nf and NV’ when they are estimated together with the
other coefficients. In Sec. 5.2, we will study the sensitivity of ship
motion to the variation of a hydrodynamic coefficient. This analysis
will help us to recognize the relative importance of one particular
hydrodynamic coefficient among all the coefficients in the equation of
ship motion during a specific maneuver. In Sec. 5.3, we will discuss the
difficulties of identification due to the cancellation affect of hydrc-
dynamic forces and moments induced by the accompanied sway and yaw motion

of a maneuvering ship.
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5.1 Identifiability of the Inertia Terms Together with the Other

Hydrodynamic Coefficients

In order to reveal the problem, let us consider the simplest model
for the ship motion. Assume that all the measurements of velocity is
relative to the constant current and the ship is performing moderate
maneuver, therefore a linearized expression is sufficient to describe the
ship motion. Writing these equations in matrix form and omitting the

subscript "r" for the velocity relative to water, we have

(5.1.1)

m-Y, mxg-Y.. v [ Y, Y.-mu v \ Ya]é
mxg =N, IZ-N. ' Ldv N-mxg || r NGJ

r

The relationship between the input ¢ and the output v, r will not be
changed if this equation is premultiplied by an arbitrary non-singular
matrix. Obviously, it is impossible to estimate simultaneously all the
coefficient matrices in Eq. (5.1.1). However, if any one of these matri-
ces can be experimentally determined to some reasonable accuracy, then
the identification of the rest of the coefficients is possible. For non-
linear models, although a clear input-output expression like Eq. (5.1.7)
does not exist, similar arguments used in this section are still appiica-
ble to Eq. (2.5.22) for nonlinear systems.

This difficulty of identification can be resolved by some physical
insight of the mechanism of hydrodynamic coefficients. The simplest way
and vaw moment Nﬁ is to apply the

strip theory. However, Fujino, Takashina and Yamamoto[1974] have
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shown that three-dimensional effect is not negligible, especially when
water depth becomes shallow relative to the ship draft, see Fig. 5.1.
This is because the strip theory predicts that the values of Yv and N?
approach infinity when water depth approaches to zero. However, the
complete blockage of fluid flow does not occur in practical situations.
In the extreme case, the fluid flow will be diverted around the ends of
ship and Yv & Nﬁ remain finite.

In deep water, there is stili a 20% difference in sway added mass
and 40% difference in yaw added moment of inertia between the experimental
data and the theoretical prediction from strip theory. In Appendix C, it
is shown that a 20% difference in inertia terms will significantly affect
the ship performance, not to mention the 40% difference in the moment of
inertia. Since the 3-dimensional finite element method gives an estimate
of these quantities which are in consistent with the experimental value,
it is reasonable to use the model testing value as an "accurate" measure-
ment of Yv & NF for deep water maneuvering of a full scale ship. If
necessary, the result can be verified by the 3-dimensional finite element
method. By doing so, the rest of the hydrodynamic coefficients can be
uniquely determined when there is only one optimal solution.

When the water depth to ship draft ratio becomes small, the differ-
ence in boundary layer between the mcdel and the full scale ship can
cause significant difference in YV and Ni’ even if the experiment value

is still close to the 3-dimensional finite element method's estimation.

Therefore, we think that the identification Yv and Nf is necessary in

- N3 -



‘([vL61]0r0wewe, pue eutyseye] ‘outlng -jau

‘eL3J43ul JO JUBWOW pPIppe pue SSeuw pappe |euoLSuUBWLp-¢

9yl ulelqo 03 poyiaw 3y3 3jeubisap aanbiLy SLYyl uL Syaewdy)
‘eL343ULl JO Judwow pappe MeA 3yl pue ssew pappe Aems

ay3 4o 2%y pue xu 5407904 U0L}I9440D |BUOLSUIWLP-3UY]

Ka08y3 dia3s Aq erjuaaut £a03yy drags
40 judwow pappe Mme, 27 Kq ssew pappe Aemg

vr349ul jo juamow - I

ssew pappe
pappe mefk |euoLsusui(-g

Kems |euoLsuauwtq-¢

LG @4nbiy

o  ge I/H ¢ S2 2 St
i R ¥ \J T T
‘W3IHd WIQ-€ AG—-—---~ UINIYVYIN
'IIIIQI
.quz_m_un_xl
—-————
7/
'W3H 'WIQ-€ Ag YINNVL o
2z
£~
=

- 114 -



both medium and shallow water ship maneuvers.

In Fig. 5.2, Fujino[1976] shows that shallow water also nas a signi-
ficant effect on the damping derivative terms. Therefore, the identifi-
cation of these terms is indispensible in medium and shallow water cases.
Fortunately, this phenomena does not apply to the derivatives with respect
to rudder deflection, Y. and Né. Fujino[1976] and Dand{1976] have shown

3

that water depth has insignificant effect on Yé and Né. This is because

of the clearance between the rudder tip and the sea bottom is still rela-
tively too large to cause a significant wall effect, even if the water
depth to ship draft ratio is small. Consequently, Yé, Yéds’ Nes Néaéand
Xs8
verified by the model testing values of the hydordynamic coefficient at

are nearly constant at different water depths. This statement is best

different water depth for the ship ESSO OSAKA, which are tabulated in
Appendix B for comparison.

To avoid the non-uniqueness problem mentioned at the beginning of
this section, the values of certain appropriate hydrodynamic coefficients
are fixed on the best estimated value. In infinite deep water, the
inertia terms are determined by model test or finite element method. The
rest of the coefficients are identified by stochastic estimation theory.

After that, the identified values of Y, Yéss, Né, Nééé and Xés 1n deep

water are carried over to the processing of shallow water maneuvering

data to estimate the rest coefficients in finite water deptn.
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5.2 Sensitivity Analysis

The definition of "sensitivity analysis" may be some what different
from what is commonly defined in control theories. In this study, sensi-
tivity is defined as how sensitive is the ship response to the variation
of a particular hydrodynamic coefficient. This analysis will help us to
understand qualitatively which coefficients play the more important role
in a specific maneuver of a specific ship. Thus an appropriate paramete-
rization strategy can be designed in order to estimate the uncertain
coefficients in a systematic, reliable and efficient manner. Notice that
each coefficient has a different role in a different maneuver of a parti-
cular ship. Therefore, one must be careful when applying results from
this kind of study.

A straightforward and yet very informative method is described here.
The idea of this method is similar to Chen's[1969], but with many modifi-
cations.

*Step 1 Simulate the response of ship motion to rudder deflection
based on the original set of hydrodynamic coefficients,

*Step 2 Perturb the value of ith coefficient by a certain amount,
say 20% of the original value,

*Step 3 Simulate the ship motion by using the new set of coefficient

the perturbed ith coefficient back to the original
value,
*Stap 5 Go to Step 2 for i+1th coefficient, unless this procedure

has gone through all the hydrodynamic coefficients. Notice that we also
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perturb the current magnitude and direction in the same manner as a
hydrodynamic coefficient, because these two quantities are also considered
as unknown parameters. However, we think that the percentage perturbation
is not a proper way for current direction. Consider the case of current
angle 270° from north, a 20% perturbation will amount to 54°, Therefore,
instead of the percentage perturbation, we use a perturbation of 10° for
current angle.

*Step 6 Plot the ship motion versus time for these perturbed set
of coefficients tcgether with the ship motion response of the original
set of coefficients in the same figure(see Appencix C for these plots of
a 20°/20° zigzag maneuver).

*Step 7 Measure the maximum difference between the perturbed and
the original simulation of state variable u, v and r, and prepare a table,
such as TableC.l.a for the 5°/5° zigzag maneuver.

*Step 8 Normalize each eiement in Table C.1.a by the sum of corres-
ponding columns to obtain the relative sensitivity of u, v and r to the
variance of 20% coefficient value. The overall relative sensitivity of
a specified maneuver to the variance of a coefficient is defined as the
sum of the relative sensitivity of u, v and r to the variance of coeffi-
cient value. The individual relative sensitivity of u, v and r and the
overall sensitivity of 5°/5° zigzag maneuver to the variance bf coeffici-
ents are shown in Table C.1.b.

*Step 9 Go to Step 1 for the other maneuver. In this study, four

maneuvers are investigated on their sensitivity analysis. They are
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LP  COEFFICIENT 35° CIRCLE 20°/20° Z 10°/10° Z  5°/5° Z
! m'-Xg 0.208( 4)  0.113( 9) 0.044(15)  0.012(24)
2 m 0.023(23)  0.015(24) 0.025(18)  0.044(16)
3 Yerr 0.115( 9)  0.042(18) 0.016(21)  0.020(22)
4 m'-vg 0.085(14)  0.285( 2) 0.183( 6)  0.114(11)
5 m'xg-Y} 0.012(24)  0.037(22) 0.016(21)  0.024(21)
6 Yy 0.095(12) 0.249( 4) 0.390( 2) 0.265( 3)
7 Yr 0.046(17) 0.087(11) 0.156( 8)  0.142( 9)
8 Ys 0.252( 2) 0.202( 6) 0.178( 7) 0.134(10)
9 Ys 0.023(23) 0.024(23) 0.027(17) 0.061(14)
10 m'xg-N; 0.012{(24)  0.060(13) 0.011(23)  0.036(19)
n I-N: 0.061(18) 0.260( 3) 0.241( &) 0.151( 8)
12 Ny 0.114(10) c.110(10) 0.446( 1) 0.463( 1)
13 Ny 0.181( 5) 0.204( 5) 0.130( 9) 0.202( 6)
14 Ny 0.432( 1) 0.436( 1) 0.374( 3) 0.261( 4)
15 Norr 0.113(11)  0.015(24) 0.016(21)  0.016(23)
16 a3 0.0258(22) 0.038(21) 0.059(13)  0.080(13)
L ns 0.170( 6)  0.183( 7) 0.195( 5)  0.304( 2)
18 Xov 0.023(23) 0.015(24) 0.016(21)  0.008(24)
19 Kpptm'Xg 0.012(24)  0.007(25) 0.005(25)  0.004(25)
20 Xiq 0.142( 8)  0.052(16) 0.014(22)  0.012(23)
21 Ko™ 0.209( 3)  0.138( 8) 0.058(14)  0.040(17)
22 Xes - R - _

23 Nopr 0.163( 7) 0.003(26) 0.006(24) 0.000(26)
24 No 0.023(23)  0.057(14) 0.077(11)  0.204( 5)
3 Yowv 0.035(19) 0.042(18) 0.022(19)  0.029(20)
26 585 0.023(23)  0.015(24) 0.016(21)  0.000(26)
27 rv 0.023(23) 0.015(24) 0.016(21) 0.000(26)
28 Y:SVV - - - -

29 Viss - - - -

0 Novy 0.000(25) 0.000(26) 0.000(26)  0.000(26)
3 Nses 0.081(15)  0.038(21) 0.006(24)  0.000(26)
32 Newv 0.035(21) 0.049(17) 0.006(24)  0.000(26)
33 N'svv _ - - -

3# Mg . . -

3 Vore 0.087(13)  0.072(12) 0.021(20) 0.040(17)
3% ¢ 0.039(20)  0.056(15) 0.102(10)  0.170( 7)
8 a 0.067(16) 0.041(19) 0.070(12) 0.111(12)
39 u, 0.066(17)  0.039(20) 0.041(16)  0.052(15)

Table 5.1 Overall relative sensitivity in different maneuvers for O0SAKA
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a. 5°/5° zigzag maneuver (Table C.1.a & C.1.b)
b. 10°/10° zigzag maneuver (Table C.2.a & C.2.b)
c. 20°/20° zigzag maneuver (Table C.3.a & C.3.Db)

d. 35° turning circle maneuver (Table C.4.a & C.4.b)

In order to compare the importance of each coefficient in different
maneuvers, we tabulate the overall relative sensitivity of each coeffi-
cient of the four maneuvers in one table(Table 5.1) and rank them by
their relative importance in each maneuver. By a somewhat arbitrarily
designed ruie as in Table 5.2, the overall sensitivity are categorized
into five groups-very important, important, significant, minor and negli-
gible. This categorization is shown in Table 5.3. It must be kept in
mind that this indication of importance is only a relative comparison.
For instance, Y; is a "very important" coefficient for 10°/10° zigzag
maneuver, while for 20°/20° zigzag maneuver, Y; is marked only as "impor-
tant". But on the absolute scale, a 20% variance of YQ causes larger

deviation of ship motion response from the original.,

X -1.2 -1.7 -2.3 -3.0

overall X | 301 | 0.183 | 0.100 | 0.050

cancitivityv
Uhlld'vl'l“J

Table 5.2 The rule for categorization
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LP COEFFICIENT
1 m:-Xa
2 m
3 Y;rr
4 m'-Y:

& m'xs-Y:
6 Y;
7 Y;
8 Vé
9 Y3

10 m'xé-Ne

n Ié-N;

12 |°

13 |;

14 Né

15 Norr

16 nz

7 ni

18 X;v

19 X;r+m'xé

20 Xéa

21 X;r+m'

22 X;G

BN

24 Ng

B Yy

26 Yééé

27 {;vv

28 Y:va

29 YQGG

30 N\'fvv

N

2N,

33 Névv

U '

- LT

B Yy

36 Cﬁ

38 a

39 uo

Table 5.3 Relative importance of each coefficient categorized by the
rules in Table 5.2.

DIMENSIONAL
FACTOR

0.5p0L3
0.5pL2
0.50L5U"!
0.50L7
0.50L"
0.5pL2U
G.50L3Y
0.50L2%c?
0.50L202
0.50L%
0.5pL%
0.50L2U
0.50L*U
0.50L%?
0.5pL5U"1
0.50L?
0.50L"
0.50L2
0.5pL"
0.50L%?
0.5pL?
0.5¢L %
0.5¢L°U7"
0.5pL3U2
0.50L2y7?
0.50L%c?
0.5pL3U7!
0.5pL2
0.50L2U
0.50L3U"!
0.50L%?
0.5pL"U"?
0.50L?
0.50L3%U
0.5pL4U"1
0.5pSu?

35° CIRCLE 20°/20° Z 10°/10° Z 5°/5°

=wuw

==
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NZ2UVDVFH 1T N Z2Z2—-2

22 220DV 1 —WnZ2 22

==X =1
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To observe the trend of transition from moderate maneuver to tight
maneuver, the overall relative sensitivity ef 5°/5°, 10°/10° and 20°/20°
zigzag maneuvers are shown in Fig. 5.3. Some useful information is
uncovered by carefully examining Table 5.1, Table C.1 to Table C.4 and
Fig. 5.3,

(1) Inertia terms, m-Xﬁ, m-Yv and Iz'NF become more and more impor-
tant, when the maneuver is becoming tight.

(2) The thrust force coefficient n, is the most important among n, ,
n,s N, The ship motion response is more sensitive to them, when the
maneuver is very mild. The same statement applies to CR. [t is concei-
vable when the ship moves at constant heading, these thrust coefficients
and drag coefficient will be the dominant coefficients in this extreme
case.

(3) The nonlinear coefficients play a more important role in tight
maneuver, which is consistent with the definition of the nonlinear terms.
However, one must not conclude that nonlinear terms are not necessary for
the simulation of moderate maneuvers such as 10°/10° zigzag, more than
25% speed loss is acquired at steady state of this maneuver for 0SAKA.

(4) In moderate maneuver, unbalanced yaw moment N, is important.
£

ta S=md
)] 19 1

ispensibl
0

o ispensi
unbalanced sway force does not affect the ship motion response as much as
N0 does.

(5) It is found that Y; is less influential over the ship motion

than N.. This can be used to our advantage to make Yé dependant of Né

$

- 122 -



ssaujybiy Juauasip Jo saaanduew Sezbiz ay3 uj AILAPIISUIS DALIRIAS [|PUIAQ E£°G 4nbyy

0z OL S 02 0L S 0z 0L § 02 OLS 02 CLS 0z oL S 0z oL S 02 0L S
q r L I QQ. r T Y -Q L3 v T -Q r v -
...l\._u.mu ﬁ dad \\. e——n
le20° {00 —e— Jz0°aua 120 U0 :
M an A/ y 4”./ L0
Jvo* G {vo° {vo- Jz0
] E+..>x
00,
190" {90° {90° {90° €0
80" 180" 180" Lmo.:; 180" v°0
oL Jou Jov Jov o "0
02 0LS 02 0LS 02 0OLS 02 0LS 0z 0L ¢ 0z OLS 0z_0LS 8 Sm
v 00t con/;/ 00~ "~ 100" " "]00" " joo"
o {10 N {0 {1to0 {10
A 1270 12°0 ) N.c\/ 1¢0 A 120
3 o B\ feo W jeo % €0 £0 "o
N 1 1 1 J 1 1 I
N dy-
v'o {v'0 {v'o {vo {t0 {vo
5°0 1570 Is'0 460 150 450 5 0
02 0LS .,02 0LS 02 ot . 0z o0lLg . 0z OLG  020OLS ~ 0 OLS 02 OLS
——a 0 O.‘\\FO 0 0 er}a 00" v
L'o L0 1o 1U0 Lo 1to 110
2’0 120 120 % 20 20 120 120
0 €0 9. {¢€'0 {€70 1¢€0 {¢0 jeo T.c n
> .h .h .XIE
A 49 A
g . A-Vxu A-w |
b0 b0 1v°0 {vo 1vo v°0 KA
50 160 r.o ; 50 460 460 ‘g0

LAY

S0

- 123 -



(through a fixed moment arm) without introducing any significant error,
thereby reducing the number of unknown parameters to be estimated.

(6) Although the 35°turning circle maneuver is a very tight maneuver,
m-Xa is the only important inertia term. This is because of the fact that
the transient periord of v and r is rather short compared to that of the
surge velocity during a turning circle maneuver.

(7) For moderate ship motions and the turning circle maneuver, both
current direction and magnitude have non-negligible effect on the ship
motion. Because the data collected by current meters is not reliable,
e.g., a difference of 30° in current direction and 0.3n0.4 knots in current
magnitude between the two current meters at different water depths, but
at the same buoy system, is not unusual. We believe the bulk effect of
current on the ship motion should be the net effect of these distributed
elemets. This is the reason why current direction and magnitude are
included as parameters to be identified. We have to emphasize that the
analysis here is incomplete for the current, because the initial heading
of ship ic always about the opposite direction of current in the simulation,
which is the case for the sea trial of the 0SAKA. In general, all current
directions should be included in this study.

(8) Notice that Y; is always more important than Y; in all maneuvers,
because Y; is just a small portion cf Y;-mklh However, the role of NQ and
N; exchanges when the maneuver becomes more violent.

(9) Contrary to the other linear derivatives, Yé and Né become more

influential on the ship motion when the maneuver is tighter.
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Since our analysis is based on the model testing value of OSAKA, the
sensitivity of ship motions to the variation of certain coefficient is
not available because of the lack of data. We believe these coefficient

belongs to the category of "minor" or "negligible" effect for these maneu-

vers, otherwise their importance should win the notice of analyzer of

the model testing data in Stevens Institute of Technology. Nevertheless,
we left the definite conclusion open for these coefficient, uniess a
positive confirmation is available.

Notice that the sensitivity of ship motion response to the variation
of a particular coefficient for a specific maneuver should not be confused
with the identifiability of a hydrodynamic coefficient. In Sec. 5.3, a
good example is given to show that two coefficients, both of which contri-
bute significant amount of force or moment in a maneuver, are not identi-
fiable by using this specific maneuvering model. Therefore, a parameter
to which the system is not sensitive is most likely to be unidentifiable.
However, the unidentifiability does not necessarily imply that the system
is not sensitive to the parameter's variation.

A final remark on the analysis in this section is to call to the
reader's attention that the model used in this section is slightly differ-
ent from Eq.(2.5.22) in Chap. 2, this is because of the sensitivity ana-
lysis was done before ali the modification proposed in Chap. 2 were

incorporated in the model. The only modifications included in this model

are those discussed in Sec. 2.5.1 and Sec. 2.5.2. Since modifications

other than the above do not change the ship behavior significantly, the
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results shown in Tab!g 5.3 are still qualitatively valid.

5.3 Simultaneous Drifting and Cancellation Effect

When the stochastic model déscribed in Chap. 4 was used to estimate
the hydrodynamic coefficients, a troublesome and yet interesting phenomenon
occured. If Y; and Y; or NQ and N; are estimated simultaneously, at a
certain point during the estimation, these two coefficients will start to
drift together in a similar pattern, although the measurement of state
variable can be filtered very well. Figure 5.4 is an illustration of this
"simultaneous drifting", in which the simulated 10°/10° zigzag maneuvering
data of ESSO OSAKA is processed. This implies that the value of Y; and
Y; or N; and N; can be increased or decreased simultaneously according to.
certain implicit rules and still result in the same ship motion responses
to the rudder defletion. In other words, there is a problem of nonunique-
ness or identifiability.

Some difficulties involved in the estimation were mentioned by Rstrgm
and Kallstrom[1976]. They attempted to identify the linear coefficients
Y&, Y;-m', N&, N;-m'xé, Yé and Né simultaneously, using a linear model.
The failure was attributed to "the nonlinear effects during the course
change in the middle of the experiment". This argument may be justified
if the sea trial had involved tight maneuvers. Nevertheless, the execu-
tion of rudder rarely exceeded 5° in their test. Therefore, it is doubt-
ful that such argument can be fully justified, However, Rstram and
K;1lstr8m failed to point out that Y/ and YL-m' showed similar trend at

the end of identification(so did the N/ and N.-m xG), Y, and Y.-m
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RREEEREREREERERREREEERRRRRERRRRERRREXLRERRRERRRERE RN

* *
* PARAMETRIC IDENTIFICATION - EXTENDED KALMAN FILTER *
* *

Y Y 222 R X X222 2232222 RX X2 R X RS R R RS 22 2 R RN

SYSTEM: 280,000 DWT. TANKER - ESSO OSAKA

MANEUVER: ZIG-ZAG RUDDER, AT RUDDER RATE -2.00 DEG./SEC.,
' 10.00/ 10.00 ZIG-ZAG
1.38 FT/SEC. CF CURRENT
86.00DEGREES FROM NOMINAL ZERO

TRIAL PERIOD: 1600.00 SECONDS AT 4,00 SECONDS OF TIME INTERVAL
IDENTIFICATION: STATE VARIABLES -U,V,R,PS

UNKNOWN PARAMETERS - )
' NP = 6 = Y

)
NP = 7 Y’
R
NP = 12 N’
'
NP = 13 : N’
R
NP = 1|4 N’
D
NP =21 : X7 + M7
VR

NP = 38 : ALPHA(DEGREE)

NP = 39 : U (FT./SEC.)

-

Table 5.4 Results of identification to illustrate the phenomenon
of "simultaneous drifting".
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either increase or decrease together by similar percentage.

In the study by Norrbin, Kstram, BystrSm and Kallstrom[1977] and by
Bystram & K51lstr6m[1978], where a nonlinear model was used to process
the 20°/20° zigzag maneuvering data, similar problem was revealed in
their estimation of the values for the hydrodynamic coefficients.

Since these estimated values of different works showed consistent
behavior, there must be some physical explanation. A report by Leeuwen
[1972] suggested the idea of exploring this problem from the contribution
of each hydrodynamic coefficient. He showed that during a turning circle
maneuver, the time histories of YQv' and (Y;-m')r' or N&v' and N;r‘ have
hehaved in the same pattern and are of the similar order of magnitude,
except of oppcsite sign. These figures are reoroduced in Fig. 5.5.

Figure 5.5 provided a clear explanation why circular turning maneu-
vers are not suitable for parameter estimation: the same resultant Y force
and N moment can be obtained by different combinations of these hydrody-
namic coefficient values. Apparently, the cancellation effect has caused
the simultaneous drifting problems occurred to Lundblad{1974] when the
maneuvering data of turning circle was processed. Therefore, the
"simultaneous drift" shown in Fig. 5.4 strongly suggests that the canceil-
lation effect is not a consequence of constant rudder deflection, but is
more 1ikely due to an intrinsic nature of the snip dynamics.

To confirm this speculation, a similar study to Fig. 5.5 was made
on 10°/10° zigzag, 20°/20° zigzag and biased zigzag maneuver to investi-

gate the contribution of these hydrodynamic coefficients in each case.
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(see Fig. 5.6, Fig. 5.7 and Fig. 5.8). Again, the model testing values
of hydrodynamic coefficients are used to do the simulation for convenience.

It is surprising to find that the canceilation effect does not
discriminate between the maneuver of constant rudder deflection and the
maneuver of continuous rudder execution at ali. This accounts for the
resulting simultaneous drift when zigzag maneuvering data is processed.

Once it was believed that the idea of "parallel processing”, which
will be discussed in Chap. 6, can be applied to eliminate this trouble-
some simultareous drift. Because the contributions of each hydrcdynamic
coefficient is of different pattern for different maneuvers, it was taken
for granted that when two data files are processed together to estimate
the same set of coefficients, the chance of simultanecus drift should be
small. Unforturnately, when the parallel processing technique was
applied, simultaneous drift still occurred. This is a further confirma-
tion of the existance of the cancellation effect.

Realizing that the cancellation effect causes the simultaneous
drift, it is required to explain why the contributions tend to cancel
with each others. The slender body theory in hydrodynamics is probably
the handiest tool to tackie this problem. A detail discussion on this
theory is referred to the book by Newman[]977]. Following the sign con-
vention in Fig. 2.1, the hydrodynamic sway force and yaw moment upon a

ship in maneuvers are:

- eSS .S - 2«
—-vm22+rm26-uvm22(xT) urmezz(xT)+mTu 3 (5.3.1)
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. S s S
N=-ym~ +fm~ +uv(m~ +x.m X
: 26 66 [ 22 T 22( T)]
2

S _ 2
+ur[m26 mezz(xT)]+m22(xT)u § Xt

m>, =f m,, (x)dx

22
L
mis =£-m22(x)x2dx

m e =-fLm22(x)xdx

where

mzz(x) is the two dimensional added mass in y-direction,

§ 1is the rudder deflection,

X7

is the value of x at the effective trailing edge,

(5.3.2)

(5.3.3)

(5.3.4)

(5.3.5)

the superscript “s" over the added mass denotes the added mass

from strip theory.

Equating these hydrodynamic force and moment to the inertia force

and moment, the equations of motion are found to be
uvmzz(xT)+u[me22(xT)+m]r+(m§2+m)v
S . 2
-(m26+M26)r-m22(xT)u $

S S 2
-uv(m22+me22(xT»+u[m26+M26-(xT) mzz(xT)]r

~

S . S . 2
+(m26+M26)v-(m66+M6 )r-mzz(xT)u § Xp

where

- 159 -

(5.3.6)

(5.3.7)



M66 is the moment of inertia in z direction,

M, equals to mXg

According to Eq. (5.3.6) and (5.3.7),
va+(Yr-mu)r=[-um22(xT)]v+[-ume22(xT)-mu]r (5.3.8)

va+(Nr-meu)r=[um§2+ume22(xT)]v (5.3.9)

+[-um§s-meu+ux%m22(xT)]

If va cancels (Yr—mu)r compietely and N v cancels (Nr-meu)r

completely, it requires that
mzz(xT)v+[me22(xT)+m]r=O (5.3.10)

[ ,#xym, , (xp) Jv+L-m> -mxg#xqm  (xp)Ir=0 (5.3.11)

22

Assume the slender body has a circular cross section and a constant
draft T, except that at the bow it has a rounded end. Also, assume that
the origin is located at midship and the ship mass is of the same magni-

tude as the sway added mass m>

o whizh is a fairly realistic approximation

for the real ship configurations, then

= (5.3.12)
XT— 0.5L
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Substitute Eq. (5.3.12) into Eg. {5.3.10) and (5.3.11), it follows

that
v+0.5rL =0 (5.3.13)

Suppose that there are two sensors installed at the bow and stern to
measure the local sway velocity, as is illustrated in Fig. 5.9, the sway

velocity v at midship and the yaw velocity r can be expressed as follows:

vy vV,
V=
2
(5.3.14)
V-,
r =
L
Substitute Eq. (5.3.14) into Eq. (5.3.13), it results in
v, =0 (5.3.15)

i L "
sensor 2 sensor 1
+r_
- - k{} - - —»x
bz l ‘ Vi
v
+v

Figure 5.9 Relationship between v, r and the local

sway speed v, and v, at bow and stern



Therefore, if the pivoting point is located at the bow of a plate
maneuvering in an ideal fluid, va and (Yr-mu)r or va and (Nr-meu)r
will cancel each other entirely. In other words, in this special case,
the inertia forces and moments are completely balanced by rudder force
and moment. Since this is an over simplified case, the conclusion can
not be applied to real ships without modifications. However, since
we realized that va and (Yr-mu)r or va and (Nr-meu)r cancel each other
to a large extent, it is expected that the pivot point of a ship must be
near the bow. Table 5.5 is the normalized pivot point position(in front
of the origin) of the three simulated maneuvers in Fig. 5.6, 5.7 and 5.8.
Notice that the sway velocity relative to current is used to calculate
the pivot position. Figure 5.10 is a plot of the pivot position after
bow during the turning circle maneuver of BRITISH BOMBARDIER that Leeuwen
used in Fig. 5.5. The procedure to apply the time history of YQV',(Y;-m')r'.
NQV' and (N;-m'xé)r' to obtain the pivot position is described in
Appendix D.

The earlier postulate has been confirmed by the plots of instantaneous
position of pivot point. Therefore, as long as the pivot point is near
the bow, YQV' and (Y;-m')r' or NQv' and (N;-m‘xé)r' will cancel each
other to a large extent.

Examining Fig. 5.5 to 5.10 closely, there are several things worth
noticing:

1. The singular behavior of pivot position at the beginning of

turning circle maneuver or during the progress of zigzag maneuvers Shows
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TIME 10°/10°  20°/20°  BIASED TIME 10°/10°  20°/20° BIASED
LIGZAG LIGZAG LIGZAG Z1GZAG LIGZAG Z1GZAG

O lbui #O2 S I PSR 0.470F +00 0. 2%2E 400 0,816E+03 -0.4630E-01 -0.344E+00 ~0.559E400
93300 P02 SULdAAL B0 d.I07e-02 -0. 231k t00 0.832E403 -0.19EE+00 -0.379€E+00 -0.555E+00
0.48OF 0D RPN IRY Y] -0 1ASE +00 Q. b6k 90 0.848E+403 -0.221E+00 ~0.385E+400 -0.532E+00
D.odQL Fir 2 =0, A5 100 Q. 22JE 400 “0.PAE FOQ 0.844E+03 -0.26ZE+00 -0.397E+00 -0.54BE+00
Q.UQUL Y. SQL AL D) -0.26"1400 - SLIE RO 0.880E+03 -Q.29E+00 -0,406E+4+00 -0.545E+00
O VA0 o 0, AYQLFOY 0. 30AE Y 0333 +00 0.8376E+03 -0.323E+00 -0.412E400 -0.541E+00
9. 112L10d 0. 54 KDY -Q.3350E+00 -Q. 375k +00 0,912E402 -0.344E+GO -Q.417E+00 -0.338E+00
0., 12496403 =0, 9776409 ~0.351E+400 -0.426E+G0 0.928E+03 ~0.340E+CO -0 .423E400 -9.535E+00Q
0.143L+0S S0, 036E 00 -0..J58E+00 -0.450E100 0.944E+03 -0.377E+00 -0.427E400 -0.532E+00
0.160E403 0L aT3E OO -0, 303CH0Q0 -0, 477E4Q0 0.960E403 -0.390E+00 ~0.430E+00 -0.531E+900
Q.174E+03 -0, J16EFOY -0, 410E4+0C -Q.489E+0Q 0.976E403 -0.400E+00 -0.433E+00 -0.531E+00
0.192E+04 ~0.7TGE PO -0.501E+00 -0.396E+00Q 0.992E+03 -0, 409E+00  -0.444E+00 -0.530E+90
0.J08E+03 -0.346k OV -0.420E+00 -0.500E+C0 0.101E+404 -0.417E+00 -3.533E4090 -0.528E+400
9.224E+03 -0, 7S9E FOU -Q.748E+00 -0.502E+09 0.102E+04 -0.4232+00 -0.7%0E+00 -0.312E400
0.240E403 -0.114E+01 -0.101E+01 -0.503E+00 0.104E+04 -).434E+00 -0.963E+00 -0.421E+490
0.256F403 -0.150E+401 -0.163E+01 -0.504E +00 0.106E+04 -0.494E+00 -0.153C+01 -0.384E400
0.272E403 -0.3SSE+0! -0:254E+02 ~9.505E+00 0.107E+04 -0.S53E+00 -0.9564BE+01 -0.373E+00
0.288€+03 0.248E+01 0.898E+00 ~Q0.508E+0C 0.109E404 -0.625E+90 0.154E+01 -0.372E+400
0.304E403 0.473E+00 . 203E+00 -0.506E+00 0.110E+04 -0.633E+420 0.303E+00 -0.3757400
0.320E+03 0.328E~01 -9.292E-01 -0.S506E+00 0.112E+04 -0.743E+GO 9.180E+00 -0.380€+00
0.336E+03 ~0.540E-01 -0.141E+4909 -Q.507E+00 0.114E+04 0.816E+00 0.187E-01 -0.384E+0D
0.3SZE+03 -0,180€E+00 -0.211E400 ~0.507E+0G 0.11SE404 ~0.914E+20 -0.301E~-01 -0.391E400
0.348E403 ~0.,242E+00 -0.257E+00 -0.507E+00 0.117€404 -0,1G7E401L -3.148E400 -0.39SE+00
0.394E+03 -0.,286Et00 -0 .293€E+00 -0.507E+90Q 0.118E+04 -C.137E+01 -0.193E 400G -0,419E400
0.400E+03 -0,317E+00 -0 320E+CO -0.507€E+00 0.120E+04 ~Q.223E+C1 ~C.256c190 -0.470E+00
0.414E403 ~).331E+00 -0.341E+00 -0.3507E400 0.122E404 0. 171E+02 0. 2868E+00 -0.S11EFQ0
0.432E403 -Q.360€E499 -0.359€+00 -0.507E+00 0.123E+04 0.957E400  -0.291E+400 -0.540E+400
0.,448E+03 -0,37SE+90 -0.,374E+00 -0.507E+00 0.12SE+04 9.2SSE+09 -0.312E+90 -0.558E+00
0.464E+03 -0.3Z87E+90 -0.394E+00 -0.507E+00 0.124E+04 0.113E-01 -0.330E+00Q -0.5467E+00
0.480E+03 -0.3Z98E+00 -0.396E+00 -0.507E+00 0.128E+04 -0.115E+00 -0.347E+00 -0.370E+G0
0.496E+03 -0.407E+00 -0.404E+00 -Q,4SSE+00 0.130E+24 -0.179E+4900 -Q.323F+00 -0.371E+0Q
0.S12E+03 -0,410E+00 -0.412E+Q0 -0.412E400 0.131E+04 -0.2SQE+00 -0.347E+00 -0.5469E +00
0.S52SE+03 -0, 423E+00 -0.44SE+00 -0.399E+00 0.133E404 -0.Z87E+00 -0.379€E+00 -1) . 566E #CO
0.544E+03 -0.425E+00 -Q.538E400 -0.39BE+00 0.134E4v4 -0.31BE+G0 -Q.387E+#420 -3.542E+00
0.S60E+03 -0.435E+900 -0.649E+00 -0.301E+400 0.126E4+04 =), 1412400 -0,394E+00 -0.557E+20
0.574E+03 ~0.442E+00 -Q0.783E+00 =0.406E+00 0.138E+04 -Q.250E+00 -3.4901E+400 -0.553E+00
0.S92E+03 -0.447E400 -0.987E+400 -0, 411E400 0.139E+04 -3, 375E+0G  ~3.4064E400 -0.548E+0Q
0.4606E+03 -0.151E+30 -Q.143E+01 -0.415E400 0.141F+04 -0.38NE+00 -0.411E+09 -0.545E400
0.624E703 ~0.493E+00 -Q.332E+01 -0.420E400 0.142EF04 -, 39QE 400 ~G.3671 400 -0, S44E #0200
0.4640E+03 -0.5832+90 . 259E+401 -0.428E+00 0.144aC+04 -0.,40/E}+CO =0.&11F Q0 -0.541C+0Y
0.456E+03 -0.068E+00 0.57SE+00 -Q0.473E400 Q. 1446E+04 —0.A1%E+00 -0.36Y700 -0.,5357E+400
0.472E+03 -0.756E+00 0.159E+00 -0.S11E400 0.147E+04 -0.4726490 -0, 1%30r01 S0 .SI4E VO
0.68CE+03 -0.881E+G0Q -0.,239g-01 -0,537€400 2.149€+04 -0.429E+00 -9, 183E+Y2 S9.S30K G0
0.704E+03 -0.101E+01 -0.127€E+00 -0.552E+400 0.156C +04 —0.4T4E400 N.123E+DL -9.327E+20
0.720€+03 -0.i26E+01 -0, 194E+00 ~0.562E+400 2.152E 404 —0. AT+ Q.52 +00
0.736E+03 -0.191E+01 -0.241E+00 -0:367E+00 DL LZAK b)a L 3ARE $00 S SOLEING
0.752E403 -0.248E+01 -Q.276E400 -9.569E+00 D15t e -~ 3%k 40 EXEEN R
0.768E403 0.166E701 -0.30S5E+00 -0.568E+400 D1y Ehog L ASAE T0) CER LN I
Q.7B4E+03 0.447£400 -0.328E400 -0.566E+00 EERSSHE LR ED W LTS -Q.1437+09 PR SN A
0.800E+03 0.101E40Q0  =0.349E400  -0.3963E400 J.1uGEI04 -G, 38 467 -~ 1C1E+00  -C.3G6FELVY

Table 5.5 Normalized position of instantaneous pivot point

during the different maneuvers illustrated in

Fig. 5.6.a, Fig. 5.7.a and Fig. 5.8.a.
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that although the pivot point is near the bow during most of the time of
maneuver, it is not defined when the yaw speed approaches zero. From a
kinematic viewpoint, the ship motion is of almost pure sway and the center
of rotation is at infinity. An extreme case is the constant heading
movement of ship at constant forward speed, in which the unbalanced
hydrodynamic force Y and moment N are balanced by the rudder bias
induced force Y66 and moment N66 as well as by the sway induced force va
and moment N v. It is deducible that the cancellation effect is weak
around the period of singular behavior of pivot point for other kinds of
maneuvers. This statement can be verified by examining Fig. 5.6 and 5.7.

2. During this study, the current effect has shown to be of some
importance. Fig. £.11 and 5.12 are plots of pivot point position of
OSAKA in a biased zigzag maneuver and a turning circle maneuver, based
on her sea trial data. In Fig. 5.9 and 5.10, we have seen the behaviors
of pivot point position during the biased zigzag maneuver and the turning
circle maneuver from simulation with complete current infomation. Since
the pivot position shifted away from the bow region toward midship in
Fig. 5.11 and the pivot position in Fig. 5.12 did not stablize after the
transient period, the difference between the pivot position of sea trial
data and the pivot position of simulation indicates that without accurate
current information, the estimation of hydrodynamic coefficients can not
be satisfactory.

3. The estimation of nonlinear hydrodynamic coefficients is more

difficult than that of the linear coefficients. This is not only because
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of the estimation error of the linear terms can exceed the contribution
of nonlinear terms, but also because of the "simultanecus drift" of the
nonlinear hydrodynamic coefficients. Since the yaw velocity has similar
pattern to that of the sway velocity, execpt with an approximate phase
shift of 180°, it is extremely difficult to determine the individual
contribution of each nonlinear coefficient and to identify their values.
In Fig. 5.5 to 5.8 , it is obvious that the contribution of Y&vv’ Y;rr"'
...etc., except Yéee’ can "compensate" each other to give the same
resultant nonlinear Y-force. A simultaneous estimation of all the non-
linear coefficients will most likely be impossible.

Since the "cancellation effect" has been identified as the major
cause for the "simultaneous drift" of the linear coefficients, some
technique is required to overcome this problem of unidentifiability.

In Chap. 6, we will discuss the "narallel processing”,"exaggerated over-
and under-initial estimation" and "parameter transformation" techniques
for this purpose.

Since the "compensation effect" is the cause of "simultaneous

drift" of nonlinear coefficients, we will also develop a practical way

to estimate the nonlinear effect in Chapter 6.
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6. REMEDY FOR SIMULTANEQUS DRIFT

Chronologically, “parallel processing", "exaggerated over- and under-
estimated initial guess" and "parameter transformation" were studied in
order to eliminate the "simultaneous drift" discussed in Chapter 5.

"parallel processing” technique did not successfully prevent the
occurance of simultaneous drift due to the instinctive nature of cancel-
lation effect, although it can delay the happening of simultan-
eous drift. But the idea of using this scheme to estimate the resistance
coefficient is a valuable by-product of this study.

"Exaggerated over- and under-estimated initial guess" is a less
rigorous technique, but practically it has given a very good estimation
when simulated data is processed.

"Parameter transformation" is a more formal way to eliminate the
“simultaneous drift". A nonlinear transformation is introduced as
suggested by the phenomenon of simultaneous drift.

The discussion in the last section will be devoted to designing an
effective way to estimate nonlinear effects instead of determining the
magnitude of the individual nonlinear coefficients.

6.1 Parallel Processing

In Chapter 5, the cancellation effect between the contributions of
hydrodynamic coefficients has been discussed. For the turning circle
maneuver, the cancellation persists through out the maneuver. Therefore,
the estimation of Y; together with Y;-m'u' or the estimation of N& toge-

ther with N; is difficult.
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For zigzag maneuver, the cancellation still occurs most of the time
during a cycle, but there are two very small time intervals during which
cancellation does not occur. At one end of the intervals, the force and
moment derivatives with respect to v prevails; While at the other end,
only the force and moment derivatives with respect to r prevails. Between
the ends of the small time intervai, the contribution of YQ and Y;-m'u'
or the contribution of NQ and N; have the same sign. Therefore, the
cancellation effect does not exist during these very small time intervals.
This observation suggests that for two different maneuvers, the contribu-
tion of the same coefficient is of different pattern, therefore if the
maneuvering data of two different maneuvers is processed at the same time,
the phenomenon of simultaneous drift may be improved.

As mentioned in the discussion of parameterization, the role of a
coefficient can be of different importance for differant maneuvers.
Consequently, the estimation of the same coefficient may have different
value when different maneuvering data is processed. [f two maneuvering
data files are processed simultaneously to estimate the same set of coeffi-
cients, the problem of data file dependence can also be resolved.

6.1.1 Inspiration of Parallel Processing

Intuitively speaking, the more information we have about an system
the better we can describe this system. Therefore, in order to estimate
a quantity accurately, we tend to measure that quantity as many times as
possible or to measure that quantity by more than one sensor. Gelb[1974]

gave a good example of this idea. Let us consider the problem of optimal

- 170 -



estimation of an unknown constant x by using two independent sensors that
their measurements are contaminated by unbiased random noise. Its mathe-

matical formulation can be written as

Sensor 1: Z x4V, x is the unknown constant
Sensor 2: 257XV,

E{vii=o] E{v, }=E{v,1=0

E{v§}=o§
3=2 E{(x-x)2}=E(x2}=2

Let x be a weighted sum of these two measurement,
x=klz1+k222
By requesting an unbiased estimation, we can express k2 in terms of k1,

Kz-]-k-l
By minimizing the error covariance E{(x-x)%}, ky can be expressed in terms
of the error covariances of measurements. The final expression of x and

E{x2} are as follows:

R 05 o%
x=( )z.I + ( )z2 (6.1.1)
o] * 95 o] + 95
v, ] 1 \-1
E{x%}=( — + — ) (6.1.2)
9 92
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Since E{X?} is smaller than either o% or o2 , the x in Eq. (6.1.1) is

a better estimation then either of the original measurements.

For a dynamic quantity, the multi-sensor argument still applies. But
here we will consider another problem for a dynamic system. For a linear
dynamic, the Kalman filter provides an optimal estimation of the state
vector, X(n|n), by using the measurements up to the time step n. Could
one obtain better estimation than this by using more information? one of
the answer is through the usage of optimal smoothing, an off-1ine process-
ing scheme which uses all the measurements between time 0 tc T to estimate
the state variable at time t, O<t<T. The optimal smoother can be consi-
dered as a combination of forward filter and a backward filter as shown

in Figure 6.1.

x(t]T)
| 1 ]
) t T
x(t) % (t)
. - °
forward filter backward filter

Figure 6.1 Optimal smoother(ref. Ge1b[1974])

Let gﬂtIT) represents the estimation from the smoother, then

X(t]T)=A X(t)+A' x, (t) (6.1.3)
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where A and A’ are the weighting factors to be determined by requesting
an unbiased error, SﬂtlT)=£(tlT)-£(t), and by the minimization of the
trace of the smoother error covariance P(t{T), EjtiT)=E{ZﬂtlT)ZT(t|T)}.

After some algebraic manipulation, we find that

R T)=B(E[ TP (0)X(£)+F (£)%, (1)) (6.1.4)
PUH(t[T)=R (2R TN (1) (6.1.5)

The derivation of the backward filter and the error covariance
propagation is omitted here. Further study is referred to Gelb[1974],
Schweppe[1973]. What we want to emphasize here is that the error cova-
viance of smoothed state variable, P(t|T), is always less than or equal
to the error covariance of either the forward filter or the backward
filter. In other words, the smoother estimated state is always better
than or equal to the estimations of filters. In Fig. 6.2 is an illustra-
tion of the advantage of performing the optimal smoothing.

Inspired by these two examples, we come up with the idea of parallel
processing of two measurement data files of a system simultaneously.
Although the system dynamics is the same and the only difference is the
exogeneous input for these two files, we treat the state variables of
these two files as different variables and keep the unknown parameters in
common. Therefore, the formulation of this stochastic model has the

following form:
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Figure 6.2 The advantage of perfcrming optimal
smoothing(ref. Gelb[1974]).
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(gD ] [ £ (), aln)snq(n)s ()] g (n)]
}_'(n"’]): 2(_2(n+]) = i(xz(n')a g(n)a npz(n)’dz(n)) + \;"_2(")
a (n+1) a(n) 0
(6.1.6)
rgq(n) ry_](n)
z'(n)= = H' x'(n)+ (6.1.7)
Z,(n) _12(")
where .
I 0 0
H'=
¢ I 0

From Appendix B, we find that the gain matrix can he written as

-1

k' (n)=P(n™)HT (n)[H(n)P(n7)H' (n)+R(n)]

-P P E ﬂ- -I OT
—X-IX-] —X]XZ X-lJ _— - -1
- T Ry 8
=1 B x P x 2 0 I| [H(n)P(n")H (n)+ ]
271 272 20 0 32
P P 0 0
| Toxy X, ee j = =
~ -
Py 9
X1%1 ,
PR 0
=12 E “* (6.1.8)
- —X A X
272
0 p +R
Ry - XpXp 2
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Define A as :

r r m
B><1><]"B-1 9 My A
A= = (6.1.9)
0 P, . *R A, .
= —x2n2 21 22
— - - —
then
-1
A1=(P, . *Ry)
11 x1x1 1
-1
(6.1.10)

2227 (By x, *Ro)
ol
Ap™2p170
Substitute eq. (6.1.10) into eq. (6.1.8) and use the expression for

the updated error covariance matrix g(n+) in Appendix B, we have that

Pir=PiydnByy(n) 28 PraPriinBie(n )
. ..................H..................i ........................

Bn)= | 8 ! PppPandarPar(n) 1Boq-PogkogPay(n )
P A1 P11 (1) 1 =Py AooPoo*P o (n7)1 Py Aqy Py =PondoaPoy -Eaa
(6.1.11)

Because
1A P10 Poa222P20 P < PP R
P1aM1P1aPoe2o2Poe tPae < "PagdooPor B |

we now have a faster improvement of the confidence bound for the unknown

parameters than the original filtering process does. Therefore, the

estimation of unknown parameter is better. However, rotice that this




technique does not improve the estimation of state variables, because the
covariance matrices for 24 and gé stay the same as thét of the original
filtering process.

Since the "paralell processing" scheme is developed to give a better
estimation, its usage is not limited to processing two different maneuver-
ing data files. We can alsc use the same data file but shift the phase of
the file to use it as the second file. Or we can break one file into two
files of equal length and then process them at the same time. The strategy
of application quite depends on the special consideration on each case.

In the following sections, we will illustrate a few exampies of the usage
of this parallel processing scheme.

6.1.2 Estimation of the Ship Resistance Coefficient

Due to the scale effect, it is not accurate fto use the resistance
coefficient of a scaled model as an estimation for the full scale ship.
Froude Hypothesis provides a pratical scheme to reduce the scale effect
on the estimation by decoupling the frictional drag and the residual
drag. Nevertheless, considering the substantial difference in Reynolds
number between the full scale ship and model, we are not surprised by
the over prediction of resistance reported by Hughes [1930] for LUCY ASHTON.

Rawson and Tupper [1956] pointed out that the conventional speed trial
over a measured distance in calm water only confirms the accuracy of the
prediction of ship speed for a given power. It cannot prove that the
estimation of effective horse power (EHP) is accurate and so is true

for the resistance coefficient, because an erroneous estimation of both
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could bring out an acceptable result. Therefore, an experiment to
measure the resistance of a full scale ship is necessary to find the real
resistance coefficient. For instance, this can be carried cut by towing
the full scale ship or by fitting jet engines aboard the ship.

However, the development of system identification provides a direct
and economic way to estimate the ship resistance. We can run the ship on
a straight course and at a steady speed. At the start of the execution,
shut off the engine and let the propeller windmill. Since on a straight
course the dominant mechanism to slow down the ship is the resistance of
hull olus appendages, C#* and m-XG are the only two hydrodynamic coeffi-
cients to be estimated. Notice that the added mass X& is ususally be-
tween 4% and 8% of the ship mass. In extreme case, the error of m-X&
can hardly exceed 4% of m. Therefore, the information of m-Xa js usually
good. On account of this, the.drag coefficient CR becomes the essential
hydrodynamic coefficient to be estimated.

Nevertheless, the problem is slightly more complicated than it looks
like. This is because of the current plays a very important role for
this special type of "maneuver”. Consider a ship which is running paral-
lelly to the current direction. If the mathematical model does not
include the current effect, the error of CR estimation is at least 15%
for a ship sailing at 15 knots into 1 knot current ocean.

Including the current into mathematical model and trying to estimate
the current direction and magnitude do not solve the problem completely,

because the error of a wrongly estimated current magnitude and direction

' The CR considered here actually contains the effect of windmilling

propeller.
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can be absorbed by a wrongly estimated CR' This is where the parallel
processing scheme helps us to resolve this difficulty. Suppose we
conducted two similar sea trials of this kind on the same route but of
opposite ship heading within half an hour, see Fig. 6.3. Since the
duration of trial is relatively short to have a significant change of
current, the current can be considered as constant. When the data of
these two trials are processed simultaneously, the current being
estimated has to satisfy both cases. In other words, the information of
one trial serves as a constraint for the other file. Therefore, the
current effect can be reduced to certain extent by using this parallel
processing scheme.

This similar procedure can also be used for estimating the lccked
propeller resistance coefficient n, in Eq. (2.5.22), after the Cp has
been estimated accurately. For zigzag maneuvers and turning circle
maneuvers, the current effect on the absolute surge and sway velocity is
not constant anymore. Therefore, the influence of current is easier to
detect than the case of straight motion. In the next section, we will
discuss how parallel processing scheme can improve the estimation when
zigzag maneuvers are dealt with.

6.1.3 Parallel Processing Scheme for Zigzag Maneuvers

As shown in Fig. 5.6 to 5.7, the cancellation between Y&v' and
(Y;-m'u')r' or between Nov' and N'r' occur in most of the time during a
zigzag meneuver. The individual contributions of each term manifest

themself over only a short period. Although this period is short, it is
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believed that this short period makes the zigzag maneuvers better than
turning circle maneuvers for estimating Y& and Y;-m'u' or NQ and N; simul-
taneously. In crder to artificially increase the period of no cancella-
tion, the idea of parallel processing is adopted again.

Because the nonlinear effect is different for moderate and for
tight maneuver, being consistent, we prefer to use the files of similar
tightness of maneuver. Therefore, a parallel processing of 10°/'IOo
zigzag data and 200/20O zigzag data is not suggested.

To use two different files of similar maneuvers is not the best
idea either. In that case, we need to increase the time and budget for
conducting the experiment. Besides, the currents to be identified are
two instead of one, if these two trials are rot conducted within a short
time. These considerations motivated the idea of parallelly processing
a data file and the same file with phase shift. Consider a zigzag
maneuver, the same file with a phase shift is treated as the second
data file. In Fig. 6.4 is a plot of the force components Y&v', (Y;-m'uf)r‘
and Y5 of both files.

To avoid the overlap of no cancellation period, an appropriate phase
shift is chosen. The resulting increment of no cancellation period and
the fact that only one current to be estimated make the parallel process-
ing scheme benificial to the parameter estimation when zigzag maneuvering

data is processed.
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Figure 6.3 Trials for the estimation of CQ
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Figure 6.4 Increase the no cancellation period
by shifting the phase
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6.1.4 Parallel Processing Scheme for Biased Zigzag Maneuver and Turning

Circle Maneuver

For biased zigzag maneuver and turning circle maneuver the ship
motion is restricted within a region much smaller than that of a zigzag
maneuver. Take ESSO OSAKA as an example, the advance of 1600 seconds is
more than 4 km for 200/20o zigzag maneuver in deep water,while the advance
is about 1.1 km for a 35° degree rudder turning circle maneuver. There-
fore, the variance of current should be smaller for turning circle or
biased zigzag maneuver. Since within 1600 seconds, the ship changed her
heading for more than 3600, the whole file can be splitted into two parts
that are about 180° out of phase in the heading. When these two files
are parallelly processed, the current has to satisfy both files simultan-
eously. From the experience of estimating resistance, we know that this
scheme will help to zero in the true value of current and thus improve the
estimation accuracy of the other coefficients. This idea is illustrated

in Figure 6.5.

constant
current

Figure 6.5 The application of "parallel processing" to one biased
zigzag maneuver or one turning circle maneuver.
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6.2 FExaggerated Over- and Under-estimated Initial Guess

In Fig. 5.4, the phenomenon of "simultaneous drift" has been demons-
trated. The different behavior of Y&, Y; pair and N;, N; pair motivated
the "exaggerated over- and under-estimated initial guess" scheme.

Notice that it is (Y;-m'u')r' that counteracts Y v'. Thus, when 0% of
the  true value of Y;, Y;, YQ, N., etc. are used as the initial
guess, it is actually an over estimation for Y;-m'u'. The fact that v is
about 180°% out of phase with r has made these initial guess of NQ and N;
an acceptable pair for the model, because the error in Néy' is aimost
cancelled by the error in N;r', where the subscript i 1nd;cates initial
guess. However, the error 6} YQi and Y;i will be felt by the filter,
because the error in YO.V and (Y;.-m'u')r is not cancelled. That explains
why YQ and Y. converge %o the tru; value while N& and N; starts to drift
together almost frcm the very beginning of estimation.

Based on this observation, the scheme of "exaggerated cver- and under-
estimated initial guess" is formulated as follows:

1. Over estimate one of Y& and Y;-m'u’ to a large extent and under
estimate the other one to a large extent as initial gquesses, the same
thing is also applied to N; and N;. The exaggeration of under estimation
and over estimation is to prevent the initial guesses from both being
under estimated or both over estimated.

2. Proceed the data processing.

3. Go through the time history of estimation and locate the spot from

which the simultaneous drift begins, usually there will be a certain
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period of stability and then the two curves starts to move up and down in
company.
4. Measure the coefficient value at the starting point of simultaneous
drift and enter them as the estimated value for these coefficients.
Although this method works well for simulated data, it is not a
rigorous approach though. In the next section, a more formal way to
overcome the problem of simultaneous drift will be presented.

6.3 Parameter Transformation

When "simultaneous drift" occurred, it is found that the percentage
variance of NG and N; is always very close. In other words, if N& is 15%
less than the true value, then N; is also 15% less than the true vaiue.

Y¢ and Y; do not have this relationship, but Y; and Y;-m'u' do have.
Based on these observations, we introduce two new parameters. Define

My and by @s follows:

Y;-m'u'
U, =
\4 v
v
(6.3.1)
Nl-mlxlul
_r G
UNz N
v
then
ir S 2 tomig ! Oy 3 =|QZ \
Yv[ §L U]v+(Yr m'u')[ EL ulr Yv[2 L U](/+uYLr)
(6.3.2)
i Oy 3 ety VO 4 M1 Ry 3
Nv[ QL U]v+(Nr-m Xgu )[EL UJr'Nv[fL U](v+uNLr)

Since the transformation spoils the originai Tinear dependent rela-

tionship between YQ and Y;-m‘u' and between N& and N;-m'xéu', such that
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the local geometry of log likelihood surface around the true value is not
a horizontal ridge with respect Y; and Hy or with respect to N¢ and Hy o
the new set of coefficient is more identifiable than the original one.

6.4 Nonlinear Hydrodynamic Coefficient

In last chapter, it has been mentioned that the estimation of non-
linear coefficients is more complicated than the linear case. In Fig. 7.3
is the estimation result from a simulated biased zigzag maneuver, which
is supposed to be the best maneuver to estimate the nonlinear terms.
Except err is pretty identifiable, the rest coefficients are just a
combination of wrong values. "Parallel processing” does not help very
much, Fig. 7.4 is the estimation from the same simulated maneuvering data
by using the idea of section 6.1.3, which further verifies the argument of
"simultaneous drift" and "compensation effect" in section 5.3.

Since we have so many nonlinear coefficients in the model, the
"exaggerated over- and under-estimated initial guess" scheme is just
not practicable. '"Parameter transformation” will not work either, because
when more than one coefficient is transformed, the uQs and uﬁs still can
compensate each other to give an equivalent nonlinear contribution.

When Xée, Y!

eee
terms, their contribution to the forces and moment is of different pattern

and Néee replace X56’ Y666 ,Néaa and otlier related

with the other's. Therefore, we believe it is important to have them

identified.
For the rest of the nonlinear coefficients, having realized that the

identification of each term is very difficult, we would rather estimate
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the effective resulting nonlinear contribution. Since the contributicns
of the v and r cross related nonlinear coefficients have the same phase or
opposite phase, the adjustment of only one coefficient is sufficient to

1 1 ] ] 1 ]
absorb the error of the rest. Therefore, Xee’ er+m s Xovrr? Yeee’ vrr’

Néee and Norr will be estimated to give the correct nonlinear contribution.

Notice that x;vrr is retained here, because the dimensional quantity of

X' +m' is indet . 1 . : .
vr s jndevendent of ship speed, while varr increases as the ship

speed decreases.
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7. RESULTS OF ESTIMATION

In order to iliustrate the performance of those schemes discussed in
Sec. 6.1 to Sac. 6.3, the simulated maneuvering data of ESSO OSAKA is
utilized in the former part of this chapter, such that we have the "true"
value of "unknown" parameters for comparison. Instead of using Szeto's
[1977] convention, which uses a certain percentage of the maximum ampli-
tude of the state variable as the intensity of noise, the noise information
obtained from processing the sea trial data is employed.

The full size ship hydrodynamic coefficients of ESSO OSAKA are
estimated by processing the sea trial data provided by MARAD. The results
are presented in the later part of this chapter. The accuracy of estima-
tion is checked by simulation.

7.1 Results of Parallel Processing

In Fig. 5.5, we already showed the "simultaneous drift" phenomenon.
When para assing scheme is applied to treat the same data file
and its copy of shifted phase, we found that it could delay the occurence
of simultaneous drift as shown in Fig. 7.1. But using the estimated value
as the initial guess, further passes did not prevent the occurence of
simultaneous drift, see Fig. 7.2. This is an indirect proof that the
cancellation effect is an intrinsic nature of ship maneuvering dynamics.

The idea of breaking one biased zigzag maneuvering file or turning
circle maneuvering file into two pieces of 180° heading angle difference

is tested to estimate the nonlinear coefficients. Comparing the results

of ordinary processing in Fig. 7.3 and the results of parallel processing
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in Fig. 7.4, we found no improvement for the combination of erroneous
coefficient values. This indicates not only that the most of the coeffi-
cients have minor contribution to the motion, but also the "simultaneous
drift" also happens to the nonlinear hydrodynamic coefficients. Therefore,
when sea trial data is processed, we seek the equivalent nonlinear effect
of true system by adjusting a few nonlinear coefficients that forms an
identifiable set.

7.2 Results of Exaggerated Over- and Under-estimated Initjal Guess

Apply the scheme of "exaggerated over- and under-estimated initial
guess" to a simulated 10°/10° zigzag maneuver, we have the result as shown
in Fig. 7.5. A1l the estimated value has very small error except Y.

This is because Y; is just a small portion of Y;-m'u' and is not easy tc

be identitied very accurately. Notice that the simuitaneous drift of N&
and N; has started from the 270th time step, although the end value did
not wander away. A few validity tests for this run is plotted in Fig. 7.6.
To check the optimality of this result, we calculate the log likelihood
based on the estimated value and the log likelihood based on true coeffi-

cient values. Since

~

Strue " 9611 £ = 9613,

the extended Kalman filtering technique does give us optimal estimation
resuit for this ship maneuvering dynamic system.
In order to see whether the simultaneous drifting pair of N; and N;

also gives equal optimality, we let the simultaneous drift happen by
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under-estimating both N& and N; on purpose at the beginning of process.
The result is shown in Fig. 7.7. Further more, we perturb the resulting
value of NQ and ; in different combination and calculate the iog likeli-
hood. If the log likelihood surface is projected onto NQ-N; piane, the
log 1ikelihood for each combination is illustrated in Fig. 7.8. Here we
can see that the simultaneous drift of N& and N; is equivalent to walking
on a horizontal ridge of the log likelihood surface. That explains why
simultaneous drift could happen and an underestimated pair of N; and N;

accelerates the occurence of simultaneous drift.

In case the initial guessas of NQ and N; have different percentage
of error, e.g., NQ is over estimated by 15% and N; is under estimeted by
25%, the simultaneous drift could occur while both NQ and N; had 3 to 4%
error, although the final vaiues of NQ and N; have very small error, see
Fig. 7.8-1.a and b. Therefore, the argument in Sec. 6.2 is not valid in
gereral. However, it was found that if the idea of parallel processing
by phase shift in Sec. 6.1.3 was applied together with the scheme of
“exaggerated over- and under-estimated initial guesses", the coefficients'
values could converge to the true values after multiple passes of data
processing. The Fig. 7.8-2.a and b show the results of second pass.

In Sec. 3.2.2, it was mentioned that the EKF had the feature of
tracking the time varving parameters. To confirm that, the dynamics of
current magnitude and the dynamics of current direction were given a

proper process noise strength, i.e.,

- 189 -



c
4 =W
6]
(7.2.1)

E{wu } o= E{wa}=0

c
E{w® } = Q E{w2} = Q

u. u. a )

when the same simulated data as in Fig. 7.5 is processed via this modified
model, we found that the filter indeed tracked the "varying" current with-
out degrading the estimation of hydrohynamic coefficient significantly.
The result is presented in Fig. 7.9. Notice that the occurence of
simultaneous drift for N& and N; has delayed by the introduction of W,
c

and W which is consistent with our knowledge that larger process noise

slows down the convergence speed.

- 190 -



7.3 Estimation of Resistance Coefficient

In sec. 6.2.2, we already discussed the benefit of using parallel
processing scheme when ship resistance is estimated. If we write down
the governing equation of a coasting ship with windmilling propeller,

since vrzo, r=0,

(m-xa)d = -Cp 5 uZS (7.3.1)

~Njo

is the essential part of the dynamicsf One can easily see the problem of
identifiability when both m-X& and CR are estimated together. However,
since Xa usually lies between 0.04m and 0.03m, a 2% error 1in m-Xa should
be a representative figure in reality. To avoid the problem of nonunique-
ness, we first try the estimation of CR with fixed m-Xa of 2% error.

" The estimation of CR in the presence of three different current is shown
in Fig. 7.10(s) to 7.18(s). For each current, two simulated data files of
opposite ship heading are processed alone first. Afterwards, the parallel
processing scheme is applied to these two files. The results of different
current are summarized in Table 7.3 to Table 7.5. The results have proved
that parallel processing does provide better estimation.

By cross examining Table 7.3 to 7.5, we find that when ship sails
parallel to the current, the estimation of CR is the best among three
cases. This is a useful information for designing the sea trial of this
purpose later on.

= As discussed in Sec. 6.2.2, this CR includes the effect of windmilling
propeller.



Motice that the estimation error of CR has not been less than 2%,
which is the percentage error of fixed m-X&. Therefore a better estima-
tion of CR requires the improvement of m-Xd.

When both C, and m-X& are estimated, as we expected, the estimation

R
results have degraded, Fig. 7.10c and 7.12c are the typical results of
this kind. In some cases, "simultaneous drift" had occured. The argument
of "over- and under-estimated initial guess" is still valid here. Aoply
this scheme to the same data files in Fig. 7.18, the results of different
initial quess are shown in Fig. 7.19 to Fig. 7.22 and summarized in Table
7.6 for comparison. Notice that the error of estimation for both CR and
m-X& are less than 2%, and the better the initial guess the more accurate
the results. A validity test for Fig. 7.21 is shown in Fig. 7.23 as an
representative for the similar test.

Since CR and m-Xﬁ converge to their final value very quickly, 100
time steps of 4 second interval is quite sufficient to obtain a good

estimation, which is a favorable condition to assume a constant current.

7.4 Results of Parameter Transformation

Using the model proposed in Sec. 6.4 and the same data file in Fig.
7.5, we estimated Y&, N&, Né, Xor+m' and Uys My Figure 7.24 shows the
result of first pass. [In order to see whether "simultaneous drift" could
happen, the estimated coefficients were fed into the filter as initial
guess and do the second pass. In Fig. 7.25, one can see that no such

"simultaneous drift" exists for NQ and Hy even if the initial guess is

very close to the true value of these coefficients.
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In Fig. 7.7, the initial guess of N/ and N_ are chosen to give appa-
rent "simultaneous drift". However, when the corresponding initial guess

of is fed into the estimator, it is found that both N& and My have

N
converged to the true value very quickly as in Fig. 7.26. Therefore, the
"parameter transformation" is the most reliable scheme among tne three
methods that were discussed in Chap. 6 to overcome the "simultaneous
drifting" problem.

7.5 Estimation from the Sea Trial Data

[n the previous sections, it has been quite successful to estimate
the hydrodynamic coefficients form the simulated maneuvering data of ESSO
0SAKA. After all, the simulated data is different from the real data.
The difficulties of processing sea trial data are as follows:

1. Since the program does not estimate all the coefficients for each
pass, the value of the coefficients that are not estimated has to be
assumed. In processing the simulated data, those fixed coefficients are
taken to be equal to those used in generating the noisy data. ‘hen the
sea trial data is processed, the fixed coefficients are assumed equal to
those acquired from the model test, which may differ from their "true"
value.

9. The statistical prooerties of the simulated process noise and the
measurement noise received by the estimator are more accurate]yAmode11ed
than the real noise in sea trial data.

3. The current is constant in the simulated data, whereas the current

is a function of geographical position and water depth in the real world,
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even if it is measured &t the same time.

These have handicapped the estimation of hydrodynamic coefficients
from the sea trial data. In order to reduce the error irtroduced by
assuming fixed value for some coefficients, it is necessary to decouple
their effects from the process by chcosing appropriate maneuvers and
estimating those coefficients which contribute most significantly toward
a given type of maneuver. The sensitivity analysis in Chap. 5 has helped
us to resolve this difficulty.

Although the statistical characteristics of process noise and mea-
surement noise is incomplete for the case of sea trial data, the low-pass
filtered measurement is used to estimate the measurement noise strength
and the process noise strength is adjusted according to the information
from hypothesis tests.

From the experience of processing the simulated data, we found that
current direction and magnitude can be estimated very accurately. And in
addition, they converge to the true value pretty repidly. We do not have
this luck when sea trial data is processed. The variation of current
during the maneuver has degraded the estimation,and misleading results are
sometimes obtained. However, if we only use the portion of trial data
over which the current is essentially constant, the estimation is pretty
successful.

In order to simplify the model, we let Yé depend on N;, Y, depeand on
N; and Yéee depend on Néee' Although Ogawa[1978] has found that Né/Yé is

slightly more than 0.5, since Yé is less influential upon the ship motion,
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the approximation

= 2N; (7.4.1)

Y 8

5
is a practical assumption. Similar argument is applicable to Yéee and Y;.
Because the sea trial of ESSO OSAKA does not cover all the test
suggested in Table 4.1, some coefficients have to be determined from the
existing data files or from the available ship information. Among which,
the effective thrust coefficients n,, n, and n, are first determined from
the propeller characteristic curve and the drag coefficient is determined

by equilibrium operating condition. The estimation of their values is
obtained from processing the zigzag maneuvers.

The rudder bias Y; and N; is estimated by parallelly processing the
10°/10° zigzag data and 20°/20° zigzag data. e have found that if Y
is also estimated as an independent coefficient, it will mess up the
estimation of current. This is a natural consequence of constant current
model, because Y; gives the ship a constant drift that a constant current

will also do by different mechanism. Therefore, the assumption
Y, = 2N} (7.4.2)

not only simplifies the model but also helps to resolve the probliem of

identifiability. The estimation of N does not have this trouble, because
a constant current only gives the ship a linear drift and no yawing motion.
Notice that Né and XQr+m' are estimated together with N; in order to match

the amplitude of force and moment that the adjustment of N; can not
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accomplish. Fig. 7.27 is the result of this estimation.

By tracking the current, we found the current direction has a dramas-
tic change about 13° after the first 800 seconds in 10°/10° zigzag maneu-
vering data, see Fig. 7.28. Therefore, only the data of the first 800
seconds is utilized to estimate the major iinear coefficients together
with X'Vr+m'. Fig. 7.29 shows the results of this estimaticon. Notice
that simultaneous drift has occurred at t=660 seconds.

Fixing these coefficient value on the estimated, we nroceed further
to estimate the nonlinear coefficient Ner’ Xée, Xerr’ Néee and Yer by
using the data of 35° turning circle maneuver. This parameterization is
based on the discussion in Sec. 6.4. In Fig. 7.30, one can see clearly
that Xée and Néee nave stablized value in the earlier stage of estimation,
while Yorr’ xovrr and Ner are stabilized during the later stage, which
is consistent with the contribution of these coefficient in a turning
circle maneuver.

Having determined the hydrodynamic coetficient values, we go back to
each file and estimate the current by portions. The results are tabulated
in Table 7.9. In order to check the accuracy of estimation, the simulation
of each maneuver is checked against the sea trial data in Fig. 7.31, 7.32
and 7.33 for 10°/10° zigzag maneuver, 20°/20° zigzag maneuver and turning
circle maneuver. Considering the fact that the major linear coefficients
are estimated from 10°/10° zigzag maneuver and the nonlinear coefficients

are estimated from turning circle maneuver, the simulation of 20°/20°

zigzag maneuver is a pretty good one.
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Model Test Estimated Data File(s) Used

Y -0.02828 -0.02608 10°/10° zigzag

Y. 0.00391 0.00365 "

N, -0.01090 -0.01046 !

Ny, -0.00500 -0.00480 "

N} -0.00242 -0.00283 "

Xyt 0.03070 0.02660 "

N -0.00116 -0.00028 10°/10° Z & 20°/20° Z
N 0.00995 0.00611 35° turning circle
Xae -0.00249 -0.00224 "

Xeryy - -0.00715 "

Niee 0.00110 0.00116 "

Yoy -0.04126 -0.04503 "

u. (ft./sec.)

£

10°/10° zigzag 0 ~ 800 sec. 0.821 73.3°
800 ~ 1600 sec. 0.958 86.5°
20°/20° zigzag 0~ 180 sec. 1.178 79.1°
180 ~ 440 sec. 0.479 79.4°
440 ~, 1600 sec. 0.861 93.4°
35° turring circle 0~ 500 sec. 1.264 66.2°
500 ~ 1600 sec. 1.042 74.6°

Table 7.9 Estimated coefficient values for ESSO OSAKA
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Table 7.1 Results of paralielly processing two identical files that
have a phase shift.
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