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TOPOLOGY AND COMBINATORICS OF ORDERED SETS

by

James William Walker

Submitted to the Department of Mathematics on May 1, 1981
in partial fulfillment of the requirements for the degree
of Doctor of Philosophy in Mathematics.

ABSTRACT

This thesis is about applications of topology to the

combinatorics of partially ordered sets (posets). We start

out with Mbbius inversion and another generalization of the

principle of inclusion and exclusion. This leads to the

study of Mbbius functions and Mbbius numbers of posets.
Chain-counting techniques are used to prove two new theorems

about Mbbius numbers, which generalize Rota's Galois connec-
tion theorem and Crapo's complementation theorem.

The set of ideals of a poset.form a topology, called

the ideal topology. We discuss results about the ideal

topology which are largely due to R. E. Stong. Stong's
work was overlooked by combinatorialists, probably because
it was disguised as topology.

The primary method for turning posets into topological

spaces is called geometric realization. We begin with sever-
al canonical homeomorphisms, some of them new, between cer-
tain poset constructions.

The next best thing to a homeomorphism is a homotopy
equivalence. Quillen proved a theorem which is a powerful

and convenient tool for proving homotopy equivalences, and

which is closely related to extensions of inclusion-exclusion
and to the Galois connection theorem. Various applications
of Quillen's theorem are given, some of them new.

The theory of Cohen-Macaulay complexes and Cohen-
Macaulay posets provides connections between combinatorics,
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ring theory, and algebraic topology. We begin by reviewing
and extending various known results about the Cohen-Macaulay
property. We then answer a question of D. Eisenbud and C.
Huneke about when a certain poset construction preserves the
Cohen-Macaulay property. We also prove that a certain
stronger version of the Cohen-Macaulay property is a
topological invariant, as conjectured by K. Baclawski.

L. Lovasz used algebraic topology to prove a long-
standing conjecture of Kneser about families of finite sets.
This result can be restated in terms of the chromatic num-
bers of certain graphs. In fact, Lovasz gave a general tech-
nique for using algebraic topology to find a lower bound on
the chromatic number of a graph. We reformulate and general-
ize these results in such a way as to involve the theory of
Cohen-Macaulay posets.

Thesis Supervisor: Richard P. Stanley

Title: Professor of Applied Mathematics
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INTRODUCTION

If this thesis has a theme, then it has two. The

first theme is applications of topology to the combinator-

ics of partially ordered sets (posets). We study two ways

of making posets into topological spaces. Then topological

tools can be applied to learn about such things as Mbbius

inversion, fixed points in posets, Cohen-Macaulay rings,

and even chromatic numbers of graphs.

The second theme deals with attempts to generalize

theorems about lattices to arbitrary posets. Sometimes a

theorem about lattices can be generalized to posets either

by basic combinatorics (i.e. counting things) or by

topology. In the case of Rota's cross-cut theorem, we

have a combinatorial generalization (Theorem 1.12) and a

topological generalization (Theorem 5.9, due to Bj5rner),

either of which implies the original result. In the case

of Crapo's complementation theorem, we have a combinatorial

theorem for finite posets (Theorem 2.5) and a topological

theorem (Theorem 6.1) which together imply Crapo's theorem.

Consideration of the principle of inclusion and ex-

clusion leads to another sense in which one might want to

do away with lattice assumptions. The principle of inclu-

sion and exclusion deals with a collection of finite sets

and their intersections. What if you'd rather not deal
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with the intersections--are you stuck? The M~bius

Inversion Theorem 1.3 is a way of avoiding intersections,

and Theorem 1.5 is a more general answer.

In topology, there is a similar problem with inter-

sections. If a geometric simplicial complex is covered by

contractible subcomplexes, and if every finite intersection

of members of the cover is contractible, then the under-

lying space is homotopy equivalent to the nerve of the

cover. But again, the question arises, what if we don't

want to deal with the intersections. An answer to this

question is given by two theorems of Quillen, 5.5 and 5.7,

which are quite reminiscent of 1.3 and 1.5. Quillen's

theorems also form our most powerful tool for proving

theorems about homotopy type of posets.

A few words on prerequisites: I have tried to de-

fine all of the poset terminology that I use. The most

important terms are collected in Chapter 0, and a few

other terms are defined when the need arises. The books

by Aigner fAil and Birkhoff [Bi] are good references for

posets.

I feel that it would be impractical to review all

of the material from algebraic topology that I use herein.

Most of it is quite standard. In a few cases, I give

references to the books by Spanier [Sp] or Whitehead [Wh].
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Chapter 0. Definitions from Order Theory

A quasi-order is a relation, usually denoted C,

which is reflexive and transitive. If the relation is

antisyrmetric as well, it is called a partial order. A

set equipped with such a relation is called a quasi-

ordered set or a partially ordered set, respectively.

Henceforth, "partially ordered set" will always be abbre-

viated as poset. Note that if you start with a quasi-

ordered set and identify every pair of elements x, y

such that x < y and y < x, the result is a poset. The

symbols >, <, and > are defined from < in the ob-

vious ways. Two elements x, y are coMarable if x < y

or y < x.

A finite poset is often indicated by its Hasse

diagram: Say that x covers y if x > y and there is

no z such that x > z > y. Draw a small circle or dot

to represent each element of the poset, placing x higher

than y if x > y. Draw a line segment from x to y

whenever x covers y. For example, the poset whose ele-

ments are {a,b,c,d} and whose relations are a < c,

a < d, b < c, and b < d has the Hasse diagram shown in

figure 1 (a). The poset of subsets of a 3-element set,

ordered by inclusion, is shown in figure 1 (b).
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C a

0a b

(a) (b)

Figure 1.

A subset of a poset, given the induced partial

order, is a subposet. A subposet I of a poset P is

an ideal of P if, whenever x < y in P and yGI,

it follows that x E I. In particular, the subposet

P <= {y e P : y C x} is called the principal ideal

generatedt b x. (The notations P>, P< , and P

are defined analogously.) If x < y, the subposet

(x,y] = {z E P : x 4 z 4 y} is called a closed interval

of P. A subposet of P of the form P, P >,, P<, or

(x,y) = {z S P : x < z < y} is called an open interval

of P. (To avoid confusion, I will use the notation

<x,y> for ordered pairs.)

If P and Q are posets, the direct product poset

P x Q is the poset whose underlying set is the Cartesian

product of the underlying sets of P and Q, and whose
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ordering is defined by <a,b> < <c,d> if and only if

a < c and b < d.

A poset is bounded if it has a greatest element

and a least element. The greatest element is usually de-

noted by 1, and the least element is usually denoted by

0. Given any poset P, there is a bounded poset P

formed by simply adjoining a new greatest element I and

a new least element 0. (These new elements are adjoined

whether or not P had a least element or a greatest ele-

ment to begin with.) Conversely, if P is a bounded

poset, the proper part of P is the subposet P = P\{0,1}.

If two elements x, y of a poset have a least

upper bound, it is called the join of. x and y, and is

written x V y. Similarly, the greatest lower bound, if

it exists, is called the meet of x and y, and is writ-

ten x /\ y. (Sometimes the terms meet and join are used

for greatest lower bounds and least upper bounds of arbi-

trary subsets.) A lattice is a bounded poset in which

every pair of elements has a meet and a join. Figure 1 (b)

depicts a lattice. In fact, the poset 2 of subsets of

a set S is always a lattice, in which meet means inter-

section and join means union. Even more generally, any

direct product of lattices is a lattice. (One can view

as the direct product of (card S)-many copies of

2 .) The poset of figure 1 (a) is not a lattice, for
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several reasons: it is not bounded, a V b does not exist,

and c A d does not exist.

An antichain is a poset in which no two elements are

comparable. A chain is a poset in which every two elements

are comparable. The length of a finite chain is one less

than its cardinality. The length of a poset is the greatest

length of a chain contained in the poset. The length of

PCx is called the height of x in P.

A poset is said to be ranked if every element has

finite height, and if height(x) = height(y) + 1 whenever

x covers y. In that case, the height of x is usually

called the rank of x, and is denoted by r(x). The posets

of figure 1 are ranked, whereas the poset is not

ranked.

The dual P of a poset P is the poset obtained by

*

reversing the order of P. To find a Hasse diagram for P

take a diagram for P and turn it upside down. Frequently,

a result about posets can be reformulated by reversing some

orders. The new result is then said to follow by duality,

or by standing on your head.

If P and Q are posets, a function f : P -> Q

is said to be isotone if it is order-preserving, i.e. if

x < y implies f(x) < f(y). Similarly, f is said to be

antitone if x C y implies f(x) > f(y-). Note that an



13

antitone map f : P -> Q corresponds to an isotone map
* *

from P to Q or from P to Q, in an obvious way..

An isomorphism of posets is an isotone map which has

an isotone two-sided inverse function. An automorphism of

a poset P is an isomorphism cf P with itself.

The barycentric subdivision of P, denoted sd(P),

is the poset of finite nonempty chains of P, ordered by

inclusion. The interval poset of P, denoted Int(P), is

the set of closed intervals of P, ordered by inclusion.
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Chapter 1:' M6bius Inversion

One of the most fundamental and well known principles

of combinatorics is the principle of inclusion and exclusion.

Its basic form is this: Suppose X is a finite set, and A

is a collection of subsets of X which cover X. Then

card X = I (-1)1+card V card (f ) (I)
Wca

Actually, it is the elements of X, rather than just their

cardinalities, which are being included and excluded. So we

could write

X= (-)l+cardV n W . (2)
rcd4

To make this precise, we can identify a subset of X with

its indicator function, and view (2) as taking place in the

abelian group Maps (X, E) . Then it is no longer important

for X to be finite, although d should still be finite.

Any homomorphism from Maps(X, Z) to an abelian group

G yields an identity

*(X) = I (-)1+card W40(l W) .(3)
Wca,
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If X is finite, and if $ is the homomorphism from

Maps (X,2) to Z which just adds up the values of a map,

then (3) reduces to (1).

The trouble with the inclusion-exclusion principle

(2) is that in some situations, we may not have good des-

criptions of the intersections of subcollections of -d.

For example, suppose X is a poset, and 4 is the collec-

tion {Xcc : c e X} of principal ideals of X. An inter-

section of principal ideals is not a principal ideal unless

X happens to be a meet-semilattice, that is, unless every

pair of elements of X has a meet (greatest lower bound).

This brings us to the following general problem:

We are given a set X and a collection d of subsets of

X. Let .d denote the subgroup of Maps(X, Z) generated

by indicator functions of members of d. The question is,

does X belong to d4? In other words, do there exist

integers A A such that

X = AAA?
AE.d

If so, we will say that d is an additive cover of X.

Define an equivalence relation on X by saying that

two members x and y are equivalent if every member of

.4 contains both or neither of x and y. Call the
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equivalence classes atoms of -. , and let Y denote the

set of atoms. Obviously no linear combination of members

of d can have different coefficients on members of the

same atom. So the best possible situation is that every

atom belongs to ., in which case we say that d is an

atomic cover. Note that Y is finite if d is finite.

Since X is partitioned into atoms, every finite atomic

cover is an additive cover.

In general, the question of whether a given finite

cover is additive or atomic amounts to determining whether

a certain system of linear equations has an integer solu-

tion. But we are aiming toward convenient sufficient condi-

tions.

These questions have applications in measure theory

as well as combinatorics. Define a measure as a function m

which is defined on the closure of d with respect to

finite unions and intersections, which has values in an

abelian group G, and which satisfies the modular equality

m(A) + m(B) = m(A U B) + m(Afl B) .

Such a measure extends by linearity to a homomorphism

m : d -> G. To show that r is well-defined, suppose

that
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A.= IB.,
iGI jeJ

where A , B are (not necessarily distinct) elements of

,4, and the indexing sets I, J are finite, and show that

{ m(A.) = I m(B.).
ieI jeJ

Consider the collection {A. : i C I}, quasi-ordered by

inclusion. Suppose A. and A. are not comparable. By
1 J

the modular equality, it is no loss of generality to replace

A. and A. by A. U A. and A. fn A., and that operation
1 J 1 3 :i 3

must increase the amount of order in {A. : i I}. Thus,

we may assume that {A. : iCI} and {B..: jCJ} are

chains. It follows easily that the collections are actually

identical. Therefore m is well-defined. Of course, m

can be applied to any equation in .4.

Given x in X, let 4,d denote the subposet of.a

consisting of those members which contain x.

1.1 Proposition: If .4 is a finite cover such that a

has a greatest element for every x in X, then d4 is an

additive cover.

Proof: Let T denote the greatest member of .4 . It is

easy to see that for any x, y in X, either T x= T or
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else T is disjoint from TY. Thus X is partitioned

into the sets T, so X is the sum of the distinct

values of Tx.

To convince yourself that "additive" cannot be re-

placed by "atomic" in the proposition above, let X =

{l,2,3,4}, A = {2,3}, B = {3,4}, and .4= {X,A,B}.

1.2 Proposition: If each ,4 has a least element S ,

and if each Sx contains finitely many atoms, then at is

an atomic cover.

Proof: Define a quasi-order on X by x C y * x

This is a partial order on the set Y of atoms.

is the atom containing x, then Sx corresponds

Therefore y = S - z. And if y is minimal
z<y

then S, = y, so. y belongs to a. The result

by induction.

SS.
y

If y

to Ycy

in Y,

follows

03

In the case of the proposition above, we can actual-

ly derive a formula for the coefficients which make At in-

to an atomic cover. For simplicity, we may replace X by

Y, and thus assume that every atom is a singleton.

Suppose that u(x,y) are integers such that
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{y} = p(x,y)Sx (4)
x<y

for each y in X. By the proof of 1.2,

{y}=S - {z}
Z<y

Sy- } ) I I (xz)Sx

'z<y x~z

Sy- ISj (x,z)

- x<y z:x<z<y

= X S (6(x,y) - I i(x,z)), (5)
x<y Xz:xCz<y

where 6 is the Kronecker delta. The most obvious way

to reconcile (4) and (5) is to let

P(x,y) = S(x,y) - I v(x,z). (6)
z: x<z<y

In fact, (6) is a perfectly good recurrence for '.

Proposition 1.2 can now be rephrased as follows.

1.3 M6bius Inversion Theorem: If X is a poset such that

every principal ideal is finite, and if y is the function

defined recursively by y(x,y) = S(x,y) - I (xpz),
z:xz<y

then {y} = i(xly)X~x for each y in X. 0
x<y
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The function u above is called the M~bius function

of the poset X, and was first discussed in full general-

ity in [Ro]. Note that the value of u(x,y) depends only

on the closed interval [x,y]. Therefore p is defined so

long as the poset is locally finite, i.e., so long as all

of the closed intervals are finite. Also, w(x,y) = 0 if

x % y, by the convention that an empty sum is zero.

The zeta function of a poset is defined by

1 if x < Y

(xly) = 
0  otherwise.

The recurrence (6) can be rewritten as

{ ys(x,z)C(z.y) = 6 (x,y),
z

so long as we stipulate that p(x,y) = 0 if x % y. Thus,

in a certain sense, i and C are inverses of each other.

See (Ro] for more information on this point of view. In

this thesis, the zeta function will only be used as a

notational convenience.

If P is a finite poset, define an integer Us(P),

called the Mbbius number of P, by the recurrence
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(P) = -l - IaP>).

xEP
(7)

Note that U(0) = -1, by the convention that an empty sum

is zero.

1.4 Theorem: If .4 is a finite cover of X such that

uG4 x) = 0 for all x in X., then -d is an additive

cover:

x = -
AG.4

Proof: Let x be an arbitrary element of X. By hypothe-

sis,

o = ifat9) = -I -. [
AEa4x

If AE. , ,then (a)a> so

0 = -l - A or

1 = -
AEL4x

This last equation is just the coefficient of x in

X = - I p(td >a) A.
AEa

0

y( >A)

y ( (.X )>A) 0
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Theorem 1.4 extends easily to the case of an indexed

cover:

1.5 Theorem: If P is a finite poset, g : P ->st is

an isotone map, and (g(s,)) = 0 for all x in X,

then

X =P (P >t) g(t).
tep

Before giving an application of 1.5, we will need

to discuss some general properties of Mdbius numbers and

M6bius functions.

1.6 Theorem (P. Hall): For any finite poset P, pa(P)

equals the nuber of odd chains in P minus -the number of

even chains in P, where the empty chain is counted as an

even chain.

Proof: If c is a nonempty chain of P, let x be the

least element of c. The rest of c is a chain of the

opposite parity in P, . Therefore the chain-counting

formula above satisfies the recurrence (7). 0
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1.7 Corollary: If P has an element which is comparable

with every other element, then p (P) = 0.

Proof: If z is comparable with everything else, then

the chains which contain z are in bijective correspond-

ence with the chains which do not contain z. Therefore

P has the same number of odd and even chains, so P(P) = 0

by 1.6. 0

In particuzar, U(P) = 0 if P has a least element

or a greatest element. Therefore, Theorem 1.4 implies 1.1,

and partially implies 1.2.

*
1.8 Corollary: p(P ) = j(P).

*
Proof: P has the same set of chains as P. 0

1.9 Corollary: U'(P) = -1 - (P <). (8)
xEP

Proof: Corollary 1.8 and recurrence (7).. 0

It is no accident that the Mbbius function and

Mbius number have similar names and symbols:
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1.10 Prpsition: y1(P) = i (0,l), and p(x,y) = U((x,y))

if x < y.

Proof: Compare the recurrences (6) and (8). 0

1.11 Propsition: The Mbbius function of the direct

product poset P x Q is given by

1 PxQ(<a,b>,<c,d>) = (a,c)iQ(bld).

Proof: Check that the right-hand side obeys the recur-

rence (6) for the left-hand side. 0

1.12 Proposition: If S. is finite, the Mbbius function

of the power set 2 is given by w(A,B) = (-l1)card(B\A)

if A C B.

Proof: Compute the Mbius function of the two-element

chain 2, and apply 1.11. 0

Given a subset A of a poset P, let P(A) denote

the subposet consisting of elements which are comparable to

every element of A. We say that a subset C of P is a

cutset of P if C n P(a) is nonempty for every finite

chain a of P,. or equivalently -if sd(P) is covered by
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{sd(P(A)) : A C C, A $ 01. We will see that it is an

additive cover.

1.13 Cross-Cut Theorem: If C is a finite cutset of a

poset P, then

I (-l)card A sd(P(A)) = 0.
ACC

Proof: Let X = sd(P) and -d= {sd(P(A)) : A C C}. Define

C
an isotone map g : (2 C\{O}) --> d by A -> sd (P (A)) .

If a E sd(P), note that

g 1(Id) = (A C C : a C P(A), A $ 01

= {A C C : A C P(a), A $ 0}

= (A C C n P(a), A $ 01.

Since C is a cutset, C nl P(a) is nonempty, and is thus

the least element of g (da. Therefore p(g (d ) = 0

by 1.7, so 1.5 says that

sd(P) = - ((2M )) sd (P (A))
ACC
A#0
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&ow u(( } A C {% <A) by 1.8,

= 2 c(0,A) by 1.10,

= (e1 )card A by 1.12.

Thus

sd(P) = (-l)card A sd(P(A)).
ACC,A$%

Since P(0) = P, the result follows. 0

The theorem above is called the cross-cut theorem

because it was originally proved [Ro, p. 352] in the case

where C is a cross-cut (i.e. a cutset which is also an'.

antichain) and where P is a lattice.

As mentioned earlier, one can obtain new equations

by applying a measure to additive covering equations. In

case X is of the form sd(P), where P is finite, an

important measure is the measure X which has the value

(-4) n on a chain of length n. Using Theorem 1.6, we see

that

P(P) = X(sd(P)) - 1,
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where the -l comes from the fact that sd (P) does not

include the empty chain. Apply X to 1.13 and note that

(-1 ) card A =0
AC

to obtain

2 (-1)jcard A (P(A)) = 0.
AC

If P is a finite lattice, one can show that j(P(A)) = 0

if A and P (A) are nonempty, so

(p) card A
p(P) = 1 {(-1)car A : A C C, P(A) = 0}

yI card A
= 1 {(-1-)rdA: A C C, P(A) # 0}.

This fact will be generalized in Chapter 5.

As a generalization of X, one can let each chain

of length k have the measure n2 which can be regarded

as a polynomial in n. Then the measure of sd(P) is de-

noted Z (P;n), and is called the zeta polynomial of P.

See (Ed 1] or [Ed 2] for further information.
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Chapter 2: Proving MSbius Identities by Chain Counting

We saw in Theorem 1e.6 that V(P), the M6bius number

of a finite poset P, equals the number of odd chains minus

the number of even chains. ("Odd" and "even" refer to the

cardinality, not the length.) Therefore, one can prove

things about Mdbius numbers by counting chains, as we did

in Proposition 1.7. First, we will consider the Mbbius

numbers of two finite posets connected by a relation.

We will say that a relation R between two posets P

and Q is an ideal relation if R is an ideal in the

direct product poset P x Q. We will need the following

construction, which is a slight modification of one given

by Baclawski in [Ba 3]. Given P, Q, and R, construct a

poset whose underlying set is the disjoint union of P and

Q, and whose ordering is given by x < y if and only if

one of the following holds:

(1) x < y in P,

(2) x > y in Q,

(3) xeP, yeQ, and <x,y>ER.

This definition gives a partial order precisely when R is

an ideal relation. Following Baclawski, we denote this new

poset by P +RQ, and call it the R-join of P and Q.
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2.1 Theorem. Let R be an ideal relation between two

finite posets, P and Q. Then

]I(Q) + I w(P<)(R(x)) = p(P + Q)
xGP

= i(P) + < (Q<)u(R (y))
yGQ

Proof: We will show that

y(P + Q) = J(Q) + 1 (P )U(R(X))
XEP

the other half is analogous.

If C is a chain in P + Q, let x be the largest

member of C which belongs to P. If no such x exists,

then C is counted in the term w(Q). Otherwise, C can

be split into a chain in P , the singleton {x}, and a

chain in R(x). It is'easy to check that the signs work

out, so the result follows. 0

A very simple sort of ideal relation is R = P x Q.

Then P + Q is denoted P * Q, and is called the join

(or ordinal sum) of P and Q.

2.2. Corollar: p(P*Q) = -y(P)p(Q).
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Proof: Theorem 2.1 says that

y (P*Q) = P1(Q) + U(P )P(Q)
xEP

= i(Q)(l + y(P<)).
xEP

By Corollary 1.9, or by 2.1 with Q = 0, we know that

S(P) =-l - [ vdP <).
xEP

Substitution yields the result. 1

Suppose that g : P -> Q is an isotone map. If we

identify g with the set of ordered pairs <x,g(x)>, then

the ideal in P x Q generated by g is

*
R = {<x,y> e P x Q :g(x)< y}.
.g

For this relation, we have R(x) = Qg(x) and R 1( --

g- (Qcy) . Recall that by 1.7, v(Qg(x)) = 0. So 2.1

yields:

2.3 Corollary [Ba 3, Theorem 5.5]: If g : P -> Q is an

isotone map of finite posets, then
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-1
v(Q)M= (P) + V(Q<7 )y(g (Q )).

yeQ
0 ~

The ideals g~1(Q ) are called the fibers of g.

Corollary 2.3 implies that if all of the fibers of g have

M~bius number zero, then p4(P) =,V(Q).

If every fiber of g 'has a greatest element, then

g is called a (lower) Galois ap. This is an especially

important case in which the fibers have Mbius number zero.

The function' f from Q to P which sends each element

y to the greatest element of the fiber g (QWY) is iso-

tone. One can check that g(f(y)) < y: and f(g(x)) > x

for all x in P and y in Q. Also, every fiber of f

has a least elemient. Fans of category theory may be amused

to note that f and g can be viewed as a pair of adjoint

functors.

The situatioC gains symmetry if we phrase it in

terms of antitone maps. A Galois connection between P

and Q- is a pair.of antitone maps, f : P -- > Q and

g.: Q -> P, such that g(f(x)) > x and f(g(y)) > y

for all x in P and y in Q. By the reasoning above,

either of these maps completely determines the Galois con-

nection. We saw that if two posets are related by a

Galois connection, then their M~bius numbers are equal.
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One can -also use a Galois connection 3n a more "local"

fashion, to relate the M5bius functions of two posets.

2.4 Theorem [Ro, p. 347]: Let f and g form a Galois

connection between P -and Q. For each x in P and y

in Q,

lp (xs) =
s:f(s)=y

. gQ(ytt)=.
t:g(t)=x

Proof: It is a simple consequence of the definitions that

for every s in P and't in Q,

f(s) > t * g(t) > s.

Let R be the ideal relation consisting of pairs <s,t>

which satisfy (*). We may assume that <x,y> is in R;

otherwise both sides of the equation are zero, by the con-

vention that p(a,b) = 0 if a % b.

We will apply 2.1 to the half-open intervals

(x,g(y)] and (y,f(x)]. Each of these posets is either

empty or has a largest element, so we find that

-(x~g(y))= - 6(xg(y)),

P((yf(x)]) = -. 6(y,f(x)).

and

(*)

I - -
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Since R(s) = (y,f (s)] and

similarly have

R~ (t) = (x,g(t)], we

v(R(s)) = - 6(y,f(s)),

w(R (t)) = - 6(x,g(t)).

Finally, using 1.10,

1 ( (x, g (y)]<S) = upa(x, s)

S( (y, f (x)]<t = P Q (yt).

and

So 2.1 says

6 (y,f(x)) + Ip (x s) 6(yPf (s))
s :x<s<g (y)

= 6(x,g(y)) + I II(y,t)6(x,g(t)).
t:y<t f (x)

If f(s) = y, then s < g(y); and if

then x < s. Therefore the constraint

the first summation can be replaced by

the second summation can be taken over

follows.

lp(xIs)

x < s

s x.

t y.

74 0,?

g(y) on

Similarly,

The result

13
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Crapo's complementation theorem [Cr] is a theorem

about the Mobius function of a finite lattice. The next

theorem is a similar statement which holds for any finite

poset. In Chapter 6, we will say more about how the two

results are related.

A subset C of a poset P is called convex if

x, y E C implies that the closed interval [x,y] is con-

tained in C. For example, any ideal, interval, or anti-

chain in P is convex.

2.5 Theorem: If C is a convex subset of a finite poset

P, then

11(p) = P(P\C) + y(P<)C(xry)(P> ).
x,yeC

Proof: We know that w(P) counts the chains in P, and

p(P\C) counts the chains in P which do not meet C. It

remains to be shown that the expression

(*) X V(P<X)c(x.Y)P(P)>y
x,yeC

counts the chains which do meet C (and counts them with

the right coefficients).

The formula (*) counts quadruples of the form

<A,x,y,B>, where x, y E C, x C y, A is a chain in P ,
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and B is a chain in P >. Any such quadruple corresponds

uniquely to a chain which meets C. On the other hand, a

chain which meets C corresponds to such a quadruple, but

not necessarily uniquely.

Let T be a chain which meets C. Let n = card(T)

and m = card(Tfr C) . If <A,x,y,B> corresponds to T,

then either x is covered by y in T (i.e. x and y

are consecutive in T) or else x = y. Of course, there

are n such quadruples with x = y, and each of these is

n+l
counted with the coefficient (-1) . On the other hand,

since C is convex, there are m-4 quadruples in which x

is covered by y in T. This kind of quadruple is counted

with the coefficient (-)n. Therefore T is counted by

(*) with a coefficient of

m(-1) n+l + (m-1) (-4) n n+l

That is the same coefficient as is used for T in wi(P),

so we are done. 0
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Chapter 3: The Ideal Topology

In this chapter, we discuss the first of two ways of

viewing posets as topological spaces. The most important

results of this theory appeared in an article called

"Finite Topological Spaces" by R. E. Stong [Sto]. (To be

exact, Propositions 3.1 and 3.3 through 3.10 are all essen-

tially due to Stong, except insofar as they apply to

infinite posets.) That paper seems to have escaped the no-

tice of some researchers interested in partially ordered

sets, perhaps because of its title and point of view.

It is easy to check that the ideals of a poset P

form the open sets of a topology on P, which we call the

ideal topology. An element x of P has a smallest neigh-

borhood, the principal ideal P . The principal ideals

form a basis for the topology. Although the ideal topology

is To, it is not Hausdorff or even T1  unless P is an

antichain. (Recall that a space is T0 if, for any two

points, there exists an open set containing one but not

both of the points. In a T1  space, one can specify which

of the points is to be contained in the open set. Equiva-

lently, a space is T1 if and only if every singleton is a

closed set.)

Incidentally, one could actually discuss the ideal

topology on quasi-ordered sets without much complication.
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It is interesting that every finite topological space

corresponds to a quasi-ordered set in this way: Every

point in a finite topological space has a minimum neigh-

borhood. Define x < y if x belongs to the minimum

neighborhood of y. Alexandroff [Al] may have been the

first to notice this bijection between finite topological

spaces and finite quasi-ordered sets.

A poset P is said to be connected if every pair of

points x, y in P can be connected by a finite sequence

x = a0 < a1 > a2 < a3 > *< an =Y.

It is easy to show that P is connected if and only if P

cannot be written as a disjoint union of two ideals. But

this is precisely the condition that P be connected as a

space.

3.1 Proposition: A function f : P -> Q between two po-

sets is continuous in the ideal topology if and only if it

is isotone.

Proof: It is easy to see that if f is isotone, then the

inverse image of an ideal is an ideal. Conversely, suppose

that the inverse image of each ideal is an ideal. In

particular, for each y in P, f0 1 f(Q y)) is an ideal
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containing y. So if x < y, then x f- f ) ,so

f(x) < f(y).0

Proposition 3.1 shows that the study of posets and

isotone maps belongs, in some sense, to topology. Or, if

you like, the category of posets and isotone maps is a full

subcategory of the category of topological spaces and

continuous maps.

We should point out that there are not many maps from

posets into "familiar" spaces.

3.2 Proposition: Suppose f : P -> X is a continuous map

from a connected poset into a T space. Then f is a con-

stant map.

Proof: Suppose x < y but 'f(x) # f(y). Since X is Ti,

there is an open set V which contains f(y) but not f(x).

Then fl(V) is an open set of P which contains y but

not x, which is impossible. 0

The situation for maps into a poset is more interest-

ing. If X is a space and P is a poset, the set Hom(X,P)

of continuous maps from X into P can be partially

ordered componentwise: f < g if f(x) < g(x) for all x

in X.
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Before stating a result about Hom(X,P), let us

recall some definitions from topology. If f, g : X -> Y

are two continuous maps, then a homotopy from f to g is

a continuous map H : X x I -- > Y such that H(x,O) = f(x)

and H(x,l) = g(x) for all x in X. If there exists a

homotopy from f to g, then we say that f and g are

homotopic. It is an easy exercise that "homotopic" is an

equivalence relation on maps from X to Y.

3.3 Proposition: Let X be a space and let P be a poset.

If f, g E Hom(X,P) and f < g, then f and g are

homotopic.

Proof: Define H X x I -> P by

H(x,t) = f(x) if t< l

{ g(x) if t = 1.

If V is open in P, then

H-1(V) = f -1(V) X [r,1) U g~A (V) x fi}.

But f < g, so g (V) C f (V) ; therefore

H (V) = f 1(V) x [0,1) U g,1 (V) x [0,1].



40

Thus H is continuous, so H is the desired homotopy.

0

We need a few more definitions: If f : X -> Y and

g : Y -> X are maps such that g a f is homotopic to idx

(the identity map of x) and f a g is homotopic to idy,

then f and g are homotopy inverses of each other. A map

which has a homotopy inverse is a homotopy equivalence. If

there is a homotopy equivalence from X to Y, then we say

that X and Y are homotopy equivalent, or that X and Y

have the same homotopy type. Homotopy equivalence is an

equivalence relation on spaces. A space with the homotopy

type of a point is contractible. Equivalently, X is con-

tractible if and only if idx is homotopic to a constant

map. A homotopy from id to a constant is called a con-

traction of X.

3.4 Corollary: A poset with a greatest element is contract-

ible.

Proof: Suppose the poset P has the greatest element y.

Let g : P -> P be the constant map with value y. Then

idP 4 g, so by Proposition 3.3, the identity map of P is

homotopic to a constant map. 0
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3.5 Corollary: Every poset is locally contractible.

Proof: The smallest neighborhood of any point is a princi-

pal ideal, which is contractible by 3.4.

3.6 Corollary: -The path components of a poset are the

same as the connected components.

Proof: Any contractible space is path connected, so 3.5

implies that posets are locally path connected. In any

locally path connected space, the path components are the

same as the components [Mu 1, p. 162].

Proposition 3.3 implies that if two maps belong to

the same component of Hom(X,P), then they are homotopic.

We will see that there is a partial converse.

If {P : a e JI is a family of posets, then the

ideal topology on the direct product poset T P is

unfortunately not the same as the product topology deter-

mined by the ideal topology orn the factors. It is the box

topology, which coincides with the product topology for

finite products. (The box topology on a product TT Xa

is the coarsest topology such that fT Va is open whenever

each V is open in Xa. See [Mu 1, 2-8].)
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The poset of isotone maps from P to Q, Hom(PQ),

can be viewed as a subposet of the product TT Q. That

is, Hom(PQ) has the box topology. So if P is finite,

then Hom(P,Q) has the product topology. (In the context

of function spaces, the product topology is sometimes

called the topology of pointwise convergence.)

3.7 Proposition: If P and Q are posets, P is finite,

and f and g are homotopic maps in Hom(P,Q), then f

and g belong to the same component of Hom(P,Q).

Proof: Let H : P x I -> Q be a homotopy from f to g.

Then there is a map H : I -> Hom(PQ) defined by

H(t)(x) = H(x,t). Note that H(t) belongs to Hom(PQ)

because a continuous map of' two variables is continuous in
AA

the first variable. Also, H(O) = f and (1) = g. If we

can show that H is continuous, then it will be a path

from f to g in Hom(P,Q), and we will be done.

Since Hom(P,Q) has the product topology, it suf-

fices to check that H is continuous in each coordinate.

This follows from the fact that H(xt) is continuous in

the second variable. 0

3.8 Theorem: If P and Q are posets and P is finite,

then the components of Hom(P,Q) are the same as the
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homotopy classes of maps from P to Q.

Proof: Combine 3.3 and 3.7. 0

Example: The finiteness assumption cannot be removed from

Theorem 3.8. Consider the poset P shown below.

Xx- x0  7 x2 x x

-5 -3 -1 l 53 x 5  S7

It is easy to see that the identity map of P is not com-

parable to any other member of Hom(P;P), therefore id

is not connected to any other member of Hom(P,P). How-

ever, we now show that idP is homotopic to the constant

map with value x0"

Define maps $n in Hom(P,P) by

x-n iC-n

#n (i j Xi -n i < n

Lxn n n i,

for each n = 0,1,2,3,... . Then define H : P x I -> P

by H(x,0) = x, H(x,t) = $2n-1x) if 1/(2n+l) < t <

1/(2n-1), and H(x,l/(2n+l)) = $2n(x) Note that
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H (x,l) = %0x = x0  and H(x,O) = x. It remains to check

continuity. It suffices to check that the inverse images

of basic open sets, namely principal ideals, are open.

Thus, for example, one finds that for n > 1,

H~({x 2n-110, = 2n-1} x 0,/(2n-1))

U {x2n-l' x2n'2n+1 ,*...I x (l/(2n+l).,l/(2n-l)).

The other cases are left for the reader to check. 0

Recall from Chapter 2 that an isotone map

f : P -> Q is (lower) Galois if, for each y in 2, the

fiber f-1 (Q y) has a greatest element. Then there is a

uniquely defined isotone map g : Q -> P such that

g o f > idP and f ag < id . The map g satisfies the

dual condition that g-1 (P>) always has a least element,

and is thus said to be an upper Galois map. From 3.3, we

see that an (upper or lower) Galois map is a homotopy

equivalence.

An element x of a poset P is said to be an

irreducible of P if either P<x has a greatest element

or Px has a least element. (This is not to be confused

with the concept of "join-irreducible", which is only de-

fined in a lattice.)
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3.9 Proposition: If x is an irreducible of P, then

the inclusion P\{x} -> P is a homotopy equivalence.

Proof: If P< has a greatest element, then the inclusion

is lower Galois, and if P > has a least element, then the

inclusion is upper Galois. 0

By removing irreducibles, we can make a poset smaller

without changing its homotopy type. But if we started with

a finite poset, then of course we'll have to stop after a

finite number of steps. What we have left is called a core

of the poset we started with. (The core is not a uniquely

defined subposet. For example, either element of a two-

element chain is a core of the chain.) Thus the problem of

determining whether two finite posets are homotopy equiva-

lent reduces to the problem of determining whether they

have homotopy equivalent cores. That is quite a simplifica-

tion, as the next result shows.

3.10 Theorem [Sto]: Two finite posets P, Q are homotopy

equivalent if and only if each core of P is isomorphic to

each core of Q.

Proof: Suppose A is a core of P and B is a core of Q.

If A is isomorphic to B, then by transitivity P is
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homotopy equivi.lent to Q.

On the other hand, suppose P is homotopy equivalent

to Q. By transitivity, A is homotopy equivalent to B.

Choose f in Hom(AB) and g in Hom(BA) such that

f a g is homotopic to idB and g o f is homotopic to idA.

Suppose f a g # idB. Then by 3.7, there is some map

h in Hom(BB) which is comparable, but not equal, to idB.

Without loss of generality, assume h > idB. Choose b

maximal such that h(b) > b. If x > b, then by choice of

b, h(x) = x; but since h is isotone, h(x) > h(b), so

x > h(b). Thus b is an irreducible, because B>b has the

least element h(b). That is a contradiction, since B is

a core. Therefore f a g = idB. By the same argument,

g a f = idA, so A is isomorphic to B.

Note that the theorem above shows that the core of a

poset is unique up to isomorphism.

By Theorem 3.10, a finite poset is contractible in

the ideal topology if and only if its core is a single point.

In the literature (e.g. [Ri]) such a poset is said to be

dismantlable bZ irreducibles. We will shorten the term to

dismantlable, since we will not discuss any other form of

dismantlability. Due to the equivalence of dismantlability

and contractibility, results about dismantlable posets are

sometimes immediate consequences of
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easy topological results, such as Propositions 3.11 and

3.13 below.

3.11 Proposition: The product of two spaces is contract-

ible if and only if both of the factors are contractible.

Proof: (*) If X x Y is contractible, there is a map

C : X x Y x I -> X x Y such that C(x,y,O) = <x,y> and

C(xjy,l) = <x0 1y0>, for some x0 4n X and y0 in Y.

We show that X is contractible; the other part is analo-

gous. Define H : X x I -> X by H(xt) = pr1 (C(x,y 0,t)),

where pr1  is projection onto the first coordinate. Check

that H is continuous, H(x,O) = x, and H(x,l) = x0 "

(*) Suppose C : X x I -> X and D : Y x I -> Y are

contractions of X and Y, respectively. Define

H : X x Y x I -> X x Y by H(x,y,t) = <C(x,t),D(y~t)>,

and check that H is a contraction of X x Y. 0

3.12 Corollary [D-R, Lemma 5]: The direct product of two

finite posets is dismantlable if and only if both of the

factors are dismantlable.

Suppose that A is a' subspace of X and

j : A -> X is the inclusion map. If there- exists a map
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r : X -> A such that r oj = idA, then we say that A

is a retract of X, and r -is a retraction.

3.13 Proposition: A retract of a contractible space is

contractible.

Proof: Suppose that C : X x I -> X is a contraction,

r : X -> A is a retraction, and j : A -> X is the in-

clusion. Then the composite r 0 C l (j x id1 ) is a con-

traction of A. 0

3.14 Corollary ED-P-R, Lemma 5]: A retract of a dismantl-

able poset is dismantlable. 0

A poset P has the fixed point property (FPP) if

every isotone map f : P -> P has a fixed point.

3.15 Proposition [Ri, Prop. 1]: If P is a finite poset

and a is an irreducible of P, then P has FPP if and

only if P\{a} has FPP.

Proof: Without loss of generality, assume that P<a has the

least element b.

() Let f : P\{a} -> P\{a} be any isotone map. Extend

f to a map f' : P -> P by letting f'(a) = f(b). Check
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that ' is isotone. By hypothesis, V has a fixed point

x, which is unequal to a and must therefore be a fixed

point of f.

() Let g : P -> P be an isotone map. Define

' P\{a} -> P\{a} by g' (x) = b if g(x) = a,

g(x) otherwise.

Check that g' is isotone. By hypothesis, g' has a fixed

point. Now either we have found a fixed point for g, or

else g(b) = a. In the latter case, we can iterate g to

find a fixed point, since g(b) > b and P is finite. 1:

3.16 Corollary: For finite posets, FPP depends only on

ideal homotopy type.

9"2
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Chapter 4. Geometric Realization

Although the ideal topology is theoretically

appealing, its usefulness is limited. For the very reason

that no information is lost in passing from the poset to its

space, no simplification is achieved. Furthermore, many

theorems and techniques in topology apply only to "nice"

spaces, where "nice" does not include the ideal topology of

a poset. Finally, one sometimes wishes to consider antitone

maps of posets, which are (in general) discontinuous in the

ideal topology. Therefore, in this chapter, we consider

another way of associating a topological space to a poset,

which does involve "nice" spaces.

For each poset P, let A(P) denote the set of

finite nonempty chains of P, called the order complex of

P. This is a simplicial complex. Then for each simplicial

complex K, there is a well known construction [Sp, 3-1]

of a topological space 1K1 called the geometric realiza-

tion. Furthermore, these constructions are functorial.

That is, an isotone map induces a simplicial map, which in

turn induces a continuous map, in a way which commutes with

composition of maps.

Since geometric simplicial complexes (i.e. geometric

realizations of abstract simplicial complexes) have been a

favorite object of study in algebraic topology, it is
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generally much more fruitful to study [A(P)j than to

study the ideal topology of P. Therefore, from now on,

JA(P)J|will be the space of choice to associate to a oset

P. For example, if we say that P is contractible, we mean

that jA(P) is contractible.

Note that A(P) depends only upon the comparability

relation of P. The most important consequence is that

A(P ) = A(P). Also note that antitone maps induce simpli-

cial maps of order complexes, just as isotone maps do. See

[GI Chapter 5] for more information on comparability rela-

tions.

The Euler characteristic x(K) of a simplicial com-

plex K is the number of even dimensional (odd cardinality)

simplices minus the number of odd dimensional simplices.

Since A(P) does not include the empty chain, we have

P(P) = X(A(P)) - 1, (1)

for any finite poset P. There is a standard result of

algebraic topology [Sp, 4.4.15] that the Euler characteris-

tic of a complex can be computed from its homology groups.

Thus

P(P) = (-_)n rank Hn(A(P)) (2)
n
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where Hn(o) represents reduced simplicial homology with

integer or field coefficients. This relationship between

M6bius numbers and homology is one of the main reasons for

interest in the geometric realizations of posets.

A simplicial complex is a cone if there is some ver-

tex v such that for every simplex a, {v} U a is also a

simplex. In particular, if P has some element which is

comparable to every other element, then A(P) is a cone.

It is well known that any realization of a cone is contract-

ible. Since a homotopy equivalence induces homology isomor-

phism, any contractible space is acyclic (has trivial

homology groups). It follows from equation (2) that if P

is acyclic, then p(P) = 0. Thus we have another way of

seeing Proposition 1.7.

The order complex is also useful in the study of the

fixed point problem for finite posets. Baclawski and

Bjorner [B-B 1] have adapted the Lefschetz fixed point

theorem of simplicial homology to isotone and antitone maps

from a poset to itself. For instance, their results imply

that a finite acyclic poset has the fixed point property.

There is a surprising relationship between geometric

realization and the ideal topology. McCord [Mc] has shown

that there is a natural continuous map from jA(P)j to P

in the ideal topology, and this map is a weak homotopy

equivalence. That means that the two spaces have the same
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homotopy groups, homology groups, and cohomology groups.

The rest of this chapter will involve constructing

homeomorphisms between the realizations of various posets.

Therefore, we will give an explicit construction for

A(P) : Let A(P) be the set of formal linear combina-

tions E ft a : a P} such that each ta is nonnegative,

Sfta : a E P} = 1, and the subposet {a : t $ 01 is a

finite nonempty chain. For each simplex a of A(P),

there is a corresponding closed simplex Jal consisting

of the linear combinations Z {taa : a 6 a} such that each

ta is nonnegative and Z {t a : a E a} = 1. Note that laI

can be regarded as a compact, convex subset of some finite-

dimensional Euclidean space. We give jA(P)I the finest

topology such that every closed simplex has the usual

Euclidean topology. One consequence of this definition is

that a function on A(P)l is continuous if and only if it

is continuous when restricted to each closed simplex. An

i ;otone or antitone map f : P -> Q induces a continuous

map f : IA(P) I--> jA(Q)| which sends Z taa to

Z taf(a).

The join of posets, defined in Chapter 2, bears an

obvious relation to the join of simplicial complexes:

A(P*Q) = A(P) * A(). ((3)
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There is also a join operation on topological spaces. If

X and Y are spaces, then X * Y denotes the quotient

space of X x Y x I determined by the equivalence relation

which identifies <x,y,0> with <xx,y21 0> and <xy,1>

with <x2,y,l> for all x, x1 , x2  in X and all y, yl,

Y2 in Y. (By convention, $ * X = X * $ = X.) Then there

is a natural homeomorphism

IK*LI 1|K1 * IL|(4)

for simplicial complexes K and L.

Actually, in order that (4) be a homeomorphism, we

have to be careful about the topology on |K| * ILI. For

any Hausdorff space, the associated compactly generated

topology is the finest topology which determines the same

compact subspaces as the original topology. The realiza-

tion of a simplicial complex is automatically compactly

generated. But in the definition of IKI * ILI, we need

to use the compactly generated topology on K [x LI x I,

which may be strictly finer than the product topology if

K and L are both infinite. See [Wh, 1-4] for more

information on compactly generated spaces.

From now on, we will denote the realization of a po-

set P by simply jPI, rather than IA(P)!. Then by

combining (3) and (4), we obtain a natural homeomorphism
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IP*QI 9 IPI * IQI. (5)

Now we consider the realization of a direct product.

The product lPI x JQj can be regarded as a CW complex,

with cells of the form Jaj x |TI, where a 4E A(P) and

T e A(Q). In order that IPI x IQI be a CW complex in

the usual sense [Sp, 7-6], we again have to use the com-

pactly generated topology instead of the usual product

topology. With that proviso, we have the following result,

which was stated but not proved in [Q 1].

4.1 Proposition: For posets P, Q, there is a natural

homeomorphism

|PxQ1 a |PI X |QI..

Proof: Define a function $ : IPXQI -- > IP x Q by

E ta,b<ab> -> <Z ta,ba, E ta,bb>. Naturality is clear.

If a e A(PxQ), then $d|aI) C Ipr1 al x !pr2 al, where

pr1  and pr2  are the coordinate projections. Since

|a| and Ipr1 al x jpr2 al have the usual Euclidean

topology, it is easy to see that the restriction of ' to

Jaj is continuous. It follows that 0 is continuous.

Most of the work lies in showing that 0 is bijec-

tive. Let x e jPj and y e IQI; we will show that there
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is a unique z e P xQj such that $(z) = <x,y>. We can

write x as r1 x1 +r 2x 2 + 066 + rmXM, for some chain

x < x2 * <m of P and some nonnegative coeffi-

cients r. with Z r. = 1. Similarly, y = s y1 +

s 2Y2 + .. 0+ S n nwhere y < ... < yn, s > 0, and

E s. = 1. Suppose z has the form E ta,b<a,b>. Whenever

a V {xx216*''m1  or b t{yly2''''} we must have

t a,b = 0 if it is to be possible that $(z) = <x,y>.

Therefore we can write

m n

Z = I Iit. .<X.,y.>,

i=1 j=l 1, 1

so $(z) = <E t.f.x., E t. .y.>. Thus we want E t. .x. =
1,J l 1,J J ,

Z r x. and S t.y. = S sy. It is necessary that for

each i,

J

and for each j,

~t. .=5s..
1,J J

We also require that the subposet {<x.,y.> : t .$0} be

a chain in P x Q.
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We proceed inductively. If rM = 0, then we must

have tmj = 0 for all j; then we have reduced to a

smaller case. We make a similar reduction if sn = 0. On

the other hand, if rm and sn are both nonzero, then we

must have tm,n 0. In fact, since the chain

{<x.,y.> : t. $ 0} cannot have more than one member in
:i :i 1'3

both the last row and the last column, tM,n must equal

the smaller of rm and sn. Say rm is smaller. Then

set t = r , t . = 0 for j < n, and retlace sn by
m,n m m,j

s - rM; then we have reduced to an (m-1) by n matrix.

This procedure will yield one and only one solution.

The invers-ion- algorithm above is continuous on each

cell Ial x ITI of JP1 x IQI. Since we use the compactly

generated topology on 1I1 x 1Q11 it follows that the in-

version algorithm is continuous on IPI x jQj. Therefore

is a homeomorphism. 0

Exmple: Given a point

w = <.1x1 + .4x2 + .2x3 + .3x4 , .5y1 + .3y2 + .2y3 > in

[{x < x2 < X 3  4 x 1 < C 3 }|, find the unique

z in I{x1 < x2 <X3 <X 4}X y 1 <Y2 <y}j such that

$(z) = w.

Write a matrix to hold the coefficients for z, with

the desired row and column sums written along the sides.
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T0.3

.2

.4

.1

7o _e*2

.5 .3 .2

Since .2 < .3, put .2 in the upper right corner, and

zeroes in the rest of the last column. Also, subtract .2

from the last row sum.

.2

0

0

0

.5 .3

0 .1 .2

0

0

.5 .2

empty slot, and zeroes

column.

in th

Now put .1 in the upper

right empty slot, and

zeroes in the rest of the

last row. Also, subtract

.1 from the last column

sum.

Here the last row sum equals

the last column sum. Which-

ever way we break the tie,

the result is the same:

put .2 in the upper right

e rest of the last row and

.1

.2

.4

.1

.2

.4

.1
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o .1 .2

o .2 0

0 0

0 0

.5

o .1 .2

o .2 0

.4 0 0

.1 0 0

With only one empty

column, the solution is

obvious:

0

Recall that sd(P) denotes the poset of finite

chains of P. The order complex of sd(P) is the first

barycentric subdivision of the order complex of P. It is

well known that any complex has the same space as its

barycentric subdivision [Sp, 3.3.9], so in particular

sd(P)j is homeomorphic to JP1. However, it has not been

previously observed that jInt(P)i is also homeomorphic to

JPj.

4.2 Proposition: There are natural homeomorphisms

| sd (P) I a5 IP I Int("P) I.

Proof: Define a map Isd(P)I -> IP| by defining the ver-

tex map

.4

.1
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(X 1< X 2 <' <' X n) -> (1/n) x

and extending linearly. Similarly define a map

IInt(P) ->PI using the vertex map [a,b] ->1 + .

Check that these maps are homeomorphisms, using an

elimination algorithm similar to the one used in 4.1. C

We are now in a position to derive homeomorphisms

describing all of the open intervals of P x Q and Int(P).

This will prove useful in Chapter 9.

For any poset P, let P5 denote the poset formed
A

by adjoining a new least element 0. Note that the complex

A(P0) = (01 * A(P) is a cone. The sus2ension S(X) of a

space or complex X is formed by joining X with a two-

point discrete space.

Quillen [Q 1] gives the homeomorphism

1P^ XQ3\{0x0}j IP*QI, (6)

which can be justified as follows. Using Proposition 4.1

and formula (5),
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1P x Q5\O x oI =IP xQ8UPGXQI0P 0 0 0

= pIIQ I U x 0

= jPJ x (O*IQI) U (O*jPj) xQ.

This is homeomorphic to P * IQ, as the following

diagram indicates.

xxjP X80 1p X 0*11 IIx II (iZJ2-2L. XLL21 0 xIQi

I-P.1*1.Q.1

IQ

Note that IP * lQ was defined as a quotient of -

IPI x IQi x I, which does have the central cross section

IPI x QJQ

There is a further, apparently new, canonical homeo-

morphism along these lines:

Px Q\{O x 0,1 x 1}1 2 S( I P I*IQI). (7)

To justify (7), we again start out using Proposition 4.1

IP I
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and formula (5). Let P denote the poset formed by

adjoining a new greatest element 1 to P.

A *A A A A

IPx Q\{0 x 0,1 x 11}

AA

=P xQUP xQUP^3UQ UP xQ0 1

A A

= jPj x Q U (P[ x IQ U !P^i x IQUP I x IQ^I

= (0*IPI*l) xQ U jPJ x (0*(QJ*i)

U (0*fP[) x (jQ*l) U (jPj*l) x (0*jQj).

Now we draw a diagram representing this space.

P X1 P Ix 01 jx ( *xlJP

A A A A X AA

0 x 1 (0*jPj) x (IQI*l) jPj X JQJ (IPj*l)x(0*jQj l x 0

(*Pj*l) x |QI

0xJQ( lx IQI

The picture above is canonically homeomorphic to the pic-

ture below, which is the suspension of JPjI * QI.
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IP Pl

2i. (IP*[Qj) x I

Now we can describe the open intervals in a product

poset.

4.3 Theorem: There are canonical homeomorphisms

(a) IPxQ[ [P1 x tQL,

(b) PxQ><a,b> >a* * >b

(c) IPXQ<<a,b> 1a <a* * <b'

(d) (<a,b>,<c,d>) 9 S( (a,c) 1*| (b,d) I)

if a # c, b # d,

j(b,d)j if a = c,

[(a,c)j if b = d,

where all products and joins of spaces have the compactly

generated topology.

Proof: (a) is Proposition 4.1. Part (b) is formula (6),

and then (c) follows by standing on your head. Part (d)

follows from equation (7), where we note that in order to

write the closed interval [<a,b>,<c,d>] = [a,c] x [b,c]
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A A

in the form P x Q, we must have a c and b d. 

Having analyzed the open intervals of P x Q, we

move on to the open intervals of Int(P). There is an

obvious way of regarding Int(P) as a filter (dual ideal)

of P x P, so the open interval ([a,b]jc,d]) of

Int(P) is isomorphic to the interval (<a,b>,<c,d>) of

P x P. So by 4.3 (d), we have

([ab]1, [c,d]) S(j (ca)1*1 (bd)|1)

if atc, b d,

I(b,d)I if a = c,

[(ca)( if b = d.

Also, the interval Int(P)>[ab] is isomorphic to

(P XP)><a,b>I so by 4.3 (b)

lInt(P)>[a,b]I <a' * >b

Finally we consider Int(P)<[a,b], which is isomorphic to

Int([a,b])\{[a,b]}. This is empty if a = b, so assume

a # b. Note that
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Int([ab])\{ [a,b] }II

= IInt([a,b))l U Int((ab])I.

By Proposition 4.2 and formula

jlInt([a,b))aI 5 a *

(5)'

I(a,b) I and

IInt((a,b]) b * I(a,b)I.

Furthermore,

IInt([ab))l f IInt((a,b])I

= IInt((ab))t,

which is homeomorphic to i(ab) l. When two cones over

a space X have X as their intersection, then their

union is the suspension of X:

Int([ajb])* { [alb]} S (I (a,b)|)

We collect these results for easy reference:
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4.4 Theorem: There are canonical homeomorphisms

(a) lInt(P)J -m IPI,

(b) Int(P)>[ab]I 1 <a >b

(c) iInt(P)<[a,blI S(I(ab)1) if a b

Sif a =b,

(d) J([a,b],[c,d]) Ia S(I(c,a)1*1(b,d)l)

if a # c, b # d,

I(ca)I if b = d,

I(bd)I if a = c,

where joins of spaces have the compactly generated topology.

0
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Chapter 5: Homology and Homotopy Type of Posets

In this chapter, we will introduce some techniques

for proving theorems about the homology and homotopy type of

posets. As a first application, we will prove another

generalization of the cross-cut theorem, which we first met

in Chapter 1.

A nonempty space X is defined to be n-connected

if, for every m < n, every continuous map of the m-sphere

Sm intQ X is homotopic to a constant map. Then 0- con-

nected means path connected, and 1-connected means simply

connected. If we think of Sm as the boundary of an (m+l)-

cell BM+l, then a map f : SM -> X is homotopic to a con-

stant map if and only if f can be continuously extended

m+l
across B

For any simplicial complex K, the n-skeleton K(n)

is the subcomplex consisting of all simplices of dimension

at most n.

Suppose K is a simplicial complex and X is a

space. A carrier from K to X is a function B which

sends simplices of K to subspaces of X, such that

T C a implies B(T) C B(a). An n-connected carrier is a

carrier B such that B(a) is n-connected for every sim-

plex a of K. A continuous function f : IKI -> X is

carried by B if, for each simplex a of K,

f(IaI) C B(a).
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5.1 -Homotopy Carrier Theorem: If B is an n-connected

carrier from K to X, then

(1) there exists a map IK(n+l)I -> X carried by B, and

(2) [La] any two maps IK(n)I -> X carried by B are

homotopic.

Proof (1): To construct a map g IK(n+l)I -> X carried

by B, we proceed by induction on dimensions.

For each vertex v in K(, let g(v) be an arbi-

trarily chosen point of B(v). Now we have a map

g : (K -- > X carried by B.

Suppose we have a continuous map g : |K(i) -> X

carried by B, where i < n. Suppose T is an (i+l)-

simplex of K. For each proper face a of T, we know

that g(Jal) C B(a) C B(T), so g(jatj) C B(T). Since

ITI is an (i+l)-cell and B(T) is n-connected, we can

extend g over jTI in such a way that g(jTI) C B(T).

All simplices have disjoint interiors, so we can do this

for all of the (i+l)-simplices. And recall that a map on

a simplicial complex is continuous when it is continuous

on each closed simplex. Therefore we have constructed a

continuous map g :jIK(+'1 )| -> X carried by B, which

completes the induction.
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(2): Suppose f, g : jK J -> X are both carried by

B. We will inductively construct a homotopy

H : K(n) j x I -> X from f to g. Note that although

K (n)j x I has no natural simplicial structure, it is a

CW complex with cells of the form -jaj x I, t at x (01,

and ta| x {l}.

Define H : J(n) j x {0,11 -- > X by H(x,0) = f(x)

and H(xL) = g(x). If v is a vertex of K, then

f (v) e B (v) and g (v) E B (v) , so since B (v) is path

connected, H can be continuously extended across {v} x I.

The inductive hypothesis is that H is defined

continuously on tK (n) j x {0,11 U K' j x I, and

H( tat x I) C B(a) for each a in Ki. Continue as in

part (1). 0

If R is a commutative ring with identity, let

W(K;R) denote the augmented simplicial chain complex of

K with coefficients in R, and let ONX;R) denote the

augmented singular chain complex of X with coefficients

in R. Then Theorem 5.1 has the following homology analog,

which is essentially the familiar acyclic carrier theorem

[E-S, Theorem VI-5.7].

5.2 Homology Carrier Theorem: If R is a. commutative ring

with identity and B is a carrier from K to X such that
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H (B(a);R) = 0 for all i < n and all a in K, then

(n+l)
(1) there exists a chain map W(Kf ;R) -> Y(X;R)

carried by B, and

(2) any two chain maps W(K" n;R) -> 9(X;R) carried by

B are chain-homotor;ic.

Note that the carrier theorems are valid for n =

Indeed, that is the only case we will need until Chapter 9!

A contractible carrier is, of course, a carrier B

such that B(a) is contractible for every a. Note that a

contractible space is w-connected (n-connected for all

n) : If C is a contraction of X and f : Sn -> X is a

continuous map, then C o (f x idI) is a homotopy of f to

a constant map. In particular, a contractible carrier is an

w-connected carrier. (Conversely, it fo. ows easily from

5.1 that any wo-connected simplicial complex is contractible.)

Recall that if a poset has a greatest element or a

least element, then its order complex is a cone, hence its

realization is contractible.

Proposition 3.3 said that comparable isotone maps are

homotopic with respect to the ideal topology. The following

is an analog for geometric realization of posets.

5.3 PrOsition [Q 1, Proposition 1.3]: If P and Q are

posets, f, g E Hom(P,Q), and f C g, then f and g
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induce homotopic maps from IPI to jQ.

Proof [A. Bjorner, private communication]: Define a carrier

B from A(P) to IQI by B(a) = (f(a) U g(a)j. Since

f < g, f(a) U g(a) always has a least element, so B is a

contractible carrier. Since f and g are both carried by

B, Theorem 5.1 says that f and g are homotopicE. 0

In contrast to the situation for the ideal topology,

5.3 has no converse, even for finite posets. Consider the

poset P below.

c d

a b

Let f : P -> P be the map which exchanges a and b,

and exchanges c and d. The realization of P is a

circle. The realization of f is a 180-degree rotation,

which is homotopic to the identity map. However, it is

easy to see that the identity map of P is not comparable

to any other map.

It is immediate from 5.3 that Galois maps induce

homotopy equivalence. Here is a particularly useful

special case of Galois maps: An isotone map , : P -> P
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is called a closure map if > > id and 0 4 = 4.

Elements in the range of 4 are said to be closed. If K

is the subposet of closed elements of $, if j : K -> P

is the inclusion, and if 0 : P -> K is obtained from

$ by restriction, then we see that j o $0 = $ > id and

$0 o j = idK. So by 5.3, $% induces homotopy equivalence

between P and K.

A poset will be called join-contractible (via y)

if there is som- element y such that the join x V y

exists for every x.

5.4 Corollary: Every join-contractible poset is contract-

ible.

Proof: The map x -- > x V y is a closure map, and the set

of closed elements has a least element, y.

Recall that if f : P -> Q is an isotone map, the

fibers of f are the subposets of the form f_ 1 (Q ). We

saw in Chapter 2 that if all of the fibers have M6bius num-

ber zero, then w(P) = p(Q). Here are two analogous re-

sults.

5.5 Theorem [Q 2, Theorem A; Q 1, Proposition 1.6]: If

f : P -> Q is an isotone map, All of whose fibers are
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contractible, then f induces homotopy equivalence.

Proof: The function a -- > |f-l (max a) is a contract-

ible carrier from A(Q) to IP|. So by part -(1) of 5.1,

there exists a continuous map g : JQ-> fPj such that

g (l al ) C If- maxr )t for every a in A(Q). We will

show that g is a homotopy inverse for f.

If a 6 A(Q), then g(jal) C 1 c(Q<max a

fI(Q max ajso f 0 g(aji|) C IQ . But also

l a l C Qllso the function a --> I is a

contractible carrier which carries both f o g and id0Q.

Then by part (2) of 5.1, f a g is homotopic to id .0

If a E A(P), then f(a) E A(Q), so g o f(jaj) =

g(jf (a)j) C f-1 (Q<max f(a) )1. But also

| al C -1 c(Q<max f(a) )1, so the function a-->

|fI (Q<max f(a))| is a contractible carrier which carries

g o f and id . By part (2) of 5.1, g o f is homotopic

to id .C

5.6 Theorem: If f : P -> Q is an isotone map, all of

whose fibers are acyclic with respect to R, then

f, : H,(P;R) -> H*(Q;R) is an isomorphism.

Proof: Proceed as in the proof of 5.5, using 5.2 instead

of 5.1.
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Note that if f : P -> Q is an isotone map such

that all of' the subposets f 1 (Q,) are contractible, then

f is a homotopy equivalence. This follows from 5.5 by

standing on your head.

Theorems such as 5.5 can be rephrased to resemble

the additive covering results of Chapter 1. Let K be a

simplicial complex. Let d be a collection of contractible

subcomplexes which cover K. We order d by inclusion.

The question is: When is a homotopy equivalent to K?

Here's an answer which is reminiscent of Proposition 1.2:

If.d has a least element for each simplex a of

K, then .d is homotopy equivalent to K.

To see why the statement above follows from Theorem

5.5, consider the isotone map which sends each a to the

least element of d . The fibers of this map are precisely

the members of -d, which are given to be contractible.

Now we generalize Theorem 5.5 to the case of an

ideal relation between two posets, thus obtaining a

topological analog to Theorem 2.1.

5.7 Theorem [Q 1, Corollary 1.8]: If R is an ideal rela-

tion between P and Q, and if the subposets R(x) and

R1 (y) are contractible for each x in P and y in 0,

then P is homotopy equivalent to Q.
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*

Proof: Let i : P -> P +R Q and j: Q -> (P +R

be the inclusion maps, which are isotone. The fibers of

i are the subposets R-1 (y) and P. By hypothesis,

R- (y) is contractible, and P< is a cone. Therefore,

by 5.5, i is a homotopy equivalence. We can similarly

apply 5.5 to j.

There is a covering version of 5.7, which is ob-

tained by considering the membership relation between K

*

and qf

If d is a contractible poset for each a in K,

then d is homotopy equivalent to K.

Of course, there is also a homology version of 5.7,

which follows from 5.6. I do not bother to state it.

- Recall from Chapter 3 that an element x of a poset

P is an irreducible of P if P<x has a greatest element

or if P >X has a least element. Bj*rner showed [Bj 1] that

if x is an irreducible of P, then the inclusion of

P\{x} into P is a homotopy equivalence. This fact has an

obvious generalization:

5.8 PrpOsition: If P<, or P> is contractible, then

the inclusion of P\{x} into P is a homotopy equivalence.
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Proof: If P<, is contractible, apply 5.5. The other

case follows by standing on your head. C

Repeated applications of Proposition 5.8 can some-

times be used to determine the homotopy type of a given

poset. For example, consider the poset below, which was

given by Rival [Ri] as an example of a poset which has no

irreducibles but which has the fixed point property.

Proposition 5.8 can be used to remove the lower left and

lower right elements. What remains has a least element,

so the poset above is contractible.

Unfortunately, there is no analog of Stong's theorem

3.10 for geometric realization. The figure below shows a

poset which is contractible, but such that none of the sub-

posets P < or P>X is contractible. This example was

obtained by subdividing the "dunce hat", which is a familiar

example of a CW complex which is -contractible but not
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collapsible [Z].

By the way, a finite complex is "collapsible" if it

can be contracted by repeatedly collapsing free faces of

maximal cells. I won't define those terms precisely, but

here's the general idea: Picture a hollow tetrahedron with

three solid, rigid faces and one face which is a rubber

membrane. This model represents a 3-cell which is attached

to the rest of some complex along the solid faces, and the

membrane represents a free face. Now pump out the air from

the interior of the tetrahedron, and watch what happens.

We now discuss another version of the cross-cut

theorem, which we first encountered in Chapter 1. Recall

that if A is a subset of P, then P(A) denotes the set

of all elements of P comparable with every element of A.

A subset C of P is a cutset of P if, for every a in

A(P), P(a) fnC$% 0.
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Given a subset C of P, let F(P,C) denote the

poset of those finite nonempty subsets A of C such

that P(A) $ 0. Rota showed [Ro, p. 352] that if P is a

finite lattice and if C is a cutset which is also an

antichain (a cross-cut), then p(P) = w(1(P,C)). Here is a

generalization due to Bj*rner (Bj 1].

We say that a cutset C of P is coherent if, for

every A in r(P,C), P(A) is a cone. It is easy to

check that if p is a lattice, then every cutset of C is

coherent. More generally, it is enough to require that

every finite nonempty subset of C which is bounded above

or below in P has a meet or a join in P.

5.9 Theorem [Bj 1, Theorem 2.3]: If C is a coherent

cutset of P, then P is homotopy equivalent to P(P,C).

Proof: Consider the ideal relation

R = {<x,A> e sd(P) x ]r(P,C) : x C P(A)}.

For any x in sd (P), we have

R(x) = {A E P(P,C) : x C P(A)}

= {A e F(P,C) : A C P(x)}.
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Note that if x

consists of all

is a simplicial

tices, so R(x)

For any

C P(A), then P(A) # 0. Thus R(x)

finite nonempty subsets of P (x) n C. This

complex which is a cone on any of its ver-

is contractible.

A in F(P,C).

R-1(A) = {x E sd (P) : x C P (A)}

sd (P (A)) .

Since C is coherent, P (A) is a cone, so R (A) is

contractible by Proposition 4.2.

Now by Theorem 5.7, P(P,C) is homotopy equivalent

to sd (P) , and hence (by 4 .2) to P. 0
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Chapter 6: Complementation

If x and y are elements of a poset P, we say

that x and y are complements in P if the set {x,y}

has no upper bound or lower bound in P. If {x,y} has no

upper bound in P, we say that x and y are upper

semicomplements. If P is bounded, we will always define

complements with respect to the proper part P.

A poset in which every pair of elements has a join

is called a join-semilattice.

The next theorem strengthens homological results in

[Ba 3] and [B-B 2], and verifies an unpublished conjecture

of Bj'rner. See also [B-W] for related results.

6.1 Theorem: Let L be a bounded join-semilattice. If

s E L, and if B is a set of upper semicomplements of

s, including all of the complements of s, then the sub-

poset L\B is contractible.

Proof: Let N = L\B for convenience, and let G =

{x L: x V s < 1}. Note that G is an ideal in N.

Also, s E G, and if xe G, then x V s E G; so G is

join-contractible via s.

Consider the inclusion map of G into N. Its

fibers are {G n N : x E N}. If x E G, then
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G f Nc = , which is a cone. Suppose x e N\G. Then

x V s = 1, but x is not a complement of s, so {x,s}

has a lower bound t in L. In fact, t E G nl Ncr. For

any y in GflNCX, we have

(y V t) V s = y V (t V s) = y V s < 1,

so y V t E G. Also y V t < x, so y V t E G nN .

Thus G nfN is join-contractible. Therefore by Quillen's

Theorem 5.5, N is homotopy equivalent to G, which we

know to be contractible.

Theorem 6.1 leads to a new proof of Crapo's

complementation theorem.

6.2 Theorem [Cr, Theorem 3]. If L is a finite lattice,

s 6 L, and C is the set of complements of s, then

P(0,1L) = p(O,x)z(x,y)y(yi).
x,yEC

Proof: By 6.1, L\C is contractible, so y(L\C) = 0.

The result follows from Theorem 2.5. 0

A subset A of a poset P is initial if, for

every element of P, there is some element of A below it.
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(If P has no infinite chains, then A is initial if and

only if A contains all of the minimal elements of P.)

An initial subset A is join-coherent if every finite non-

empty subset of A which is bounded above has a join.

The result below generalizes [Bj, Theorem 3.3] and

[B-B 1, Prop. 3.11.

6.3 Theorem: Suppose P is a poset, A is a join-

coherent initial subset of P, and s E A. If s has no

complement which is a join of finitely many elements of A,

then P is contractible.

Proof: Let Q be the subposet of P consisting-of joins

of finite subsets of A. The fibers of the inclusion map

of Q into P are of the form Q fl P< This is nonempty

since A is initial. Every pair of elements of Q fPl

has a join, since A is join-coherent, so Q nl P is

join-contractible. By Theorem 5.5, it follows that P and

Q are homotopy equivalent. So it suffices to show that Q

is contractible.

Suppose x e Q. By hypothesis, {x,s} must be

bounded above or below in P. If {x,s} is bounded above

in P, then by join-coherence, x V s exists and belongs

to Q. If {x,s} is bounded below in P, then {x,s}

is bounded below by an element of A, since A is initial.
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Thus s has no complement in Q.

Note that Q is a bounded join-semilattice. By

6.1, with B = 0, Q is contractible. 0
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Chapter 7. The Higher Order Complexes

The width (or first Dilworth number) of a poset P

is defined to be the maximum size of an antichain in P,

and is denoted by d (P). The kth order complex Ak(P)

of a poset P is the set of finite nonempty subsets of P

with width at most k, ordered by inclusion. These simpli-

cial complexes (which we are thinking of here as posets)

were studied by Bjorner in [Bj 2].

Observe that A 1 (P) = sd(P). We saw in Chapter 4

that sd(P) is homeomorphic to P. There is no isotone

map which induces that homeomorphism, but there is an iso-

tone map from sd(P) to P, defined by sending a chain to

its greatest element, which has contractible fibers. That

suggests the following generalization: Define the kth

ideal poset Jk (P) to be the set of nonempty ideals of P

which are generated by at most k elements, ordered by

inclusion. (Notice that J1 (P) is isomorphic to P.)

There is a natural isotone map a(: Pk > k (P) which

sends a subset of P to the ideal that it generates. Then

we expect the following to hold:

7.1 Theorem: ak is a homotopy equivalence.
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Before proceeding to the proof, we will need a few

facts from matroid theory.

Suppose S is a finite set. A function A 2 ->

IN is called submodular if, for all A, B in 2 ,

A(A r)B) + A(A U B) < A (A) + A(B).

If A is isotone as well as submodular, then the collec-

tion

{A C S : (V B C A)X(B) > card BI

forms the set of independent sets of a matroid M(A). See

[We, chapter 8] for details.

7.2 Lemma: If A : 2 -> N is isotone and submodular,

and if A (S) > card S, then M(A) has a coloop (isthmus) .

Proof of Lemma: If S is independent, we are

wise, there exists I C S, I # S, such that

Choose I maximal with that property, and let

will show that M(X) is the direct sum of its

to I and B, and that the restriction to B

matroid.

done. Other-

A(I) < card I.

B = S\I. We

restrictions

is the free
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Let D be an independent subset of I. We need to

show that D U B is independent. So suppose that D U B

is dependent. Then there exists J C D U B such that

X(J) < card J. Note that card J = card(JD) + card(JB).

By submodularity,

A(IJ) + A(IUJ) C (I) + x(J)

< card I + card(JB) + card(JD) - 2

= card(IUJ) + card(JD) - 2.

Since A is isotone and D is independent,

X(IJ) > A(InJnD) > card(IlJD) = card(JD).

Therefore

card(JD) + A(IUJ) < card(IUJ) + card(JD) - 2

or

A(IUJ) < card(IUJ) - 2 < card(IUJ).

By choice of I, this implies that J C I. Since
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J C D U B, it follows that J C D. But that is absurd,

since D is independent and J is dependent. 0

Proof of Theorem: By Theorem 5.5, it suffices to show that

ak has contractible fibers. What it boils down to is this:

Let P be a poset which has exactly m maximal elements,

m < k, and such that every element of P is below some

maximal element. We need to show that Ak(P) is contract-

ible.

Let

Given A C

t ,t 2 ,.*.tm be the maximal elements of P.

[m] = {l,2,3,...,m}, define

t(A) = {t. : i G Al,

E(A) = {x e Ak(P) x U t(A) e Ak(P)},

N(A) = fy e P : (V i E A) y F tJ.

and

Note that N(A) is a filter (dual ideal) in P. Define

the relation

R = {(xA) E Ak(P) x (2 [m]\%) : x E E(A),

which is an ideal relation.
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For AGe 2[m]\{1, we have R 1(A) = E(A). Since

m 4 k, t(A) e E(A), and in particular E(A) is nonempty.

Now it is clear from the definition that E(A) is join-

contractible via t(A). If we can show that every R(x) is

contractible, then Theorem 5.7 will imply that Ak(P) is

homotopy equivalent to 2 [m]\(0 }, which has a greatest ele-

ment, so we will be done.

From now on, let x be a fixed member of Ak().

.The N notation has the properties that X C Y im-

plies N(Y) C N(X), hence N(X) U N(Y) C N(XflY), and also

N(X) fl N(Y) = N(XUY). Greene and Kleitman showed [G-K,

Lemma 4.3] that if F and G are filters in a finite poset,

then

d(FfG) + d(FUG) > d(F) + d(G).

Combining these facts, we find that the function

A : 2 [m] -- > N defined by X(A) = k - d(xfN(A)) is iso-

tone and submodular. Furthermore, H(Em]) = k > m, so

lemma 7.2 says that the matroid M(A) has a coloop.

A nonempty set A C [m] does not belong to R(x)

precisely when d(xUt(A)) > k. This happens just in case

there is some B C A such that card B + d(xfN(B)) > k,

or card B > H(B). Therefore, R(x) consists precisely of

the nonempty independent sets of M(A). Saying that M(A)
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has a coloop is the same as saying that R(x) is join-

contractible. Thus R(x) is contractible, which completes

the proof. 0

Remark 1: If x is disjoint from t([m]) and d(x) =k,

then R(x) is the matroidr( of [G-K, p. 67].

Remark 2: Although Ak (P) is homeomorphic to Jk (P) for

k = 1, they need not be homeomorphic for k > 1. For

example, if P is the poset of the figure below, then the

realizations of A2 (P) and J2 (P) are not of the same

dimension. -
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Chapter 8. Cohen-Macaulay Complexes: Background

The theory of Cohen-Macaulay complexes provides

connections between ring theory, algebraic topology, and

combinatorics. We will begin with the ring theory, but

soon leave it.

Let R be a commutative ring with identity, and let

K be a simplicial complex with vertices x ,x2''..''n'

By thinking of the vertices as indeterminates, we can form

the polynomial ring R[x1 ,x2 '...'xn]. Let I(K) be the

ideal generated by the monomials which do not correspond

to simplices of K. Then we say that K is Cohen-Macaulay

over R if the quotient ring R[x1 ,...,xn]/I(K) (sometimes

called the Stanley-Reisner ring of K) is a Cohen-Macaulay

ring. See [Ma, p. 103] for a definition of Cohen-Macaulay

rings. See also [H] and [S] for information on the ring-

theoretic approach to Cohen-Macaulay complexes.

If a is a simplex of a simplicial complex K,

then the link of a in K, written Lk(a,K) or Lk(a),

is the subcomplex consisting of simplices T such that

a n T = but a U T E K. By convention, Lk(0,K) = K.

The connection between Cohen-Macaulay complexes and alge-

braic topology is given by the following theorem of G.

Reisner:
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8.1 Theorem [Re]: Suppose K is a finite simplicial

complex and R is a field or Z . Then K is Cohen-

Macaulay over R if and only if H.i(Lk(aK);R) = 0 for

all simplices a (including 0) and for all

i < dim Lk(a,K). 0

With Reisner's theorem as motivation, we can redefine

the Cohen-Macaulay property in terms of algebraic topology.

We will use the topological approach from now onward.

A finite-dimensional simplicial complex K is said

to be a homology bouquet (over R) if Hi (K;R) = 0 for all

i < dim K. By convention, dim $ = -1, so the empty complex

is a bouquet.

Let R be a field over 2. A finite-dimensional

simplicial.complex K is said to be almost Cohen-Macaulay

over R (ACM, for short) if the link of nonempty simplex of

K is a homology bouquet over R. We say that K is Cohen-

Macaulay over R (CM) if K is ACM over R and if

Lk(0,K) = K is also a homology bouquet over R.

Remark,. Most of the results in this chapter and the next

chapter are true with coefficient rings more general than

fields or the integers. However, there seems to be no

single level of generality which is appropriate for every-

thing. In any case, more general coefficients seem to be of
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limited usefulness, so I will resist the temptation to do

everything in the utmost generality. Throughout, R will

be a field or ZZ.

A simplicial complex is pure if every maximal simplex

has the same dimension. The next theorem implies that all

CM complexes, and all connected ACM complexes, are pure.

8.2 Theorem [Ba 2, Prop. 3.1]: Let K be a finite-

dimensional simplicial complex. If the link of each simplex

of K (including 0) is empty, discrete, or connected,

then K is pure.

Proof: Suppose K is not pure. Let L equal the subcom-

plex generated by the maximal simplices of maximum dimension,

and let S equal the subcomplex generated by the other

maximal simplices. Then L and S are nonempty, and

L U S = K.

If K were empty or discrete, then K would be pure;

so K is connected. In particular, L n S is nonempty.

Choose a simplex a which is naximal in L n S. Since a

is contained in maximal simplices of two different dimen-

sions, Lk(a,K) cannot be empty or discrete, so Lk(a,K)

is connected.
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By maximality of a, none of the vertices of

Lk(a,K) belong to L n S. But a is not maximal in K,

so Lk(a,K) must contain vertices of both L and S.

Since Lk(a,K) is connected, there exists a 1-simplex T

in Lk(a,K), one of whose ends is in L and one of whose

ends is in S. Then T cannot belong to either L or S,

which is impossible. 0

A poset of finite length is said to be ACM (resp.

CM) whenever its order complex is ACM (CM). (Note that

a poset has finite length if and only if its order complex

is finite-dimensional.) By 8.2, all maximal chains in a

CM or connected ACM poset have the same length. It fol-

lows that such a poset is ranked.

The closed star of a simplex a, St(a,K) = St(a),

is the set of simplices T of K such that 'a U T is

also a simplex of K. It follows that (St al = jaol *

ILk al. The boundary of a, Bd a, is the complex of its

proper faces. If p is an interior point of ja(, then

la| = p* jBd aj, so 9t al = p * Bd al * ILk al.

The following theorem shows that ACM and CM are

topological properties. That is, they depend only upon the

geometric realization of the simplicial complex.
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8.3 Topological Invariance Theorem [Mu 2]: A finite-

dimensional simplicial complex K is ACM over R if and

only if H(IKI,IKI\p;R) = 0 for all points p of (KJ

and all integers i less than the dimension of the component

of K which contains p. Furthermore, K is CM over R

if and only if K is ACM over- R and H (IKI;R) = 0 for

all i < dim K.

Proof: Let a be a simplex of K, and let p be an

interior point of [a|. Since (Bd al is a sphere of

dimension dim(a) - 1, the suspension isomorphism says that

H. (Lk a;R) Hi+dim a (Bd a * Lk a;R).

Now St a is a cone, hence contractible, so the long exact

sequence of a pair [Sp, 4.5] tells us that

Hi+dim a(Bd a * Lk a;R) 2 Hi+dim a+i(St aBd a * Lk a;R).

Since (9t a( = p *(Bd al * iLk al, there is a deformation

retraction of (sTt aj\p onto lBd a * Lk al. Therefore

Hi+dim a+l(St aBd a * Lk a;R)

5-bm9 H i+dim a+l It'a *' l~;~
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Finally, by the excision property [Sp, 4.6.1],

H i+dim a+1(1gta~'_ lpR

:2!5Hi+dim a+l (]K ,|K|\p;R).

So we have shown that

H* Ni(Lk a; R) e Hi+dim a+l ( K , KI\p;R).

We assume, without loss of generality, that K is

connected. We may also assume that K' is pure of dimen-

sion n = dim K, by the following reasoning. If we know

that K is ACM and connected, then K is pure by 8.2.

On the other hand, if a is a maximal simplex and

i = -1, then (*) reduces to

R 2! H_ (0; R)as H dim a (1KI.,|K|\p;R) .

So if we know that H.(IKI,IKJ\p;R) is only allowed to be

nontrivial when j = n, then it also follows that K is

pure.

Given that K is pure of.dimension n, we have

dim(Lk a) = n - dim a - 1. Therefore i < dim(Lk a) if
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and only if i + dim a + 1 < n. Now the ACM part of the

theorem follows from (*), and the remainder of the theorem

is immediate.

The open intervals in a poset P of finite length

correspond to certain links in the order complex of P.

For example, given an interval of the form (xy), choose

a maximal chain a in P U. ?,. Then A((x,y)) is the

link of a in A(P). On the other hand, any link can be

expressed as a join of open intervals. Explicitly, the link

of the chain x < x n in P is

A(P<x ) A((xl'x2)) * ** n-l'x n)) * xA(P>Xn). This

leads to a nicer characterization of ACM and CM for

posets.

8.4 Theorem: If K and L are homology bouquets over R,

then the complex K * L is a homology bouquet over R.

Proof: If we allow empty simplices, then the simplices of

K * L are in bijective correspondence with ordered pairs of

simplices from K and L. This gives rise to an isomorphism

of augmented simplicial chain complexes with coefficients in

R:

W(K*L;R) E S(W(K;R)(9R
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Here S is suspension of a chain complex, which merely

shifts the indexing. Then the Kinneth formula [Sp, 5.'3.4]

says that there is a short exact sequence

0 -- > H (K;R) H (L;R) -> H+(K*L;R)
p+q=m q m+l

-- > e H (K;R)*R H (L;R) -> 0.
p+q=m-1

The result follows. 0

8.5 Corollary: A poset P is CM over R if and only if

every open interval of P is a homology bouquet over R.

In order that P be ACM, we no longer require that P

itself be a homology bouquet. 0

We will now define a stronger form of the Cohen-

Macaulay property, first studied by Quillen [Q 1]. A

finite-dimensional simplicial complex K is a homotopy

bouquet if K is (dim K-1)-connected or empty. (By con-

vention, (-1)-connected means nonempty, so any complex of

dimension zero is a homotopy bouquet.) A complex K is

homotopy ACM if the link of every nonempty simplex of K

is a homotopy bouquet. We say that K is homotopy CM if

K is homotopy ACM and if K is also a homotopy bouquet.
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Remark. The proof of the next result uses the most

advanced algebraic topology in this thesis, although it is

still well known to algebraic topologists. I regret that I

do not know a more elementary proof.

Given a collection of disjoint spaces {X }, each

Xa having a specified base point x,, construct a space

called the wedge of {Xa} by identifying all of the base

points with each other. By convention, the empty wedge is

a point.

8.6 Lemma: A nonempty homotopy bouquet K is homotopy

equivalent to a wedge of spheres of dimension dim K.

Proof: Let n = dim K. If n = 0, the theorem is trivial.

Suppose n = 1. With the aid of Zorn's lemma,

choose a maximal contractible subcomplex T. Argue that T

contains all of the vertices of K. (If K is finite, we

have simply chosen a spanning tree for a graph.) See [Sp,

3.7.2] for details.

Since T is a contractible subcomplex of K,

IKJ/ITI is homotopy equivalent to JKj [Wh, 1-5.13 or B-W

Lemma 2.2]. Since T contains all of the vertices of K,

|Kj/jTj is a 1-dimensional CW complex having precisely

one vertex. Therefore IK|/ITI is a wedge of 1-spheres.
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Suppose n > 1. The Hurewicz isomorphism theorem

[Sp, 7.5.5] tells us that H (K) = 0 for i < n-1, and

H n(K) 2 irn(K). Since K is n-dimensional, Hn(K) is

free abelian. Therefore 7n (K) is free abelian.

Choose maps {g 5n -- > IKI} corresponding to a

basis of 7n (K). Then there is a map

wedge, g. : wedge, Sn -l> IK

which induces isomorphism in homology. Since n > 1,

these spaces are simply connected, so the Whitehead theorem

[Sp, 7.5.9] says that the map wedge a induces isomor-

phism of homotopy groups. It follows [Sp, 7.6.24] that

wedge ga is a homotopy equivalence. C

8.7 Theorem: If K is homotopy CM (respectively homo-

topy ACM), then K is homology CM (resp. homology

ACM) over any R.

Proof: Lemma 8.6, and the fact that a wedge of spheres is

a homology bouquet. 0

R. D. Edwards [Edw] gave an example of a compact 3-

manifold M which has the homology of a 3-sphere but is

not simply connected, and whose double suspension S(S(M))
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is homeomorphic to a 5-sphere. Any triangulation of M

gives rise to a triangulation of S5 which is not homotopy

ACM, because certain 1-simplices have M as their link.

(See also [G-S] for information on such examples.) But of

course S5 does have triangulations which are homotopy

CM, such as the boundary of a 6-simplex. Therefore, un-

like the homology versions, homotopy ACM and CM are not

topological properties. However, we will see that they are

preserved by many common operations on complexes and posets.

8.8 Theorem: If K and L are homotopy bouquets, then

K * L is a homotopy bouquet.

Proof: We saw in Lemma 8.6 that a homotopy bouquet is

homotopy equivalent to a wedge of spheres. The join opera-

tion is well defined on homotopy classes of spaces, so it

is enough to show that the join of two wedges of spheres is

homotopy equivalent to a wedge of spheres.

Suppose |KI = wedge Sm and ILI = wedges S. Ifa aa V

m = n = 0, then clearly K * L is connected, hence a

m
bouquet. Otherwise, suppose m > 0. Then we can write Sa

as a suspension: Sm = S(Sm-1), so KI = wedge S(SM-1a a a

Now observe that suspension commutes with wedge, up

to homotopy type. (That can be justified using the fact

that a contractible subcomplex of a simplicial complex can
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be smashed without changing the homotopy type of the

complex.) Therefore -(Kj is homotopy equivalent to

S(wedge Sml) = 50 * wedge SM-1, so lK*LI is homotopya

equivalent to

S0* (wedge SM-1) * (wedge S).

By induction, (wedge SM-i) * (wedge S ) is a homotopy

bouquet, say wedge Sm+n. Therefore JK*Lj is homotopy
Y

equivalent to S(wedge Sm+n). By commuting suspension with
Y

wedge again, we are done.

8.9 Corollary: A poset P of finite length is homotopy

CM if and only if every open interval of P is a homotopy

bouquet. In order that P be ACM, we no longer require

that P itself be a homotopy bouquet. 0

Recall from Chapter 5 that K (n) denotes the n-

skeleton of the simplicial complex K.

8.10 Lemma: For any simplicial complex K, 1K! is n-

connected if and only if IK (n+l) j is n-connected.

Sketch of Proof: Each continuous map of Sm into JK! has

a simplicial approximation [Sp, 3.4.8). Since Sm is
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m-dimensional, a simplicial map sends Sm into |K (in.

Similarly, homotopies between maps from SM into IKI

are given by maps of Sm x I into IKI, and a simplicial

approximation to such a map has its range within IK (m+l)

0

A lattice of finite length is semimodular if and only

if it is ranked, and its rank function satisfies the

submodular inequality

r(x V y) + r(x A y) < r(x) + r(y).

Recall that r(O) = 0. Note that semimodularity is a local

property, i.e. if a lattice of finite length is semimodular,

then so are all of its closed intervals.

8.11 Theorem [F]: Every semimodular lattice of finite

length is homotopy CM.

Proof: Let L be a semimodular lattice of finite length.

By 8.9, it is enough to show that every interval of L is

a homotopy bouquet. An interval which contains 0 or i

is a cone, so it is enough to consider intervals of the form

(x,y). And since semimodularity is a local property, it

suffices to show that L = (0,1) is a bouquet.
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Let n = r(l). Let C be the cross-cut of all

minimal elements of L (atoms of L). By Theorem 5.9, L

is homotopy equivalent to I (L,C). We know that L has

dimension n-2, so it suffices to show that F(L,C) is

(n-3) -connected.

Let B be the simplicial complex of all finite non-

empty subsets of C. Since B is a cone on any of its

vertices, B is contractible. If c1 ,c2 1 .. 'c' are ele-

ments of C, then by the submodular inequality and induc-

tion,

r(c V2Vm---Vc) C r(c) + --- +r(c) =j

hence c1 V c V- V c.<l if j<n. That means that
1 2 j

every subset of C of cardinality n-1 or less belongs

to P(LC). In other words, P(L,C) and B have the

same (n-2)-skeleton. By Lemma 8.10, it follows that

1(L,C) is (n-3)-connected. C

In the case of finite lattices, stronger results

have been obtained; see for example [Ba 2] or [Bj 2]. See

also [B-W] for a more constructive proof of 8.11.
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Chapter 9. Cohen-Macaulay Complexes: Further Properties

When studying CM posets, it is natural to ask which

operations on posets preserve CM. Probably the easiest

such question involves joins. Since a link in a join is a

join of links, Theorems 8.4 and 8.8 immediately imply:

9.1 Proposition: P * Q is CM * P and Q are CM. 0

We will proceed to answer several more such questions.

The results were known, at least for homology CM (see

[Ba 21), but the proofs are new.

Next, we will consider a less familiar operation,

which might be called "twinning on ideal," and answer a -

question of D. Eisenbud and C. Huneke about when that con-

struction yields a CM poset.

Finally, we will prove a conjecture of K. Baclawski,

showing that a property called "2-Cohen-Macaulay connectiv-

ity" is a topological property.

From the.homeomorphism theorem 4.2 and the Topologi-

cal Invariance Theorem 8.3, it is immediate that sd and

Int preserve homology ACM and CM. We can extend this

fact to homotopy CM by a different argument.

9.2 Proposition: Int(P) is ACM w P is ACM * sd(P) is
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ACM.

Int(P) is CM * P is CM

* sd(P) is CM.

Proof: By the homeonorphisms of 4.2, it suffices to consi-

der the ACM property.

From our analysis of the intervals of Int(P),

Theorem 4.4, we see that if P is ACM, then Int(P) is

ACM. On the other hand, suppose Int(P) is ACM. An

interval of the form (a,b) in P is isomorphic to the

interval ([a,a],[a,b]) in Int(P), hence is a bouquet.

By definition of ACM, Int(P) has no infinite chains, so

P has no infinite chains. Therefore, given an element a

of P, we can choose a minimal element x of P<a and a

maximal element y of P>a* There are poset isomorphisms

Int(P) = P>a and

Int(P) =P>[a,y] <a'

therefore P>a and Pca are bouquets.

Suppose sd(P) is ACM. If I is an open interval

of P, other than P itself, then there is an element a
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of sd(P) such that sd(I) is isomorphic as a poset to

sd(P).>a Since sd(I) is homeomorphic to I, it follows

that I is a bouquet.

Now suppose P is ACM. An open interval of

sd(P) of the form (a,b) or sd(P)<a is isomorphic to

SZ \{%,S} for some finite S. We can see that such a poset

is a bouquet by noting that it is the boundary of a sim-

plex, or by using the product theorem 4.3 (d). An interval

of the form sd(P) is isomorphic as a poset to

sd(I4 * 2 * 'se * In) for some open intervals

1 ,...,I nin P. This is homeomorphic to

I * 12 * "'. * In' which is a join of bouquets.

9.3 Theorem: Suppose P and Q are posets having at

least two elements. Then P x 0 is ACM - P and Q are

ACM, and P x Q is CM*aP and Q are CM, and either

P and Q are both antichains or P and Q are both

acyclic.

Proof: It follows easily from the product theorem 4.3 that

P x Q is ACM if and only if P and Q are ACM. To

finish the proof, we have to consider when P x Q is a

bouquet.

If P and Q are both antichains, then P x Q is

an antichain, hence a bexiquet. If P and Q are acyclic,
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then so is P x Q. In the homotopy case, note that if P

and Q are acyclic homotopy bouquets, then P and Q

are contractible, hence P x Q is contractible by 3.11.

Suppose P x Q is a bouquet. By the Kinneth formu-

la, this is only possible if P, Q, and P x Q have

nontrivial ordinary homology in only one dimension, namely

dimension zero. Therefore P x Q is an antichain or

acyclic. If P x Q is an antichain, then P and Q are

antichains. If P x Q is acyclic, then P and Q are

acyclic. In the homotopy case, we note that if P x Q is

an acyclic homotopy bouquet, then P x Q is contractible,

hence (by 4.1 and 3.11) P and Q are contractible.

Therefore P and Q are bouquets. 0

If X is a topological space, let [SnX] denote

the set of homotopy classes of maps from Sn into X. (If

X is path connected, then the set [Sn,X] is in bijective

correspondence with the homotopy group rn (X).) A map

g : X -> Y induces a function g, : [Sn,X] -- > [Sn,Y] by

the rule g([f]) = [gof]. The correspondences

X j-> [Sn,X] and g t-> g, define a functor. Mainly,

that means that the correspondence g i--> g, commutes with

composition and sends identity maps to identity maps.

Recall that each CM poset P has a rank function

r. A level in P is the set of all elements having a given
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fixed rank. A subposet of P which is obtained by

deleting several levels of P is called a rank-selected

subposet of P.

9.4 Rank Selection Theorem: Any rank-selected subposet of

a CM poset is CM.

Proof: We will discuss in detail the case of homotopy CM.

For homology with coefficients in R, one uses Theorem 5.2

in place of 5.1, and the functor H.(-;R) in place of the

functor [S;;] See [Mu 2] for a more general homological

result.

By induction, it is enough to show that CM is pre-

served by deleting one level.

If K is a simplicial complex, a E K, and

T E Lk(a), then the link of T in Lk(a) equals the link

of a U T in K. It follows easily that a link in a CM

complex is CM. Also, a link in a rank-selected subposet

is a rank-selected subposet of a link. Therefore, it suf-

fices to show that if P is a CM poset, and Q is ob-

tained by deleting one level from P, then Q is a bouquet.

To be specific, assume that P is a homotopy CM poset of

length n+2, and Q is obtained by deleting level k.

(If P has length less than 2, the result is immediate.)
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Let j : Q -> P be.the inclusion map. Note that

there is an induced map j : JQJ -> JA(n+l) (P)

Given a chain a of P, define the subposet C(a)

as follows: let

a = minfx e a : r(x) > ki,

b = max{x e6a : r(x) <k}, and

C(a) = Q b U

Note that T C a implies C(T) C C(a).

Now j (C(a)) is a cone if a has no element of

rank k; otherwise it is a link of a singleton chain of P,

hence it is a bouquet of dimension n+l by hypothesis.

Thus a t--> j~1 (C(a)) J is an n-connected carrier from

A(P) to JQI. By part (1) of the Homotopy Carrier Theorem

5.1, there is a map g : IA(n+l) (P)| J-> |Q| such that

g(jal) C lj 1I(C(a))I for all a in A(n+l) (P).

Since j is isotone, we have

g a j(faj) = g( j(a)[) c Ij (C(j(a)))I

for all a in O(Q). Also,
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Ia| c Ij~i(C(j(a)))I, so the function a-> Ij~I(C(j(a)))|

is a contractible carrier from A(Q) to IQJ which

carries g a j and id0 . By part (2) of 5.1, g o j is

homotopic to id0 . It follows that (idQ)# = (goj)#

=g o j#, hence the map

j# : [S'JQ|] -- > rSijA(n+l)(P)]

is an injection for all i. From Lemma 8.10 and the assump-

tion that P is a bouquet, A(n+l)(P) is a bouquet. Thus

for all i < n, [SiIA(n+l)(P)l] has just one element, so

[S, Q ] has just one element. 10

Suppose P is a poset and I is an ideal of P. We

define a neW poset P = I to be the subposet I x {0} U P x

{i} of P x 2. (Alternatively, one could define P a I as

a special case of the R-join construction introduced in

Chapter 2.) In connection with their studies of Rees alge-

bras , Eisenbud and Huneke [E-H] have asked when P a I is

CM. We will give an answer to that question.

9.5 Lemma: If K and L are two simplicial complexes,

K is a bouquet, K and L are homotopy equivalent to

each other, and K and L have different dimensions,

then L is a bouquet if and only if K is acyclic.



ill

Proof: The homology case is immediate from the definition

of a homology bouquet. In the homotopy case, we use the

fact that a space with the homotopy type of a wedge of

spheres is contractible if and only if it is acyclic over

some ring R.

9.6 Theorem: Suppose P is a CM poset and I is an

ideal of P. Then P a I is CM if and only if

(i) if I A 0, then P is acyclic, and

(ii) for all x in P\I, if I n P <x# , then P<x is

acyclic.

Proof: For convenience, let A = (P\T) x {1}, B = I x {l},

and C = I x {0}. Let h : P I I -> P be the projection

onto the first coordinate. We will proceed by analyzing the

open intervals of P I.

First we consider P a I as a whole. If I is

empty, then of course P a I is the same as P, which is

a bouquet. Otherwise, since P is ranked (by 8.2) it is
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easy to see that the dimension (length) of P = I is

greater by 1 than the dimension of P. Also, P = I is

homotopy equivalent to P, via the closure map which sends

<x,O> to <x,l>. So by Lemma 9.5, p c I is a bouquet

if and only if P is acyclic. This yields constraint (i).

Next we consider open intervals of the form

(P M I) >x. If x E A U B, then (P = I), is isomorphic

to an open interval of P, which we know to be a bouquet.

So suppose x E C. Then when we apply the closure map which

sends each <y,O> to <y,l>, the set of closed elements

has a least element, the closure of x. So in that case,

(P W I) is contractible. Thus, the intervals (P I)>

are bouquets without any extra constraints.

Thirdly, we consider intervals of the form (P I)x*

If x E C, or if x e A but I n P<h(x) = 0 then

(P M I) is isomorphic to the bouquet P<h(x). If x G B,

then when we apply the dual closure map which sends <y,1>

to <y,O>, there is a greatest closed element, so (P V Ix

is contractible. Suppose x E A and I n P # 0. We

can again apply Lemma 9.5, and conclude that (P a I) is

a bouquet if and only if P<h(x) is acyclic. This yields

constraint (ii).

Finally, we consider intervals of P = I of the form

(x,y). If x and y are both in A U B or both in C,

then of course (x,y) is isomorphic to the interval
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(h(x),h(y)) of P, which is a bouquet. If x e C and

y e B, then 'the product theorem 4.3 (d) shows that the

realization of (x,y) is either empty or homeomorphic to

the suspension of l(h(x),h(y))I. A suspension of a bouquet

is a bouquet, so (x,y) is a bouquet. If x E C and

y E A, we can apply a closure map which sends each <z,Q>

to <z,l>, and the set of closed elements of (x,y) will

have a least element. Thus, in any case, intervals of the

form (x,y) lead to no constraints.

We will now discuss a stronger version of the Cohen-

Macaulay property, invented by K. Baclawski [Ba 1]. If K

is a simplicial complex and a is a simplex of K, then

the open star of a, denoted St(a,K) or St(a), is the

set of simplices which contain a. (Note that St(a) is

not a subcomplex, but K\St(a) is a subcomplex.) We say

that K is 2-Cohen-Macaulay connected over R (2-CM, for

short) if K is CM over R and, for each vertex v of

K, K\St(v) is CM over R and has the same dimension as

K. If K = A(P), note that removing the open star of a

vertex of K is equivalent to removing an element from P.

We have observed earlier that "a link in a link is a

link", hence a link in a CM complex is CM. Similarly,

Baclawski observed that if a E K and v is a vertex of

Lk(a,K), then
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Lk(a,K)\St(v,Lk(a,K))

= Lk (a,K\St (v,K)).

Therefore 2-CM is also a "local" property:

9.7 Proposition: If K is 2-CM (respectively CM) of

dimension n, and if a E K, then Lk(a,K) is 2-CM

(resp. CM) of dimension n - dim a - 1.

Baclawski showed [Ba 1], among other things, that

the proper part of a finite semimodular lattice is 2-CM if

and only if the lattice is geometric. He also showed that

2-CM is invariant with respect to barycentric subdivision,

and suggested that 2-CM is a topological property. We

will see that his conjecture is correct.

In the proof, we will deal with both posets and

simplicial complexes. It is important to keep track of the

distinction, so that we will not accidentally do any bary-

centric subdivisions. We will use the operator P(-) to

denote the poset of simplices of a simplicial complex.

Note that A(P(-)) is the barycentric subdivision operator

on simplicial complexes, and P(A(-)) = sd(*-).
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9.8 Theorem: Suppose K is CM over

Then K is 2-CM over R * for all p

Hn-l(IKI\p;R) = 0.

R and n =dim K.

in |< ,

Proof: We will draw heavily on the Topological Invariance

Theorem 8.3. All homology groups have coefficients in R,

which is suppressed from the notation.

p is a vertex of K.

Since K is 2-CM, K\St(p,K) is

Hn-(|K\St pl) = 0. But JK\St pl

of JKJ\p, so Hn-1 (jKj\p) = 0.

CM of dimension

is a deformation

Case II: p is not a vertex of K.

Let a be the unique simplex of K which has p in

its interior. Choose a vertex v in a. Since a is not a

vertex, a0 = a\{v} is another simplex.

By Proposition 9.7, Lk(v,K) is 2-CM of dimension

n-l. By induction on dimension, Hn-2 (ILk vl\a0 ) = 0, where

a0  is the barycenter of a0 . There is a deformation retrac-

tion of fLk vt\a0  onto fP(Lk v)\{a 0 }f, so

Hn-2 (P (Lk v)\{a0 } 0.

Let P = P(K), A = A(P), and Q = P(St v) =P>v

The poset P(Lk v)\{a0 } is isomorphic to Q\{a}\{v}; just

(=*)

Case I:

n, so

retract
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add v to everything. Therefore Hn-2(Q\{a\{vl) = 0.

Since Q\{a} has a least element, it follows from a long

exact sequence that Hn-1 (Q\{a},Q\{a}\{v}) = 0. Then by

excision, H (n-P\{a,P\{a}\{v}) = 0.

Note that P\Q = P(K\St v), and since K is 2-CM

of dimension n, K\St v is CM of dimension n. In

particular, we know that H n-(P\Q) = 0. Now we observe

that there is a dual closure map on P\{a}\{v}, defined by

removing v from simplices, whose set of closed elements is

P\Q. Therefore Hn-l(P\{a}\{v) = 0.

In the two paragraphs above, we showed that

Hn-l (P\{a},P\{a}\{v}) = 0 and that Hn-l(P\{cr}\{v}) = 0.

By a long exact sequence, it follows that Hn-l(P\{a) = 0.

Finally, if we use p as the "barycenter" of a, we have

A(P\{a}) = A\St(p,A), which is a deformation retract of

IKI\p. Therefore H n-(|K|\p) = 0.

(4) Let v be a vertex of K. We will show that K\St v

is CM of dimension n.

Step 1. We show that dim(K\St v) = n.

Assume not. That is, v belongs to every n-simplex

of K. Let a be an n-simplex, and choose a point p in

the interior of a. Since a is maximal, St a = {a}.

Therefore there is a deformation retraction of IKI\p onto
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fKj\{a}. By hypothesis, H 1n-l (|KJ\p) = 0, so

H n-1jK\{a}1) = 0.

The case n = 0 is trivial, so assume n > 0. The

boundary of a is an (n-l)-cycle in the complex K\{a}.

However, it is not a boundary, since the face a\{v} is not

a face of any n-simplex other than a. Therefore

Hn-1 (JK\{a}I) ;0, which is a contradiction.

Step 2: For all j < n, H.(K\St v) = 0.

Since IK\St vi is a deformation retract of JKJ\v,

it is is enough to show that H.(JKI\v) = 0 for j < n.

The case j = n-l is by hypothesis. The other cases follow

from the assumption that K is CM and from the long exact

sequence of the pair (IKI,IKI\v).

Step 3: It remains to be shown that for all p in

IK\St vi and all j < n,

H (JK\St vlIK\St vJ\p) = 0.

Case I: p 0 t(v,K).

By excision, H.(IK\St v(,JK\St vj\p) 9 H(IKIlKl\p),

which is zero since K is CM.

Case II: p E St V, so pe jLk(v,K) f.
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By Step 2 and a long exact sequence, it is equivalent

to show that H.(|K\St vf\p) = 0 for all 5 C n-2.

Let a be the simplex of Lk(v) which contains p

in its interior. Let A be the barycentric subdivision of

K, where we take p as the barycenter of a. Let m de-

note the barycenter of a U {v}. The 1-simplices vm and

mp determine a full subcomplex A, which we can think of

as a straight line from v to p.

The complex

A\[St(VA) U St(mA) u St(p,A)]

is a deformation retract of IKI\IAI. On the other hand, the

deformation retraction of fKI\v onto IK\St vj restricts

to a deformation retraction of IKJ\JA! onto IK\St vj\p.

Thus it is enough to show that

H (A\(St(v,A) uSt m u St p)) = 0

for all j 4 n-2.

Note that St(v,A) n St m = St(vm). By the same

reasoning as in Step 2, Hi(A\St(v,A)), H.(A\St m), and

H.(A\St(vm)) are all zero for all j < n-l. So by a Mayer-

Vietoris sequence [Sp, 4.6], Hi(A\(St(v,A) U St(m))) = 0

for all j C n-2. Since St(v,A) n St p = 0,
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[A\(St(v,A) U St M)] U (A\St p)

- A\(St m St p) = A\St(mp).

As above, Hj(A\St(mp)) = 0 for all j n-i. So by

another Mayer-Vietoris sequence,

H.(A\(St(v,A) U St m U St p)) = 0

for j < n-2, as desired. 13
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Chapter 10. Involutions and Chromatic Number

M. Kneser made the following conjecture, which was

proved about twenty-two years later by L. Lovasz:

10.1 Theorem (LI: If we split the n-subsets of a (2n+k)-

element set into k+1 classes, then one of the classes will

contain twc disjoint n-subsets.

This result can be rephrased in terms of chromatic

number, as follows: Construct a graph KGn,k (called a

Kneser g ) whose vertices are the n-subsets of a (2n+k)-

set, and whose edges connect disjoint n-subsets. Then 10.1

says that the chromatic number of KGn,k is at least k+2.

Here is the.approach that Lovdsz used to prove 10.1.

Let G be a (possibly infinite) simple graph. Two vertices

are neighbors if they are incident to a common edge. (No

vertex is its own neighbor.) Let *k(G) denote the set of

nonempty subsets of V(G) which have a common neighbor.

If G has finite neighborhoods, then 4r(G) is a simplicial

complex; therefore sA(G) is called the neighborhood complex

of G. Theorem 2 of [L] says that

If .AIG)| is (k-2)-connected, then G is not k-

colorable,



121

and Theorem 3 of [L] implies that

k/(KGfn,k)1 is (k-l)-connected.

From these two facts, 10.1 is immediate.

The purpose of this chapter is to reformulate and

generalize Lovdsz's work. In particular, Lovdsz made two

suggestions for further study:

" ... could Theorem 2 be strengthened by consider-

ing homology instead of homotopy, or as follows?

If the (k-2)-dimensional homotopy group of .A(G)

is trivial, then the chromatic number of G

differs from k."

We will see that the answer to the first question is yes,

and the answer to the second question is no.

As above, let G be a simple graph. Given a set A

of vertices of G, let v(A) denote the set of common

neighbors of A. Then v is an antitone map from 2V(G)

to 2V(G) , and v a v > id. It follows that v o v is a

closure map, and v o v o v = v. Now define 2(G) to be

the subposet of closed elements of 2 V(G) with respect to

the closure map v a v. 7(G) is bounded, with 0 = 0 and

1 = V(G). It is a general fact about closure maps that any



122

meet of closed elements is closed:

(V i) A{xi} C xi

(V i) A{x} C <x. = x.

-,,Ax}TT;A{x.}.

In particular, an arbitrary subset of 7(G) has a meet in

2(G). It follows that an arbitrary subset A of 7(G) has

a join in 2(G): take the meet of all upper bounds of A.

Therefore, 2(G) is a complete lattice. .(Complete means

that arbitrary subsets, not just finite subsets, have meets

and joins.) We call 7(G) the neighborhood lattice of G.

Since v o v o v = v, 7(G) is precisely the image of v.

Therefore v restricts to an antitone map from 2(G) to

7(G), such that v o v = id.

It is easy to check that v o v restricts to a clo-

sure map of Ik(G), and that the set of closed elements is

precisely the proper part of 7(G). Therefore, I2(G)| is

homotopy equivalent to j,/A(G) . So any statement about the

homology or homotopy of j|(G) | applies equally well to

IA(G) I.

An ortholattice is a (bounded) lattice equipped with

a unary operation a -> a' satisfying the properties:
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(i) a < a' a = 0,

(ii) a < b * b' C a', and

(iii) a" = a,

for all a and b. (An equivalent set of axioms is given in

[Bi, 511-14].) We have already seen that the map v on

2(G) satisfies properties (ii) and (iii). Since no vertex

is its own neighbor, v also satisfies (i). Therefore the

pair <2(G) ,v> is an example of a complete ortholattice.

A 6-cycle has the same neighborhood lattice as two

disjoint 3-cycles. However, the map v behaves differently

in those two examples. In other words, 2(C6 ) and

2(C3 + C3) are not isomorphic as ortholattices. So the

question arises: Does the ortholattice 2(G) uniquely

determine the graph G? Strictly speaking, the answer is

no--for example, 2(G) ignores isolated vertices. However,

2(G) comes close to determining G, in a sense that we

now discuss.

Recall that the atoms of a lattice L are the mini-

mal elements of L. Given an ortholattice <L,'>, con-

struct a graph W(L) whose vertices are the atoms of L,

and such that there is an edge from a to b if a < b'.

A lattice is atomic if each element is a join of atoms. If

L is atomic, then the neighborhoods of T(L) form an

antichain. Then any single vertex of W(L) is the set of

common neighbors of its neighborhood, so the atoms of
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2(9(L)) correspond precisely to the atoms of L.

Conversely, if the neighborhoods of G form an antichain,

then 2(G) is atomic. In fact, it turns out that 2 and

9 determine a bijective correspondence between graphs

whose neighborhoods form an antichain, and complete atomic

ortholattices.

Lest the reader suspect that a neighborhood lattice

is always ranked, we observe that the graph

has the neighborhood lattice

and the graph

has the neighborhood lattice
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Let us consider the Kneser graphs KGn,k. We have

a (2n+k)-element set, call it S, and the vertices are

n-subsets. Given a set of vertices QAiA2 ,...,Am}, the

set of common neighbors is the set of n-subsets of

S\U{A }. Conversely, if B is a subset of S with at

most n+k elements, then the set of n-subsets of B is

the set of common neighbors of some nonempty set of n-sub-

sets. By this correspondence between B and its set of

n-subsets, we see that '(KGn,k) is isomorphic to the set

of subsets of S of cardinality at least n and at most

n+k. Thus (KGn,k) and 2 '(KGn,k) are rank-selected sub-

posets of 2", and the involution v is simply set

complementation. This leads to our version of Lovgsz's

Theorem 3:

10.2 Theorem: F(KGn,k) is homotopy CM of dimension k.
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Proof: We can see that a finite Boolean algebra is

homotopy CM by using the product theorem 9,3, the

semimodularity theorem 8.11, or by just looking at the

intervals. So the result follows from the Rank Selection

Theorem 9.4.

Now we need to translate colorability into a proper-

ty of neighborhood lattices.

10.3 Lemma: G can be properly k-colored if and only if

7 (G) can be written as a union of ideals J ,J 2' ' 'k

such that J. fl v(Ji) = 0 for each i.

Proof: (o) Suppose the vertices of G have been properly

colored with colors l,2,...,k. For each i, let J. de-

note the set of all A in 2(G) such that v(A) contains

a vertex of color i. Clearly Ji is an ideal and g(G) =

J1 U J2 Uk.* U Jk Suppose A E6J and v(A) e J . Then

A = v(v(A)) and v(A) both contain a vertex of color i.

But every vertex of A is a neighbor of every vertex of

v(A), so this contradicts the assmption that G is properly

colored. Therefore Ji fl v(J.) = 0.

(c) Suppose P(G) =J U - U Jk' where each Ji is an

ideal such that Jfil v(J) = 0. Color each vertex s of G
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with some color i such that v({s}) e J.. (If s is an

isolated vertex, color it arbitrarily.) Now suppose two

vertices s, t are neighbors and have the same color. Then

there is some i such that v({s}) e J. and v({t}) E J .
1i

Since t is a neighbor of s, {t} C v({s}). Since v is

antitone, it follows that v(v({s})) C v({t}). But

v({t}) E J. and J is an ideal, so v(v({s})) E J. We

have shown that v({s}) E i and v(v({s})) G i, which

contradicts the assumption that J n v(J.) = 0. 0
21

If X is a topological space, a map f : X -> X

is called an involution if f'o f = idx. For example, the

realization of v is an involution of j.(G)j.

Suppose X and Y are spaces with involutions f,

g respectively. A continuous map : X -> Y is said to

be equivariant if it respects the involutions, i.e.

g a $ = $o f. We will be particularly concerned with

equivariant maps into the sphere Sn, where the involution

a : Sn _> 5n is always taken to be the antipodal map.

The following fact is known (see [C-F]) but we reproduce it

here for completeness.

10.4 Lemma: Suppose X is a normal space with an involu-

tion g. There exists an equivariant map : .X -> S n * X

can be written as a union of closed sets A1 ,A2 ,...,An+2 '
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such that Ai n g(A.) = 0 for each i.

Proof: (*) Assume p : X -- > Sn is equivariant. We can

triangulate Sn as the boundary of an (n+l)-simplex; let

B1 ,B2 ,r. ..,B+ 2  be the closed maximal faces. Then

B fl a(B.) = 0 for each i, so the closed sets

A = CN(Bi) have the desired property.

(c=) Assume X = A 1 U A2 U.-O- -UAn+2 , where each A. is

a closed set with the property that A. fn g(A.) = 0. Since

A and g(A.) are disjoint closed sets in a normal space,

Urysohn's lemma says that there is a continuous map

X -> I such that $i(A ) = {0} and 8 (g(A )) = {l}

Define a map f : X -> Rn+1 by

f(x) ='2()**~nlx>

I claim that f(x) never equals f(g(x)). If

f(x) = f(g(x)), then by definition of the 8I's, x cannot

belong to any of AIA2 ''6@An+I. Therefore x must belong

to An+2. By the same argument, g(x) must belong to An+2'

This violates the assumption that An+2 n g(An+2 ) = 0.

Having shown that f(x) # f(g(x)) for all x, we

can define a map $ : X-> Sn by
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() f(x) - f(g(x))
lf(x) - f g(x)) '

It is easy to check that $ is equivariant. 0

10.5 Theorem: If G can be properly k-colored, then there

k-2
exists an equivariant map : 2(G) --> S

Proof: Assume G can be properly k-colored. By Lemma

10.3, Y(G) can be written as a union of idealsJJ2'''*'

Jk such that J. fl v(Ji) = 0, for each i. Each finite

chain of T(G) belongs to one of these ideals, so

j2(G)| = J U J2 kU I'

If J r v(J) = 0, then |J% l Inv(Ji) l= 0. Since

v(IJ 1) C 1v(J )J, it follows that IN1 v(IJI) 0.

The sets 1|Ji are closed in L2(G)1, and any realization

of a simplicial complex is normal [Sp, 3.1.17], so the re-

sult follows by Lemma 10.4. 0

Unfortunately, the converse of Theorem 10.5 is false.

To prove that, we need the following fact.

10.6 Proposition: If G contains no 4-cycles, then

dim j2%(G)| C1.
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Proof: We prove the contrapositive. Suppose 2(G) has a

chain of length 2: v(A) > v(B) > v(C). Then v2 (C) >

v (B) > v2 (A). Choose vertices of G: r E v (B)\v(C),

s G v(C), t E V 2 (B)\v 2 (A), u E V 2 3(A) .Since v(B) n

v2 (B) = 0, these vertices are all distinct. Now r and s

are neighbors of t and u, so G contains a 4-cycle. 0

There is a theorem [C-F, 3.7] which implies that if

P is a poset of length n with an involution without fixed

points, then there is an equivariant map |p, -> Sn. So by

10.6, if G has no 4-cycles, then there is an equivariant

map f.(G)I -- > S. If the converse of 10.5 were true, we

could conclude that any graph without 4-cycles can be pro-

perly 3-colored. But that is false, since there exist

finite graphs with arbitrarily high girth and chromatic num-

ber [Er].

The fact that if G has no 4-cycles then

dim 2 <(G) j < 1 also allows us to answer Lovasz's second

question, in the negative. If dim [2(G) j < 1, then the

higher homotopy groups of |&(G) I are all trivial. That is

because each 1-dimensional simplicial complex (which is

essentially the same as a graph) has a universal covering

space which is a tree, hence contractible. Therefore, the

chromatic number of G is not always indicated by a non-

trivial homotopy group.
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Now we need another general fact about equivariant

maps, which seems to be new.

10.7 Theorem: Suppose X is a space with involution v,

and g : -- > Sn is an equivariant map.

Then there exists j < n and S H H(X;2/2) such

that 8 $ 0 and vt(S) = B.

Furthermore, if no such 8 exists for j < n, then

5 can be chosen so that g*(8) is the nonzero element of

H n (,n; M/2)

Proof: The case n = 0 is straightforward, so we assume

n > 0. The proof will proceed by inductively constructing

singular chains. Bear in mind that signs can be ignored,

since we are using M/2 coefficients.

We will assume that there do not exist j < n and

8 e H (X; Z/2) such that 8 # 0 and v*(8) = 8. So the

goal is to produce a nontrivial element B of Hn (X; E/2)

such that v*(8) = 0 and g*(8) is nontrivial.

It is convenient to define a "symmetrizer" chain

map e8= id + V# on X. We use the same notation for the

chain map id# + a1  on Sn, where a is the antipodal

map. These operators can be easily verified to satisfy

ee = 0 and eg1 = g*8.
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If j < n, we have assumed that if e G Hi (X; Z/2)

and vs(S) = 8, then S = 0. Consequently, if a j-cycle

x. satisfies 6x. = 0, then x. must be a boundary.

Step 1 ':We observe that there are singular j-chains h

in Sn, O<4j 4 n, such that

h0  is an elementary 0-chain, 3h = Oh_1

for 1 < j C n, and hn generates

H n (Sn; ZZ/2) .

One should think of h. as a hemisphere of dimension j.

Ste 2.We construct singular j-chains c in X,

0 C j C n, such that

c0 is an elementary 0-chain, and 8c. = ec _

for 1 < j Cn.

We have assumed that there is no nontrivial 8 e H1_1 (X; z/2)

such that v,(8) = 0, so X is nonempty. Pick a point in

X, and let c0  be the corresponding elementary 0-chain.

Now ec0  is a 0-cycle (with respect to reduced homology.)

Since eec0 = 0, there is a 1-chain c1 such that

ac1 = ec0 '
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Suppose that ac. = ec. for some j such that

1 <j C n. We note that 9ec. = ec = eec = 0, so

Oc. is a cycle. Since 6ec. 0, there exists a (j+l)-
3 J

chain cj+l such that acj+ = ec. This completes the

induction.

Step 3. We inductively construct j-chains e. in Sn,
J

0 < j4n, such that

h. - c - Be. is a cycle.

To begin, note that h0 - 9#c0  is a 0-cycle,

since h0  and c0  were chosen to be elementary 0-chains,

so we can take e0 = 0.

Now suppose that e. is a j-chain, j < n, such
J

that h. - gc - e is a cycle. Since H.(Sn; /2) = 0,

there is a (j+l)-chain ej+ 1 such that

ae j+ = h.- g c - ee .

When we apply e, we obtain

aeej+1 = eh - gec .

By Step 1 and Step 2, this is the same as
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96ej+1 = ahj+1- Dg#4j+l'

which implies that hj+1 -9#Cj+ - 8ej+l is a cycle, as

desired.

Step 4: We complete the proof.

By Step 1 and Step 3, hn n -#cn -een is a cycle

which is homologous to either zero or ehn. In either case,

when we apply 6, we find that Ohn - 9#6cn is homologous

to zero. That is, 6hn and g#ecn belong to the same

homology class. Note that O6cn = acn = 66cn-I = 0, so

ecn is a cycle. Therefore, if- S is the homology class of

ecn, then g*(8) is the nonzero element of Hn (n;Z/ 2 ).

Finally, since 66cn = o v#Ocn = Ocn, so v() = 5.

Remark: Theorem 10.7 implies the well known fact that there

is no equivariant map Sm - 5b for m > n, which in turn

implies such familiar facts as the Borsuk-Ulam theorem, the

hairy ball theorem, and the ham sandwich theorem. With the

aid of the Universal Coefficient Theorem, one can also deduce

that any equivariant map from Sn to Sn has odd degree.

Finally we have our homology version of Lovdsz's

Theorem 2:
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10.8 Theorem: If H.(2(G);2Z/2) = 0
J

G is not k-colorable.

Proof: By 10.5 and 10.7.

Proof of 10.1: By 10.2 and 10.8.
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