HIERARCHICAL PRODUCTION PLANNING

by
ELIZABETH ANN HAAS

B.A., The University of Arizona
(1974)

M.S:, SToan School of Management
Massachusetts Institute of Technology
(1977)

SUBMITTED IN PARTIAL FULFILLMENT
OF THE REQUIREMENTS FOR THE
DEGREE OF
DOCTOR OF PHILOSOPHY
at the
MASSACHUSETTS INSTITUTE OF TECKHNOLOGY

August, 1979

(9) Elizabeth Ann Haas 1979

Signature of Author . . . < WU 500 WAL © i i v e e e e e e e .
A]fred S1oan School of Management, August,1979
. ~ 17
Certified by . . . . . . sAv v v ¢ v v v o .. e e e e e e e e e e e e e
A Thesis Advisor
Accepted by . . . . . . .. ~ e e e e e e e e e e e e e
Cha1rman, 53 artme tal Comm1ttee on Graduate Students
'ARCHIVES
”Assgc“#gﬁﬁmsmure -1-
SEP 25 1979

LIBRARIES



HIERARCHICAL PRODUCTION PLANNING

by
Elizabeth A. Haas

Submitted to the Alfred P. Sloan School of Management
on August 31, 1979 in partial fulfillment of the requirements
for the Degree of Doctor of Philosophy.

ABSTRACT

This thesis develops and tests a heuristic production
planning approach designed for tactical and operational
planning in a two-stage manufacturing environment. The
methodology developed incorporates the hierarchical philos-
ophy in the planning framework for both finished product
assembly and component fabrication. The assumptions
incorporated in the approach are tested, and the heuristic
procedure is compared to Material Requirements Planning.

The thesis concludes that the Hierarchcial approach
is based on sound assumptions and that there .are situations
in which a corporation which currently uses M.R.P. would
benefit from using such an approach. For the cases herein
tested, the only situations in which the M.R.P. approach
outperformed the hierarchical method were those for which
part setup costs were primary and part manufacturing was
not capacity constrained.

Thesis Supervisor: Arnoldo C. Hax
Title: Professor of Management Science
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CHAPTER 1 - INTRODUCTION

The hierarchical approach to production planning was
originally designed for determining production schedules 1in
single-stage manufacturing environments [18]. Since the
original concept was developed, extensive work has centered on
improving the method [41]1, [5]1, [12], [13]. The idea of using
the hierarchical framework for a multistage environment, one
in which costs from several stages, like part fabrication and
finished product assembly, are important, was first suggested
by Candea [8]. This thesis develops a practical hierarchical
approach designed for two-stage production scheduling. This
method is a heuristic and whenever possible an intuitive
justification. for chosen proceedures will be given. This
chapter presents an overview of the 1issues addressed by

production planning and the content of the remaining chapters.

1.1 Production Planning

Production planning is a term which refers to a wide
spectrum of issues, and addresses questions ranging from plant
expansion to scheduling employees' vacations. This spectrum
can be partitioned into three layers - strategic, tactical,
and operational. This classification follows Anthony's
general strﬁcture for managerial decisions [2]. Anthony's
framework has proven to be extremely helpful in generating
insights iﬁto the decision-making process, and in definihg the
characteristics of a sound planning method.

These three echelons - strategic, tactical, and

operational, have different scopes and planning horizons,



require different degrees of data aggregation, and are subject
to varying intensities of risk and uncertainties.

Strategic decisions fix the location, size and number of
plants and warehouses, set the choice of appropriate

technology, the means of distribution, contingency plans, the

seiection of product-markets, and product mix. Tactical plans
determine the size of the workforce, number of shifts, amount
of overtime and subcontracting, inventory %targets, and 1levels
of production for each period of the planning horizon. The
allocation of resources determined at the tactical level must
fit in the world defined by strategic plans.

~ Both strategic and tactical decisions deal with aggregate
quantities. For example, manpower 1is not determined for
individual products in each hour, but rather for groups of
products over a period of time. The existence of an
aggregation structure for products, customers, time periods
and resources is necessary for cohesive tactical planning.

At the operational level, management 1is concerned with
day-to-day 1issues such as, which workmen to assign to which
machines, which orders to expedite or de-expedite, and in what
order products should be processed on differing machines.
These decisions are constrained by aggregate tactical plans.

Production planning involves complex choices from a very
large number of alternatives. Decisions are made considering
conflicting objectives while satisfying financial,
technological, and marketing policies. Since managerial

-10- |
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interéction potentially affects the cost of goods sold and
hence the efficiency of an organization, it is natural and
necessary that several managerial echelons be active in the
planning process. . Hierarchical production planning, as
designed by Hax and Meal [18] facilitates this critical
interaction.

1.2 Outline of the Thesis

The next chapter of this thesis reviews single-stage
production planning with emphasis on the theory and
contributions of the hierarchical process. The multistage
environment and the methodology most frequently used for
production scheduling, Material Requirements Planning, is
described in the third chapter of this thesis. The fourth
chapter conceptually develops a two-stage hierarchical
production planning model. This chapter discusses the special
problems the hierarchical apprcach faces when placed in a
multistage environment, and the solution procedures adopted
for our modeling efforts. The fifth chapter tests some of the
heuristic procedures- described in the fourth chapter. A
limited comparison between +the hierarchical approach and
Material Requirements Planning is presented in chapter 6.
Finally conclusions and topics for future research are

discussed in the last chapter of the thesis..

-11-



CHAPTER 2 - APPROACHES TO SINGLE-STAGE PRODUCTION PLANNING

In a single-stage batch processing enJironment,
distinet 1items are manufactured with identical equipment.
Production planning addresses the dissue of determining the
number of wunits of each good to manufacture and the sequence
in which items are to be produced. A simple 1lot sizing
approach works well when the process being managed is not
seasonal in nature, or capacity constraints are nonexistant.
A global optimization method is appropriate for systems with
primary setup costs, accurate detailed forecasts, and accurate
parameters. The hierarchical approach was designed to fit the
needs of systems which are capacity constrained and in which
setup costs are secondary in nature. The traditional lot
sizing approach and the optimization method are both briefly
reviewed in this chapter, and then the hierarchical framework
is described.

2.1 Lot Sizing

The lot sizing method was designed to exploit the
economic order quantity concept. This approach was developed
for pure inventory systems . to.mthimite-total inventory
holding and machine changeover costs. It deals with each
order independently, and therefore does not address capacity
constraints, overtime or subcontracting. An illustration of
the cost tradeoffs considered by this method is shown in
figure 2.1.

The economic order quantity is manufactured whenever the

inventory of an item reaches a critical point. If demand is
-12-
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smcoth and capacity is available, the product's inventory will
resemble Figure 2.2.

The application of this approach to a manufacturing
environment may be very disappointing, since it does not
consider either the costs associated with fluctuating work
loads, or . . capacity constraints. For example, when several
items have similar seasonalities and capacity is l1imited- 1lot
sizing procedures may not be appropriate. In these
situations, many items must be produced simultaneously to
satisfy the corresponding demands. If the run quantities of
each of these items are substantial in size and capacitj is
limited, ‘the system necessarily is in frouble, necessi-
tating small production quantities. This creates high manufac-
turing costs and excessive downtime due__to machine changeovers.
Basically, this approach is designed for controlling product
inventories in the absence.of seasonalities .and-capacity .limi-
tations. It has been used extensively.-for-general manufactur-
ing activities. Unfortunately, it.is frequently applied in
improper settings.

2.2 The Monolithic Optimization Approach

Since the development of linear programming, operations
researchers have been attracted to modeling production
planning and scheduling systems. Monolithic or global models
attempt to minimize all production costs while satisfying
demand and without exceeding capacity limitations.

The essence of the direct optimization approach is to

-14-



capture the indivisibilities of run lengths and ecpnomies of
scale. This necessitates planning at a level of detail where
setup costs are incurred. Unfortunately, the resulting
mixed-integer programming formuletion 1is too large to be
solved by existing computational algorithms. Thus there has
beén major emphasis on transforming the problem into an
equivalent linear programming model which can be solved using
large scale programming methods. Pioneering work in this area
was done by Manne in 1958 [23]. This work was continued by
Dzielinski, Baker and Manne [9], Dzielinski and Gomory [10],
and later by Lasdon and Terjung [20]. Theoretically, these
approaches guarantee' an ‘optimal solution and are a great
contribution to the operations management literature.
However, there are two principal drawbacks to the
implementation of monolithic models - the datav required by
this approach are inappropriate for supporting aggregate
production decisions, and the models do not facilitate
managerial interaction with the solution process.

Tactical decisions are based on long run production plans
for aggregate products. However, monolithic models‘are forced
to deal with products at the most detailed level, in order to
include all relevant costs. To support tactical planning,
detailed product data must be aggregated. For example, a
critical input for direct optimization is forecasted demand
for each item over the entire planning horizon, typically one

year. The wuse of detailed data in these situations presents
-15-



two major problems.
Detailed forecasting requires significantly more

computation than aggregate forecasting, thus not allowing
complex and more accurate technigaues to be used. Forecasting
at the item level and then aggregating the ‘estjmates re-

sults in greater errors than aggregate forecasting.

The second practical disadvantage of direct
optimization, the 1inability to coordinate managerial
interaction with the model's solution, is a severe handicap in
real world situations. There are many details warranting
managerial consideration vhich are difficult if not impossible
to include in the modeling efforts. For example, managment
may prefer spurts of overtime to continual small amounts, so
that machine repairs and tuneups are easier.

2.3 The Hierarchical Approach

Both lot sizing and direct or global optimizatian share
a common characteristic, despite their extensive differences.
These models do not distinguish between different echelons in
the decision-making process. The hierarchical production
planning approach is characterized by its recognition of the
need to separate tactical from operational decisions and by
its ability to deal with individual decisions at each level
while wusing 1linking mechanisms for transferring higher level
results to lower levels. Hierarchical production planning is

designed to encourage manaéerial interactions at all levels.

76~



Hierarchical production planning addresses the continuous

issues involved with tactical and operational planning done in
an environment defined by strategic plans. Long-range
planning defines parameters for hierarchical production

planning. For example, service level and the products being

produced are determined by strategic plans.

The first stage of the hierarchy addresses tactical
planning and determines an aggregate production plan: the
timing of inventory buildups, manpower decisions, capacity
utilization, and overtime schedules for the entire planning
horizon, typically a full year.

Given an aggregate production plan, a variety of methods
have been proposed for disaggregating the production schedule
for the current time period. Basically, the second level of
the model attempts to minimize setup costs subject to
constraints imposed by the aggregate production plan.

The third and final level in the hierarchy schedules the
production quantities of each item in order to maximize the
time until the next setup of similar items is required and
maintain the constraints imposed by previous levels. A
conceptual overview of the hierarchical framework is
illustrated in Figure 2.3. The design of a hierarchical
system is a complex task. An excellent framework is provided
by Hax [15]. The framework needs to both fit the
organizational structure it 1is designed for and be

analytically sound.
-17-
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For the hierarchical framework three 1levels of product
aggregation have been identified [18]. At the highest level
of aggregation, items with similar costs and productivity
characteristics are grouped into product types. This grouping
is used to determine the optimum aggregate 1levels of
production, manpower, and inventory. Within a product type,
items sharing major setup costs are grouped into a family.
This is done in order to allow all items in a familiy to be
produced Jjointly, thereby avoiding unnecessary setup costs.
Figure 2.4 illustrates an example of item partitioning.

The Aggregate Model

The first stage in hierarchical production planning is
the aggregate level. A model frequently used is a linear
program designed to minimize the total costs involved in
accumulating seasonal stock, regular and overtime production,
and holding inventory. Other costs can easily be added to the
formulation. Any aggregate production planning model can be
used in the first stage of hierarchical production planning as
long as it adequately represents the practical problem under
consideration. For extensive discussions of possible models,
see [71, [15].

As tactical planning is concerned with complete seasonal
cycles, typically a year, the model finds the optimal solution
for a complete cycle. Tactical managerial decisions may
affect the solution of the model at this stage. This

aggregate model is run every period with a rolling horizon, so

-19-
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that a complete cycle is always considered. A period in this
context is situation dependent. In practice, it has been
found that four weeks in a period and 13'periods in a year are
a good choice. Virtually all disaggregation methodologies use
as a primary input the aggregate production levels specified
by the aggregate model. An aggregate model is illustrated in
Figure 2.5.

The aggregate model works with annuall aggregate
forecasts. The forecasting techniques can therefore be
sophisticated, and in general will be more accurate than the
forecasts required by the approaches discussed earlier.
Decisions on regular time, overtime, and hiring and firing are
based on total demand. Therefore, the forecasts ~associated
with hierarchical production planning should result in better
décision-making ability than the approaches associated with
less accurate forecasts. Figure 2.6 depicts the flow of
information at the aggregate level in hierarchical production
planning.

The Disaggregation Methodologies

A critical step 1in the higrarchical scheme ‘"1is to
determine how aggregate production quantities should be
allocated among the families belonging to each product type.
It is at this 1level in the hierarchy where setup costs are
considered. To insure feasgibility and consistency in the
s&stem, the sum of the production of the families in each

product type must not'be greater than the amount dictated by
' -2’]-.



FIGURE 2.5 Determina

tion of an Aggregate Production Plan

!

MINIMIZE PRIMARY COSTS

MIN z[ = (h(i)*I
t i

such that:
p(i)*[R(i,t)+0(d
R(i,t) > 0
o(i,t) > 0
I(i,t) > ss(i,t)
?R(i,t)g_r(t)
£0(i,t)< o(t)

R(i,t) =

ss(i,t) =

r(t) =
o(t) =

d(i,t) =
p(1) A

(i,t) + cr*R(i,t)+co*0(i,t))]

o, t)] + I(i,t-1) - I(i,t) = d(i,t)
for all i,t

for all t

the holding cost per unit of product type i

the planned aggregate inventory of product type i
in period t

the cost of regular time associated with the
production of finished products

the regular time allotted to the production of
product type i in period t

the safety stock of product type i required in
period t and is determined based on required
service levels and forecast errors

the available regular time for the production of
finished goods in period t '

the available overtime for the production of
finished goods in period t

the effective demand for product type i in period t

the productivity rate - units of product type i
which can be aasembled per hour of production time

22
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(24
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the planning horizon. ' . entire planning
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*%* These variables are
passed to Figure 2.9.

FIGURE 2.6 Flow of Information at -the
Aggregate Stage
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the aggregate model for this product type. Four

disaggregation me;hods proposed in the literature will be
presented: Equalization-of—Run-Out-Times (EROT) [19], Winters
[35], Hax and Meal (18], and Knapsack [4]. Figure 2.7
displays a flow chart comparing the algorithms.

The Winters Approach

The Winters approach was first proposed in 1962 [35].
its central idea 1is to exploit thg Econémic Quantity (EOQ)
concept. The methodology allocates X?I,t), the aggregate
production quantity for product type I in the immediate
pericd. The allocation process is ‘conducted through the

- following steps:

1. Compute the run-out-time for each item, k, in

product type I:

ROT(k) = [AI(k) - ss(k)]/d(k)

where:

AI(k) represents the available inventory
of item k,

ss(k) represents the safety stock of item
k,‘and |

d(k) represents the demand for item k in
the current period.

2. Compute the run-out-time for each family, j in

product type I -
R = Mini :
RoTa) = Mintmp SOt

-24-



where:

k(j)represents the set of indices of all

items in family j. |
3. Rank all families within a product type by their
associated run-out-timer  so that those families
with smaller run-out-times are at the top of the
list. An index, Index(j) indicates what position
family j occupies on the list. |
4. The run quantitiy of the first family on the
list is scheduled for production, and that family is
moved to the bottom of the list. The run quantity
for a family, RQ(j), is defined as:

RQ(J) = MIN{EOQ(j), 0S(j)=-AI(j)}

where 0S(j) represents the overstock limit of family
j. When family j has a terminal demand at the end
of its season, 0S(j) can be calculated by means of a
newsboy model (see Zimmermann and Sovereign [361).
If demand for the product 1is continuous, storage
space or annual demand can dictate the level
overstock limit is set at.
5. 1If a run quantity of the second family on the
list, now moved up to the top position,can be
produced without the total planned family production
excceding X(I,t) it will be planned.
6. This process continues until a family is reached
that cannot be produced without the total running

cver the planned aggregate total.
-25.-



FIGURE 2.7 The Disaggregation Algorithms
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There are two drawbacks associated with this method of family
scheduling which will briefly be mentioned. If capacity is tight, it
may be important to allocate all of X*(I,t), while this approach usua]1§
will not do so. It would be a rare occurence if the sum of the run
quantities of the families produced exactly matched the aggregately
pianned number. Secondly, it is possible for a run-quantity of every
family on the 1ist to be allocated, while a significant quantity remains
to be allocated. In this case two E0Q's of a fami]y~may be planned for
production. The economic order quantity conecpt was designed to offset
setup and holding costs. The idea of a complete second EOQ or not to
produce the remaining quantity is meaningless, as a second setup cost
does not occur when more than one EOQ is produced. After disaggregat-
ing to the family level the approach disaggregates family quantities to
determine item production. An approach for doing this is described
later.

The Equalization-0f-Run-Out-Time Approach (EROT)

The production levels determined at the aggregate planning stage
for a given type are disaggregated using as a criterion the equalization
of the run-out-times of all items belonging to that type. This {is
equivalent to maximizing the time until any item within the product type
will run out. If the type run quantity is set at X*(I,tl, for the
immediate period, the run quantities, Z(k), are initially set for each
item k - |

2(k) = d() * [0C(LE) + 2 (AT(K) - ss(K))/ E d(k)]
b - AL el

-27=



where:

d(k) is the forecasted demand for item k in the
immediate period, ' '

AI(k) is the available inventory of item k, and
ss(k) is the safety stock for item k.

All the 1Z(k)'s are required to lie between zero
and the overstock 1limits 1less the available
inventory plus the safety stock.

If some Z(k) violates its upper or 1lower bound,
or production is less than zero, it is defined as
being equal to that bound it violated , f?I,t) is
decreased by the quantity allocated to that item
and the process is repeated with the remaining
items - the Z's are redefined. until a
production quantity of every item is determined.

This approach ignores the family level and setup

costs and typical solutions are such that whenever the
aggregate problem allocates a non - zero sum in a given
period for production of a product type all of the items in
that type end up being produced in that period. Little is
lost by using such an approach when setup costs are very
low or holding costs are so high every product will be

setup in every period, regardless of the disaggregation

scheme.

The Hax-Meal Approach

The Hax-Meal algorithm was developed in 1973 [18].
The concept behind this algorithm is to base intial
allocations on the classical EOQ formula and then to ad just
these levels to better ‘fit the aégregate model. The
Hax-Meallapproach recognizes that holding costs over future
periods have been determined by the aggregate model, and
that the primary concern should be minimization of setup

costs. This methodology allocates production capacity only
’ «28-



to those families that will run-out in the immediate period in lot sizes

proportional to their E0Q's. If all families scheduled for production

hit their overstock 1imits other families are considered. Formally the

algorithm works as follows:

1.

A 1list composed of all families within a product type which

will run-out in the immediate period is constructed. This

set of families will be called J*.

For each family in J*, an initial run quantity is scheduled:
~ *
Y(j) = Minimum- [E0Q(j), 0S(3) - AI(j) 1 for all jed .

If the sum of ?(j) for all j in J* does not add to X(I)*,

they are adjusted in the following manner -

A.

A *
If T 4 Y({) <Xx(1),
jed
new run quantities are defined as:

Y*(3) = Minimum [ 0S(j) - AL(j),

YY) + (D" - £, V(5)*R)]
Jed

where:

R(3) = (0s(j) - AI(§))/L jid* (0s(j) - AI(3))1;
until all families triggering hit their overstock
limits in which case new fiamilies areddded to the
trigger list.

If ji: . ?(j) > X(I)* , the run quantities are
ed

decreased proportionally to their initial assign-

ments :
Y () = X(D) " YEWL T . V().
_ jed
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After these family production quantities are
determined, they are then disaggregated to set item
production quantities. A routine for this second level of
disaggregation is described later in this chapter.

The Knapsack Approach

The Knapsack approach was formalized in 1977 by Bitran
‘and Hax [4]. It was an attempt to build the Hax-Meal
concepps into a sub-optimizatiqn model. This approach
minimizes setup costs at the  family level.. The
miniﬁization disaggregates the total production allocated
to a product type among its families imposing feasibility
constraints. The algorithm is illustrated in Figure 2.8.
The structure which emerges is that of a bounded conVéx
knapsack program with continuous variables, hence the name
knapsack. The approach then passes the family production
levels to the item disaggregation routine.

The Item Model

The final stage in the hierarchical  production
planning process 1is the scheduling of items within a
family. For this task, overstock 1limits and service
requirements must be observed. The general approach to
accomplish = this task is to equalize the expected run-out
times of the items in a family. The expected time until it
is necesséry to set wup the ,family again is thereby

maximized. This item approach parallels the EROT routine

explained earlier.
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FIGURE 2.8 The Knapsack Routine

Minimize secondary costs

MIN £ s(j)*d(3)/a(3)
Jei

such that:

£ Q(3) = Y(i)
J

1b(§) < Q(3) < ub{j)

where: |

s(j) = the setup cost necessary for family j

d(j) = the demand for family j (annual or other specified
time interval)

Q(j) = the production of family j in the immediate time period

Y(j) = the total production of type i designated in the first
level of the hierarchy

1b(j) = the lower bound on production of family j

ub(j) = the upper bound on production of family j
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An alternate approach has been proposed by Bitran and
Hax [5]. This approach differs from EROT when overstock
limits or understock limits become binding.

Applicability of the Hierarchical Approach

Hierarchical production planning was designed to be

used in situations with the following characteristics:
1. production is done in batch sizes,
2. setup costs are secondary in nature while
other costs, 1like inventory holding costs,
overtime, and hiring and firing are primary, and
3. the planning desired is f&r a single-stage
process. This occurs whenever one stage in a
process is truly dominant because of costs
or capacity constraints. The environment need
not be single-stage, just single-stage dominated.
The constraints considered are from this unique
stage. This plan may then be used as the driving
force in an MRP system.

The initial Hax-Meal approach was designed for a_major'
corporation. Seasonal inventory needed to be planned for
differing products. An example of such products are the
snow-tires. The inventory was to be built up such that:

1. The company did not have to carry large
inventories from one season until the next,

2. peak demands would be met with a minimal

‘amount of overtime,
-32-



3. the costs of necessarily changing the

procduction equipment to be used from one family

to another were minimal, and

4. the chance of running out of a product

demanded coincides with the corporation's service

level policy.
This 1is a batch proce;sing environment. The primary costs
included regular and overtime and inventory holding costs.
Setup costs were classified as secondary. Only the finél
stage of production is considered - the availability and
production of materials is assumed to be of secondary
importance to the model and to management, principally for
cost reasons.

This type of éroduction process is handled well by the
Hax-ﬁeal or Knapsack algorithms. This claim is supported
with data in a paper by Haas, Hax and Welsch [9]. The
general flow of information while disaggregating - an

aggregate schedule is illustrated in Figure 2.9.

-33-



FIGURE 2.9 Flow of Information at the Family and Item Levels

INPUT* _ STAGE

1. Service Levels Y! Family Level

2. Time and Cost
Requirements of
Machine Changeovers

.
3. Planning Distributiod [Review Period is

Planning Horizon
is one month

for the immediate one week
month

4. Demand forecasts J Item Level

5. Policy variables ‘

6. Total production *P]anning Hordzon

and inventory is one week

levels*** Review Period

is one day

* These variables must be
available for each
.family or item over the
indicated period - one
month or one week.

kkt
These numbers are determined in Figure 2.6.

- .34-

OUTPUT**

1. Frequency of Changeovers

. Structure of Inventory

3. Structure of Production

fen

*%k

Schedule

. Accuracy of Parameters

used in higher levels

. Part Orders for future

periods

These variables are
specified for each
family and item over
the indicated planning
horizon.



CHAPTER 3 - THE TWO-STAGE ENVIRONMENT
This chapter first briefly describes the two-stage
production process and how its planning diffefs from the
single-stage case. It then presents a general overview of
Material Requirements Planning - what it does and how it fits
"into a manufacturing system.

3.1 The Two-Stage Process

In this research, a two-stage production system is
defined as a manufacturing process in which component parts
need to be fabricated or purchased, and then assembled into
finished goods. Thgse two phases, fabrication and assembly,
occur at separate work centers. The first phase may consist
of distinet components being fabricated at or purchased from
separate localities. For example, prior to manufacturing a
pencil, the 1lead, the wood, the eraser, and the fennel, the
metal rim, need to be purchased or fabricated, generally all
from different work centers. We will use this manufacturing
énvironment in subsequent chapters to test the performance of
the proposed systems at supporting prdduction decisions in
two-stage production process.

A typical two-stage production process is illustrated in
Figure 3.1. Three distinct elements exist in the schematic
representation -

1. Production operations - the fabrication and

assémbly processes, |

2. Stocking points, where inventory of parts and

finished products are accumulated, and
=35«
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3. Flow of material between stocking points, into
the system and out of the system.
This definition of the two-stage production process is not all
. 4nclusive, there are a large number of two-stage processes
which will not be treated here, such as distribution systems,
and job shop scheduling and dispatching problems.

Production planning in the two-stage environment has the
objectives described in the first section of the thesis, cost
minimization while satisfying demand. The pufsuit of that
objective, in a two stage situation, naturally involves more
complex considerations and constraints than the single-stage
process does. The principal difference between one and
two;stage production is that in the two-stage case the
assembly of finished products is dependent on the fabrication
and availability of components.

In this setting, it is important to distinguish between
"dependent" and "independent" demand. "Independent'" demand
for an item cowes from customers outside of the manufacturing
process. In the two-stage setting depicted in Figure 3.1, the
demand for finished products is "independent". "Dependent"
demand of a particulér; item, is generated inside the planning
model and. is determined by internal needs of the final
assembly process. For example, the demand for components
necessary to assemble finished products is determined by the
demand for finished producté. Items may be subject to both

sorts of demands.
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3.2 An Overview of Material Requirements Planning, M.R.P.

M.R.P. is directed towards coordinating the
manufacturing of all items required for the production of
other items. The technique is designed for any number of
stages in the manufacturing process. The description here is
for the two-stage process and the concepts can be readily
extended to an} number of stages.

Most commercial codes begin with a master schedule
indicating the planned production of all goods which have
independent demand and require the production of other items
for at 1least L periods. L represents the maximum lead time
required for parts to be available. The development of such a
schedule is generally external to the M.R.P. process.

The technique explodes the scheduled production of
finished products to determine the resulting. component
requirements. Included in these explosions may be a normal
shrinkage or spoilage factor.

Once the time-phased requirements for components are
calculated, the on hand and on order part quantities are
netted out to establish effective requirements. The
"dependent" demands for components are calculated, and
component ordering quantities are set from these effective
requirements. There are many approaches for setting ordering
quantities, examples are - fixed order quantity, lot for 1lot,
fixed period requirements, part-period balancing {311,

Wagner-Whitin [28], Silver-Meal [30], and Economic Order
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Quantity [7]. Given the planned order quantites, the proper
timing of ordefs is set to ensure that the scheduled assembly
of finished products is feasible. .

The overall flow of the M.R.P. process and how it fits
with assembly planning and control is illustrated in Figure
3.2. For an M.R.P. system to work it requires the existence
cf an accurate product-component *equirement file, on-hand .and
on-order component status file and a master schedule.

M.R.P. has five direct benefits -

1. Multiple component availability is coordinated
through the use of detailed forecasting and
planﬁing;
2. Inventory investment is reduced because the
increased information flows needed to support an MRP
system facilitate more timely purchasing and
fabrication decisions;
3. Management 1is provided with feedback which
allows them to fine tune component orders.
4, Due to the planning of component production,
part setup costs may be reduced; and
5. Managment can do a better job of capacity
planning with the aid of an M.R.P. system.
M.R.P. has two principal disadvantages and several potential
drawbacks if the system 1is not properly constructed. The
principal drawbacks are -

1. The need for information processing and accurate

i _ «39.



FIGURE 3.2 Material Requirements Planning (MRP)
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files of bill of material réquirements and inventory
staths are expensive

Fil

and

2. The failure to consider component fabrication
costs in the master schedule may lead to non-optimal
planning decisions.
Examples of potential disadvantages include -
1. M.R.P. systems generally assume that part
capacity is unlimited, and lead times are
independent of work loads; these assumptions caﬁ
result in component bankorders.
2. Systems may have nervous responses to temporary
changes in shrinkage factors or lead times causing
unnecessarily large part inventory,
3. Unrealistic and inaccurate shrinkage factors may
result in component shortages.
4. M.R.P. systems may treat indenpendent cémponent
demand inappropriately, thereby component inventory
may nct be properly matched.
5 The inadequate provision fof uncertainty,
‘particularly when lead times .are long, may: result in
component shortages.
Overall, all of these potential disadvantages can be
handled with numerous tricks or special techniques whieh have
been developed, while the principal. dlsadvantages cannot. Faor

a more thourough discussion of M.R.P. see Orlicky ([27] or
| -41-




Smith [311.

The MRP model used for Comparative Purposes

As stated earlier the determination of a master schedule
is a moot 1issue in MRP literature. However, the existance of
such a schedule is a critical input to an MRP system. It was
felt that the determination of such a plan would reasonably be

done in a manner to minimize all primary costs associated with

assembling the finished products, The 1level of detail .

required in the master schedule is such that part requirements
can be specified. The master schedule used for our comparison
of algorithms uses the aggregate model from a single-stage
hierarchical scheme and disaggregates the resulting aggregate
schedule for every period using an.
equalization-of-run-~out-time approach. |

Given the master schedule, the part requirements for 'an
entire year will be analyzed. For each part, a Silver-Meal
algorithm will be uséd to plan part production quantities over
the year. The total requirements of men and machines will be
examined to determine the feasiblity of the desired part
production schedule. If the schedule is not feasible, due to
part capacity, two further schedules will be developed and the
one with minimal cost chosen. The two schedules will alter
the original schedule in the following mannef:

Schédule one

Move parts scheduled in the periods of trouble back one

period if possible. If the schedule is still not

-42-
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feasible, delay the production of finished products

,pquiring the infeasible parts up one period.
Schedule two

Move the production of finished products requiri#gs the
infeasible parté up one period, -whenever possible. If
the part schedule is still not feasible, move the
production of parts where necessary and possible back one
or more periods. |

The master schedule will be updated and exploded every
period. This is the MRP éystem we will be comparing with the
two-stage hierarchical approach, later to be developed.

It was felt that we were giving the MRP system a fair
chance in the comparison of algorithms. As the Silver-Meal
approach has been rated very favorably as a heuristic for
scheduling parts [28]; the adjustment procedures gives the
MRP two shots at every simulation; and the manner of
determining the master schedule optimizes all primary 9osts
over the feasible region for scheduling, as will bé proved in
Proposition 3.1.

Proposition 3.1

If there 1is an optimal sclution to the aggregated mcdel used
in single-stage hierarchial planning, illustraﬁed in Figure
3?4, and that solution is disaggregated using ‘the EROT
approach for every period, that sclution is optimal and
feasible in the detailed LP illustrated in Figure 3.3 which

may be used in MRP to determine the master schedule.
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FIGURE 3.3 The Detailed Linear Program Supporting M.R.P.

Pl
Objective:
T
1) Min z[z I h(i,t)*I(i,t)+cr(t)*R(i,t)
Iielt=1 +co(t)*0(i,t)] ' -
s.t.
2) © rR(i,t)<-r(t) for all t
Iiel
3) £z 0(i,t)<oft) for all t -
Iiel :

4) R(i,t), 0(i,t)> 0 for all i,t

5) I(i,t)> ss(i,t)

6) I(i,t-1)+p(I)*[R(i,t)+0(i,t)] .
~I(i,t)=d(i,t) for all i,t

Where:
h(i,t) = the holding cost per unit of item i in period t |
|
I(i,t) = the inventory of item i planned for period t |
cr(t) = the cost of reqular time associated with the assembly |
of finished products in period t
R(i,t) = the regular time allotted to the production of family i
in period t
co(t) = the cost of overtime associated with the assembly of
finished products in period t
o(i,t) = the overtime allotted to the productions of item i
in period t
ss(i,t) = the safety stock of item i required in period t
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r(t) the available regular time in period t

o(t) = the available overtime in period t
d(i,t) = the demand for item 1 in period t
p(I) = the productivity rate associated with type I.
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FIGURE 3.4 The Aggregated Linear Program Supporting the First Stage
of Hierarchical Production Planning

P2

Objective:

7) Min ? £ (h{I,t)*I(i,t)+cr(t)*R(I,t)
t
+co(t)*0(i,t)

s.t.

i TR ;?-,Wn .

8) £ R(I,t)< r{t) for all t
I

9) § 0(I,t)< o(t) for all t
10) R(I,t), 0(I,t)> O for all I,t
1) I(I,t)> ss(I,t)

12) p(I)*(R(I,t)+0(I,t))+I(I,t-1)
-I(1,t)=ED(I,t)

Where: A

ED(I,t) represents the effective demand of product type I in period t.
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~Proof_of 3.1

1. The objective functions, equations 1 and 7 of the two
problems are identical as -

a. every product has 3 components in the
objective function, an inventory, regular:
time and overtime term,

b. {if two products have an identical set of
components, the values of those two com-
ponents can be aggregated in the objective
function.

c. by definition of product type, all families
within a product type have identical compo-
nents in the objective function

d. therefore the aggregation of families into
types in the objective function, does not
change the solution. :

2. Any solution to the detailed problem, P1 is feasible
in the aggregate probiem, P2 -

a. 1if the constraints in the detaiied problem
are satisfied, the sums will be
satisfied so constralnts 2 to 5 summed
match equations 8 to 11.

b. by summing all of the families equalities
in equation 6 in a given product type,
equality would be assured in equation 12.
by the definition of effective demand. The
ED's in the aggregate model are effective demand,
and the I's are adjusted properly.

3. This implies that if an optimal solution in the aggregate
modei :s feasible in the detailed problem, it is alse
optima

4. A1l feasible sol?tions to the aggregate problem, disaggre-~
~gated using EROT' are feasible in the detaiied problem as ~

a. constraints 2,3 are clearly satisfied,

b. constraints 4 are satisfied, as a positive
number is broken into pieces, all the
pieces remain positive.

c. constraint 5 {s true, as the definition of
safety stock gurantees that:

1. This version of the EROT pays attention to safety stock.




Zss(i,t) < soI,t)
iel

d. To show that constraint 6 in the detailed
model 1is true, we will add to each side
of equation 12 the difference between
demand and effective demand. Use of EROT

~gurantees constraints 6 of the detialed
algorithm.

note - this would not necessarily be true, if effective
demand were not used.

5. This implies an opt1ma1 solution to the aggregated
model, disaggregated with the EROCT routine fis
fea31h1e and optimal in the detailed problem.

G.E.D.
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3.3 Overall Remarks

In general, M.R.P. can add a lot to a production system
that currently is operating without any form of coordination.
In the next chapter an alternative approach for two-stage

production planning is developed.
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CHAPTZR 4 - A CONCEPTUAL PRESENTATION OF THE TWO-STAGE
HIERARCHICAL METHODROLOGY

4.1 An Overview

It is the purpose of this thesis to develop and test
a hierarchical planaing framework suitable for a two-stage
production environment. This methodology has extensive po-
tential utilization as an approach for coordinating the
production of finished products and their associated compon-
ents, while minimizing all primary costs and allowing flex-
ibility in the scheduling process. Throughout the develop-

ment of this heuristic approach the ability of corporations

to actually use the process will influence modeling decisions.

With this planning process, 2 company which fabricates
some components used in assembly can appropriately account
for all primary factors wheq designing the assembly schedule
for finished products, and the associated plan for component
fabrication. This list of primary factors includes whatever
limitations exist on component fabrication. It was our
desire to offer an alternative to M.R.P. which originaliy
motivated the use of this hierarchical framework in a two- .
stage setting.

As we develop the two-stage mecdel we will strongly rely
on our knowledge of the one-stage hierarchical process. The
general structure and the flow of information associated with
thé two-stage hierarchical approach is illustrated and con-

trasted with the single-stage structure in Figure 4.1. For

the two-stage case, the first level in the hierarchy determines
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Figure 4.1 The one and two-stage Hierarchical Flow
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the production of aggregate parts and finished products period
by period over the entire planning horizon. This scheduie is
concerned with feasibility and resource utilization, while
minimizing primary costs. As in the single-stage model, tac-
tical planning and high level managerial interaction are
readily facilitated and encouraged by this povrtion of the
model.

The second level in the hierarchical framework determines
& detailed production schedule which coordinates the schedul-
ed assembly of finished products for L periods, with the fab-
rication of detailed components in the immediate period. In
this context, L represents the maximum lead-time associated
with component fabrication or orders. Simultaneously, this
schedule is feasible and in aggreement with the aggregate
schedule and the tactical plaﬁs previously developed. From
these disaggregated schedules assembly and fabrication or
orders in the immediate period are determined. Supporting
the determination of the parts to fabricate and the associated
quantities is the planned production of finished products for
L periods. The planned production is not frezen. However,
the parts that will be available in L periods is frozen.
This Tevel, as in the single-stage case, addresses operational
plans and faciiitates low level managerial interaction.
However, the degree of operational managerial interaction
possible in the single-stage uierarchical approach may be

greater than in multistage cases. This fis because the
' - =52-
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production plan in the multi-stage case tends to be con-

strained by the interaction of the different stages involved.

Therefore, principal operational deviations may best be done

by managerial insights being fed back to higher levels fn the

process. In this manner changes in the operational schedule
can be done "in a courdinated fashion. It is worth pointing
out: that the ability for management to change the planned
production in a coordinated fashion with ful?} understanding
of potential repercussions is not readily supported with an
M.R.P. system.

To support this planning process, a method for aggre-
gating fi;ished products and parts must be defined. The
rationale for this need is identical to that for the aggre-
gation of products in the single-ctage situation: by
working with aggregated products. and parts, the
tactical planning process is built on more accurate fore-
casts; managerial interaction in an imprecise environment
is more readily facilitated and can be done with a greater
understanding of its consequences: and potential problems
are more easily identified in the aggregate schedule than
in a detailed schedule.

For the purpose of this study, parts were aggregated
in two levels, parts and part types, and firished products
were aggregated in three, items, families and types. We
based the method of aggregation on an actual practical

setting: the producticn of pencils. The number of levels
| -53-




and manner of aggregation are critical, as will be demonstra-
ted by the detailed development of the model which follows.
The grouping of products and parts herein described should

be viewed as a possibility that worked for the particular
situation considered but not necessarily correct for

another product structure.

Finished product items with similar production param-
eters, (e.g. productivity, and seasonality) were grouped
into types. Items within a product type sharing major setup
costs were grouped into families.

Parts were aggregated in a somewhat different fashion.
Each part required seperate setups and the grouping into
families was felt to be unnecessary. Parts produced by
the same capacity or purchased from the same supplier were
grouped into types.

This chapter develops in detail each stage of the
hierarchical process. The next section addresses the
issues involved with the development of the aggregate model.
The problems associated with disaggregation and suggested
approaches are then presented. The last section reviews the

overall hierarchical framework.
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4.2 The Aggregate Model

The aggregate model is the first step in the hierarch-
ical process. It guides management in tacticai decision-
making in an environment defined by strategic plans. Its
overall purpose is to determine an effective feasible sched-
ule, for aggregate finished product assembly and aggregate
component fabrication over the entire planning horizon.

This schedule is to minimize the primary assembly and
fabrication costs while coordinating the production of
finished products with the availability of associated com-
ponents and satisfying the demand for finished products.

This model is run as frequently as tactical planning requires.
To simplify the exposition, we assume throughout this thesis
that the model is run every period with updated forecasts and
data. A period is defined as four weeks. This definition

of period is used instead of a month so that each period is
of equal length - the capacity available in every period {is
identical and the part lead time can be expressed in terms

of periods.
The aggregate model used for two-stage planning is of the

same format as that recommended in the single-stage case, a
l1inear program. This particular method is not required, but
has the advantages eariier discribed. For other possible
models see [7]. Each part of the two-stage aggregate model
will be built and explained in the this section.
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The Objective Function

The objective function in the two-stage aggregate modei
mirrors the one used in the single-stage model. The two-stage
objective function minimizes both part and finished product
production costs, those associated with hoiding products
and parts in inventory and the overtime used for their fabri-
cation or assemb]y: The single-stage model was solely concerned
with the expenses associated with finished prbduct assembly.

A comparison of the two objective functions follows:

The SingI%-Stage Model

(1) Minimize §[¥'th(t)*r(i;t) + cr*R(i,t) + co*0(1,t)}1]

The Two-Stage Model

(2) Minimize Z[E{h(i)*l(i t) + cr*R(1,t) + co*0(i,t)}
+§{n(j)*l(3 Jt) + cr(d)*R(d,t)
+ c0(J)*0(J t)} 1.

where: t represents the time period
1 represents the finished product type, and
J represents the part type;

h(i) represents the holding cost for product type 1
for one period,
h(j) represents the holding cost for part type j
for one period,
I(1,t) represents the inventory of product type 1
at the end of period t,
I(J t) represents the inventory of part type j at
the end of perfod ¢t
cr represents the cost of regular time used for
finished product assembly,
cr(j) represents the cost of regular time used for
-56- the fabrication of part type J.
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R(i,t) represents the reguiar time allocated for
the production of product type 1 in '

A period t, -

R(j,t) represents the regular ‘timeallocated for
the fabrication of part: type j in period

t,
co represents the cost of overtime for finished
~ product assembly,
co(Jj) represents the cost of overtime for the

fabrication of component j,

0(i,t) represents the overtime allocated to the
assembly of finished product type i in

~ period t, and

0(d,t) represents the overtime allocated for the
fabrication of part type j in period t.

-

It is worth noting that the overtime and regular timé costs

for finished products have all been assigned-the same value,

while those same parameters associated gith bart typéé have
been assigned differing values depending on fhe spec%fic part
involved. This s due to our definition of part types. In
this model, part types may'originate ffom seﬁaréte saources,
and Qithin those sources the overtime costs may differ. For
example, the assembly of a pencil requires an eraser and a‘j
lead, each of these components may be manufactured at sep-
arate locations or distinct plants. One of the components
may requife more skilled labor or more machine time than the
other and therefore be more expensive.

Other primary linear costs, such as hiring and firing,
or separate finished product labor costs may be added without
loss of generality of the results in either case - single or
multi-stage. However, for the purposes of discussion and

development in this thesis, the model is kept as simple as
-57-
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possible. ¥
There are three types of constraints: those solely é
concerned with aggregated finished products, those requiring
feasibility of the planned production of parts, and those
ccordinating the process of product assembly and component

fabrication.
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Constraints on Finished Products

In the single-stage hierarchical model, the production of
finished products is constrained so that:

1. The eXpected demand for all products is satisfied -

(3) p{i)*[R(i,t)+0(i,t)] + I(i,t-1) - I(i,t)
= D(i,t] for all i,t
where:

p(i) represents the productivity associated with
finished produrt type i, the units of product
type i produced per hour, and

D(i,t) represents the demand of finished product
type i in period t;

2. The planned usage of regular and overtime in any period

is not greater than that available -

 R(i,t]) < r(t)
1

(4) | for all t
£ 0(i,t) < o(t)
;

where:
r(t) represents the regular time available in
_ period t, and
o(t) represents the overtime available in period

3. The expected inventory levels for all products remain
within bounds -

I(i,t) bd SS(i.t)
(5) _ for all i,t
where:
ss(1,t) represents the safety stock of product type
1 in period t, and
os(i,t) represents the cverstock 1imit of product
type i in period t; and
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4., The regular and overtime allocated to any product type
must be nonnegative -
R(i,t) > 0

(6) for all i,t
: 0(i,t) > 0

v

The consideration of component fabrication, while introducing
new 1imits on feasibility does not affect any of these sets
of constraints, and simultaneously does not generate any new
constraints which only affect finished product assembly.

A11 of the constraints on fabrication or purchase of parts

do not 1imit finished products without explicit reference to
the availability of components; The only coupling constraints
are mass balance equations; The constraints on finished
products in the two-stage model are identical to those just.

presented for the sngle-stage modeI;

Constraints'on'Cdmpdﬁents

The constraints which only address the fabrication of
pArts parallel those solely dealing with finished product
production. The following equations set bounds on inventory
and the use of regular and overtime for parts and in part

fahrication -

! I{J,t) > ss(j,t) .

(7) " A for all j,t
I(J,t) < os(J,t)
R(j,t) >0

(8) n for ail j,t
0(j,t) > @

and
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(9)

z R(3,t)
P 0(3,t)
j

r(t)
< o(t)

| A

for all ¢t

However, all parts may not originate at the same source, as

indicated in our discussion ¢f the objective function.

In these situations, equation 9 gets broken down by source.

This is exemplified for the case of two sources in equations

9A -

(94)

where:

I R(§,t) < r(di,t), I R(i.t) < r(d2,t)

jedl

jed2

2 0(3.t) < o(d1,t), T 0(j,t) < 0(d2,t)

jedl

ssj,t)
os(j,t)
r(t)

o(t)

r(J1,t)
r(d2,t)
o(d1,t)

o(J2,t)

jed2

represents the safety stock of part type J
required in period t,

represents the overstock 1imit of part type
j in peériod t,

represents the total available regular

time for part fabrication in period t, when
alt parts eriginate at the same source,
represents the total available overtime

for part fabrication.in.period t, when all
parts originate at the same source.
represents the total available regular time
for parts originating at source 1 in period
t, :

represents the total available regular time
for parts originating at source 2 in period
t,

represent the total available overtime for
pa;ts originating at source 1 in period t,
an

represents the total availabe overtime for
parts originating at source 2 in period t.
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The single-stage model does not consider part or component
availability, and therefore has no constraints dealing with
part fabrication,

It has been assumed implicitly that part and finished
product production are separate. This assumption is not
necessary, but built in for simplicity, and it resembles the
real cases we have been exposed to. If the assembly and
fabrication were done with the same labor force, distinct
constraints relating to available regular and overtime

would collapse into one.

There is a single type of limitation connecting the
fabrication of parts with the assembly of finished products.
This sort of constraint is the part production - part
demand balance equation. The demand for parts in any given
period is not computed from outside parameters, like the
demand for finished products, but rather is determined by the
model itself and the planned production of finished products.
Component demand is “dependent"; Simultaneously component
availabilfty limits the production of finished products.

The model determines component availability for all periods,
considering initial part inventory and orders outstanding.
This interaction between factors, part fabrication and
finished product asSembly; is reflected in equations of the

form -
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(10)  p(IMRWILt,) + 0(5,t,)] + T(3,tp-1) - T(d,t,)

= L F(1L,)%p(1)*[R(T,t,) + 0(i,t,)]

i for every Jj, ty

here:
g(J) represents the production factor associated
with part type J,
f(i.J) represents the number of part type j required
per unit of finished product type 1,

t, and t, are time indices, where the difference
rapresenEs the lead time associated with part j.
Given a lead time of‘L periods, the equation“for the
first L-1 periods, strictly constrains the production of
finished products based on the parts fabricated or ordered
previously. In this context ta may be negative, and
ﬁ(j,ta) may be historical data which cannot be influenced
" by the model. However, if t, is L or larger ﬁ(j,ta) and
a(j,ta) are not historical data, but decision variables of
the model. This equation equates part production and the
change in part inventory with parts necessary for the finished
products scheduled to be assembled in L periods. These
constraints resemble the finished product demand balance equa-
tion (equation 3). That equation equates the assembly of
finished products and the change in the product inventory

with the expected demand for those products.

The entire two-stage aggregate model is illustrated

in Figure 4.2,
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Figure 4.2 The Aggregate Model

The objective funtion:

Minimize Z[g'{ h(i)*I(i,t) + cr*R(i,t) + co*0(i,t)}
t .

+§'{G(j)*?(3,t) + cr(3)*R(,t) + co(3)*0(3.t)} ]

subject to:
p(i)*[R(i,t) + 0(i,t)] + I(i,t-1) - I(i,t) = D(i,t)
for all i,t
% R(i,t)< r(t), ) 0(i,t) < o(t) for all t
i
ss(i,t) < I(i,t) < os(i,t) for all i,t
R(i,t), O(i,t) 5 0 for all i,t
I R(j,t) < r(t) 0(i,t) < o(t) for all j,t
J
ss(i,t) < 1(j.t) < os(j,t) for all j,t
ﬁ(j:t)’ a(j’t) > 0 for all j,t
and

PLIV*IR(G,t,) + 0(d,t)] + T(4,t,-1) - T(4,t,)
= § f(1,3)*p(i)*[R(i,tp) + 0(i,t,)] for all j,t,
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Special Needs of the Aaggregate Model

There are two special requirements of the interacting
constraints (equation 10). These-are the only unusual
needs of the aggregate two-stage model. A1l finished
products within a given product type may not have identical
part type requirements. In which case the finished
product-part factor used in the part demand - production
balance equation may be difficult to define .

The definition of effective part demand is the second
difficulty of this constraint. Effective demand for finished
product types was defined by Golovin[13], to ensure feasibility
of tactical plans. He defined effective product type demand

as

¢ .
(11) ED(i,t) = maximum [O, Z] D(i,r) - AI(i,1) ]
ED(I,t) = £ ED(i,t) "
iel
where:

ED(i,t) " is the effective demand of product fam11y’
i in period t

ED(I,t) is the effective demand of produgt type I
in period t

icl represents all items in product type I

D(i,t) represents the demand for item i in
period t, and

AI{i,1) represents the available inventory of
item 1 in period 1, based on the initial
inventory less safety stock.

The aggregate model then constrains the production of every
product type to be not smalier than that product type's
effective demand. In all previous equations, related to the
aggregate model, whenever demand was used it was referring

to effective product demand.
- =65= -



Unfortunately, the demand for specific parts within a
part type is not known until after the aggregate model has
be¢en solved, and in most cases disaggregated. For this two-
stage aggregate model to be operabie, the pianned usage of
wrong parts and inappropriate schedules must be avoided.

Each of these needs will be addressed and solution procedures
suggested.

The Effective Part Demand

Effective part demand ideally is defined in a manner
similar to that used in the definition of effective product
demand -

(12) ED(J,t) = sz maximum [0, D(j,t)-AI(j,t)]
€

where:
ED(j,t) represents effective part demand in period

A t
D(j,t) répresents the demand for part j in period
t

3 répresents all items in part type J

RI(j,t) represents the available inventory of part
j 1n neriod t, based solely on the initial
inventory and those parts already on order.

This equation is equivalent to -

(13)  ED(3,t) = & maximum [0, F(I,J)*[R(I,t+L)
Jed b+ 0(1,t4L)] - AL(d,t+1)]
ﬂhere:
f(I,3) represents the requirements of product
type I for part j,
since the demand for parts is a function of the planned assembly
of finished products. HoweVer; this cannot be determined with-

out knowing. the scheduie for gﬁffshed product production.



Instead of attempting to define effective demand for
parts, we define effective part inventory, El(j,t). Effective
part inventory attempts to measure the maximum combination of

parts in inventory for which planned part type utilization

can be assured. Effective Demand for a part type could then
be defined as:
(14) ED(J,t) = Maximum [0, D(J,t) - EI(J,t)]
where:

D(J,t) represents the sum of the demand of all parts
in part type J in period t.

Note: This equation differs from equation 13 in that here
the terms are aggregated and refer to part types rather
than specific parts.

The measure of effective inventory is particularly
important for the first L-1 periods, when finished product
assembly is constrained by available parts (available
parts are reflected in the effective part inventory).

The interacting constraint for peribd one is equivalent
to the followfng -
(15) 2 fUL3*()*IR() +0(1,1)1 £ E1(§,1)

This equivalence assumes that ‘the lead time for part type

J is one or more periods. It is felt that effective part
inventory must be used in this constraint -rather than actual
part type inventory to assure feasibility in the aggregate
schedule. If actual inventory were used, the production

of a finished product requiring part B may be scheduled, while
67~



only part A is available. Basically, the smaller the effec-
tive inventory measure used, the better is the guarantee
that the aggregate schedule can be feasibly disaggregated.
Simultaneously, the smaller the effective inventory is in any
period, the more constrained is the aggregate schedule.
These two pulls in the direction that effective inventory

is set at, the one for minimal costs in the aggregate
schedule, and the other for guaranteeing feasibility in

the detailed schedule, are both satisfied at the actuél
level. However, the true value is unknown prior to the
determination of an aggregate schedule.

The Measurement of Effective Inventory

As a measurement of effective part inventory in any
period, we attempt to provide an estimate. This estimate
is obtained by summing over all parts in a part type the
minimum of that which we expect to be demanded in the

indicated period and the actual availability of that part.

EI(J,t) = £ minimum (EU(3.t), AI(j,t))
jed’

where:

EI(J,t) reflects the effective inventory of part

A type J in Eeriod t,

EU(j,t) reflects the expected utilization uf
part jJ in period t, where part j is in

A part type J, and

A1(j,t) reflects the available inventory of part
.J in period t less the safety stock
associated with part j.

The use of expected demand or utilization tries to prohibit
the planned utiltzation of part B when only part A is avail-

able at the aggregate level.
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In the first period, if all parts in a part type have
inventory leveis greater than that which we expect to bte
demanded, the effective inventory for period one can be
increased to add to the model's flexibiiity, while guaran-
teeing a feasible disaggregation scheme. This quantity
that the effective inventory can be increased by will be
definined in analytic terms later in this chapter when
the estimation procedure is described. The manner that this
increase in expected inventory builds flexibiiity into the
model can be wi*nessed by examining equation 15. The feasible
region for finished product assembly in the immediate period
is increased. The rationale for.only includi.g this aspect
of effective inventory in the first period will be explained
when the details of the calculation are presented.

We begin describing the details of calculations in-
volved with the estimation of effective part inventory, by
explaining the process for the immediate period. Effective
part inventory for any pericd is broken into two components -
one component which reflects the amount that is expected to
be utilized in that period, and one component aimed at in-
creasing the aggregate model’'s flexibility if the parts for
such an increase are available. Each of these components

and the associated estimation process will be discussed.
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Estimation of Expected Part Utilization

The part inventory that is expected to be used in the
immediate period is estimated using previous aggregate sched-
ules and the latest demand forecasts. Aggregate schedules
are generated every period in the hierarchical framework.

We assume that these aggregate schedules, once updated for
changes in forecasts, do not change substantially from period
to period. This assumption was tested and the

results of the experiments are presented in the first section
of the next chapter. Our methodology to determine expected

part utilization proceeds as follows -

1. Begin with the previous period's aggregately planned
production of finished products for the immediate
period, X(I,Current Period); (where X(I,Current Period)
represents the planned aggregate production of product
type I for the current period.) .

2. Determine how current inventory is different from what
the previous aggregate schedule had pTanned inventory
to be - or the aggregate forecast errors for the
pa.t period, AI?I,Current Period). (where AI(I, Current
Period) represents the planned aggregate inventory less
the actual aggregate inventory.)

3. Determine how aggregate forecasts for the current
period have changed, AF(I,Current Period). (where
AF(I,Current Period) represents the previous period's
forecasts for the current period less the current
period's forecasts.)
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4. Determine an adjusted aggregate level of production for
each product type, '

(16) X (I,Current Period)
= X(I,Current Period) + AI(I,Current Period)
+ AF(I,Current Period)

(wh”.re X*(I,0urrent Period) represents the adjusted
planned aggregate production of product type I in the
current period.).

5. The feasibility of the aggregate schedule of all products
is checked against finished product capacity. If it is
infeasible, all the product types with planned ending
inventory are scaled down proportionately until the
schedule is feasible, or no ending inventory remains.

- If the schedule remains infeasible, all product types
scheduled for production are scaled down in proportio.
to their scheduled quantities until the plan is
f?asib1e. X* will represent this feasible production
plan.

*

6. The aggregate levels X (I,Current Period) are then
disaggregated, via an algorithm described later in
this chapter, and part requirements are determined
by exploding the detailed production plan.

7. If the part requirements of all parts within a part
type are less than the part availability, the aggregate
part type inventery representing that planned for
utilization is calculated as -

(17) UI(J,Current Period) = % f(I,J)*X*(I,Current Period)
for all J.

(where UI(J,Current Period) represents the expected
utilization of part type J in the current period.)
However, if the disaggregation algorithm finds that
part availability does not germit X" (I,Current Period)
to be produced, but only X**(I,Current Period), the
planned inventory available for utiiization is set at -

(18) UI(J,Current Period) = I f(I,J)*X**(I,Current Period)
I

Basically, this routine attempts to pre-guess the aggregate
production levels which the tactical plans will decide upon

and then determines if the parts are available for those levels.



If parts are,available; the expected part utilization is
determined from disaggregating the aggregate schedule. If
the parts are not available, adjustments are made and the
expected part utilization is determined based on the adjusted

aggregate'schedule;

This component of effective part inventery attempts to
measure the quantitiy of any preduct that could be produced
from the part inventory remaining aftter those parts expected
to be utilized are netted out. In the estimation procedure
described for this term, it is assumed that all items in
a family of finished products have identical part require-

ments. This term is calculated in the following manney -

1. The parts expected to be used, and ailocated in
the first component, are subtracted from each part's
actual inventory to determine expected excess part
inventory:

(19)  EPI(j,Current Period) = RP;(j,current Period)

- EUI(j,Current Period)
for all j

where:

EPI(j,Current Period) represents the expected excess

~ part inventory for part j,

API(j,Current Period) represents the actual inven-
tory of part j in the Current

A Period, and

EUI(j,Current Period) represents the expected utii-
ization of part j as calculat-
ed from the expected detailed
production schedule.

It is worth noting that in this calculation, j refers
to specific parts and not part types.
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2. A dummy finished product is designed which requires
rd(j) units of part j. Where -

(20)  rd(3) = Maximum [f (I,i,5)7
I, el

where f*(I;i,J) represents the requirements of
family i in product type I for
part j. :

In this manner rd(j) represents the maximum require-
ment of any finished product for part j.

3. For each part type, the number of units of the
dummy finished product which can be produced from
the expected excess inventory is calculated as -

(21)  N(J) = Minimum [ EPI(j,Current Period}/rd(j) ]
Jed
This number will be zero if the finished product

disaggregation was constrained by any part in the
given part type, as that part's EPI will be zero.

4. The flexibility providing part inventory for each
part type is then calculated as -

(22) ?PPI(I,Current Period)

= N(J) * Minimum [f*(I,i,j)]
I, iel |

where:
FPPI(I,Current Period) represents the flexibility
providing part inventory.

The rationale for using the minimum in this context

is based on the guarantee that N(J) units of any
product can be produced. If a number larger than the
minimal factor is used, then the model will expect that
more than N(J) units of the product with the minimal
factor can be produced.

This fiexibility providing part inventory is necessarily zero
. for all periods beyond the current ‘'one. This is because part
inventory that has been allocated is netted out prior to

computing future period's effective inventory. It is .impossible



for all parts in a part type to remain in inventory given the
definition of flexibility providing part inventory. If parts
are on order and will arrive in future periods, such a term
may be necessary. The aggregate model allows the part inven-
tory available in the current period and not used to be used
in future periods, so that the aggregate model can distribute
this flexibility providing inventory for use throughout the

. planning horizon as it chooses.

The Final Calculations of Effective Part Inventory

We have defined the two components used in the calculation
of effective part inventory for the current period. These
two components are summei -

(23) Ei(J,Current Period) = UI{J,Current Period)
+ FPPI(J,Current Period)

where: |
EI(J,Current Period) represents the effective part

inventory in the current per-
iod.
For all periods beyond the current period, effective
inv@ntory'ié éalcd1ated by éimply‘estiﬁﬁiihg the expected
part utilization since the flexibility providing part inven-
tory;1s<zero. As each period's effective 1nvéntory is calcu-
lated, those parts associated with the calculation are netted
out of the available inventory. The estimation of expected
part utiiization, GI(J,t) for all periods beyond the current
one is done in the manner just described for the current per-

fod skipping the second step. The overall flow of the

caicuation for each period, fncluding the current
' - =73-



period is illustrated in Fiqure 4.3.

The cumulative finished product production for the first
L-1 periods, whererL is the max imum part lead time, is con-
strained by the available parts. Simultaneously, the effective
demand for pa;ts in the immediate period is dependent upon
planned finished product production in L periods and the
estimated effective part inventory in L period.

It is necessary to determine effective part inventory
for at least L periods in order to be able to estimate effec-
tive part demand for the immediate period. However, as
indicated, to calculate effective part inventory for k
periods requires disaggregating an aggregate scheduie for
th2 same number of periods; When disaggregating some forecast
accuracy is lost. Given the imprecise nature of the
estimations involved, it is the author's opinion that in gen-
eral efféctive inveﬁtory should be estimated only for L periods.

It should be brought to the reader's attention that there
1s an advantage and a disadvantage in including this f]exib11ity
providing part inventory in the calculation of effective
inventory. The advantage of increasing the flexibility
in the aggregate model has been discussed. The disadvantage
is that the existance of a positive flexibility providing
part inventory in the first period creates problems in the
calculation of the second period's effective inventory. This

pﬁbblem will be ifliustrated with the following example -
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riqure 4.3 The Ca]cu1at19n_of Effective Part Ipventory

75

Examine the aggregate
schedule from t-1

Update the aggregate

numbers by
changes in forecasts

is t=1|__yes_

Update aggregate

numbers by change
in actual demand
in period t-1

[s

Disaggregate

L

Determine Parts
demanded .
Z'f--X- = d(j’t)

1371t

Determine effective
inventory, EI(J)

= Min Z(AI(i,t) or d(j,t)
jed for all J

yes

increase effective
inventory by
the general purpose
inventory

fﬂhere: J is a part type

o
o —

and-j is a part in J.



Assume that every finished product that a
company assembles requires one unit of one
of two parts in a part type. That part
type has’ the following initial inventory
and expected utilization ef each of its
two parts in the current period - g

100 50 initial
inventory
30 . 30 expected
B TR A utilization
~ 70 20 remaining
. inventory.

It is clear that 20 units of any product, beyond
those expected tc be produced can be manufactured.
The disadvantage of flexibility providing part
inventory is the problem of netting it out. Since
the planner does not know which part the twenty
units will require, the manner in which they should
be netted out is not clear.

The use of flexibility providing part inventory should there-
fore be viewed with caution and there are situations in which
it may not be advisable to use it at all. For example, when
part capacity is very tight and the aggregate schedule is
very robust, the added flexibility méy not be as powerful

as the more exact estimate of effective part demand.

Overall, our method of estimating effective part
inventory will not be 100% accurate. If small miscalculations
are expensive, some adjustment procedure or feedback should
be available. In the next chapter we will test how mis-
calculations in effective part inventory affect manufacturing
costs.

Critical errors in_caiéulation$~are'revea1ed~when;the

aggregate schedule is disaggregated. If the true level of
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effective part inventory is binding in a given period and that
level has been overestimated, it will show up as an infeasibil-
ity in the disaggregation prbcess; If the part inventory

used in the aggregate schedule for a particular part type

had been binding, and after disaggregating, all parts in

that part type have a positive inventory the effective part
inventory had been underestimated; If the effective inventory
had been misestimated, and was not and should not be binding,
Tittle adjustment is necessary. This information can be fed
back to the aggregate level and reflected in an adjusted

aggregate schedule in the following manner -

1. Determine if the part availability was binding
in the aggregate schedule. Excluding dual degen-
eracy, this can be done by examining the shadow
prices associated with the interactive constraints
for the immediate period. If any shadow prices
are nonzero, the associated part availability
was binding, otherwise no adjustments are nec-
essary.

2. Given that the constraint was binding, determine
if the effective inventory was estimated correct-
ly. If disaggregation is impossible, the estimate
was high, and if each part in the part type has a
positive ending inventory, the estimate was low.
If the estimate was accurate no adjustment is
necessary. :

3. If the estimate was high, disaggregation was in-
feasible, adjust the effective inventory by the
number of units of finished products that the
disaggregation process was short times their
associated product-part factor -

k24) EPI(J,t)=,EPI(J,t) - ? f(1,9) * as(1,t)

where:
AS(I,t) represents the number of units of product
type I, the number of:units-of-predact type
I the aggregate schedule planned less the
number of units the operatfonal schedule planned.
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(25)

(26)

50

(27)

If the estimate was low, inventory remains of each
part in the .part .type, the -quantity it was low-by is
calculated by increasing .the FPPI(J,t). :The number
of dummy producte that ¢ould be produged.from the re-
maining inventory of part type J is .calculated, M(J)
and fhen - *

IET(J,t) = M(J)* Minimum £ (I,i,3)

where this minimum is calculated over all families
i in all finished product types I and for

A all parts J in part type J, and
IEI(J,t) represents the increase in effective
inventory.

Effective inventory is then set as follows -

EPI(J,t) = EPI(J,t) + TEI(J,t)

The new aggregate solution can be calculated based
on the old solution and the new information as -

X"e¥ = g=lx(p + am)

where:

X represents the aggregate solution,

B represents the basis for the existing aggre-
gate solution,

b represents the original right hand side of

the linear programming problem used to solve
the aggregate model, including the constraints
on part availability, and

Ab represents a vector of changes in the right
hand side - or changes in effective inventory
levels. :

With this new aggregate solution, the disaggregation
process may begun a second time. There are two
considerations which may prevent this simple
proceedure from solving at the exact effective
inventory:

a. The correction for low estimates is not precise,

as the dummy product was used rather than the
exact finished products that the disaggregation
scheme would have chosen. If the process 1is
repeated continually - eventually full adjustment
will accur or the constraint will no longer be
binding; and

b. It may be impossible for the aggregate solution
to change by the full adjustment in the indicat-
ed manner, if one of the basic variables becomes
negative. This binds the degree of feasible

i R e e T i g




-78- adjustments. In this case, the aggregate
solution could be resolved using the dual
simplex method, or the modeler could stop
adjusting when this occurs, settling for a
sub-optimal solution. The dual in this case
provides the modeler with a bound, so that the
maximum degree of sub-optimality can be
evaluated.

A 1imited part of this adjustment process was tested; the
testing was done on a singie adjustment to each effective
Tnventory and was enly done as..long as the basic variables:

remained basic.

The Product-Part Requirements

The second special need of the two-stage hierarchical:
methodology deals with the'definftion of f(i;dl; where
this term represents the requirement of finished product
type i for part type j; This term may not be constant,
as the amount of part type j required per unit of product
type 1 may depend on which families within the p;oduct type
are produced. For example, not all pencils in a product type
require an eraser. The requirement for erasers of that
product type will be dependent on-the relative quantities of
the varying families being produced in any period. The
method for aggregating finished products and parts into
types needs to consider how f(i;dl will be defined, and
the hierarchical model needs to be flexible enough to
adapt to a changing product-part factor.

If the part requirements for every family in every type are
fdenéfcal; no adjustment will be needed. In the case of

the pencils; each pencil requires one wood pfece; There is no



problem in setting the factors associated with this part.

In one sense, this problem is not distinct vrom the previous
problem of defining effective inventory: When the " §#¢¥ractive
constraint associated with the immediate period is examined -

(29) F(i,3) * X(1,1) " < EPI(J,1)

it appears as though, if all factors are low and effective
inventory is low, the actual constraint is not alter?d, but
merely scaled: Therefore, effective inventory could be
adjusted to account for misestimating f; However, if the
errors in the part-product factors are not all proportional,
the relative quantities of differing product types scheduled
Tor production may be distorted and nonoptimal, yhere
optimal is defined as the true solution to the aggregate
production plan using the real factors.

Estimatidn'of'the'Part-Product'Fachrs

We will use the following procedure to estimate the
part-product factors -

1. Determine the annual demand forecasts for every
family of finished goods. (note - it is assummed
that every item in a family of finished goods hes
identical part requirements) .

2. For every product type and every part type,
define -

(30) f(I,d) =[ £ A(1) * £ 0,1, £ A (i) ]
iel iel

where:

f(I,J) represents the part-product factor associated
with product type 1 and part type J,

i represents all famiiies of finished products
in product type I,

A(i) represents the annual forecasted demand of

* family 1, and

: f fi,I,J) represents the requirements of family 1
-79- in product type I for part type J.




As is the case with effective part inventory, this number

is only an estimate. The estimate based on relative annual
demands of finished products may be in error, if the disaggre-
gation scheme is not designed to produce all product families
in proportion to their annual demand in every period, or if
forecast error exists.

Adjusting for Misestimated Part-Product Factors

One option is to feed back to the aggregate level, after
disaggregating, the actual factors for the first L periods,
and resolve the aggregate schedule using the dual simplex
method. This approach was not tested:

‘E\Alternatively. a heuristic adjustment routine might
be us;H,when disaggregating parts for the current period and
finished products for L periods ahead. Such a routine is
described here and tested in the next chapter;

The following fact will be used throughout the develop-
ment of the heuristic adjustment procedure, and is proved

in appendix 1 -

Given, zero forecast error, zero initial
inventory of finished products and parts,
zero lead time, identical seasonality

of all families within a.product type,
no aggregately planned backorders, and

no ending inventory at the end of a year,
:t th? end of 13 periods for each product
ype -

T L f (i,1,3)*Y(i,t) = I f(I,3)*X(I,
(31). L it "1 )*Y(i,t) E (1,3)*x(1,t)
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where:
Y(i,t) can represent either - the demand for
| 'family i in gerir.!dit':(,i gr thg‘productfon
X(I,t) g£p$:2;l¥sjtﬁg gizdgctiénggf part type [
tactically planned for period t.
The fact that at any point in time the product-part factor
reflects relative annual demands of products in a product
type implies that if in a given period the actual factor ,
%(I,J), fs less than the average number used in the model, at
some later time the difference will be made up.  One
procedure for dealing with this low factor is to produce the
average number of parts: The result will be greater part
holding costs than considered in the aggregate model. This’
situation corresponds to the case in which one family of
a finished product with part requirements smaller than the
average is built up in inventory to a greater extent than
other families.
The heuristic procedure that is described recognizes
that forecast errors exist, but assumes that at any point
{n time the expected forecast error 1is zero.  Our procedure
for dealing with high estimates attempts to heuristically
delay the extra part:production as long as possiﬁ1e.
A routine for doing this 1is illustrated in Figure 4.4. and
is tested in tﬁe next chapter. |
. If the actual fact?f is greater than the average, the
f used-in the aggregate model, a number of options are
available. It may be that in a previous perfod the

actual was lower thah the average and that overall the




cumulative part requireménts have averaged out, or inventory
of a family of\fiﬁished.products; which need& . more parts than
the average; are being built up. The difference in part
requirements and‘averége part production is not due to parts
necessary for finished products to satisfy demand, but for
inventory‘bqudup; One option earlier mentioned is to
resolve the aggregate schedu]e: The heuristic procedure
~we have developed and tested‘in the next chaptervis the
following -

1. If previously parts have been built up, obtain
the necessary difference from inventory, and

2. If the parts are not avaf]ab]e; constrain the
finished product disaggregation algorithm to
feasible levels.

The adjustments necessary with this procedure will tend
to be less than expected, 'since while the factor for one pro-
duct:is low another may be high, and the buildup of parts does
not need to be held in inventory. This trading of parts
between product types must be done with care. At any point
in'time,_given the assumptions stated prior to equation 31,
there will be a cumulative feasible disaggregation schedule
which does not require any backorders of finished products.
This is proved in appendix 3. Hoﬁever, if the disaggregation
scheme is not careful, backorders may result from using parts

intended for later use in the production of one product type for

assembly of another product type 1in an earlier period.
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Figure 4.4 Adjusting the f's

The part need is less than the average - can we produce less
than the average?

Is production
in t+1 at
cgpacity for Part J? yes—>
Is: 0(J,t+1) = 6 (J,t+1)

o

Allocate as much of
the extra part production
beyond necessfty in the immediate per1od
to t+1 = Min (X(d) D(d); [6 (Jrt+1) - 0(J,t+1)])

Did all of the extra
part production ——no—>
get allocated?

3

noe . g Is t=13 \\ }yes

X__/
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4.3 The Two-Stage Disaqgregation Process

Once the total aggregate production of product and part
types is determined, as explained in the pfgvious section,
the model must address the need to break these total quanti-
ties up between families and parts for the immediate period.
The single-stage hierarchical methodology recognizes that at
the operational Tevel, when disaggregating, each product type
can be handled separately. A viable-objective when disag-
gregating suggested by Hax and Meal [ 18], is the minimization
of setup costs which were not considered in the aggregate
model. A process by which this is accomplished is the knap-
sack routine [ 4]. Unfoftunate]y, disaggregating in the

two-stage case is more complicated.
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Proposition 4.1

Although the aggregate model recognizes
that for a production schedule of finished
products to be feasible the necessary
components for their assembly must be
available, each product and part type

can be disaggregated sep arately in a
manner which minimizes setup costs and

is guaranteed to be feasibhle, if the
following fact is true:

- A11 products in each product type
have an identical profile of part
requirements.

(32)  all f (I.i,j) are identdeal for all i
in a given 1,4 Y 1,
The proof of this proposition will begin by
stating the full scale mathematical program invelved with
such a disaggregation -
The Mathematica]LProgram -

(33) Minimize £ ‘T & [s(i)*d(i)/Q(i,t)] + 32[5(j)*d(3)/0(3 1)1

t=1 1 i
subject to the following constraints - for all j,
(34) 25 fl1,1,3)*Q(i.t) < AI(j,t) + 0I(j,t) for all
1 i t <L
(38) 1z £{1,1,3)*Q(i,L) < AI(j,L) + Q(j,1) for all j
(36) 121 Q(i,t) = X(I,t) for all I,t
(37) £ Q(3.1) = X(3,1) for all d
| jed -
138) 1b(i,t) < Q(i,t) < ub{i,t) for all 1i,t
(39) 16(3,1) < Q(§,1) < ub(§,1)  for all j

’ -»--;85- -



Proof:

(40)

(41)

(42)

5.

where

OI(j t) represents the quantity of part j
on order or being fabricated which
will become ayailable to he used
in assembly operations in period t.

since all f*(t;i;d) are equivalent over all iel,
equation 34 is equivalent to -
T F(I.3) * 1 QUi,t) < AL(j,t) + OI(J,t)
I jel
for all j and all t< L

by use of the constraint requiring the sum

of family production to equal the scheduled

type production, equation 36, this is equivalent
to -

2 (L) % X(Lt) < AI(j,t) + 0I(,t)

Since all terms on the left hand side of this
equation are known prior to disaggregating,
the available inventory of part j in period
t+1 can be calculated as

AI(j,t+1) = AI(j,t) + OI(j,t) - 2 ALK, )

We are assuming that the aggregate schedule
is feasible, this implies that equation 41 is
satisfied by the aggregate schedule for all j,t.

The entire program can now be restated as -
L

Minimize £ =z [s(i)*d(i)/Q(i,t)] + Zz[s(j)*d(j)/Q(J 1)]

t=1 Ii

subect to the following constraints -
z f(I,J)*ZQ(1 t) < AI(J,t) + OI(J t) for all j, t <L

z: f(1, 31211-(4,,\) < AI(j,L) + Q(3,1)  for all j

x(I t)
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I Q(i,t) = X(I,t) for all I,t

% Q3.1 = %(9,1)

1b(i,t) < Q(i,t) < ub(i,t) for all i,t
1B(3,1) < 8(3,1) < 46(3,1) for all §

—-—

6. Since the AI(j,L) 1is definable without disaggregating

finished products, by simply using equation 42 L

times and transferring the part inventory across

time; the finished product minimization and

the minimization over part types can be split up,

as there afe no 1inking equations dependent upon

the disaggregated schedules - the two separate
mathematical programs are -

I. Fgr Finished Products II. For Parts
Min.z Z% [s(1)*d(i}/Q(i,t)] Min 2 [s(3)*d(3)/Q(d,t)]
t=1114 o - Jd ' .
st. ¥f(r,J)*§Q(i,t)§A1gi,t) st ZF(IL,3)*X(1,L)<Q(j,1)
+OI(J,t) I N
fOY‘ a]] j,t<L for a"'l j + AI(j,L)
£Q(i,t) = X(I,t) for all I £20(3,1) =:X(J,1) for all J
1 J
1b(1,t)<Q{i,t)<ub(i,t) 16(3,1)<Q(3,1)<ub(,1)
for all i,t for all j.

7. The minimization relating to finished products is
separable by type, as the first constraint is
guaranteed by aggregate feasibility as stated in
point 4, and given this guarantee, the problem is
identical to that in the single stage state for each t.

It is worth noting, that here there is no point

in disaggregating the finished product schedule for

any more than one period as nothing is gained 1in terms
of what parts will be nezded and the future part
available inventory.

8. The minimization over part types is also separab]e by
type, as the first constraint is merely a lower bound
for each j. The lower b%ﬁfd used in the third constraint



can

The
the
for

be redefined as -

the maximum (1b6(j,1}, §'f(r,d)*X(I,L) ﬁ'ﬁI(J.L))

and then the first constraint on parts can be
eliminated. '

mathematical problem relating to part tyges for
immediate period can be separated: b¥- part type
the same reason that single-stage finished

product types can be disaggregated separably - no
constraint cuts across any two types.
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This proposition implies that in general .the simple one-
stage disaggregation rodtines.whfcﬁ”dfsaggregate type by type
may be neither feasible nor optimal in a multi-stage set-
ting.

However, for the simple structure, where finished prod-
ucts in a type have identical part profiles and each product
type requires proportionally identical numbers of parts within
each part type, a knapsack liké algorithm can be used to
disaggregate finished products in the {mmediate period.
Unfortunately, this will not be the usual situatfon; We built
this hierarchical model with the intention of a more general
applicability. For the more typical situation, where the
assembly of families within product types reauires differing -
components, weApresent two distinct approaches for disaggre-
gating ; an equalization-of-run-out-time algorithm and an
optimization methodology. The characteristics of all three
of these possible disaggregation schemes will be described.

The Knapsack Routine

This approach‘to diéaggregattng in the single-stage
situation was proposed by Bitran and Hax [4]; and briefly
described in the chapter on single-stage production planning.
Given the conditions required for this approach to be useful,
no part disaggregation will generally be necessary. This
is because to a large degree the aggregate schedule dictates
~ the number of each part in a part type to be produced, either
explicitly as there is only one part in the part type, or
implicitly by the required prg?grtfons-of each part.



There are two modifications in the knapsack method for
disaggregating finished products that will be described in_
this section and briefly tested in the next chapter. These
modifications are applicable when using- the knapsack. routine
in any hierarbhicalvframework;‘e{ther‘single-stage'or‘mu]tistage.
The first modification, addresses the implicit planning
horizon incorporated in the disaggregation scheme; The objec-
tive when using the originél knapsack approach to disaggregate
a given product type is -
(39) Minimize I S(i)*A(i)/Q(i)
iel
where:
S(i) represents the setup cost associated with family
i in product type I,
A(i) represents the annual forecasted demand of family
i, and

Q(i) represents the quantity of family 1 to be
produced.

A comparison of various disaggregation algorithms [14]
used in single-stage hierarchical production planning, indicates
that there are circumstances in which a shorter planning horizon,
less than annual demand in the objective function, does a
better job in terms of costs. The basic concept in this mod-
ification is that when disaggregating from type to family, the
planning horizon should be short enough for seasonality and
existing inventory to play a significant role and long enough
so that the plans made at higher levels in the hierarchy not
be violated.

Operatipnal planning schedules the assembly of finished

products for one period; This adjustment defines the appropri-
' , -90-



ate planning korizon to be as long as the current production
will influence product availability. In an attempt to capture
fhis concept in the model; we mod{fied the objective function
to the following format - '

(40)  Minimize ’1:'[5(?”:’3:1 d(t,t1]/Q(i)

where:
d(i,t) represents the demand for family i in
' period t, and

ph is the desirable planning horizen.

The number ph is calculated for each product type each time
the disaggregation routine 1is called: It was felt that
as thé aggregate schedule was chcerned with longer periods
of time and building inventory so should the disaggregation
routine. Moreover, if the aggregate schedule was only concerned
with the immediate period, the disaggregation routine also
should be. |

We define the planning horizon, ph, as the planned quant-
ity of the product type plus the product type's available in-
ventory divided by the immediate demand for that product type.
A flowchart of this calculation fs illustrated in Figure 4.5,
The algorithm proceeds as follows -

1. The planning horizon must be at least one complete

period; due to forecast errors and to avoid a nervous
system we choose the value 2 as a minimum.

2. Next, the algorithm checks if the planning hcrizen
is greater than 6 periods. If it is, the algorithm
attempts to check that it isn't due to unusual sea-
sonalities, 1ike zero demand in a particular 9eriovd.
If this is the case, the planning horizon is re- -
calculated using an average demand cof a greater
number of periods. -91- .
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| Figure 4.5 The Time Horizon Used in Level 2 of}

The Modified Knapsack ‘

The Modified Algorithm
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[s(i)] [ = d(j,t)1}
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3. A maximum of one year fs used, as 1t is felt that

in a batch pracessing environment, thé probabil¥ty that
the disaggregation of finished products within a single
pertod could have influence on manufacturing costs for
anything beyond a year s close to zero.

"This myoﬁic.planning horizon concept was tested and the results
will be presented in chapter 5.
The second modification aims to ensura future feasibility
of the aggregate schedule. The need fo?iih???hodffication~-v-:
~will be tllustrated with an example - |
Suppose an aggFégaEe schedule had production of a

particular product™type planned in at the following
levels, with the indicated planned ending inventories -

Period 1~ Pperfod 2

-~

Production 25 units 5 units
Inventory 15 units 0 units.

In the first period the following situation existed
for the famili{es in the product type -,

Family 1 Family 2
Initial’ A
Inventory 0 units 10 units
Expected : _
Demand in 1G units 10 units
Period 1
E:ﬁ;ﬁﬁe?h 10 units 10 units
Period 2

*'é initial inventory - safety stock

Given this situation, with either the Hax-Meal algorithm
or the Knapsack routine, only Family 1 would trigger in-
the immediate period, as this is the only family with -

a positive effective demand. However, 1if all 25 units
planned for production in period 1 were made of Family 1,
and demand was exactly as forecasted, the following '
would result -
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Family 1 Family 2 Total

Ending

Inventory 15 units - 0 units 15 units
Expected '

Demand in 10 units 10 units 20 units
Period 2

However, the production of only five units of this
product type in period 2 would not be sufficient to
satisfy tne demand for family 2.
The traditional knapsack approach schedules only those families
with a positive effective demand in any given period, as long
as the totail to be produced can he proddced using only those
families without violating the upper beounding constraints.
A disagaregation scheme 5hou1d attempt to the maximum possible
degree to be consistent with the aggregate schedule. It is
desirable thét if forecast error would be zero, that the
disaggregation scheme permits all future aggregate plans to
remain feasible. For a full discussion of this consistency
property see Golovin [13].

To avoid the problem illustrated in the example, a simple
test 1s required. When only Family1 triggers, the production
in the current period plus the current available inventory
of that family less two periods' demand for the family should
be compared witk the planned inventory of the product type in
two periods -

(41) X(I,current period) +izf*(AI(1) - d(i,1) - d(i,2))
eI
? .

< AL, 2)

whare:X(I,current period) represents the type

-94- production to be disaggregated,



AT (1) :epresents the available inveatory of family
1 represents the set of families in product
type I that have positive effective demands
. for the immediate period,

d(1,1), d(i,2) represent the forecasted demand for
fagily 1 in periods 1 and 2 respecitively,
an :

AI(T,2) represents the aggregately planned type
inventory for the end of period 2.

If the first number is larger than the second, as 1s the
case in the example given earlier; another family is
~scheduled to trigger in the current period. A flowchart
of this check is illustrated in Figure 4;6; It is worth
noting that when disaggregating, a lower bound on families
that are forced to trigger to guarantee feasibility of the
aggregaté schedulg can be set at:
1b(i31)= minimum [ X(I,1) + £ , (AI(i)-d(i,1)-d(i,2)
iel
-AI(I,2); ub(ix1)].
whege:
i indicates the family that was forced to
« trigger, and
1b(i,1),ub(i*1) indicate the lower and upper
bounds associated with family i~ in period
] A
To be tru]& certain of a compatibility of the schedules,
this should be checked for all 13 periods. However, there is
a cost associated with checking. To check detailed demand
forecasts of future periods are required. One of the prob-
lems identified with the monolithic optimization approach was
the need for complete detailed forecasts. Simultaneously,
the probability of violating future planned aggregate inven-
tories decreases as the time into the future increases.
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When we are working with a two-stage system, which needs
L periods of detailed data for part planning, the availability
of that data should be used to further ensure consistency.

For the data we tested, checking for L periods was sufficient.
The author would recommend using the maximum of L or 1 periods
of checking in any hierarchical system. Thé exception would
be when the user has knowledge that allows him or her to feel
it necessary to check further into the future.

Golovin [13] noted the possibility of forced backorders
because of these situations, and identified a point where
Hax-Meal created unnecessary backorders. In the next chapter
we compare the adjusted algorithm with the unadjusted Hax-Meal
for that particular point. This potential problem with the
Hax-Meal and knapsack routines has also been identified by
Gabbay [12], and he suggests an alternate approach for deal-
ing with it. However, his modifications break the knapsack
structure of the model, which creates significant computation-
al problems. |

These two modifications will be included in any future
reference to the knapsack routine, and in the knapsack routine

we use when comparing the two-stage approach to M.R.P.



Figure 4.6 A Consistency Safeguard for Disaggregation Routines
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A relatively simple process, suggested for use in the single-
stage environment, EROT[13], offers an alternative to disaggregating
the tactical plans.

The EROT procedure in the two-stage enviromment would disaggregate
finished products and part types in a manner so that inventory of all

items or parts within a part type will last an equal expected. amount of
time. This methodology disregards finished product families and setup'

costs. For a more-complete‘description of this approach see [13]. When the

method for aggregating items into product types was presented, items
grouped into a product type were defined to have similar seasonalities.
When using the EROT approach the product-part factors for every product
are known precisely for the immediate period; and known within a
forecast error range for future periods.

If forecast error is zero, for all future periods, all product-
part factors are known in advance. The feasibility of this disaggregation
scheme is dependent on the accuracy of the effective part type inventories.
Although feasibility cannot be guaranteed, as is the general case, |
with'small forecast errors, part safety stocks can be used to increase the

feasibility probability.
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‘A'GeneraT'TWOAStagé'ﬁfsaggfe'éfidn Apprdach'

This methodology disaggregates all product and part
types simuitaneously using the Frank-Kolfe algorithm.
When optimizing at this level in the single-stage process,
the objective of minimizing family setup costs is equivalent
to the knapsack approach [4], 1in which each finished product
type is disaggregated separatédy. and the fabrication or purchase
of p&rts is not considered. The two-stage model has this

same style objective, with part setup costs included as

illustrated below.

The Single-Stage Objective -

(42) Mintmize I I [s(i)*d(i)/Q(i)]
The Two-Stage Objective -1€ '
(43) Minimize © = [S(i)*d(i)/Q(i)] +
I iel '
T oE [S(5)*d()/20)]
J jed —_—
where:

S(i),S{j) represent the setup costs associated with
~  the production of family i or part j,
d(i),d(j) represents the demand for finished product

A family 1, or part j, and
Q(i),Q(j) represents the quantity of the associated
family or part to be manufactured.

The following constraints are associated with the single-stage

disaggregation for any given pertod -
' -99-



(44)

(45)

£ Q(i) = X(1,t) for all I
el

C1b(1,t) < Qi) < ub(i,t) for all i

where:
X(I,t) represents the aggregate production quant-
ity of product type I scheduled to be produced in
the period being disaggregated - t,
Q(1) is thes quantity of family i scheduled fer
production in period t, '
1b(i,t) represents a lowerbound on the quantity to
be produced of family 1, and
ub(i,t) represents a upper bound on the quantity to
be produced of family 1.

The lower bound for a family is defined to be the max-
imum of zero and that family's effective demand, while
the upper bound for a family is defined to be that
family's overstock 1imit less the available inventory

of that family. When the family has a termipal demand.at
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