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#### Abstract

Although many operations in newspaper production are being rapidly automated, the operation of laying out news items on the individual pages remains labor-intensive and time-consuming. This thesis presents an approach to the design of algorithms for performing this operation automatically.

The news layout problem, which is to produce a page layout given a numerical definition of the news items, is divided into two parts. The first part produces a template, which is an abstraction of a layout. The second part, producing a layout from the template, can be accomplished by generating a set of analytical layout equations from the template. Their solution, if any, corresponds to a layout based on the template.

The problem of generating a suitable series of templates from the original problem is made easier by the development of a template grammar, which defines the set of legal templates. From the generative form of the grammar, all legal templates can be generated incrementally, although they are far too numerous for all of them to be tested individually for correspondence to a layout. Instead, an analogy with game-playing programs leads to the concept of a layout tree, which is to be searched for templates corresponding to layouts. Intermediate nodes in the tree correspond to partial templates.

Various search strategies are examined, and it is concluded that the most effective of these is a breadth-first search modified to consider a very limited number of nodes at each ply. These nodes are selected on a semi-random basis, with the selection biased toward partial templates whose corresponding partial layout equations indicate that they are relatively likely to be successful.

Testing of this approach indicates that it can produce layouts of quality comparable to layouts found on inside pages of current newspapers, but requiring less human time and effort.
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# Chapter 1-Introduction 

### 1.1 Background

The use of computers in newspaper offices has increased rapidly within the last decade. Computers are now used to capture copy typed in at terminals locally and by wire services, to recall and edit the copy later, to make up pages of the paper interactively, to drive photocompositors, and to perform many other functions. Extensive use of computers helps to reduce the lead time required for newspaper production, thereby allowing the inclusion of later-breaking news, as well as reducing costs and improving the quality of production.

One of the newspaper production operations that has been partially computerized is that of page layout. Each page of the newspaper contains some combination of stories and pictures and ads; the problem is to find a layout which specifies where they are to be placed on the page. When this task is performed by hand, a layout person uses pencil and paper to produce a page dummy such as the one shown in Figure 1-1.

An approach which has been used in computerizing page layout is to replace the piece of paper with a display screen and the pencil with a light pen. This is the approach currently used in commercially available systems, as well as in the once-proposed NSDG system [NSDG 73].'

A computer implementation of some facet of newspaper production can be judged successful to the extent that it allows the computer to perform a task formerly requiring human effort, and allows it to do so either faster or better than the person. Using such a criterion, we can judge the "scratch-pad"

1. References inside brackets are listed in the References section at the end of the report.


Figure 1-1. Example Page Dummy.
implementation of news layout to be inherently unattractive on both counts, since the layout person will do essentially the same work as in the manual case, and will take essentially the same amount of time doing it, but now requires a computer to drive the display.

Another approach would be for the computer to produce page layouts automatically. In such a system, the layout person would instruct the system to lay out each of the pages of the paper, in turn. It might still be necessary or desirable for the layout person to lay out some pages by hand, such as the front page, but it should be possible for the less-important and less-demanding inside pages to be laid out mechanically. Such a procedure would have the advantage of greatly reducing the amount of human effort required for page layout by having the computer be able to do most of the work.

Layout persons normally divide the problem of page layout into two separate problems: ad layout and news layout. This approach has been found practical because of the different nature of the layout problems for ads and for news. Since the set of ads to be included in the newspaper is typically known long before the set of stories and pictures, the ads are laid out first; this involves decisions on the size of the edition (the greater the number of ads, then typically the greater the number of pages), the size of each of the departments, and the assignment of ads to the pages coupled with the placement of the ads on each individual page.

A computer program for ad layout was designed by Kan [Kan 73]. His program took as inputs the set of ads to appear in the edition, along with a policy file derining the rules to be used in laying out the ads. This program made a decision on the size of the edition and on the assignment of ads to pages, and produced as its output an ad layout for each page. Tests of this approach in an operating newspaper environment [Elkin 74] showed that it was able to produce layouts of comparable quality to those produced by the
newspaper staff, and in significantly less time and with far fewer manual steps required. ${ }^{2}$ The ad layouts produced were of the single-pyramid or doublepyramid style, identified as the style most used by newspapers and the style most acceptable to them. Examples of this style are shown in Figure 1-2. All of the ad layouts in the figure are single-pyramid except the last, which is double-pyramid.

After ad layout has been completed, each page not totally taken up by ads


Figure 1-2. Examples of Single-Pyramid and Double-Pyramid Ad-Layout Styles.
2. Although fewer manual steps were required, it was still possible to override any decision made by the layout program, on an interactive basis. This ability was judged a necessity for any such program to be acceptable for use at actual newspaper offices. Ideally, the necessity for such interactions should be kept as small as possible.
has some empty space; this space is called the newshole. For each of the departments of the paper (e.g., News, Editorial, Arts, Sports), the sum of the sizes of the newsholes represents the budget for the department. Generally, there will be more items avaiiable for each of the departments than the budget will allow. The next step in a computerized layout system has been identified [Longtin 72, Reintjes 77] as that of story assignment, in which each page is assigned some set of items ${ }^{3}$ out of the items available for that department. The sum of the areas of the items assigned to a given page will not exceed the size of the newshole on that page, and will usually be significantly less, because of the discrete sizes of the items. It is reasonable to expect the sum of the areas of the items to represent approximately $95 \%$ of the space available in the newshole. The presence of a margin between the actual amount of space needed for the items and the amount of space available makes it easier to produce layouts, since it does not require the items in the layout to fit together exactly, but only within the specified margin. The difference will be made up in the final layout either through the use of white space between items, or through the use of leading to increase the inter-line spacing in text. (The term "leading" derives from the hot-type method of inserting lead strips between lines of text.)

After story assignment has been performed, each page can be laid out separately. This process involves positioning each item assigned to the page within the rewshole in a manner which is in accordance with established newspaper policy for acceptable layouts. Unfortunately, there seems to exist no explicit rules in use by newspaper layout persons which either describe the set of acceptable layouts, or which explain how to achieve such layouts. Indeed, when a layout man at one newspaper was asked what rules he used to

[^1]lay out pages, he replied that he did not know, but would appreciate being told if someone could find out. Layout persons seem to be guided by experience and instruction in such matters.

### 1.2 Statement of Problem

This thesis is concerned with the problem of news layout, which is the problem of placing news items on the pages of the News departments of the paper. In most newspapers, there are certain differences in style among the various departments, but the News departments are prototypical. A procedure for laying out news items, once achieved, can be adapted to other departments.

Each page to be laid out is considered as a separate layout problem. The inputs to the layout procedure are a definition of the newshole, and a definition of the news items assigned to the page. Generally, the number of news items on a page is relatively small, as can be seen by an examination of a typical newspaper. It is reasonable to consider approximately a dozen news items as being a practical upper limit on the number of news items assigned to a page; the number will usually be far less.

The newshole is defined by the number of columns in the newshole, and the height of each. From the nature of pyramidal ad layout, we know that each news column starts at the top of the newshole, and extends downward for some height, terminating either at an ad or at the bottom of the page. For example, the definition of the newshole shown in Figure 1-3 is shown in Table 1-I. In this table, heights are given in points, the height standard used in this report. One point is approximately $1 / 72$ inch. We assume that all of the columns have equal width; the problem of variable-width columns is discussed in Section 11.3.

The definitions of the news items are aiso expressed numerically. We
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Figure 1-3. Example Newshole.

Table 1-I. Numerical Definition of Example Newshole.

| column | height |  |
| :---: | ---: | ---: |
|  |  |  |
| 1 |  | 1000 |
| 2 | 1000 |  |
| 3 | 500 |  |
| 4 |  | 750 |
| 5 | 750 |  |
| 6 | 750 |  |

All heights are measured in points.
define a news item as either a story, which may or may not have some number of associated dependent pictures, or as an independent picture, which is not associated with any story on the page. We can identify the following components of a news item.

Stories have a text component, the definition of which specifies the area of the text for the story. We assume either that the text has already been
divided into lines of width equal to the width of a column, 80 that the number of lines required is definitely known, or else that this quantity has been estimated from the raw length of the story. We can measure the area in column-points (i.e., the number of points tall the text would be if it were laid out in one column). For some stories, part of the text may be cut from the final layout if necessary; in this case, it is necessary to know both the amount of text that is available, and the absolute minimum amount that can be run.

Stories also have a headline component, whose definition specifies the size of the headline for the story. ${ }^{4}$ In some cases, the layout person may wish to specify an exact headline to be used in the layout; in this case, the width of the headine, in columns, and its height, in points, are given. In other cases, a variety of headlines might be possible, and the height and width of each are given. As a limiting case, it is possible to mechanically estimate a probable headline area for a story given its text size, as described by Bracken [Bracken 75]; from this estimated area, a set of headine widths and heights can be generated, and the layout person can write a headline after the space allocated to the headline in the layout is known. In any case, the input to the layout program will be in the form of a set of possible headline widths and heights to be considered.

Still another item component is the picture. Pictures may be independent, or may occur as a part of a story. Pictures are defined by their widths, measured in columns, and their heights, measured in points. Pictures may often have a large range of possible heights, since they can be cropped; in such a case, the range of heights is given.

As an example, Table 1-ll gives a definition of the news items in the layout shown in Figure 1-4.

[^2]Table 1-II. Numerical Definition of News Items in Figure 1-4.

| name | text | headline | picture |
| :---: | ---: | :---: | :---: |
| PCP | 1568 | $1 \times 360,2 \times 180,3 \times 120,4 \times 120,5 \times 120,6 \times 60$ | - |
| DiCara | 760 | $1 \times 192,2 \times 96,3 \times 96,4 \times 48$ | $4 \times 343$ |
| Chase | 532 | $1 \times 252,2 \times 126,3 \times 84,4 \times 84,5 \times 84,6 \times 42$ | - |
| Droney | 352 | $1 \times 144,2 \times 72,3 \times 72,4 \times 36$ | $1 \times 221$ |
| School-Board | 228 | $1 \times 48,2 \times 24$ | - |
| Chelsea | 485 | $1 \times 144,2 \times 72,3 \times 72,4 \times 36$ | $2 \times 343$ |
| Volterra | 333 | $1 \times 72,2 \times 36$ | - |
| Correction | 114 | $1 \times 18$ | - |

The variety of headline sizes for each of the stories was generated from the headline width and height used in the layout shown in Figure 1-4, to simulate more closely an actual layout problem.
The height listed for each picture includes the height of the cutline beneath the picture.

The output of the program is a layout for the given news items. This layout will be in the form of a page dummy which can be used to drive the page-makeup procedure. Figure 1-5 shows the page dummy for the page in Figure 1-4. Pictures are denoted by diagonal lines. Headlines are separated from the rest of the story by dotted lines, as are dependent pictures. This graphical notation is the standard used in this report.

In page makeup, following page layout, exact headlines are written and inserted, the text leaded and divided among the columns assigned to the stories, white space inserted, lines separating items drawn, and so forth.

### 1.3 Overview of Thesis

The basis of the approach taken in this thesis is to divide the news layout problem into two parts. The first part produces not a layout, but an abstraction of a layout called a template. The second part transforms a
PCP or angel dust, it's around and deadly

(
(

Figure 1-4. Example News Items.



Figure 1-5. Example Layout.
template into a layout, by means of the solution of a set of simultaneous linear inequalities, called layout equations, generated from the template (Chapter 2). If the equations based on a given template have a solution, then the template has a corresponding layout, which can be used as the solution to the original news layout problem. Otherwise, another template must be tried.

The problem of how a stream of templates is supplied in this procedure is made easier by the specification of a template grammar (Chapter 3).
Templates specify the set of geometric interrelationships between the items in the template; some sets of interrelationships can be specified as being grammatical and some ungrammatical, according to a descriptive grammar based on the types of layouts commonly used in newspapers. A corresponding generative grammar can be used to generate every legal (i.e., grammatical) template.

The operation of the generative grammar for a given layout problem can be modelled by a conceptual layout tree (Chapter 4). The terminal nodes of the tree correspond to templates, while the non-terminal nodes correspond to partial templates. Just as the validity of a template for a given layout problem can be determined through attempting the solution of a set of layout equations, the validity of a partial template can be partially determined through attempting the solution of a set of partial layout equations. The problem of finding a valid template can then be viewed as the problem of searching through the layout tree until a node corresponding to such a template is encountered.

The efiectiveness of this search depends on the exact nature of the layout tree. Certain modifications to the generative grammar can greatly increase the probability of a successful search. In particular, requiring that templates be built either upward from the bottom of the page (bottom-up) or downward from the top of the page (top-down) allows a significant strengthening of the conditions stated in the partial layout equations, allowing earlier detection of
invalid paths through the tree; it also greatly reduces the size of the tree (Chapter 5). Moreover, top-down layout gives certain advantages over bottom-up layout, because of the nature of the template grammar.

In any formulation of the generative grammar, the sheer size of the layout tree necessitates the use of highly efficient search strategies to enable the location of a valid template in a reasonable amount of time (Chapter 6). A simple exhaustive search can be ruled out, because of the nature of the layout tree. Instead, a limited-breadth search can be effectively used. Such a search can best proceed down the tree on a semi-random basis, biasing its selection of moves in a manner related to certain numerical criteria, derived from the partial layout equations; these criteria are statistically related to the eventual success of the paths.

Such a bias improves the chances of the search strategy reaching some valid terminal node, corresponding to a template which can be used to generate a legal layout. The additional incorporation of esthetic rules (Chapter 7) can assist in steering the search toward good-looking templates, which produce good-looking layouts.

In general, the presence of restrictions on acceptable layouts will make layouts harder to find. This is the case with setting an upper limit on allowable leading factors for stories (Chapter 8). Such a restriction can be represented by additional layout equations, but its effective incorporation necessitates a significant change in the basic nature of the layout equations, increasing the probability of their successful solution by weakening certain other restrictions in compensation.

The problem being solved is above all a practical problem. As such, the ultimate test of any approach is how well it works on practical cases. An experimental implementation of the layout algorithms has been programmed;
examples of its operation on news layout problems taken from actual newspapers are shown (Chapter 9).

Certain problems encountered in the design of implementations of the algorithms are discussed, along with suggested solutions (Chapter 10). Finally, a number of cpen research problems are listed (Chapter 11), and conclusions are presented (Chapter 12).

Appendix I presents a series of experiments performed to determine what rules, if any, are used by humans in performing news layout. Appendix II presents a number of theoretical considerations relating to the problem of news layout. Appendices III and IV compare past work on the computerization of news layout to the approach used in this thesis.

## Chapter 2 - Templates

### 2.1 Definition

In his doctoral thesis [Kan 76], Kan introduced the concept of a template. As defined by Kan, a template contains purely geometrical information about a layout but specifies no numerical dimensions. A single template, therefore, can correspond to an (essentially) infinite number of layouts, each of them with different numerical dimensions, but all similar in the abstract shapes and locations of the items. Thus, a single template represents an abstraction of a large class of layouts. For example, all the layouts shown in Figure 2-1 can be represented by the same abstract template, shown in Figure 2-2. The template contains a number of template items, one for each news item in the eventual layout.

The problem of finding a suitable layout for a given page can be subdivided into the problem of first selecting a suitable template, and then the problem of finding a layout corresponding to that template. This chapter deals with the latter problem; template selection is covered in later chapters.

### 2.2 Template Specification

Before the problem of transforming a template into a layout can be attacked, it is necessary to specify exactly what information is held in a template. By definition, a template holds the geometrical information that will be used to produce the layout. But, how can this information be expressed?

In this thesis, templates are represented in a matrix form. Consider the template given pictorially in Figure 2-3. The matrix form for this template, for an arbitrary labelling of the template items, is:


Figure 2-1. Layouts with the Same Abstract Template.

## Templates



Figure 2-2. Abstract Template for Examples.


Figure 2-3. Example Template.

A B B
A C C

D D C

We see that the matrix form of the template contains the same information as the pictorial form. Indeed, the pictorial form may be immediately derived from the matrix form, as shown in Figure 2-4.

| $A$ | $B$ | $B$ |
| :--- | :--- | :--- |
| $A$ | $C$ | $C$ |
| $D$ | $D$ | $C$ |

Figure 2-4. Derivation of Pictorial Form from Matrix Form.

From here on, the matrix and pictorial forms of templates are used interchangably. The pictorial form is easier to grasp visually, while the matrix form makes it easier to understand the operation of the layout algorithms.

A template contains one or more template items; in the final layout, each template item will correspond to one of the news items to be laid out. We define a marked template as one in which the correspondence between the template items and the news items they represent is explicitly labelled in the template, and an unmarked template as one in which no such correspondence is given.

A template in the matrix form also contains some number of columns. Each of these template columns corresponds to one or more news columns in the final layout, as shown in Figure 2-5. A widened template is one which contains exactly the same number of columns as does the layout (i.e., as does the newshole), so that each template column corresponds to exactly one news column. An unwidened template is one without this restriction.


A C C
0 D C
Figure 2-5. Interpretation of Abstract Template Columns.

Consider the layout in a non-rectangular newshole shown in Figure 2-6. A fitted template is one which has the same overall shape as the newshole, as for the widened fitted template:

A A A B B B

A A A C

D D D D C
whereas an unfitted template is one which does not explicitly state the interaction between the newshole shape and the news items, such as:

A A A B B B

A A A C C
D D D D C C

Of course, for rectangular newsholes, there is no difference between fitted and unfitted templates.

| I | 1 | 1 | 1 |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | ! |
| 1 | 1 | 1 | 1 |
| - | 1 | 1 | 1 |
| 1 | 1 | 1 | I |
| 1 | 1 | 1 | 1 |
| 1 | , | ! | 1 |
| 1 | 1 | I | , |
| 1 | 1 | 1 | , |
| 1 | 1 | 1 | , |
| 1 | 1 | 1 | 1 |
| 1 | 1 | I | 1 |
| 1 | ! |  |  |
| 1 | 1 | ! |  |
| $!$ | 1 |  |  |
| 1 | 1 |  |  |
| 1 | 1 |  |  |
| ! | 1 |  |  |
| : | 1 |  |  |
| 1 | 1 |  |  |
| 1 | I |  |  |
| ! | 1 |  |  |

Figure 2-6. Layout in a Non-Rectangular Newshole.

A fitted, widened, marked template will be called a concrete template, because the correspondences of template items to news items, of template columns to layout columns, and of the shape of the template to the shape of the newshole are explicitly represented as part of the template. An unfitted unwidened unmarked template will be called an abstract template. In this thesis, we will be concerned primarily with the use of concrete templates.' Unless otherwise qualified, the term "template" in this report will refer to a concrete template.

### 2.3 Layout Equations

Given a concrete template, how can a layout be generated? Since the only information held in a layout but not in the template is that of the numerical dimensions of the layout, the problem is to find appropriate dimensions to add to the tempiate so as to produce the layout. A layout has two sets of dimensions: width and height. Since a concrete template is by definition widened, the width dimensions are represented explicitly in the template (i.e., each template column corresponds to precisely one layout column), and are thus known, leaving only the variable height dimensions to be determined.

Each row of a template correspond to some unknown height dimension, as shown in Figure 2-7. We can symbolically represent the height dimensions by a set of height variables, one for each row:

| $A$ | $A$ | $A$ | $B$ | $B$ | $B$ | $h_{1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $A$ | $A$ | $A$ | $C$ | $C$ | $C$ | $h_{2}$ |
| $D$ | $D$ | $D$ | $D$ | $C$ | $C$ | $h_{3}$ |

[^3]

Figure 2-7. Interpretation of Template Rows.

The problem is to find appropriate numerical values for the height variables. These values can then be used to produce the layout. What, then, defines those values of the height variables which are appropriate? The approach taken in this thesis is to generate a set of simultaneous equations from the template. These equations will collectively state the necessary conditions on appropriate values of the height variables.

The first thing we note is that the sum of the height variables must equal the height of the newshole. ${ }^{2}$ We can represent this restraint symbolically as:

$$
\begin{equation*}
h_{1}+h_{2}+\ldots+h_{n}=\text { height of newshole } \tag{2-1}
\end{equation*}
$$

We term this equation a height equation.

Also, the height variables must always be non-negative:

$$
\begin{equation*}
h_{1}, h_{2}, \ldots, h_{n} \geq 0 \tag{2-2}
\end{equation*}
$$

Another set of restraints on the height variables can be derived from the sizes of the news items. Each news item has a certain known minimum area, and must be assigned at least that much space on the page. It might be

[^4]assigned more, usually without any great harm, with the excess simply remaining some form of white space. Alternatively, if there is more text or other matter available for optional use, it can be run.

For each news item, then, we can generate an area equation, which states that, for each item:

$$
\begin{equation*}
\text { space assigned in layout } \geq \text { area (item) } \tag{2-3}
\end{equation*}
$$

For example, in the template shown above, the area equations are:

$$
\begin{gather*}
3 h_{1}+3 h_{2} \geq \text { area (A) }  \tag{2-4}\\
3 h_{1} \geq \text { area (B) }  \tag{2-5}\\
3 h_{2}+2 h_{3} \geq \text { area (C) }  \tag{2-6}\\
4 h_{3} \geq \text { area (D) } \tag{2-7}
\end{gather*}
$$

These area equations, combined with the height equation:

$$
\begin{equation*}
h_{1}+h_{2}+h_{3}=\text { height of page } \tag{2-8}
\end{equation*}
$$

and the non-negative condition, form a set of layout equations. Any values of $h_{1}, h_{2}$ and $h_{3}$ must satisfy these equations in order to correspond to a valid layout.

For the given layout equations, consider the layout problem given in Table 2-1. Here there is 9000 column-points of space available, but the areas of the news items sum to only 8600 column-points. The solution of the layout

Table 2-I. Example Layout Problem.
height of page $=1500 \quad$ [i.e., 1500 points]
area $(A)=3000 \quad$ [i.e., 3000 column-points]
area $(B)=1500$
area $(C)=2500$
area $(D)=1600$
equations is represented by the shaded region in Figure 2-8. The variable $h_{3}$ has been eliminated in this graph by use of the height equation:

$$
\begin{equation*}
h_{1}+h_{2}+h_{3}=1500 \tag{2-9}
\end{equation*}
$$

The four area equations for the four template items are marked $A, B, C$, and $D$.

Since the layout equations are all linear equalities or inequalities, a simplex linear programming algorithm is sufficient for finding a solution to the layout equations. There is no function which needs to be maximized within the basic feasible region defined by the layout equations, so a linear programming algorithm which returns an arbitrary point in the region is adequate. The only caveat is that, because of the nature of linear programming, the solution returned will be at some vertex of the basic feasible region. In our


Figure 2-8. Solution of Layout Equations.
interpretation, then, some of the area equations will be satisfied as equalities (i.e., those news items will have zero leading), while others will be far from equalities (i.e., these news items will be leaded more than average). ${ }^{3}$

In this example, the layout equations a set of solutions. However, this may not always be the case. Most concrete templates, it develops, will have no corresponding layouts; their layout equations will therefore have no solutions. A simplex linear programming algorithm is capable of detecting such a case.

The layout equations, then, can be seen to represent the necessary conditions for a layout to be derived from a given template. A linear programming algorithm can determine whether the equations have a solution or not, and, if so, can generate the specific height dimensions for the layout.

### 2.4 More Layout Equations

The layout equations described in the previous section (the area equations and the single height equation), plus the non-negative condition, are necessary conditions on appropriate values of the height variables, but they are not necessarily sufficient. There are other necessary conditions which also need to be stated in the layout equations. Fortunately, these new equations are themselves in the form of linear inequalities, so that the linear programming approach can still be used to solve the resulting set of layout equations.

### 2.4.1 Non-Rectangular Newsholes

Consider the concrete (and therefore fitted) template:

[^5]\[

$$
\begin{array}{llllll}
A & A & B & B & B & B \\
A & A & C & C & & \\
D & D & D & C & &
\end{array}
$$
\]

corresponding to the non-rectangular newshole shown in Figure 2-9. Here, the one height equation of the rectangular-newshole case must be replaced by a set of height equations:

$$
\begin{gather*}
h_{1}=800  \tag{2-10}\\
h_{2}+h_{3}=700 \tag{2-11}
\end{gather*}
$$

In general, for non-rectangular newsholes, there will be a height equation for each "level" in the newshole.

| 1 | 1 | I | ! | ; |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| I | I | ! | ; | ; |  |
| 1 | ! | ' | ! | 1 |  |
| 1 | 1 | ! | 1 | 1 |  |
| 1 | 1 | 1 | 1 | 1 |  |
| 1 | 1 | ' | 1 | ' | 8 |
| 1 | 1 | , | , | ; |  |
| 1 | 1 | , | 1 | 1 |  |
| 1 | 1 | , | 1 | , |  |
| 1 | 1 | 1 | 1 | - |  |
| 1 | 1 | 1 |  |  |  |
| , | 1 | 1 |  |  |  |
| 1 | 1 | 1 |  |  |  |
| 1 | 1 | 1 |  |  |  |
| 1 | 1 | 1 |  |  |  |
| 1 | 1 | 1 |  |  |  |
| 1 | , | 1 |  |  |  |
| ' | 1 | 1 |  |  |  |
| , |  | , |  |  |  |

Figure 2-9. Example Non-Rectangular Newshole.

### 2.4.2 Headlines

Stories have headlines, and the dimensions of a story's headline must be taken into account in the layout equations. We shall assume the area needed for the headline is included in the total area needed for the story, as stated in the area equation. That is, the story's headline is not represented explicitly in the template, but is considered part of the containing template item.

There is, however, another restriction that must be stated as a layout equation. Consider the headline. We assume that we know its width, since the template is a widened template, and its height, from the numerical definition of the layout problem. ${ }^{4}$ Not only must the space assigned to the story be great enough to accomodate the headline, it must also be great enough to allow it to be constrained to a rectangular form. That is, while a headline placed as in Figure 2-10 is acceptable, the one shown in Figure 2-11 is not, even though the numerical area assigned to each is the same; since the space assigned to headlines must be rectangular.

This condition can be stated as a layout equation. Consider the template:


Figure 2-10. Example of Acceptable Headline Placement.
4. If there is more than one possible headline height for the given headline width, then the minimum of these should be used, since we are stating only necessary conditions on the space allocated.


Figure 2-11. Example of Unacceptable Headline Placement.
A A A B B
A A A C C
O D D D C C

For story C , the headline equation is of the form:

$$
\begin{equation*}
h_{2} \geq \text { height of headline of } C \tag{2-12}
\end{equation*}
$$

This headline equation is in addition to the area equation for C:

$$
\begin{equation*}
3 h_{2}+2 h_{3} \geq \text { headline area of } C+\text { text area of } C \tag{2-13}
\end{equation*}
$$

This headline equation guarantees only that there will be enough space to run a rectangular headline. It does not rule out the possibility of a resultant layout such as the one shown in Figure 2-12 with no text punning under part of the headline. This is considered an acceptable layout at some newspapers. For newspapers where such layouts are not used, the headline equation can be changed to:

$$
\begin{equation*}
h_{2} \geq \text { height of headline of } C+\text { increment } \tag{2-14}
\end{equation*}
$$

where the increment is the minimum height of text which absolutely must run


Figure 2-12. Questionable Layout.
underneath the headline. This can be either an absolute amount (e.g., two lines of text) or scme amount relative to the headline size (e.g., $50 \%$ of the headline height).

The left-hand side of the headline equation will not always be a single height variable. In the template:

A A A B B

C C C B 日
$\subset \subset \subset D D D$
$C$ C E D D
the headline equation for $C$ is:

$$
\begin{equation*}
h_{2}+h_{3} \geq \text { height of headline of } C+\text { increment } \tag{2-15}
\end{equation*}
$$

for some appropriate value of the increment. In general, the left-hand side of a
headline equation is a sum of height variables, starting from the top of the template item, and terminating at the point where the template item ceases to be rectangular:

A corollary of this fact is that rectangular stories do not need their headline equations explicitly included in the set of layout equations. It is obvious that there can be no problem in providing a rectangular space for a headine within a rectangular story. Thus, in the above template, stories $C$ and D need headline equations, while $A, B$ and $E$ do not, since their headline equations would simply be redundant: if we already require that:
$\quad 3 h_{1} \geq$ headline area of $A+$ text area of $A$
[headline area of $A=$ three times headline height of $A$ ]
then the headline equation:

$$
\begin{equation*}
h_{1} \geq \text { headline height of } A+\text { increment } \tag{2-18}
\end{equation*}
$$

is unnecessary.

Strictly speaking, this headline equation might not be automatically satisfied if the text area becomes relatively small compared to the increment. This situation, however, can be avoided by the choice of the increment as an appropriate function of the text area.

### 2.4.3 Independent Pictures

There are two types of pictures: independent pictures, which are not associated with any story on the page, and dependent pictures, which are. The layout equation for an independent picture is simple. First, we note that the template item corresponding to an independent picture must be rectangular, and that the width of the template item must correspond to the width of the picture. With this given, the picture equation is simply:

$$
\begin{equation*}
\text { height assigned to picture } \geq \text { height (picture) } \tag{2-19}
\end{equation*}
$$

where height(picture) represents the minimum possible height the picture can be cropped to, since the picture equation states only a necessary condition. In the template:
A A A B B. B
A A A C C
D D D D C C
if $A$ is a picture, its layout equation is simply the picture equation.

$$
\begin{equation*}
h_{1}+h_{2} \geq \text { height (A) } \tag{2-20}
\end{equation*}
$$

No separate area equation is needed for an independent picture, since it would state exactly the same condition, merely multiplied by the width of the picture.

Pictures typically have a cutline (or caption) beneath them, of the same width as the picture. The height of this cutline can be considered as part of the height of the picture for the purposes of the layout equations. The same is true for a headline appearing above the picture.

### 2.4.4 Dependent Pictures

Pictures which are associated with a story and which are to appear as part of the story are more difficult to handle. As with headlines, we assume that the location of a dependent picture or pictures within the template item corresponding to a story is not stated directly within the matrix form of a template, but is defined by a story-picture format, present as an adjunct to the template. The exact type of equation to be generated depends on the story-
picture format chosen. The following formats are typical. ${ }^{5}$

### 2.4.4.1 Format 1

Format 1 is shown in Figure 2-13. The format is simply that of a picture to the left of the remainder of the story. Although the text shown in the figure is rectangular, this does not need to be the case. Of course, however, the picture must be rectangular. For the purposes of the layout equations, the two parts of the format, the picture and the headline-text combination, can be considered separately, with a picture equation for the picture, and an area equation and a headline equation for the remainder of the story. The area equation should include the area of the text plus the area of the headline, but not the area of the picture. Consider the template:
A A A A B
C C C A B B
where story $A$, with a two-column picture, is to be laid out in Format 1. The picture will be placed in the first two columns of item $A$; this is acceptable since these columns define a rectangular space. For story $A$, the layout equations are:


Figure 2-13. Format 1.
5. By extension, we can consider the headline-text combination present in a story without independent pictures to represent the single possible "format" for such a case; the same is also possible for independent pictures.

$$
\begin{gather*}
h_{1} \geq \text { picture height }  \tag{2-21}\\
2 h_{1}+h_{2} \geq \text { text area }+ \text { headline area }  \tag{2-22}\\
h_{1} \geq \text { headine height + increment } \tag{2-23}
\end{gather*}
$$

### 2.4.4.2 Format 2

In Format 2, shown in Figure 2-14, the picture appears directly above the headline, and is of the same width. In this case, the conceptual approach is to think of the combination of picture and headline as if it were a single very tall headline, and generate the layout equations appropriately. The text, of course, need not be rectangular. Consider the template:

$$
\begin{array}{lllll}
A & A & B & B & B \\
A & A & A & B & C
\end{array}
$$

where story B, with a three-column picture, is to be laid out in Format 2. The layout equations are:

$$
\begin{align*}
& h_{1} \geq \text { picture height + headline height }+ \text { increment }  \tag{2-24}\\
& 3 h_{1}+2 h_{2} \geq \text { picture area }+ \text { headline area }+ \text { text area } \tag{2-25}
\end{align*}
$$



Figure 2-14. Format 2.

### 2.4.4.3 Format 3

In Format 3, shown in Figure 2-15, the picture appears to the right of the headline, the headline has text running beneath it, and there may be text running beneath the picture. In the template:

$$
\begin{array}{llllll}
A & B & C & C & C & C \\
D & D & D & C & C & C \\
E & E & E & E & E & E
\end{array}
$$

where story C , which has a picture two columns wide, is to be laid out in Format 3, the layout equations are:

$$
\begin{gather*}
h_{1} \geq \text { headline height }+ \text { increment }  \tag{2-26}\\
h_{1}+h_{2} \geq \text { picture height }  \tag{2-27}\\
4 h_{1}+3 h_{2} \geq \text { text area }+ \text { headline area }+ \text { picture area } \tag{2-28}
\end{gather*}
$$

Here, we are requiring that the first two columns, which hold the headline, have sufficient minimum height (here, $h_{1}$ ) for it, while requiring that the last two columns, which hold the picture, have sufficient minimum height (here, $h_{1}+h_{2}$ ) to do so. The use of the increment in the headline equation requires that there be enough space to run some text beneath the headline; the lack of such an increment in the picture equation means that, although it is possible for there to be room for text underneath the picture, this is not required.


Figure 2-15. Format 3.

### 2.4.4.4 Format 4

Format 4, shown in Figure 2-16, is very similar to Format 3. The only difference is that the headline runs above the picture, slightly modifying the picture equation. With the template:

$$
\begin{array}{llllll}
A & B & B & C & C & C \\
A & B & D & D & D & D \\
E & E & E & D & D & D
\end{array}
$$

laying out story D, with a two-column picture, in Format 4 gives the layout equations:

$$
\begin{gather*}
h_{2} \geq \text { headline height }+ \text { increment }  \tag{2-29}\\
h_{2}+h_{3} \geq \text { headline height }+ \text { picture height }  \tag{2-30}\\
4 h_{2}+3 h_{3} \geq \text { text area + headline area + picture area } \tag{2-31}
\end{gather*}
$$

The only difference from Format 3 is in the right-hand side of the picture equation.


Figure 2-16. Format 4.

### 2.4.4.5 Other Formats

Other story-picture formats are possible, not only for stories with only one dependent picture, but also for those with more. The above examples, though, should be sufficient for showing how to develop the form of the layout equations needed for arbitrary formats, and for stories with an arbitrary number of pictures.

### 2.5 Exampie

Consider the concrete template:

$$
\begin{array}{lllll}
A & A & B & B & B \\
C & C & C & B & B \\
C & C & C & D & D
\end{array}
$$

where the news items are defined in Table 2-Il. Item $A$ and item $C$ are stories with no dependent pictures. Item $B$ is a story with one dependent picture, which will be laid out in Format 2. Item $\mathbf{D}$ is an independent picture. The newshole is five columns wide and 1160 points tall.

The resultant layout equations are shown in Table 2-lil. The first three equations state the non-negative condition on the height variables. The next equation is the height equation, requiring that the sum of the height variables be equal to the height of the newshoie. The area equation for item $A$ requires

Table 2-II. News Item Sizes for Example.
$\left.\begin{array}{cccc}\text { item } & \text { text size } & & \text { headline size }\end{array}\right)$ picture size

Table 2-III. Layout Equations for Example.


One solution to these equations is:
$h_{1}=389.33$ points
$h_{2}=509.67$ points
$h_{3}=261.00$ points
that the space allocated to $A$, namely $2 h_{1}$, be large enough to hold the text and headline area of $A$. Story $A$ needs no headline equation, because it is rectangular in shape. The area equation for item $B$ requires that the space allocated for it, $3 h_{1}+2 h_{2}$, be large enough to hold the text, headline, and picture areas of $B$. Also, a picture-headline equation for $B$ is necessary, requiring that the rectangular space at the top of the template item have sufficient height, here $h_{1}$, for the picture and the headline to be allocated rectangular spaces; for the sake of simplicity, the increment was left out of the right-hand side of this equation. The area equation for item $\mathbf{C}$ requires that the space allocated to $C$, namely $3 h_{2}+3 h_{3}$, be large enough to hold the text and headine area of $C$. The picture equation for item $D$ requires that its height, $h_{3}$, be large enough to hold the picture. The layout based on the given solution to the equations is shown in Figure 2-17.


Figure 2-17. Final Layout for Example.
2.6 Summary

This chapter has introduced the concept of a template. A template contains the same non-numerical information as does a layout, but without specifying the numerical dimensions. Given a template corresponding to a given layout ; problem, it is possible to generate a set of layout equations whose solution, if any, is the set of numerical dimensions needed to transform the template into a layout.

The following chapters consider the problem of how these concrete templates are to be supplied.

# Chapter 3 - Template Grammar 

### 3.1 Definitions

Chapter 2 presents a template-layout procedure that produces a layout from a known concrete template, if a layout with that template is possible. In the general layout problem, however, no such template will be available a priori. It will be necessary somehow to produce one or more templates based on the given layout problem, and then to test each of these templates for correspondence to a layout. Testing can stop when a layout has been achieved, or, alternatively, a number of layouts can be generated, with the layout person deciding when to stop this process, and then choosing from among the layouts produced up to that point.

When generating a number of likely templates, not all possible templates need be considered. Some, such as the one shown in Figure 3-1, would be considered illagal at any newspaper, while others, like the one shown in Figure 3-2, are definitely legal. When generating templates, we should restrict ourselves to the legal ones only. What, then, defines a legal template?

In the theory of linguistics, there is the concept of a grammar, which


Figure 3-1. Illegal Template.


Figure 3-2. Legal Template.
defines the syntax of a language. The grammar consists of rules which specify the set of legal constructs (e.g., sentences) in the language; a construct is legal if, and only if, it belongs to the set of legal constructs thereby defined.

By analogy, then, we can develop a template grammar which will specify which templates are legal and which are not. Two types of grammar will be considered. The first, a descriptive grammar, gives rules for determining if an arbitrary template belongs to the set of legal templates. The second; a generative grammar based on the first, gives rules whereby the set of legal templates may be generated.

### 3.2 Descriptive Grammar

Unfortunately, not all newspaper personnel would agree on what constitutes a legal layout. To the extent that this disagreement involves geometrical issues, this implies that not all newspapers would agree on what constitutes a legal template. Even so, a careful study of layouts in a variety of newspapers shows that there are some common rules for legal templates which can be stated. Individual newspapers may wish to make changes to these
rules. ${ }^{1}$ Still, these rules do a good job of stating what features concrete templates at different newspapers have in common. There are seven rules, as follows.

Rule 1. The shapes of template items must never become larger as one scans from top to bottom.

For example, template item shapes such as the ones shown in Figure 3-3 are illegal, while those shown in Figure 3-4 are legal. In other words, a template item must have a unique flat top.

Rule 2. Each template item must be contiguous.


Figure 3-3. Hlegal Template Item Shapes.


Figure 3-4. Legal Template Item Shapes.

1. Better yet, those newspapers could change their layout rules to conform to those given here. The latter is especially advisable considering that the simplicity of the generative grammar, as given in the next section, depends on the exact details of this descriptive grammar.

Obviously, items should not jump about on the same page.
Rule 3. There must be one and only one template item for each news item.

This rule ensures that the template is a properly marked template.

Rule 4. The width of the top of a template item must be a possible one for the associated news item.

For example, a story whose only possible headlines are four and five columns wide should not have an associated template item with a one-column top. An independent picture always has exactly one possible width for its template item. For stories with dependent pictures, the choice of the storypicture format determines the possible top widths for the template item.

Rule 5. Each story with dependent pictures must have associated with it an acceptable story-picture format.

The story-picture formats given in Chapter 2 are all acceptable. Others are also acceptable, still others are not. There seems to be no simple general rule for determining which are which without utilizing human judgement. Thus, if template generation is to performed automatically, the layout program should have access to a list of pre-approved story formats to use, either built in or provided by the layout person.

## Rule 6. Template items corresponding to pictures must be rectangular.

This includes that, for template items in Format 1, or similar formats, the part of the template item which will hold the picture must be rectangular.

Rule 7. The template items must be placed together in such a way as to produce a template which has the same width and the same overall shape
as the newshole, ${ }^{2}$ with no holes left.

These seven rules collectively specify what will be considered in this thesis the set of legal templates. They require that the template be a concrete template, that the template items correspond correctly to their news items, and that template items have only certain legal shapes.

The purpose of these rules is only to outlaw those templates which should definitely be avoided. They are not intended to make any further distinctions between the various levels of quality found among the legal templates. The issue of template quality is discussed in Chapter 7.

### 3.3 Generative Grammar

The above descriptive grammar enables us to test a given template for legality. Moreover, this grammar can be transformed into a generative grammar which can be used to generate legal templates.

This generative grammar will give rules for generating templates incrementally, one template item at a time. At an intermediate stage in this process, we will have constructed a partial template. At the very beginning, the partial template is empty. At the end, the partial template becomes the final template. Each step of the template-generation procedure involves the addition of a single template item, corresponding to some particular news item, to the partial template, thereby obtaining a new partial template. At any step, there might be more than one possible item to add, and more than one possible way to add it. These rules do not tell which possibility to choose; they only state which possibilities are legal.

This generative grammar is based on a simple observation about the set of

[^6]legal templates as defined in the previous section. Consider such a template:
A A A B B $\quad \mathbf{B}$
A A A C C
ODDDCC

The set of allowable shapes for template items is such that if we know where in the template the tops of the items are to go:

A A A B B

-     - C C

DODD-
it is possible to construct the remainder of the template mechanically. Therefore, when generating templates, it is necessary only to choose the positions of the tops of the stories: the rest of the template can be automatically filled in later. For the remainder of this report, templates may be represented in this latter manner, so as to make it easier for readers to locate the tops of the template items and thereby see how the templates were generated.

To lay out an item in a partial template, some legal top width is chosen, then a top of that width is inserted somewhere in the template. The template above could be generated in the four steps shown in Figure 3-5. In fact, this template could be generated in a total of 24 ways (i.e., 4! ways), depending on the order in which the items are added.

In the generation of templates for a non-rectangular newshole, the conceptually simplest approach is to begin with an empty template marked with the location of the ads, and to modify the above procedure so that tops may not be laid out inside the marked regions. The template:

-     - В В В
-     - B B B
-     - C C C

A A A B B

-     -         - C C

A A A B B B

-     - C C C

D D D D - -

Figure 3-5. Generation of Example Template.

$$
\left.\begin{array}{lllll}
A & A & A & B & B
\end{array}\right]
$$

could be generated as shown in Figure 3-6, where ads are marked with a "\$".

To generate a template, then, one starts with the empty template, and repeatedly adds individual items to it, until all the items have been used. Each time a template item is added, an appropriate top and an appropriate format must be chosen. If this is done, the resulting final template will be guaranteed


A A A B B B
\$ \$ - - -
$88-C$ C


Figure 3-6. Generation of Example Non-Rectangular Template
to follow most of the rules for legal templates listed in the descriptive grammar. Some rules, however, will have to be checked independently. For example, the descriptive grammar requires that there be no holes left in the template. The only way that this could happen, given our interpretation of item shapes in terms of the tops of items, is for the very top line of the template not to be filled in. This condition must be checked. It is also necessary to check that the parts of the template corresponding to pictures are rectangular. If these criteria are satisfied, then a template built in the manner described is a legal one.

### 3.4 Summary

This chapter has introduced the class of legal templates, and has outlined a number of rules for recognizing legal templates and for generating them. These rules for template generation state only what templates can be generated, not which templates should be generated. This dichotomy can be compared to the relationship in linguistics between syntax and semantics. A grammar for English may tell you how to form correct sentences, but it cannot tell you what to say.

The issue of template syntax is developed more fully in the next two chapters, and then template semantics (the problem of determing which templates to generate) is considered.

## Chapter 4 - Layout Trees

The preceding chapter outlines a scheme whereby an arbitrary template may be generated by a series of incremental operations. This chapter further develops this idea, using an analogy with game-playing programs.

### 4.1 Definition

Many computer programs have been written to play games such as checkers and chess against human opponents [Newborn 75]. Although these programs differ in detail, they all use the concept of a game tree in generating moves.

The nodes of a game tree are all of the board positions achievable in the game, and the edges are the moves which relate one position to another. Figure 4-1 shows part of the complete game tree for chess. The root node of the tree corresponds to the board at the beginning of the game. The nodes at the first ply represent the 20 possible board positions after White makes his first move; the edges leading to them represent the 20 possible moves. Similarly, the nodes at the second ply represent the 400 possible board positions after Black has replied with his first move, and so forth.


Figure 4-1. Part of the Complete Game Tree for Chess.

The complete game tree for chess is finite, since the rules for chess set an upper limit on the length of a game. Even so, it is estimated that there are approximately $10^{120}$ possible paths through the tree [Shannon 50]. Obviously, the complete game tree for chess will never be enumerated; ${ }^{1}$ it remains forever a conceptual entity, which, still, has intellectual value. Playing a game of chess can be compared to following a path downward through this tree; the players alternate in choosing edges (moves). Some of the nodes (positions) in the tree represent a win for White; some represent a win for Black. White's aim is to force a path to one of his winning nodes, and vice-versa for Black. Unfortunately, a chess-playing program will not have an overview of the entire tree; it will be able, though, to "mentally" explore some neighborhood of the tree for each of its moves, starting from the then-current position, and use the information thereby gained to determine the seemingly-best move.

By analogy, one can consider a given news layout problem to be a game, although a solitaire one. We call its game tree a layout tree. The playing board is the template being constructed. At the beginning, the template is empty. Each move consists of adding an item to the template, leading to a new node in the layout tree corresponding to the new position. The final positions are those where all of the items have been added; these occur in the tree at the $n^{\text {th }}$ ply, where $n$ is the number of items to be laid out on the page.

Some of these final positions, as we have seen in the last chapter, will be syntactically illegal. These count as losses. Others will be syntactically legal, but semantically invalid. These are the templates without associated layouts, and also count as losses. The wins are those legal templates which do have associated layouts.

1. Assuming that certain current assumptions about the nature of the physical universe are correct.

The problem is to move through the tree to a winning position, thereby obtaining a layout. As in chess, the complete tree for a given layout problem is far too large to enumerate. It is necessary to search through the tree based on imperfect knowledge of where the search will lead. There are, however, some ways of increasing that knowledge, as described below.

### 4.2 Partial Layout Equations

As we have seen, the final nodes in the layout tree correspond to completed templates. Given one of these templates, we can generate a set of layout equations which tell us whether or not there is a layout based on that template, and, if there is, give its dimensions.

Each of the intermediate nodes in the layout tree corresponds to a partial template. Given one of these, it is possible to generate a set of partial layout equations, based on the partial information available, which tell whether there is any possibility of this partial template giving rise to a completed template which has a layout. Consider, for example, the partial template:


A set of partial layout equations for this partial template is shown in Table 4-1. If there exist any $h_{1}, h_{2}$, and $h_{3}$ which satisfy these equations, then there is the

Table 4-I. Partial Layout Equations.
$h_{1}+h_{2}+h_{3}=$ height of page [partial height eqn] $h_{1}+h_{2}+h_{3} \geq$ area (A) [partial area eqn for A] $4 h_{3} \geq$ area (C) [partial area eqn for C] $2 h_{2}+h_{3} \geq$ area (F) [partial area eqn for F] $h_{2} \geq$ headline height (F) [partial headline eqn for F]
possibility that a completed template with an associated layout can be built from this parłial template. If not, then there is no such chance, since the partial layout equations necessarily state a strictly weaker condition on the existence of height variables than will any of the possible eventual sets of final layout equations. ${ }^{2}$ The actual values of the height variables which satisfy the partial layout equations are irrelevant; what matters is whether any such height variables exist. The problem being solved here is not to determine partial numerical dimensions for the layout, but to determine if any such layout can exist. No actual numerical dimensions can necessarily be inferred from a partial template, since it is not yet known where the remaining template items will be inserted. Different subsequent choices will force different layout positions of the items already placed.

In this example, if news item $A$ is too large to fit into one column, then the partial layout equations will fail. Similarly, if news items $C$ and $F$ are too large to fit together in the manner specified by the template, the equations will also fail. If the equations do succeed, there is still the possibility that the partial template might not lead to any layouts, because of the particular mix of news items remaining to be inserted into the template. However, this will be because of conditions not expressible in the partial layout equations.

A partial template whose set of partial layout equations succeeds is termed valid, as is a legal completed template whose set of final layout equations succeeds; ${ }^{3}$ all other templates are invalid. By analogy, the various nodes of the layout tree for a particular layout problem can be considered valid or invalid, as can the particular moves leading to them. Since the partial layout

[^7]equations state necessary conditions on the existence of an eventual layout, no invalid node can have valid descendants (although the reverse can obviously be true). Therefore, any subtree of the layout tree originating from an invalid node will be uniformly invalid; in particular, all of the templates corresponding to final nodes in that subtree will be invalid and will not lead to layouts. Such a subtree can be totally ignored by any search procedure. In terms of our analogy, this means that, when adding an item to a partial template, the layout equations of the new template should be checked for satisfiability. If they fail, the move is invalid and should not be considered.

Similarly, any illegal completed templates can be removed from the tree, and the final moves leading to them considered invalid. With the use of lookahead, it is sometimes possible to determine whether or not intermediate positions can possibly lead to legal final templates; those that cannot should be considered invalid.

### 4.3 Shape of the Layout Tree

Although there will be a different layout tree for each layout problem, some generalities can be made about the shapes of layout trees.

There are more possible moves early in layout than there are later on. At the beginning, there are simply more news items remaining to be laid out. Toward the end, there are fewer remaining, and the requirements for legal completed templated must also be dealt with, potentially reducing the number of possible placements for each remaining item.

There is a higher probability that a legal position early in the tree will be valid than for positions later in the tree. The root position is always valid, of course. Positions at the first ply have small sets of partial layout equations, which state relatively weak conditions, and therefore stand a good chance of equations change, growing in size as they do, and become more and more difficult to fulfill, causing a decrease in the probability of a valid position.

### 4.4 Basic Search Strategy

To find a layout, it is necessary only to search through the layout tree until a valid final node is located. This, unfortunately, is more easily said than done, because of the great size of the tree. The basic approach to search strategy taken in this thesis ${ }^{4}$ is to start at the root node of the layout tree and move downward, making only legal moves, and checking the validity of each move by generating and attempting to solve each set of partial layout equations. This procedure may lead directly to a layout. Alternatively, there may come an intermediate point where there are either no legal moves possible, or where there are no valid moves among the legal ones. Either case can be termed a dead end. Upon encountering a dead end, the search procedure will backtrack, trying other possible paths. Eventually, if there are layouts, one will be found. This procedure should be monitored by the layout person to catch the rare cases in which there are no layouts possible with the given items on the given page, as well as the cases where the number of layouts is so small that finding one is like finding a needle in a haystack, becoming excessively difficult.

The amount of time that this search procedure takes depends on the number of positions in the tree it must consider. One obvious conclusion is that the effectiveness of the procedure depends on the effectiveness of the partial layout equations generated at each step. The more blind alleys (paths leading only to dead ends) that can be detected at their offset, the less time will be required to generate a layout.

[^8]
### 4.5 Summary

The concept of a layout tree provides a convenient conceptual framework for understanding the layout problem. Generating a template is equivalent to moving downward through the tree; producing a final layout can be performed by searching through the tree, generating partial templates along the way, until a valid final template is reached.

The following chapter considers certain modifications of the rules for legal moves which make the search procedure more effective.

## Chapter 5 - Direction of Layout

### 5.1 Canonical Orderings

As was shown in Chapter 3, a single template can be built in a variety of different ways, corresponding to the variety of possible orders in which the template items can be inserted into the partial templates. With $\boldsymbol{n}$ items to be laid out, there will be $n$ ! possible orders of insertion. These $n$ ! orderings will correspond to $n$ ! distinct paths through the layout tree, terminating at $n!$ final nodes, each of which will correspond to the same final template.

Since the order of insertion of the items into the partial templates does not matter, restriating any particular final template to be constructed in a single particular order will reduce the size of the layout tree, potentially making searching easier. In this case, it matters not how you play the layout game, but whether you win or lose. These changes will represent changes in the rules of the layout game, making it potentially easier to win. Of course, the winning positions will still correspond to the same set of valid legal final templates. Each valid legal final template will appear once and only once in the restricted layout tree, and there will be only one path leading to each such template.

We define a canonical ordering based on the matrix form of the template. An item whose top appears on a template row higher than the top of another item will appear earlier in the ordering than the other item. For items whose tops appear on the same template row, the ones appearing the further left will appear earlier in the ordering. For example, for the template:

A A A B B
A A A C C

D D D D C C
the canonical ordering will be $A, B, C, D$. This ordering, which represents a total ordering on the items, will be called the top-down ordering. This ordering goes from left to right, top to bottom.

Another possible canonical ordering is the bottom-up ordering, which we define to be precisely the reverse of the top-down ordering. This ordering proceeds from right to left, bottom to top.

Either of these two possible orderings will satisfy the goal given above of there being only one possible path through the layout tree to a given final template. In this way, these orderings represent additions to the template grammar, in that they restrict the set af possible moves. As will be seen, each of these orderings has its unique advantages. Layout using the bottom-up ordering will be considered first, since it is the easier to understand.

### 5.2 Bottom-Up Layout

### 5.2.1 Equation-Generation Method

### 5.2.1.1 Basic Method

Consider building the template:

$$
\begin{array}{lllll}
A & A & D & D & D \\
C & C & C & D & D \\
C & C & C & B & B
\end{array}
$$

bottom-up. This will proceed as shown in Figure 5-1. The template items are inserted in the order B, C, D, A. The unique advantage of bottom-up layout lies in the fact that it is possible to generate the layout equations of the items as soon as they are inserted into the partial templates. For example, the area equation for $B$ is:
$C \mathrm{C}=-$

-     - B B
-     - D D D

C C C -

-     - B B

A A D D D

C C C - -

-     - BB

Figure 5-1. Bottom-Up Generation of Example Template.

$$
\begin{equation*}
2 h_{1} \geq \text { area (B) } \tag{5-1}
\end{equation*}
$$

where height variables are numbered from the bottom up, so that $h_{1}$ is the height variable corresponding to the lowest row of the template under construction. ${ }^{1}$ This area equation can, of course, be easily generated from the final template, but it can also be generated in the same form at the very first point that item $B$ is added to the partial template, because of the bottom-up direction of layout. The other area equations, which can also be generated in

1. This reversal of the usual numbering scheme will be used throughout the discussion of bottom-up layout.
turn, are:

$$
\begin{gather*}
3 h_{2}+3 h_{1} \geq \text { area (C) }  \tag{5-2}\\
3 h_{3}+2 h_{2} \geq \text { area (D) }  \tag{5-3}\\
2 h_{3} \geq \text { area (A) } \tag{5-4}
\end{gather*}
$$

As can be seen, each of these area equations can be generated as soon as the corresponding template item is inserted into the template. This is because the exact symbolic shape of each template item is known immediately, due to the interaction between the bottom-up direction of layout and the template grammar; the symbolic shape of a template item does not depend on the placements of the following items.

Headline equations and picture equations can be generated with equal simplicity. None of the layout equations will need to be changed as further template items are inserted, with the exception of the height equation, which will have to be changed so as to incorporate the new height variables.

### 5.2.1.2 Height Equation

At an intermediate point in template generation, the set of height variables will be incomplete. Therefore, the height equation at an intermediate point cannot refer directly to the sum of the height variables, but must state that the sum of the subset of the height variables that have been introduced up to that point, plus some dummy variable $h_{n}$, equals the height of the newshole. The dummy variable $h_{n}$ represents the sum of the height variables yet to be introduced. In the above example, for instance, after the first template item is inserted, the height equation is:

$$
\begin{equation*}
h_{1}+h_{n}=\text { height of newshole } \tag{5-5}
\end{equation*}
$$

In case of a non-rectangular newshole, only a little more processing is
required for generating the multiple height equations. Consider the newshole shown in Figure 5-2. We divide the newshole into a number of levels, one for each of the height equations that will be generated. In this case, there are three levels, leading eventually to three height equations. Layout begins in the bottom level. When deciding where to place the top of an item, one possibility is to terminate the current level and move to a higher level, possibly skipping over some number of intermediate levels. At any point, the variable $h_{\mathbf{n}}$ refers to the sum of the height variables yet to be introduced in the current level.

Template construction in the above newshole might progress as in the following sequence. We start with:

8 \& E E $\$$

The current height equation is now:

$$
\begin{equation*}
h_{1}+h_{n}=350 \tag{5-6}
\end{equation*}
$$



Figure 5-2. Non-Rectangular Newshole.

At this point, let us suppose that the next higher level is chosen. The height equation:

$$
\begin{equation*}
h_{1}=350 \tag{5-7}
\end{equation*}
$$

is final, and a new one is started. The partial template becomes:

$$
\begin{aligned}
& \$ ~ \$ ~ D O D \\
& \$ ~ \\
& \$ E E S
\end{aligned}
$$

and the new height equation is:

$$
\begin{equation*}
h_{2}+h_{n}=250 \tag{5-8}
\end{equation*}
$$

Above, the next-level operation was performed in such a way as to require that the top of E , already placed in its level, be at the same height as the top of its level in the final layout. Another possibility is to perform the next-level operation as in:

$$
\begin{array}{lllll}
- & - & C & C & C
\end{array}-
$$

which allows there to be some distance between the top of $D$ and the top of its level in the final layout. Here, the height equation:

$$
\begin{equation*}
h_{2}+h_{3}=250 \tag{5-9}
\end{equation*}
$$

is final; the height variable $h_{3}$, which may or may not be zero in the final layout, represents the distance between the top of $D$ and the top of its level. A new height equation:

$$
\begin{equation*}
h_{4}+h_{n}=900 \tag{5-10}
\end{equation*}
$$

is started, and template construction continues.

In summary, before a template item is inserted into a partial template, one or more next-level operations may be performed. These may specify whether the item previously inserted is or is not to be constrained to be at the same height as the top of its level.

### 5.2.1.3 Items on the Same Row

Consider the two partial templates:

-     - EEC C
and

-     -         - C C

The effective difference between these two partial templates is that, in the first, the top of item $E$ is constrained to be at the same height as the top of $\mathbf{C}$, whereas no such constraint exists in the second partial template. The first partial template can be viewed as a special case of the second, since the height variable $h_{2}$ in the second partial template can take on the particular value zero, making it equivalent to the first in such a case. If any final template built with the first of these partial templates can achieve a layout, 80 can an equivalent template built with the second. Moreover, it may be the case that layouts exist based on the second partial template that have no counterpart based on the first partial template, since the height variable $h_{2}$ in their final templates is effectively constrained to be greater than zero. Thus, we can consider the second partial template to be a generalization of the first. In fact, the first partial template represents so special a case that it is
reasonable to outlaw such partial templates, in order to increase the proportion of valid nodes in the layout tree.

In certain situations, however, final templates built with the first partial template may have no equivalents built with the second. Consider the partial template:

$$
\begin{aligned}
& -\quad \text { D D D } \\
& -\quad \text { E } \quad \text { C }
\end{aligned}
$$

where $D$ represents a picture. Since $D$ requires a rectangular space, it can be placed above $E$ and $C$ only if $E$ and $C$ are constrained to be at the same height. Similarly, the top row of a final template will usually contain a number of items, and all of these will of necessity be on the same row.

Even so, there can never be any reason for allowing more than one item top to occur on the same line of a partial template if the tops are nonadjacent. Partial templates such as:

$$
-E E-C C
$$

are never desirable, since they can lead to neither of the special cases mentioned. They can therefore be considered illegal, potentially increasing the proportion of valid nodes in the layout tree.

### 5.2.1.4 Lookahead

The top row of a template is the last row to be filled in when using bottom-up layout. By the rules of the template grammar, there must be no holes in the top row. If partial templates are not carefully chosen, though, it might become impossible to fill the top row with the item or items remaining. A lookahead procedure can help to forecast such a situation early enough to avoid it.

For example, in the partial template:

-     - C
- B B B -
if there is only one item, $A$, remaining, then it is necessary for $A$ to have a possible top width of five; otherwise, the top of the template cannot possible be filled in. If there are several template items remaining, there must be some subset with possible top widths totalling five. Similarly, with the partial template:
-     - C C
- B B B -
either a width of five or a width of three must be achievable.


### 5.2.2 Augmented Partial Layout Equations

As shown above, generating the partial layout equations is straightforward when proceeding bottom-up. Another advantage of bottom-up layout is that the partial layout equations can be augmented to state a stronger condition than is possible without an inherent direction of layout. The partial layout equations, as shown so far, make no statement related to the items remaining to be inserted into the template.

With bottom-up layout, we know that the remaining items will be inserted above the items already present. This knowledge can lead to an additional equation. With the partial template:

- C C C -
- D D D -
we can generate an additional area equation for the remaining items:2

$$
\begin{equation*}
6 h_{n}+3 h_{2}+2 h_{1} \geq \text { area of remaining items } \tag{5-11}
\end{equation*}
$$

This equation is in addition to the area equations:

$$
\begin{gather*}
3 h_{1} \geq \text { area (D) }  \tag{5-12}\\
3 h_{2}+h_{1} \geq \operatorname{area}(C) \tag{5-13}
\end{gather*}
$$

Note that if these three equations are added together, we obtain:

$$
\begin{equation*}
6 h_{n}+6 h_{2}+6 h_{1} \geq \text { area of items } \tag{5-14}
\end{equation*}
$$

which is to be expected. This shows that the new equation effectively requires that the total amount of space available in the newshole be sufficient to hold all the news items. This equation, in fact, states a much stronger condition.

This new equation can be called the remaining-items equation. To understand its operation, a basic concept is needed. In a given layout problem, there will be more newshole space available than the sum of the areas of the news items. We define the amount of residue to be the difference between these two quantities.

At the beginning of template construction, there is positive residue. The remaining-items equation is:
total space available $\geq$ total area of items

This is true, since the residue is non-negative.

[^9]When the first item is added to the template, the symbolic "space available" splits into two parts: the part assigned to that liem, and the part left for the remainder of the items. The "space available" is symbolically decreased by the area of the item inserted, ${ }^{3}$ and the "area left" is numerically decreased by the same area, so that the residue remains the same.

At all points in template construction, the remaining-items equation requires the residue to be non-negative. After the first template item is inserted, though, the residue can begin to shrink. Consider, for example, the partial template:

$$
\begin{array}{llllll}
B & B & B & B & - \\
D & D & C & C & -
\end{array}
$$

The amount of space allocated for $D$ is constrained to be exactly equal to the amount of space allocated for $C$. If the areas needed for these two items are unequal, then this partial template represents a forced transfer of some of the residue from the "space available" into the space for the smaller of items $\mathbf{C}$ and D. The remaining-items equation requires that the remaining residue be nonnegative after such a transfer.

Residue can decrease because of a great number of template constructs. If the residue ever becomes negative (strictly speaking, if the maximum value of the residue ever becomes negative), then the partial template is invalid. This will be marked by the failure of the augmented partial layout equations. In such a case, the amount of space available can not possibly be large enough to hold the remaining items. The augmented partial layout equations therefore provide the ability to detect unsatisfiable situations before they would be detected by unaugmented partial layout equations.
3. Strictly speaking, it is decreased by a symbolic quantity, whose achievable minimum in this case is the area of the item.

### 5.2.3 An Efficient Equation Solution Method

All of the layout equations are simple linear equalities or inequalities. As stated in Chapter 2, a simplex linear programming technique is adequate for solving them. There is an even simpler and much faster method which can be used to solve the class of layout equations generated by bottom-up layout.

This method is primarily intended for determining only whether a set of layout equations or partial layout equations has a solution. As it turns out, this method does produce values of height variables as a by-product, but the simplex method would tend to produce ones of a better quality. That is, better in the quality of the layout produced. This method, if used for final layouts, would produce layouts with the bottommost items leaded as little as possible and the topmost items leaded as much as possible. The simplex method would tend to assign leading more evenly among the items. Still, this method can be used to check sets of partial layout equations, and to quickly check sets of final layout equations before performing the slower simplex method to obtain the numerical dimensions to be used for the final layout.

Consider an arbitrary set of partial layout equations. The layout equations for the items already added to the partial template say only that the space allocated to these items must meet certain minimum requirements, such as area, space for headline, etc.; the finalized height equations, if any, state similar requirements. The other equations are the current height equation and the remaining-items equation. These require that the space left must also meet certain requirements.

For an arbitrary partial template, such as the one shown in Figure 5-3, one way of satisfying these requirements is to find height variables to minimize the space assigned to the items already present, and to simultaneously maximize the space left. Consider the items at the $h_{1}$ row. If their tops are numerically


Figure 5-3. Partial Template.
placed as low as they can possibly be, based on these items' layout equations, thus minimizing $h_{1}$, this cannot possibly force the tops of any of the other items to be numerically higher than they might otherwise be. This is obvious for the partial template shown. It is also true in general, because of the restrictions on legal shapes of template items.

Similarly, consider the items at the $h_{2}$ row. If their tops are now placed as low as possible, minimizing $h_{2}$ with known $h_{1}$, this cannot cause the tops of any of the other items to move up numerically. Moreover, the choice of minimum $\boldsymbol{h}_{\mathbf{1}}$ necessarily leads to minimum $h_{1}+h_{2}$ at this point.

This process can continue up to the highest row yet used. This assignment of values to the height variables will simultaneously maximize $h_{n}$ and maximize the space available for the remaining items. If these quantities are sufficient, then the values of the height variables represent solutions of the partial layout equations. Otherwise, there are no solutions.

This process can be incorporated in the template-building procedure as follows. Each time a new height variable $h_{i}$ is introduced, it is assigned a value, initially 0 . When an item is added whose top is on the height variable's row, the layout equations for that item are generated, and tested for truth with the current value of $h_{i}$. If necessary, $h_{i}$ is increased until the equations become
true. The finalizing of an old height equation might also make to necessary to increase $h_{i}$. If increasing $h_{i}$ causes $h_{n}$ to become negative or the remainingitems equation to become faise, then the partial template is invalid; otherwise, it is valid.

Consider an example. The newshole is rectangular, six columns wide and 1500 points tall. Thus, $h_{n}$ is initially 1500 . We shall assume there is $\mathbf{8 6 0 0}$ column-points of news to fit into the 9000 column-points of newshole. Story D, with area 1600 column-points, is inserted:

D D D D - -

This introduces a new height variable $h_{1}$. Since we know that:

$$
\begin{equation*}
4 h_{1} \geq 1600 \tag{5-16}
\end{equation*}
$$

(considering only area equations here), this sets $h_{1}$ to 400, which is the minimum possible. Doing so decreases $h_{n}$ to 1100 and the available space to 7400. Next, story $C$, with area 2500 , is inserted:

-     - $\quad$ C C $C$

D D D D -

This introduces a new height variable $h_{2}$. Since we require that:

$$
\begin{equation*}
3 h_{2}+2 h_{1} \geq 2500 \tag{5-17}
\end{equation*}
$$

this sets $h_{2}$ to 566.67, which is (2500-2×400)/3, decreasing $h_{n}$ to 533.33, and the available space to 4900. Story $B$, with area 1500 , is inserted:

$$
\begin{array}{llllll}
- & - & B & B \\
- & - & C & C & C \\
D & D & D & D & - & -
\end{array}
$$

This introduces $h_{3}$, and, since we require that:

$$
\begin{equation*}
3 h_{3} \geq 1500 \tag{5-18}
\end{equation*}
$$

we set $h_{3}$ to 500 , reducing $h_{n}$ to 33.33 , and the available space to 3400. Last, story A, with area 3000 , is inserted:

$$
\begin{array}{llllll}
A & A & A & B & B & B \\
- & - & - & C & C & C \\
D & D & D & D & - & -
\end{array}
$$

This requires that:

$$
\begin{equation*}
3 h_{3}+3 h_{2} \geq 3000 \tag{5-19}
\end{equation*}
$$

but $3 h_{3}+3 h_{2}=3200$ already, so $h_{3}$ does not need to be increased further. All of the items have now been inserted, and $h_{n}$ is still positive, as is the residue, which is all that remains of the space available (in this case, in fact, none of the residue was used up). This signifies that the final template is valid, as were, of course, all of the partial templates.

As an example of an invalid partial template, consider item $\mathbf{C}$ having been inserted as:

$$
\begin{aligned}
& -C D C- \\
& D D D D-\quad
\end{aligned}
$$

This would have set $h_{2}$ to 1250 , forcing $h_{n}$ negative.

### 5.3 Top-Down Layout

### 5.3.1 Equation Generation Method

### 5.3.1.1 Basic Method

Top-down layout is quite different. Consider the following partial template with one item:

$$
A A B-
$$

Here, there is no immediate knowledge of the symbolic shape of the item A just inserted into the template. It could have any of a number of possible final shapes, depending on the placements of the succeeding ltems below A. None of the advantages associated with the presence of such knowledge in bottom-up layout exist here in top-down layout.

Even so, it is still possible to generate partial layout equations. Consider what is known in the above partial template. The space allocated for $A$, aithough not yet known for certain, will be at least $3 h_{1}$. We can express this as:

$$
\begin{equation*}
3 h_{1}+x_{A} \geq \operatorname{area}(A) \tag{5-20}
\end{equation*}
$$

where $x_{A}$ symbolically represents the part of the space eventually to be allocated to $A$ which is not contained in the $3 h_{1}$. We know that:

$$
\begin{equation*}
x_{A} \leq 3 h_{n} \tag{5-21}
\end{equation*}
$$

where $h_{n}$, of course, is defined here by:

$$
\begin{equation*}
h_{1}+h_{n}=\text { height of newshole } \tag{5-22}
\end{equation*}
$$

since area A cannot occupy more than three columns at any lower point in the
template.

In the subsequent partial template:

$$
A \quad A \quad B \quad B
$$

similar partial layout equations for $B$ can also be generated:

$$
\begin{gather*}
2 h_{1}+x_{B} \geq \text { area (B) }  \tag{5-23}\\
x_{B} \leq 2 h_{n} \tag{5-24}
\end{gather*}
$$

In the partial template:

$$
\begin{aligned}
& A A B C B \\
& - \\
& - \\
& A \\
& C
\end{aligned}
$$

the partial layout equations for $C$ can be generated in the same manner:

$$
\begin{gather*}
3 h_{2}+x_{C} \geq \text { area (C) }  \tag{5-25}\\
x_{C} \leq 3 h_{n} \tag{5-26}
\end{gather*}
$$

For $A$ and $B$, however, matters now become more complicated. For one thing, the space for $B$ is now completely known, so $B$ 's layout equations can be generated in final form:

$$
\begin{equation*}
2 h_{1} \geq \text { area }(B) \tag{5-27}
\end{equation*}
$$

plus any necessary headline and picture equations. The area equation for $\mathbf{A}$ becomes:

$$
\begin{gather*}
3 h_{1}+2 h_{2}+x_{A} \geq \text { area (A) }  \tag{5-28}\\
x_{A} \leq 2 h_{n} \tag{5-29}
\end{gather*}
$$

since $A$ will be at most two columns wide at any lower point. Additionally, more is known about the shape of $A$. We know, for instance, that its headline
equation, if any, should be:

$$
\begin{equation*}
h_{1} \geq \text { headline height of } A+\text { increment } \tag{5-30}
\end{equation*}
$$

Also, we know that the shape of A will be non-rectangular, making it illegal if $\mathbf{A}$ is a picture. If $\mathbf{A}$ contains a dependent picture, the generation of a picture equation might now be possible, depending on the story-picture format chosen.

The point is that information about the exact symbolic shapes of template items is accumulated slowly in top-down layout. Layout equations must be generated and modified as the construction of the template progresses. As more information becomes known concerning the shapes of items, these shapes should be checked against the set af legal shapes.

### 5.3.1.2 Special Cases

Special cases such as those described in the presentation of bottom-up layout can be handled similarly in top-down layout.

Non-rectangular newsholes can be divided into a number of levels in the same way as in bottom-up layout. Here, there is a choice as to whether the item being inserted is to be in a lower level, and, if so, whether its top is or is not to be constrained to be at the same height as the top of that new level. The definition of the $x$-variables should be changed appropriately. Finally, in cases such as the partial template:

$$
\begin{array}{llllll}
A & A & A & B & B & B \\
C & C & C & C & - & -
\end{array}
$$

in a newshole such as the one shown in Figure 5-4, partial headline and picture equations for $C$ should be generated until its shape is more certain than it is in this partial template.


Figure 5-4. Non-Rectangular Newshole.

As in bottom-up layout, there is never any reason for the tops of two nonadjacent items to appear on the same template row.

Since the top row of the template is filled in first in top-down layout, there is no need for complicated lookahead procedures to assure the absence of holes in the top row, as is needed in the bottom-up case. Holes at the bottom, of course, cannot occur, due to the nature of the template grammar.

### 5.3.2 Augmented Partial Layout Equations

As in bottom-up layout, it is possible in top-down layout to augment the partial layout equations to take into account the set of items remaining. Consider the partial template:

$$
A A B-
$$

Here, we change the partial layout equations for $A$ to:

$$
\begin{gather*}
3 h_{1}+x_{A} \geq \text { area }(A)  \tag{5-31}\\
x_{A}+f_{A}=3 h_{n} \tag{5-32}
\end{gather*}
$$

The latter of these equations can be seen to be equivalent to the formerly defined $x$-variable equation in terms of the restraints it places on $x_{A}$, since all variables in linear programming are constrained to be non-negative. ${ }^{4}$ This new equation symbolically divides the space left below $A\left(t h e ~ 3 h_{n}\right.$ ) into that which will be used for the remainder of the symbolic shape of $A$ (the $x_{A}$ ), plus that which will be used for other items (the $f_{A}$ ).

These changes in the $x$-variable equations make it possible to generate remaining-items equation. In this case, it is:

$$
\begin{equation*}
f_{A}+2 h_{1}+2 h_{n} \geq \text { area of remaining items } \tag{5-33}
\end{equation*}
$$

The $2 h_{1}+2 h_{n}$ appears in this equation because that part of the template is not under any template item, and thus is totally free for the allocation of the remaining items. For the partial template:

$$
A A B B
$$

the remaining-items equation would be:

$$
\begin{equation*}
f_{A}+f_{B} \geq \text { area of remaining items } \tag{5-34}
\end{equation*}
$$

In:

$$
\begin{aligned}
& A B A B C \\
& - \\
& - \\
& C
\end{aligned}
$$

it is:
4. In case of a non-rectangular newshole, the numerical sum of the areas of the lower levels should be added to the right-hand side of this equation.

$$
\begin{equation*}
f_{A}+f_{C} \geq \text { area of remaining items } \tag{5-35}
\end{equation*}
$$

Of course, the layout equations for $B$ in this latter partial template will no longer include references to $x_{B}$ or $f_{B}$, since the exact symbolic shape of $B$ is known.

### 5.3.3 Absence of an Efficient Equation Solution Method

For bottom-up layout, there exists an efficient method available for solving the layout equations generated, in the order generated. No analogous method exists for top-down layout.

Consider the partial template:

$$
\begin{array}{lllll}
A & A & B & B \\
- & - & C & C
\end{array}
$$

where the item areas are as shown in Table 5-:1, and the newshole height is 1500 points. Given this partial template, it might seem that it would be simple to generate a value for $h_{1}$, namely 500 , the minimum possible one. Consider, however, the final template:

Table 5-I. Example Item Areas.

$$
\begin{aligned}
& \text { area }(A)=3800 \text { column-points } \\
& \text { area }(B)=1000 \text { column-points } \\
& \text { area }(C)=900 \text { column-points } \\
& \text { area }(D)=1200 \text { column-points } \\
& \text { area }(E)=1500 \text { column-points }
\end{aligned}
$$

A A A A B B

-     - C C C

E E E - -

-     - D D D

Here, it develops that there is only one solution possible, which is shown in Table 5-1l; this solution has a greater-than-minimum $h_{1}$. On the other hand, the minimum $h_{1}$ is achievable in this final template:

$$
\begin{array}{lllll}
A & A & A & B & B \\
- & - & - & C & C \\
- & - & - & E & E
\end{array}
$$

which is also based on the same partial template. Indeed, the minimum $\boldsymbol{h}_{1}$ possible with the partial template corresponds to the only solution with this final template.

The point here is that it is not possible in top-down layout, based only on $\mathbf{a}$ partial template, to determine universally acceptable values for the height variables which can be used regardless of the placement of the remaining items. Instead, the set of partial layout equations must be kept and completely checked at the point of insertion of each new item, without such a shortcut as is possible with bottom-up layout. It is interesting to note that the only

Table 5-II. Solution to Layout Equations.

$$
\begin{aligned}
& h_{1}=800 \\
& h_{2}=200 \\
& h_{3}=100 \\
& h_{4}=400
\end{aligned}
$$

exception to this general rule is when all template items are rectangular. This is because rectangles are the only legal template item shapes which are still legal upside-down.

One computational shortcut that is possible, given a partial or final template constructed top-down, is to reconstruct the template bottom-up, checking for validity in doing so. This method, of course, works perfectly as a validity check for a final template constructed top-down (or, indeed, in any manner); for partial templates, though, it cannot yield a correct value for the space remaining, because of the mismatch in layout directions. Thus, for partial templates, this method can be used only for checking a subset of the necessary conditions stated in the layout equations. Still, the procedure is fast, and, if it fails, then the more complicated linear programming method need not be tried, because it would certainly fail also. If the procedure succeeds, then linear programming must still be used to check the validity of the layout equations augmented with the remaining-items equation.

For final templates, this shortcut always gives the same result as linear programming. For partial templates, the correlation grows less as the template grows less complete.

### 5.4 A Comparison

The previous sections outlining the use of bottom-up layout and of top-down layout strongly suggest that the layout game is inherently easier to play when proceeding bottom-up than when proceeding top-down. The important point of comparison between them, though, is to determine which one makes the layout game easier to win. The answer, surprisingly, is that it is much easier to win the layout game when proceeding top-down than when proceeding bottom-up.

Consider the layout problem given in Table 5-III. This example is taken directly from Page 8 of the February 9, 1977 issue of Tech Talk, an M.I.T. administrative newspaper of tabloid size (this page is shown in Figure I-1 in Appendix I). In this example, as in others in this report which are based on actual newspaper layouts, a number of possible headline sizes are included in the layout problem listed, all based on the single headline size actually used in the layout, so as to make the problem more representative of actual layout problems.

The complete layout trees for this example layout problem have been experimentally enumerated, both for the bottom-up layout case and the top-down layout case. There were found to be exactly 66 distinct layouts possible for this layout problem; therefore, the layout trees for both bottom-up layout and for top-down layout have exactly 66 valid legal final nodes. What matters, though, is how difficult those $\mathbf{6 6}$ nodes are to reach.

The layout tree, ignoring descendants of invalid nodes, contains 4317 nodes in the bottom-up case, but only 1011 nodes in the top-down case. More statistics are shown in Tables 5-IV and 5-V. We see that proceeding top-down gives a significantly smaller layout tree for this example than does

Table 5-III. Tech Talk Layout Problem.

| name | text | headline | picture |
| :---: | :---: | :---: | :---: |
| Engineering | 2252 | $3 \times 40,4 \times 40$ |  |
| Dancing | 1121 | $2 \times 80,3 \times 40,4 \times 40$ | $3 \times 270$ |
| Symposium | 589 | $2 \times 60,3 \times 30,4 \times 30$ | - |
| AARP | - | - | $2 \times 261$ |

The newshole is rectangular, $5 \times 1160$.
Formats 1, 2, and 3 are legal format choices for the Dancing story.
The increment in the headline equations is equal to the headline height.
The convexity rule from Section 7.2 is an absolute rule.

## Table 5-IV. Bottom-Up Layout Tree Statistics for Tech Talk Example.

|  | Ply 1 | Ply 2 | Ply $\underline{3}$ | Ply 4 |
| :--- | ---: | ---: | ---: | ---: |
| No. of posns w/valid final descendants: | 11 | 44 | 64 |  |
| No. of posns w/valid descendants: | 22 | 141 | 64 |  |
| No. of valid posns: | 22 | 235 | 424 | 66 |
| No. of posns: | 23 | 332 | 2174 | 1787 |

Table 5-V. Top-Down Layout Tree Statistics for Tech Talk Example.
Ply 1 Ply $2 \quad$ Ply $3 \quad$ Ply 4

| No. of posns w/valid final descendants: | 6 | 17 | 40 |  |
| :--- | :--- | ---: | ---: | ---: |
| No. of posns w/valid descendants: | 7 | 30 | 40 |  |
| No. of valid posns: | 9 | 36 | 154 | 66 |
| No. of posns: | 9 | 38 | 291 | 672 |

proceeding bottom-up. The top-down tree contains fewer dead ends and blind alleys than does the bottom-up tree. As a measure of this, consider a treesearching algorithm which starts at the root node, and repeatedly moves to some valid descendant node selected at random, stopping either when a valid final node has been reached or a dead end has been detected. ${ }^{5}$ The probability of success of a single pass of this simplistic search algorithm can be derived from the information in the two tables; it is 0.091 with bottom-up layout and 0.168 with top-down layout.

As noted in Section 5.3.3, there is a very efficient equation solution method possible with bottom-up layout which has no analogue under top-down layout. This method reduces the amount of time necessary to check a given node in the layout tree for validity. This time reduction, however, is wiped out by the relatively greater number of nodes that must be checked in bottom-up layout.

[^10]Generating these layout trees required 359 seconds bottom-up but only $\mathbf{2 8 7}$ seconds top-down, ${ }^{6}$ even with the more efficient equation solution method possible with bottom-up layout. The difference in these figures is made even more significant by the fact that the implementation of bottom-up layout used to generate the layout tree was a drastically stripped version which was suitable only for generating the bottom-up layout tree as quickly as possible, while the one for top-down was a relatively inefficient general-purpose top-down layout program adapted for generating the layout tree.

There are many sources of the advantages of top-down layout over bottom-up layout. For example, the top of the page is laid out first with top-down layout. This eliminates the need for the complicated and less-thanperfect look-ahead procedures that are necessary with bottom-up layout for ensuring that the top of the page can be filled in at all. Furthermore, since the top of the page "governs" the rest of the page, a partial template going top-down tells more about the overall nature of the layout than a partial layout going bottom-up. Top-down layout places the stories at the bottom of the page last. There are a number of possible legal placements for these items; this increases the probability of some valid placement, and helps to avoid a dead-end late in the tree. Bottom-up layout, on the other hand, places the last items at the top of the page, where there are only a few placements possible if the top of the template is to have no holes, thus reducing the probability of one of these few placements leading to a valid final template.

Dead ends can be detected earlier with top-down layout than with bottom-up layout. Experience with both top-down and bottom-up layout algorithms shows that this is true not only for the Tech Talk example, but also

[^11]in the general case. The number of nodes in the complete layout tree grows exponentially with the number of items. ${ }^{7}$ Since dead ends are detected earlier with top-down layout than with bottom-up layout, and since there are simply fewer dead ends to find, the ratio between the number of nodes to be examined with bottom-up layout and with top-down layout grows exponentially with the number of items. On the other hand, the ratio between the speeds of the equation solution methods of bottom-up layout and top-down layout grows at only a polynomial rate, ${ }^{8}$ which becomes insignificant. This suggests that, for any layout problem of equal or greater complexity than the Tech Talk example, top-down layout will be faster than bottom-up layout. For simpler problems, bottom-up layout may be faster, but, since the amount of time taken by either direction of layout should be relatively small, it would not be unreasonable to use top-down layout for these cases too.

This discussion has been based on the overall shape of the layout trees for bottom-up layout and top-down layout, showing that it is reasonable to believe that top-down layout will be faster than bottom-up layout. In actual practice, this is true. The problem with bottom-up layout is that it is difficult to control its path toward a layout, because of the shape to its layout tree. It will often achieve partial templates which look distinctly improbable to a human observer, because of their geometrical shapes, but which are nonetheless valid at that

[^12]ply. These partial templates later turn out to have no valid final descendants. In top-down layout, however, a human observer is usually unable to predict the probability of success of a partial template much better than do the partial layout equations.

### 5.5 Summary

Choosing a fixed direction of layout not only drastically reduces the size of the layout tree, but also allows the partial layout equations to be augmented by a remaining-items equation. This strengthens the condition on valid intermediate positions, assisting in the earlier detection of dead ends. Although the bottom-up layout game is easier to play, the top-down layout game is easier to win.

The following chapter will consider the problem of efficient searching of the top-down layout tree.

## Chapter 6 - Layout Tree Searching

Once the form of the layout tree has been made more certain by the choice of top-down layout, it is possible to study the effectiveness of the various possible tree-searching procedures. All of the search strategies presented in the chapter have been implemented and tested. The analyses presented are based on the experience thereby obtained.

### 6.1 Exhaustive Search

One search procedure is exhaustive search. An exhaustive search procedure simply searches the entire layout tree, in a depth-first (backtracking) search, looking for valid final nodes. Remember that moving down through the tree corresponds to adding to the partial template under construction, combined with checking the new partial layout equations for satisfiability, while backtracking up the tree corresponds to undoing a previous choice, returning the partial template to a former valid state before another possibility is tried. When a valid final node has been found, the corresponding layout is output. We assume that the layout person has control over whether the search procedure will then terminate, or whether it will continue to search for further valid final nodes.

This search procedure has the advantage of simplicity. It does, however, present certain problems. A layout tree is usually too large to search completely in any reasonable amount of time. Assume that, at each ply, the search procedure cycles through the various possible valid moves, trying each in turn. If there are only three or so items on the page, this search procedure will be able to traverse all the possible paths through the layout tree in a reasonable amount of time. If there are more than about three items, not all of the tree can be searched within the time available. That part of the tree reachable by an exhaustive search procedure will all be based on the same
move at the first ply (since the procedure will not have exhausted the consequences of that move yet), the same move at the second ply, and so forth, with only the moves on the last three or so plies examined fully. This will result in a noticable lack of variety in the final templates tested for validity, since the top of the page will be identical in each of them. This has two consequences.

First, all the layouts produced will look quite similar. If the top of the page resulting from the single early choices that could be tried looks good, then this is no problem. If, however, it represents an esthetic "mistake", then the layouts produced will tend to be equally unacceptable.

Secondly, all the templates generated will have similar layout equations. Experience shows that valid nodes tend to cluster together in various parts of the tree, instead of being evenly distributed. This relates to the fact that various early choices in building the templates are better than others for reasons not expressible by the dichotomy of simple validity or invalidity of partial templates. If that part of the tree visited first happens to be relatively dense in valid final nodes, exhaustive search will be effective. If that part of the tree has no valid final nodes, then exhaustive search will fail because of a pragmatic "mistake" having been made early in the search.

It is possible to design a tree-searching algorithm so that it can make certain judgements concerning the probability of the validity of descendants of a given node in the layout tree. One such judgement, of course, is in the distinction between validity and invalidity of a node; a more sophisticated judgement is discussed in Section 6.5. It is also possible to design the treesearching algorithm so that it can make certain judgements concerning the eventual esthetic qualities of layouts based on descendants of a given node. One such judgement is related to the rule of trying to place the more important
news items nearer to the top of the page than the less-important ones.'

The use of such judgements of perceived template quality can improve the efficiency of searching, but neither of these judgements is foolproof. It will be still possible to make mistakes in choosing the early moves which, under exhaustive searching, cannot be taken back. Paradoxically, exhaustive searching can fail because it can not search enough of the tree. Instead of exhaustively searching what must be at most a very small and closely-related part of the tree, it might be better to try to search incompletely through a greater part of the tree. Such a search strategy will not work as well as exhaustive search does in the best case, but it should represent an improvement over the worst case.

### 6.2 Basis for Random Searching

Only a small part of the complete layout tree for any reasonably large layout problem will be practical to search, no matter what particular search strategy is used. The search strategy must select, from the set of all moves that could be made, those that will actually be considered. How are these moves to be selected?

In this thesis, the premise is that the moves are selected at random, with probabilities related to their perceived quality. This may seem a strange choice at first. It might seem more reasonable always to use those moves which have the highest perceived quality, without running the risk associated with a lower quality one. There are, however, reasons why such an analysis is incorrect.

As mentioned in the last section, the perceived quality of a move is not a

1. Others esthetic judgements are discussed in Chapter 7.
perfect indication of its actual worth, to which it is related only statistically. In other words, there is uncertainty over the conditions governing the choice of a move. Game Theory ${ }^{2}$ is a branch of mathematics which deals with decisionmaking in uncertain situations. It shows that, in many situations where one has a choice of strategies to be pursued, selecting randomly from the strategies according to mathematically derived odds can lead to a higher degree of success than simply following the most reasonable single strategy. This suggests that such an approach might also be reasonable in searching a layout tree, where there is incomplete information about the quality of possible moves. Unfortunately, a direct application of game-theoretic analysis to this problem seems impractical, precluding the possibility of deriving optimal odds for the various moves. It is necessary to use rule-of-thumb measures of move quality for this purpose. In this way, we can at least increase the probability of success of a partial tree search.

If a probabilistically directed partial search of the tree fails to produce a layout, the search can be repeated until a layout is found. Alternatively, the layout person may choose to intervene after a reasonable amount of time has passed. If a probabilistic search of the layout tree fails to produce a layout after a reasonable amount of time, it is more reasonable to conclude that there are either no layouts in the tree, or very few, than it would be with other search techniques. If layouts do exist, as is usually the case, this procedure will eventually find some. One important measure associated with such a search procedure is the amount of time required to find the first layout, or the first few. The use of a probabilistic search algorithm can be expected to improve the variance of this amount of time as compared to the exhaustivesearch case, since it is not as badly affected by the clustering of the valid

[^13]nodes. ${ }^{3}$ Thus, it will increase the probability that a layout will be found within the fixed amount of time available. Also, the layouts achieved should prove less similar to each other than those produced in the exhaustive-search case, increasing the set of real choices available to the layout person.

### 6.3 Breadth-1 Search

The breadth-1 search procedure was briefly introduced in the last chapter. This procedure starts at the root node of the layout tree and attempts to form a single continuous path to a valid final node by continuously adding purely random valid moves. Eventually, either a valid final node is reached, in which case the corresponding layout is output, or a dead end is reached, in which case the algorithm starts again from the beginning.

Discarding the entire path thus constructed might not be the optimal strategy here. However, it does have the advantage of simplicity, and is not totally unjustified. It is known that the path leads nowhere, and it is not known which particular move or sequence of moves is to blame for this. Starting an entirely new path represents cutting our losses, rather than continuing to spend time trying to patch the path.

This algorithm will eventually produce layouts. As might be expected, it performs less well as the number of news items grows. Its implementation, however, is quite simple. At each intermediate point, there is somepartial template representing the current position, from which a new position is chosen by randomly selecting from among the set of possible legal moves until a valid
3. Rabin [Rabin 76] has studied the class of probabilistic algorithms, and shows that the time performance of many algorithms can be improved through the use of randomization. For example, certain sorting algorithms have good average-case running times, but bad worst-case times. If the inputs to such an algorithm are first randomized, then all sets of inputs of a given size will have an expected running time equal to the average running time of the algorithm for sets of input of that size.
one is found.

### 6.4 Breadth-N Search

One improvement on breadth-1 search is to let the set of current positions kept at each ply be of size N , for some constant N possibly greater than 1. Here, each step of the search involves choosing $\mathbf{N}$ valid moves from the moves possible from the $\mathbf{N}$ current positions. (Of course, there will be only one current position, the empty template, at the start, and exceptional numbers of dead ends may force a smaller number of current positions at other plies.) At the end of a successful search, there will be $\mathbf{N}$ final layouts produced. This search strategy will be called breadth $\boldsymbol{N}$ search. If $N=1$, then breadth- $N$ search is the same as breadth-1 search.

On the average, we can see that this procedure will take approximately $\mathbf{N}$ times as much time as breadth-1 search, ignoring the occurrence of dead ends. On the other hand, dead ends do occur frequently, and are the source of the potential superiority of breadth-N search over breadth-1 search.

Consider a layout tree for five items, where each valid node has a 0.5 chance of being a dead end, except for the root node and final nodes. With breadth-1 search, there is a chance of only $0.5^{4}$, or 0.0625 , that a layout will be found in one pass, requiring an average of 16 passes to find a layout (the 4 in the exponent comes from the fact that there are four moves following the first). With breadth-2 search, the probability that both of the current positions will be a dead end is only 0.25 , giving a 0.75 chance of success at single ply, and a $0.75^{4}$, or 0.316 , chance of success in one pass, requiring an average of only 3.16 passes. Thus, a doubling of the amount of work performed at each ply can lead to the number of passes through the tree being better than halved. Further increases in N lead to further overall improvements, up to a point, after which the probable number of passes becomes so close to unity
that diminishing returns set in.

The above analysis is quite simplistic. To confirm its results, an experiment was performed in which the complete top-down layout tree for the Tech Talk example given in Chapter 5 was used to simulate the breadth-N search procedure for various values of N , thereby determining the expected amounts of time that would be required. This required the simulation of several hundred searches for each $N$, more than would be practical if the complete layout tree were not available. Figure 6-1 shows the expected times as a function of $N$. Time is expressed in seconds, estimated from performance measurements of the layout program. The curve represents the amount of time required to achieve one layout. ${ }^{4}$ The vertical lines for each $\mathbf{N}$


Figure 6-1. Average Times for Breadth-N Search for Tech Talk Example.
4. Of course, for large $N$, not much more time would be required to achieve some number of layouts after the first.
represent $90 \%$ bounds for the distribution of the times.

As can be seen, the expected time reaches a minimum here at $\mathbf{N}=\mathbf{2}$, and then increases with increasing $N^{5}$ The variance in the amount of time required decreases with increasing $\mathbf{N}$. Thus, breadth $\mathbf{N}$ search can be seen to represent an improvement on the less-general breadth-1 search.

For the sake of interest, part of the equivalent graph for the bottom-up layout tree for the Tech Talk example is shown in Figure 6-2. For this example, it achieves approximately the same minimum expected time, but at a


Figure 6-2. Average Times for Breadth-N Search for Tech Talk Example (Bottom-Up Layout).
5. The irregularities in the curve are probably caused by the finite sample size.
relatively greater $\mathbf{N}$, reflecting the greater proportion of dead ends in the bottom-up layout tree. It is believed that the optimum value of N also grows as the number of items increases.

In the above analysis of breadth- N search, it was stated that an increase in the number of current positions would lead to a certain decrease in the probability of failure at a given ply. There was an implicit assumption that the probabilities of failure of each of the individual positions were statistically independent. To the extent that this is true, the analysis is correct. At the other extreme, if the probabilities of failure were perfectly correlated, then breadth- N search will be no more successful than breadth-1 search, but will require $\mathbf{N}$ times as much work. In general, some correlation between the probabilities of failure of the current positions will lead to some decrease in the effective breadth of search.

This consideration suggests that there should be some attempt made to keep the set of current positions uncorrelated. Consider breadth-2 search. At the first ply, there will be two current positions, from which two new positions are selected. These two current positions are "brothers" in the layout tree. If the two new positions at the second ply are based on different old positions, then they will be "cousins" in the tree to each other. If they are both based on the same old position, however, then they will themselves be brothers. For the Tech Talk top-down layout tree, analysis shows that the coefficient of correlation of eventual failure is $\mathbf{0 . 2 8 9}$ between brothers but only 0.008 between cousins.

This leads to differences in effectiveness between the possible ways to select the next $\mathbf{N}$ positions. One possibility is to assign all of the descendants of the $\mathbf{N}$ current positions equal weights. Another is to divide the descendants into $\mathbf{N}$ sets, based on which of the $\mathbf{N}$ current positions they are derived from, give each of these sets equal aggregate weight, and give the members of each
set equal weight among themselves. In other words, to pick a move to check for validity, it will be necessary first to pick at random a current position on which to base it, and then to pick at random one of the legal moves from that position.

Certain of the current positions will have more valid moves than will others, usually because they simply have more legal moves. Here, the former "one-bucket" approach will tend to give more weight to such such positions than will the latter " N -bucket" approach. On the other hand, if certain positions have a higher proportion of valid moves than others (that is, if they are more "robust"), then N -bucket move selection will tend to give them higher weight. Experience and experimentation show the N -bucket approach to work better. One-bucket move selection has too great a tendency to select multiple descendants of the same prolific current position; prolificy is less of an indication of quality than is robustness.

An improvement that works even better is to similarly subdivide the moves in each of the $\mathbf{N}$ sets, depending on which item is being inserted by the move. This keeps moves involving independent pictures, which have only one possible top height, from being swamped by moves involving stories, which can have several possible top heights. Otherwise, moves inserting independent pictures have much lower aggregate probability than moves inserting stories, producing a tendency toward leaving pictures to be inserted last, which is unpleasing esthetically as well as difficult practically.

A further possible improvement to ensure that brothers occur as seldom as possible might be never to pick more than one move from the same current position, unless this becomes necessary because of the occurrence of dead ends. Such a method might reduce the number of passes necessary, but, experience shows, requires a roughly equivalent increase in the amount of time spent at each ply. Some of the positions are simply difficult to get valid moves
from, being close to failure though not yet failing (this concept is explored more closely in the following section). The expense of squeezing the inferior moves from these positions does not seem to be reasonable.

### 6.5 Breadth- $\left(N_{1}, N_{2}\right)$ Search

In the previous chapter, the concept of residue was introduced, as a measure of the difference between the amount of space available for the remaining items and the sum of the areas of those news items. The amount of residue decreases monotonically as one moves downward on a path through the layout tree. If the amount of residue ever becomes negative, this signals an invalid position. Figure 6-3 shows how the average amount of residue decreased in one particular breadth-10 search of a layout tree for a layout problem with 12 items (such a large value of N as 10 is used to provide a smoother graph). The first few items are all laid out on the top line. The amount of residue cannot decrease while they are being laid out, except for very small amount related to new-found knowledge of exact headline sizes.


Figure 6-3. Decrease of Amount of Residue in Breadth-10 Search.

After the first few items, the amount of residue begins to drop almost linearly, until it approaches zero. At this point, many moves would lead to negative residue; these, being invalid, are ignored. Still, the amount of residue moves asymptotically closer to zero, making it harder and harder to find a valid move.

During the linear section of the curve, no effort is being made to try to minimize the amount of residue lost, which is why the curve approaches zero so rapidly. If the amount of residue associated with a position could be directly computed, however, such information could be used to avoid this situation. To compute the residue, we can remember that the remaining-items equation is of the form:

$$
\begin{equation*}
\text { space remaining } \geq \text { area remaining } \tag{6-1}
\end{equation*}
$$

for symbolic "space remaining" and numerical "area remaining". This equation is used to form a set of augmented partial layout equations, which are then checked to see if any solution exists. A different approach would be, instead of including this equation explicitly in the set of layout equations, to use linear programming to maximize the "space remaining" within the constraints given by the other equations. ${ }^{6}$ The known total area of the remaining items can then be subtracted from this quantity to compute the residue. If the residue is nonnegative, then the position is valid. Moreover, the exact amount of residue is thereby known and can be used to judge the quality of the position.

A relatively large amount of residue remaining can be viewed as an indication that a position is more likely than average to have valid descendants. To understand this, consider that a position has some number of possible legal sequences of moves following it. Each of these uses up some amount of residue. The greater the amount of available residue associated with the

[^14]current position, the greater the proportion of these move sequences that will be valid.

Another measure of position quality that can be used in conjunction with the amount of residue is the total area of the remaining items. In general, templates with the larger items placed at the top of the page are more successful than those with the large items placed at the bottom of the page.' Thus, a template with a smaller "area remaining" should tend to be chosen over templates with larger ones. The smaller items will be easier to place than would larger ones. One numerical measure of position quality that experience has proven useful is (residue)/(area remaining). When this expression is maximized, this tends to maximize the amount of residue while minimizing the area remaining. This function will be used as the criterion function related to the probability of valid descendants of a position. Note that, since residue $=$ space remaining - area remaining, maximizing the criterion function is the same as maximizing (space remaining)/(area remaining), which seems reasonable, considering the overall relation in layout problems between this factor and ease of layout. This relation is explored in more depth in Appendix II. Note that this criterion function predicts that it is harder to solve layout problems with news items all of the same size, or nearly so, than it is to solve problems with the same number of items but where there is a great dissimilarity in sizes, since the maximum decrease of the "area left" in the first case is less than in the second. Experience shows this to be the case.

The availability of a criterion function leads to breadth- $\left(\mathrm{N}_{1}, \mathrm{~N}_{2}\right)$ search. Here, there are $N_{1}$ current positions, and there are $N_{2}$ valid descendants chosen, where $N_{2} \geq N_{1}$; the value of the criterion function is computed for each.
7. This criterion is related to the numerical probability of template success, and should not be confused with the esthetic criterion whereby important news items should be placed near the top of the page, although these two criteria usually work toward the same goals.

Finally, the $N_{1}$ of these wish the highest values of the criterion function are chosen as the $N_{1}$ new current positions. Of course, if $N_{1}=\mathbf{N}_{\mathbf{2}}$, then breadth- $\left(N_{1}, N_{2}\right)$ search is equivalent to breadth $-N$ search.

This procedure gives roughly the same results as would be obtained by selecting $N_{1}$ valid moves with all valid moves being weighted according to their values of the criterion function, but requires the computation of the criterion function for only $\mathrm{N}_{2}$ valid positions. Checking for validity, of course, takes time, so it is desirable to limit checking to as few positions as possible.

Figure 6-4 shows the results of using breadth- $(10,15)$ search. As can be seen, the amount of residue decreases significantly more slowly with breadth-( 10,15 ) search than with breadth-10 search, since the effort to keep the residue large begins earlier. The presence of upward slopes on this curve may seem confusing at first, since adding to a partial template can only decrease the residue left, not increase it. Actually, this curve represents the average amount of residue in the ten positions at each ply. At plies where


Figure 6-4. Decrease of Amount of Residue in Breadth-(10,15) Search.
proportionately many of the positions are derived from a relatively small set of high-residue positions in the previous ply, the average amount of residue can, and sometimes does, increase.

This consideration points out that breadth- $\left(N_{1}, N_{2}\right)$ search does tend toward the selection of somewhat correlated positions at a given ply, where the correlation is related to the values of the criterion formula. This correlation is related to a correlation between the probabilities of failure of the positions, and thus works partially at cross purposes to the principle expressed in the previous section of selecting uncorrelated positions. Still, moderate use of breadth- $\left(N_{1}, N_{2}\right)$ search can result in faster layout.

Figure 6-5 illustrates the expected amount of time required for breadth- $\left(N_{1}, N_{2}\right)$ layout for various values of $N_{1}$ and $N_{2}$, for the Tech Talk example. These figures were obtained in a similar way to the breadth- N figures. The minimum is reached here at $\left(N_{1}, N_{2}\right)=(2,4)$, with an average time


Figure 6-5. Average Times for Breadth- $\left(N_{1}, N_{2}\right)$ Search for Tech Talk.
of 6.1 seconds. This shows that breadth- $\left(\mathrm{N}_{1}, \mathbf{N}_{2}\right)$ search can provide a significant improvement over the less general breadth- $\mathbf{N}$ search.

### 6.6 Other Approaches

Other approaches to searching layout trees are possible. However, none of the alternatives tested seem as well adapted to the particular nature of layout trees as the ones described above. It seems that any efficient searching algorithm should be based on one of these.

One approach that has not been completely tested is the possibility of variable-breadth search, where the breadth of the search can vary with the depth of the ply. This would let the breadth increase toward the bottom of the tree, where proportionately more work is needed to avoid dead ends. Such an increase can be effective, but it seems difficult to formulate general rules of when and by how much the breadth should be increased for the best results.

A limiting case of the above is to increase the breadth toward infinity near the end of the search, which is the same as having a randomly ordered exhaustive search. Doing so for the final ply is effective, since further layouts can thus be achieved cheaply, though they will be similar to the earlier ones. Doing so for forming the next-to-final ply is also effective, ${ }^{8}$ but doing so any earlier requires too many positions to be checked.

### 6.7 Sumrnary

This chapter has examined the problem of searching through a layout tree. A simple exhaustive search is shown to be inappropriate, and a partial probabilistic search to be more promising. A series of probabilistic search
8. In such a case, keeping lists of all the current positions will be too space-consuming, since their number will be so great. Instead, a backtracking search should be used.
techniques was considered, culminating in a breadth- $\left(N_{1}, N_{2}\right)$ search with a fast exhaustive search at the end. Experience and experimentation show this method to be the best of the ones considered. Success in achieving layouts was the measure of quality of a search technique used in this chapter.

Now that it is clear that layouts can be reached by searching the layout tree, the next chapter is devoted to the related problem of achieving esthetically pleasing layouts.

## Chapter 7 - Template Esthetics

### 7.1 Basic Procedure

Preceding chapters have shown how layouts for a given layout problem may be generated by searching the layout tree for valid final nodes. The procedures shown, although adequate for their task of finding some layout, made no special effort to find a "good-looking" layout.

The rules of template grammar given in Chapter 3 are hard-and-fast rules on template construction, which may never be violated. They are few in number and provide only enough restrictions on the form of templates to allow the layout procedures to operate. There are other rules which one might wish to state, which make more subtle judgements on template quality. Such rules may be broken, but layouts will tend to be of better quality if they are not. On the other hand, these rules give only a partial indication of template quality.

The approach used to implement such rules will be to have the moves selected for consideration tend to be moves judged esthetically good. Thus, we will in eifect be combining the criterion function described in the last chapter, which judges a partial template on a numerical basis related to its perceived ability to produce layouts, with esthetic criteria related to how good-looking the template is perceived to be. This could present a problem if these criteria tended to oppose each other. In actual practice, this does not seem to be the case. All of the esthetic criteria considered here seem at worst to make no real difference in the probability of a successful layout, and many seem to improve the probability. This interesting fact is possibly due to the tendency on the part of newspaper readers (and especially editors) to consider commonly used layout types as esthetically pleasing, coupled with the tendency on the part of newspaper layout people to produce layouts which are easy to achieve.

This chapter considers a representative set of possible rules governing template esthetics. These rules make their judgement based solely on the form of the template or partial template. Thus, they cannot incorporate certain judgements based on numerical properties of the eventual layout. For example, it is considered poor form to have a headline placed exactly half-way down the first page of a section, since that is where the fold in the paper occurs. It is hard to see how such a consideration could be detected in the framework of basing esthetic criteria on properties of the templates alone.

As was argued in the last chapter, rules for move selection are best used as the basis for the assignment of probabilities in a probabilistic search of the layout tree. One satisfactory way to implement these esthetic rules is to use them to assign a numerical quality factor to each legal move, and to use this factor to conitrol the random selection of legal moves for testing for validity. ${ }^{1}$ Each time a legal move is to be chosen, the probability that a given move will be selected is proportional to its quality factor. This bias will affect the order in which the moves are chosen, and will tend to have the more highly rated moves chosen before the lower rated ones. Since the search procedures discussed in the previous chapter require only some certain number of valid moves; this method will tend to make the chosen moves be more esthetically pleasing than average.

These esthetic rules will be rules on the form of final templates, and will list certain bad features which should not be present. These bad features can be detected when they are incorporated into partial templates. For each newly constructed partial template, there might be some set of bad features present in it which were not detectable in its immediate predecessor. Each of these bad features can be considered to have some numerical weight, associated with

1. In case of a multiple-bucket selection procedure, such as described in the last chapter, each bucket should have assigned to it a derived aggregate quality.
its severity; the worse the feature, the greater the weight. The sum of these weights can be used to generate the quality factor for each position. One formula for the quality factor that has been found useful is $1 /(1+$ sum $)$. Thus, the poorer a position, the greater the sum of the weights for the position; thus the less the quality factor, and the less the probability that the position will be selected.

The rules listed here are only part of the set of possible esthetic rules. In experimental implementations, the choice of which rules to include, and what weights to assign to them, was based on experience. Further research is needed to understand this problem better.

### 7.2 Item Shapes

Templates containing extremely unusual item shapes are undesirable. For example, in the template shown in Figure 7-1, the topmost item has an obviously undesirable shape. This item violates the convexity rule, which states that there should not be such holes in the shapes of items (i.e., no horizontal line drawn through an item should pass through the item twice or more). ${ }^{2}$ Violations of the convexity rule should be given great weight, except


Figure 7-1. Template with Item of Unusual Shape.

[^15]possibly for the common case shown in Figure 7-2, where one item is centered beneath the other and the overall shape of the two items is rectangular.

Another example of a strange template item shape is the top item in the template shown in Figure 7-3. It is hard to say exactly how bad a layout based on this template will look, since the numerical dimensions are not known, but it is reasonable to assign some weight against moves that drastically reduce the width of a template item.


Figure 7-2. Possible Exception to the Convexity Rule.


Figure 7-3. Template with Item of Unusual Shape.

### 7.3 Importance Ranking

The relative importances of news items can be provided to the layout program in the hope that the eventual layout will have the more important items near the top of the page, and the less important items near the bottom. Taking into account the fact that the more important items tend to be the larger, and that the breadth- $\left(\mathrm{N}_{1}, \mathrm{~N}_{2}\right)$ search procedure already tends to place larger items nearer the top of the page, it would be possible to let this suffice as a treatment of importance ranking. Qtherwise, giving some weight to the presence of unimportant items near the top of the template is reasonable.

### 7.4 Headline Bumping

In a laycut such as the one shown in Figure 7-4, the headlines of the two stories on the top row are said bump, since they are directly adjacent. Bumping headlines are undesirable visually. Such a condition can usually be detected when constructing the template, and should be assigned a weight. On


Figure 7-4. Example of Headline Bumping.
the other harid, given only a template such as:
A A B B
C C C -

-     - D D
it is impossible to tell what the relative heights of the tops of $C$ and $D$ are. If $h_{2}$ is zero or near-zero in the final layout, this will cause the headlines to bump, but this cannot be detected in the template, since it depends on numerical knowledge found only in the layout and not in the template. However, such an occurrence tends to be relatively improbable, especially with the asynchronous layout procedure discussed in Chapter 8.


### 7.5 Pictures

Templates with pictures that touch each other are less desirable than they would be otherwise. Cases such as the one shown in Figure 7-5 can be


Figure 7-5. Example of Picture Bumping.
detected by the same procedures that detect headline bumping. That is, the top of each item can be considered to be either headline or picture at the left, and headline or picture at the right. A story with no dependent pictures is headline-headline, an independent picture is picture-picture, a story in Format 1 is picture-headline, and so forth. Headlines bump against headlines, and pictures bump against pictures. Other undesirable cases include such layouts as the ones shown in Figure 7-6, in which pictures are positioned adjacent to each other in other manners.

Caution should be exerted when choosing the weights associated with the violations of these rules, or of any of the esthetic rules. Since there are so many bad template features potentially associated with pictures, this can produce a tendency not to choose partial templates containing pictures, since such partial templates tend to be judged of lower quality, such lower quality being difficult to avoid. One partial solution to this problem is also to include esthetic rules against leaving pictures to be inserted last, but such a rule might


Figure 7-6. Examples of Undesirable Picture Placements.
prove difficult to control.
7.6 Summary

This section has presented a basic procedure whereby template selection may be directed toward the production of esthetically pleasing templates. The definition of such templates is embodied in a set of esthetic rules, the violations of which are assigned various weights. These rules may be broken, but only at the cost of a reduced probability that such templates will be selected.

The exact choice of rules and their associated weights is an implementation decision. Implementations to date have made this decision based solely on experience.

## Chapter 8 - Asynchronous Layout

### 8.1 Introduction

The layout equations associated with a particular template place constraints on the set of layouts possible with the template. This chapter considers certain additional layout equations which outlaw a certain class of undesirable layouts. The additional constraints thereby incorporated, however, make the generation of layouts very difficult, since the constraints are so strong as to drastically reduce the number of valid nodes in the layout tree.

This chapter also introduces a change in the method of generating layout equations from a template, in order to make the relationship between template and layout more flexible and to allow a single template to correspond to a greater class of layouts. This change leads to an increase in the number of valid nodes in the layout tree sufficient to allow the additional layout equations mentioned above to be used.

### 8.2 Leading Factors

The preceding chapters have presented a method whereby a given set of news items can be laid out in a given newshole. In the resulting layout, each news item is allocated an amount of space which is greater than or equal to the area it is known to need. This allocation of space includes a distribution of the available residue among the various items; the residue present in a particular layout item will represent leading or some other form of unused space.' Each item in the layout will have an associated leading factor, which indicates the ratio between the amount of residue assigned to the item and the area of the item. For example, if an item with an area of 1000 column-points is assigned

1. Technically, only text areas can be leaded. However, analogous procedures are possible with headlines and, to an extent, pictures.

1050 column-points of space, this corresponds to 50 column-points of residue, or a $5 \%$ leading factor.

In general, we can observe that layouts with extreme discrepancies among the leading factors of the various items on the page will be less pleasing visually than layouts where the leading factors are more nearly equal. As we have seen, there are typically many possible solutions to the linear programming problem represented by a set of layout equations, one solution for each point inside the basic feasible region. Of course, all of these layouts will be based on the same template, and will therefore differ from each other only in the particular values of the height variables. Of these solutions, some will be more desirable than others, because of their particular distribution of leading factors. Certain mathematical techniques (such as coefficient ranging or quadratic programming) can be used in conjunction with linear programming to produce final layouts where the leading factors of the items are as nearly equal as possible within the constraints imposed by the layout equations.

In some cases, this will not be good enough. Even the particular solution to the layout equations that minimizes the differences among the leading factors might still represent an undesirable layout, because of unfortunate constraints imposed by the layout equations. Consider, for example, the template:


Assume that the average leading factor on the page (i.e., the ratio between the total residue on the page and the sum of the areas of the news items) is $5 \%$, and that news item $B$ is equal in area to news item $A$. This template, however, requires that the space allocated to B be at least $50 \%$ greater than that allocated to $A$, since the space allocated to $B$ is $3 h_{1}+2 h_{2}$, whereas the
space allocated to $A$ is only $2 h_{1}$. it is possible, although improbable, that layouts could exist for such a layout problem and for such a template, but in any such layout, B's leading factor will be at least 50\% (since A's leading factor is at least $0 \%$ ). Any leading factor so much larger than the average leading factor on the page can be judged totally unacceptable.

### 8.3 Additional Layout Equations

Templates which have no layouts with appropriate leading factors can be considered to have no layouts at all. Such templates can be outlawed by the use of additional layout equations, which set maximum leading factors permissible for the various items. Thus, the only layouts generated will be layouts with acceptable leading factors.

Such an additional layout equation, for a typical item, will be of the form:

$$
\begin{equation*}
\text { space allocated for item } \leq \text { maximum space allowable } \tag{8-1}
\end{equation*}
$$

where the right-hand side of the equation is some constant which represents the maximum amount of space which should be allowed to be allocated to the item. A reasonable value is an amount $15 \%$ greater than the maximum area possible for the item, ${ }^{2}$ resulting in a maximum leading factor of $15 \%$. Of course, the leading factors of most of the items in the layouts produced can be expected to be less than $15 \%$, which is simply the maximum leading factor deemed at all acceptable.

Remembering that the area equation for the item is of the form:

$$
\begin{equation*}
\text { space allocated for item } \geq \text { minimum space allowable } \tag{8-2}
\end{equation*}
$$

2. For items where text can be cut, or where pictures may be cropped, or where headlines may be rewritten, there is no one area associated with the item, but rather a range of values.
where the minimum space allowable is simply the minimum possible area for the item, we can consider Equation $8-1$ as also being a type of area equation. The two area equations for each item both have the same symbolic left-hand side, but differ in their numerical right-hand sides. Together, these two area equations set numerical bounds on the amount of space that can be permitted to be allocated for the item.

In addition to the inclusion of the new area equations in the set of layout equations, a new remaining-items equation along the same lines must also be included in sets of partial layout equations. This remaining-items equation is of the form:

$$
\begin{equation*}
\text { space remaining } \leq \text { maximum space allowable } \tag{8-3}
\end{equation*}
$$

where the maximum space allowable is the sum of the maximum amounts of space allowable for each of the items remaining.

### 8.4 A Problem

The use of these additions to the set of layout equations will lead only to layouts with reasonable leading factors. Unfortunately, experience shows that they tend in general to make it extremely difficult to find such layouts. In fact, it was found impossible to determine experimentally any reliable figures on how much more difficult the new equations make the layout problem; these equations make layouts so rare that, for most layout problems tested, no layouts at ail could be generated within a reasonable period of time. It is to be expected that the addition of restrictions on possible layouts will make layouts harder to find; what is unexpected is that these restrictions on maximum leading factors make layouts so much harder to find.

The inclusion of the additional area equations, by making the set of layout equations mush more restrictive, vastly increases the number of dead ends in
the layout tree, thereby reducing the occurrence of successful layouts. The approach taken in this thesis is to make certain changes in the nature of the layout equations which, by independently increasing the incidence of successful layouts, help to offset this effect. These changes are discussed below.

### 8.5 Definition

In almost all templates, certain items appear above certain others. For example, in the template:

A A A B B B
C C C - -

-     - DDD

A appears above $C$, and $B$ appears above D. For any template, these relationships define a partial ordering on the positions of the tops of the items. Obviously, if item $X$ appears above item $Y$ in the template, it must also do 80 in the layout. This partial ordering, like any other, is transitive, in that if $X$ is above $Y$ and $Y$ is above $Z$, then $X$ is defined to be above $Z$.

The layout equations as presented so far, however, define a total ordering on the positions of the tops of the items. For example, for the template above, even though $C$ is not above $D, C$ 's top is constrained by the layout equations to be above (or at the same height as) D's top in the final layout. Asynchronous layout is a manner of generating layout equations in such a way that unnecessary relations, such as the relation between the positions of the tops of C and $D$, are not included in the necessary conditions stated in the layout equations; this is opposed to synchronous layout, presented in the previous chapters, where these relations are included as necessary conditions. With asynchronous layout, the above template can be used to generate layouts where D's top is positioned higher than C's top, as well as the reverse case
(and of course the special case where they both have the same height).

The method used is a change in the nature of the layout equations. Instead of a simple sequential set of height variables $h_{1}, h_{2}$ and $h_{3}$ used in the synchronous case, the asynchronous layout equations are based on other types of height variables. For the template shown above, let the height variable $h_{A C}$ represent the vertical distance between the top of $A$ and the top of $C$. Similarly, let $h_{B D}$ represent the vertical distance between the top of $B$ and the top of $D$. The height variable $h_{C *}$ represents the distance between the top of C and the bottom of the newshole, and $\mathrm{h}_{\mathrm{D} *}$ represents the distance between the top of $D$ and the bottom of the newshole. These height variables do not represent the heights of template rows as in the synchronous case; rather, they represent the heights between the tops of items and either the tops of the items directly below or the bottom of the newshole.

For this template, the asynchronous layout equations are shown in Table 8-I. The first equation is the non-negative condition on the asynchronous height variables. The next two equations are the height equations; two separate height equations are needed here. The next four equations are the area equations for the four items. It may be seen that these asynchronous layout equations embody the same constraints on the layouts produced as do

Table 8-I. Asynchronous Layout Equations for Example.

$$
\begin{gathered}
h_{A C}, h_{B D}, h_{C *}, h_{D *} \geq 0 \\
h_{A C}+h_{C *}=\text { height of newshole } \\
h_{B D}+h_{D *}=\text { height of newshole } \\
3 h_{A C} \geq \text { area (A) } \\
3 h_{B D} \geq \text { area (B) } \\
3 h_{C *} \geq \text { area (C) } \\
3 h_{D *} \geq \text { area (D) }
\end{gathered}
$$

the equivalent synchronous layout equations, except that they allow D's top to appear higher than C's (since $h_{A C}$ may be less than $h_{B D}$, although $h_{1}$ is never less than $h_{1}+h_{2}$ ). In short, the relative heights of items in the template do not unnecessarily carry over into the layout; layout items may have any reasonable heights, which are not totally "synchronized" with the relative heights of the template items.

Consider a more complicated example. For the asynchronous template:
A A A B B B

C C C - -

-     -         - D D

E E E - -
the asynchronous layout equations are shown in Table 8-1I. The first equation states the non-negative condition on the height variables. The next two equations are the height equations. One is necessary for each item which

Table 8-ll. Asynchronous Layout Equations for Example.

$$
\begin{gathered}
h_{A C}, h_{B D}, h_{B E}, h_{C E}, h_{D *}, h_{E *} \geq 0 \\
h_{A C}+h_{C E}+h_{E *}=\text { height of newshole } \\
h_{B O}+h_{D *}=\text { height of newshole } \\
3 h_{A C} \geq \text { area (A) } \\
h_{B E}+2 h_{B D} \geq \text { area (B) } \\
3 h_{C E} \geq \text { area (C) } \\
2 h_{D *} \geq \text { area (D) } \\
4 h_{E *} \geq \text { area (E) } \\
h_{B E} \geq \text { headline height of } B+\text { increment } \\
h_{B D} \geq \text { headline height of } B+\text { increment } \\
h_{A C}+h_{C E}=h_{B E}
\end{gathered}
$$

touches the bottom of the newshole. ${ }^{3}$ The next five equations are the area equations for the five template items. The next two equations are the headline equations for $B$ (only item $B$ has a non-rectangular shape); since both $E$ and $D$ appear under $B$, and since their relative heights are not known, two headline equations are necessary. The last equation is a new type of equation, called a synchronization equation; when $E$ is inserted into the template, it cuts across two independent sections of the template (that is, it lies beneath both B and $C$ ), necessitating a synchronization equation to state that the height of the top of $E$ is the same in both sections. (Indeed, the height equations may themselves be considered a special form of synchronization equation; forced by the occurrence of the bottom of the newshole.)

In the asynchronous layout equations shown, no statement is made about the relative heights of the tops of $C$ and $D$, or of $D$ and $E$; such restrictions are considered unnecessary. On the other hand, the asynchronous layout equations do require that, for example, the top of $B$ be higher then the top of $E$, since such a restriction is obviously required by the fact that $B$ is above $E$ in the template.

### 8.6 Evaluation

Synchronous templates, since they define total orderings, place restrictions on the relative heights of all of their items. They are often inappropriate for particular layout problems because of the relative sizes of the news items; in such cases, they might lead either to no layout, or to excessively leaded ones. To understand the connection between these two possibilities, consider that excessive leading is caused by the transfer, under the control of the layout equations, of an excessive amount of residue into one or more of the layout
3. If the newshole is non-rectangular, there must be a separate height equation, along with a separate height variable, for each distinct place that an item touches the bottom of the newshole.
items. If the layout equations force the transfer of more residue then is available, then there is no solution. If they force no more than is available, they can still cause excessive leading factors in one or more of the items.

The equivalent asynchronous templates are more flexible in the sets of layouls they can produce, and in the sets of item sizes they are appropriate for. Therefore, asynchronous layout is inherently more efficient than synchronous layout. To understand this, consider that each asynchronous template can correspond to a number of synchronous templates, where each synchronous template represents some permutation of the relative heights of certain items. Since the asynchronous template will be valid if any of these synchronous templates are valid, it has a greater chance of being valid than a single one of the synchronous templates. Interestingly enough, even though each asynchronous template can correspond to more than one synchronous template, the total number of asynchronous templates is the same as the total number of synchronous templates, since they have the same template grammar. This is because more than one asynchronous template can have the same set of layout equations, making such asynchronous templates equivalent. Thus, the same asynchronous template may be possibie to generate in a number of ways, corresponding to alternative orderings of the placement of the template items. Even though these items are placed top-down in the template, they are not necessarily being placed top-down in the resulting layout. Although this leads to a repetition of equivalent templates in the layout tree, this causes no real problem here when probabilistic search, which considers only part of the tree in any case, is used.

Asynchronous layout owes its efficiency also to the fact that it allows fewer ways to force the transfer of residue into layout items. For example, in the synchronous template:

| $A$ | $A$ | $A$ | $B$ | $B$ | $B$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $C$ | $C$ | $C$ | - | - | - |
| - | - | - | $D$ | $D$ | $D$ |

if item $D$ were larger than item $C$, this would force residue into item $C$ (since item $C$ is constrained to have at least the same amount of space allocated to it as item D). On the other hand, this particular case of forced transfer does not occur in asynchronous layout.

We see, then, that asynchronous layout simplifies the search for layouts, since it increases the occurrence of valid nodes in the layout tree. The use of asynchronous layout can help to counteract the decrease in the occurrence of valid nodes caused by the use of additional layout equations to set maximum leading factors. In fact, we can expect asynchronous layout to be especially useful here, since it lowers the probability of an unallowable residue transfer which would result in a violation of the new layout equations. Experience shows that this is indeed the case, and that that a combination of asynchronous layout with the additional layout equations is effective, and that layout programs using the two techniques together are only slightly slower than those using neither. This is considered a reasonable price to pay for the assurance of appropriately leaded layouts.

There are some miscellaneous special problems caused by the use of asynchronous layout, relating to the fact that the template bears a less direct relation to the resulting layout. For example, in an asynchronous template such as:

the shape of $A$ in the layout will not necessarily be that shown in the template, depending on the relative heights of $B, C$, and $D$. In particular, the shape of $A$ can violate the convexity rule of Section 7.2 if $\mathbf{C}$ is placed higher than both B and $D$ in the final layout. Similarly, in the asynchronous template:

A A B B B
C $\mathrm{C}-\mathrm{-}$

-     - D

E E - -
where items $C$ and $D$ correspond to pictures, it is impossible to tell whether $\mathbf{C}$ and D will border on each other in the final layout. These examples show that the great computational advantages of asynchronous layout are combined with a slight decrease in the ability to make esthetic judgements on asynchronous templates; both the advantage and the disadvantage stem from the more flexible relationship between template and final layout.

### 8.7 Summary

Restrictions on the maximum amounts of space allocated to layout items can be expressed as additions to the set of layout equations. Such equations are practical to solve only in the case of asynchronous layout, which makes the connection between template and layout more flexible.

## Chapter 9 - Examples of System Operation

### 9.1 The Experimental Implementation

To test the validity of the approaches to news layout described in the preceding chapters, several experimental implementations were prepared at various stages of the research. These implementations were programmed in MacLisp, a dialect of Lisp, running on a DECsystem-10 computer.

The most recent, the most complete, and the most effective of these experimental implementations uses top-down asynchronous layout, with breadth- $\left(N_{1}, N_{2}\right)$ search of the layout tree; for the sake of experimental flexibility, this implementation allows the user to choose $\mathbf{N}_{1}$ and $\mathbf{N}_{2}$ dynamically at each ply. All of the layout equations described in the preceding chapters are implemented, including the additional area equations described in Chapter 8 for setting maximum leading factors. All of the particular esthetic rules listed in Chapter 7 are included. For the sake of simplicity, this implementation incorporates only story-picture formats 1,2 and 3 ; therefore, it allows stories to have at most one dependent picture. This implementation was used to generate the example layouts in this chapter.

As shown below, this implementation has proven its ability to produce layouts for the problems given it, taking less time than it is estimated would be required if the layout were done by hand. This is especially impressive considering the relatively slow instruction execution rate (about 300,000 instructions per second) of the particular computer used.

### 9.2 Example Layouts

This chapter shows the results of applying the experimental implementation to several news layout problems taken from actual newspapers. For each of these example problems, a page from a newspaper was selected, and a layout problem prepared from it. The layout program then operated on the layout problem to produce a set of possible layouts. One layout was chosen manually, and a page was pasted up using the specified layout and news items cut from the original page.

For each story to be laid out, the maximum leading factor for text was set at $15 \% .^{1}$ A set of possible headline widths and heights was generated from the headline used in the original layout; the maximum leading factor for headlines was approximately $15 \%$, based on a formula related to the number of lines in the headline. Picture heights were constrained to be at most 10\% larger or smaller than they appeared in the original layout, to simulate the range of cropping factors typically possible. It is believed that these constraints are, if anything, less flexible than those found in real newspaper layout. For example, in actual practice, headines can easily be made larger or smaller as needed, text can be cut, pictures can be cropped more, and so forth.

### 9.2.1 Boston Globe Examples

This section shows layouts generated for pages taken from various daily editions of the Boston Globe.

1. That is to say, $15 \%$ was the absolute maximum leading factor that could be tolerated. Actual leading factors in the generated layout could be expected to be somewhat less.

### 9.2.1.1 First Example

Figure 9-1 shows a layout generated for the items on Page 3 of the Boston Globe on January 10, 1978. The sandwich (the boxed copy appearing in the text area) in the First-Blacks story was included in the text length in the layout problem. This layout was produced in 19 seconds of CPU time. In ell, four layouts were produced in one pass of the layout algorithm, the first being generated after 11 seconds of CPU time and the last after 19 seconds, at which point the pass terminated. In this example, as in the others, the values of $N_{1}$ and $N_{2}$ were chosen large enough so as virtually to guarantee a layout being achieved in one pass, making the amounts of time for the various examples more nearly comparable. Of course, use of the optimal values of $\mathbf{N}_{1}$ and $N_{2}$, if they were known, would result in a reduction in the expected time for a layout.

### 9.2.1.2 Second Example

Figure 9-2 shows a layout generated for the items on Page 3 of the Boston Globe on January 11, 1978. The kicker (the smaller headline appearing over the main headline) in the Councilman-Deficit story was included in the headline height in the layout problem. This layout was produced in 1 minute 53 seconds of CPU time. In all, two layouts were produced in one pass of the layout algorithm, the first being generated after 1 minute $\mathbf{5 2}$ seconds of CPU time; the pass required 2 minutes 7 seconds.

### 9.2.1.3 Third Example

Figure 9-3 shows a layout generated for the items on Page 3 of the Boston Glooe on April 21, 1977. This layout was produced in 2 minutes 52 seconds of CPU time. In all, ten layouts were produced in one pass of the layout algorithm, the first being generated after 2 minutes and $\mathbf{4 0}$ seconds of


Figure 9-1. Layout for First Boston Globe Example.


Figure 9-2. Layout for Second Boston Globe Example.


Figure 9-3. Layout for Third Boston Globe Example.

CPU time; the pass required 4 minutes 2 seconds.

### 9.2.1.4 Fourth Example

Figure 9-4 shows a layout generated for the items on Page 3 of the Boston Globe on March 10, 1977. The format for the '73-Murders story was manually changed from Format 1, produced by the layout program, to the format shown for esthetic reasons. This layout was produced in $\mathbf{5}$ seconds of CPU time. In all, four layouts were produced in one pass of the layout algorithm, of which this was the first; the pass required 13 seconds.

### 9.2.1.5 Fifth Example

Figure 9-5 shows a layout generated for the items on Page 3 of the Boston Globe on May 14, 1977. This layout was produced in 2 minutes 20 seconds of CPU time. In all, four layouts were produced in one pass of the layout algorithm, of which this was the first; the pess required 2 minutes 28 seconds.

### 9.2.1.6 Sixth Example

Figure 9-6 shows a layout generated for the items on Page 3 of the Boston Globe on January 6, 1978. In an actual layout, lines would be inserted to better isolaie the Patriarca picture from the story beneath it. This layout was produced in 1 minute 52 seconds of CPU time. In all, two layouts were produced in one pass of the layout algorithm, of which this was the first; the pass required 2 minutes 7 seconds.


Figure 9-4. Layout for Fourth Bost on Globe Example.


Figiure 9-5. Layout for Fifth Boston Globe Example.


Figure 9-6. Layout for Sixth Boston Globe Example.

### 9.2.2 Tech Talk Examples

This section shows layouts generated for Page 8 of the February 9, 1977 edition of Tech Talk, an M.I.T. administrative newspaper. The layout originally used by Tech Talk is shown in Figure l-1 in Appendix I. The same news items, as defined by Table 5-I in Chapter 5 , were laid out in a number of different ways to illustrate the variety of layouts possible.

Figures 9-7 and 9-8 show two different layouts for the news items. These layouts were produced in separate passes of the layout program. Figures 9-9 and 9-10 show examples of layouts in non-rectangular newsholes.

### 9.3 Summary

This chapter has presented examples of the class of layouts possible with the layout algorithm presented in this thesis. The quality of the layouts produced can be seen to compare favorably with the quality of layouts on inside pages of typical newspapers. This is particularly impressive in light of the fact that the numbers of items in many of the layout problems solved were significantly greater then the number of items on a typical newspaper page.

| Katie Earnshaw Mixes MIT |  |
| :---: | :---: |
| Dancing Future |  |
| c-semex | - |
|  |  |
| = | zmemmemmex |
| mixmmex mime |  |
| \%-Mmmitum |  |
|  |  |
| Kinmex |  |
|  |  |
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Figure 9-7. First Tech Talk Example.


Figure 9-8. Second Tech Talk Example.


Figure 9-9. Third Tech Talk Example.


Figure 9-10. Fourth Tech Talk Example.

## Chapter 10-Implementation Considerations

If the algorithms presented in this report were to be used in an operating newspaper production environment, they would probably be implemented on a relatively small computer system, such as a minicomputer system, for reasons of cost-effectiveness. There are special problems for such an implementation.

One problem is limited memory size. Many minicomputers have stringent inherent limitations on the possible size of memory. Even when this is not the case, the cost of the memory needed is an incentive to develop a spaceefficient implementation. Another problem is limited instruction set. For example, most minicomputers do not include a standard floating-point package; this lack presents problems in the implementation of linear programming. Speed of execution is another possible problem, depending on the exact minicomputer to be used. This chapter examines each of these problems, and considers the impact of each on software system development.

## 1Ø.1 Memory Size

As was mentioned in the previous chapter, the experimental implementation made for the purpose of testing the algorithms in this thesis was programmed on a large-scale computer. Because of the relative absence of memory constraints, this implementation was able to be very inefficient in its use of memory. For certain large layout problems, the data structures generated at intermediate points required almost 100,00036 -bit words for their storage. This amount can easily be decreased.

This section presents the major data bases used by the layout algorithms, and considers how each may be implemented efficiently. Data storage is expected to be the major factor in memory requirements for an implementation, with program storage being less significant.

## 1Ø.1.1 Templates

In the experimental implementation, templates (and partial templates) were represented as data structures containing over twenty separate elements. Almost all of these elements, however, could be regenerated from a lesser amount of basic information.

The least information necessary to represent a template is a history of which items have been inserted, and where. This means a list of which news items have been inserted, listed in the order of insertion, along with a specification of the columns occupied by their tops. Additionally, it is necessary to note for each item whether its top is or is not required to be at the same height as the previous item's top, or at the same height as the top of a level, and it is necessary to specify the set of story-picture formats chosen. If this information is known, all other necessary data can be generated. In particular, the matrix form of the template can be generated, and from it, the layout equations.

As space permits, more data can be included in the representation of a template, which, although redundant, will increase the speed efficiency of the algorithm. In particular, state information concerning the template construction can be helpful. In the partial template:
$\begin{array}{llllll}A & B & B & B & B & C\end{array}$
$0 \mathrm{D} D-\ldots$
where $B$ is a picture, the next item inserted must begin in the fourth column, and must be constrained to be at the same height as $D$. This fact can be effectively encoded as a state variable. Other state variables might include the set of news items remaining, their total area, the total area of the items already present in the partial template, and so forth.

## 1ø.1.2 Tableaux

The linear programming tableaux can require a great amount of space for their storage. A tableau is represented as a two-dimensional array of numbers, where there is a row for each equation, and a column for each variable. ${ }^{1}$ Of course, it is necessary to provide space for only one tableau at a time. The tableaux are not particularly sparse (i.e., most elements are non-zero, especially toward the end of the solution of the linear programming problem), so representation techniques for sparse arrays are not applicable here.

### 10.1.3 Possibility Lists

A possibility list can be used to store the set of possible moves based on the set of current positions. One structure for the possibility list is shown in Figure 10-1. Beneath each current position are listed the items which could be inserted, and below each of the items is listed the set of possible moves which could be made to insert that item. Each of the current positions should be represented in the format for a partial template; this information need not be repeated in the list of moves, leading to a space-efficient implementation which
current positions:
items:
moves:


Figure 10-1. Format of Possibility List.

1. And for each "slack variable", implicit in each inequality.
is particularly desirable in light of the fact that there can be hundreds of moves possible.

Each move should also be associated with its quality factor, as described in Chapter 7. This factor can be used to control the selection of possible moves in the following fashion, assuming that all factors are between 0 (the worst) and 1 (the best). ${ }^{2}$. When a set of moves is to be selected, a current position is chosen at random, then an item to be inserted into that position, then a move inserting that item. When such a randomly determined move is reached, a random number between 0 and 1 is generated, and compared to the quality factor of the move. If the random number is less than or equal to the quality factor, the move is removed from the tree and, if valid, inserted into the set of valid moves. If the random number is greater than the quality factor, the move is left untouched. This method can be seen to tend to examine higher-quality moves before lower-quality ones. It is superior to direct selection of moves with the probability of selection of each move equal to its quality factor in that it is unnecessary to compute and update aggregate probabilities for each of the current positions and items.

A move which has been selected is removed from the possibility list so that it will not be selected twice. A current position or an item for which there are no possible moves remaining should also be removed.

In breadih- $\left(N_{1}, N_{2}\right)$ search, once a valid move is selected, it is placed in a set of valid moves, which will reach size $\mathbf{N}_{2}$. These moves can perhaps best be represented in the partial template format, with their associated values of the criterion function.

[^16]
### 10.2 Instruction Set

Minicomputers typically have a more limited repertoire of instructions than do larger computers. This limited instruction set is usually accompanied by a smaller word size. In general, neither of these limitations should prove a real problem. Most of the operations performed by the layout algorithm can be represented by logical operations on small fields, with few arithmetic operations required. The arithmetic operations which are needed are typically simple, and no difficulty should be caused by the smaller word size.

The exception to the above is the simplex algorithm for linear programming. The tableau will contain non-integral numerical values. If the machine being used has floating-point operations, then the floating-point number format can be used for these values. Experience shows that a floating-point number format with a 27-bit mantissa presents no real problems with the accumulation of round-off and truncation errors during linear programming. This should also be the case with a slightly smaller mantissa.

If floating-point operations are not present, they could be simulated through the use of software routines. It is probably more efficient, though, to implement routines for rational arithmetic, in which each number is represented in the form $a / b$, where $a$ and $b$ are integers. Assuming that rational numbers are always represented in reduced form (i.e., where $a$ and $b$ have a greatest common denominator of 1 ), the sizes of $a$ and $b$ should remain sufficiently small to be stored as 16 -bit numbers. In particular, denominators seem to stay below 10 in value, assuming a six-column page. Numerators can be higher, especially when representing values of variables, which are measured in the relatively small units of column-points. If they are measured in larger units, this can cause the sizes of the numerators to shrink, possibly accompanied by some growth in the size of the denominators.

It is also possible, of course, to store numbers in a fixed-point format. It is not known what particular problems this might cause, but it is suspected that this might lower the accuracy of the numerical operations.

When numerical values are obtained by linear programming, these results, representing some number of points of height, might be fractional. In general, replacing these values by the next higher integral number of points is appropriate.

### 10.3 Speed of Execution

As was described in the last chapter, the test implementation was able to achieve a reasonable speed of execution, taking only a few minutes to solve large layout problems. It is believed that this speed can be improved upon in a production implementation.

The test implementation was written in Lisp, and run on a computer with only a 300,000 instruction-per-second execution rate. This basic rate can be greatly surpassed by modern minicomputers. Moreover, hand-coding of the layout procedures can produce a further improvement in their speed.

Monitoring of the test implementation shows that the majority of time is spent in generating possibility lists and in linear programming. Special attention should be paid to these sections.

One cause of the large amount of time spent in generating possibility lists is the large number of possible moves that must be enumerated. Not all of the possibility list, however, will typically be examined once it has been generated. A more time-efficient implementation would be to have the possibility list generated incrementally, while it is being examined. In other words, only a skeleton of the possibility list is generated initially; the set of moves for a given current position and a given item to be inserted is generated the first
time that pair is selected. In cases where the number of such pairs possible is greater than the number that will be considered, such incremental generation can result in significant time savings, by generating only that part of the possibility list that is actually needed. Further compartmentalization of moves in the possibility list can result in further efficiency gains. It should be kept in mind, though, that changes in the structure of the possibility list might lead to undesirable biases in move selection.

Of course, the amount of time used to generate a single move should also be kept as small as possible. One way of doing this, as mentioned above, is to include redundant data in the representation of a template, trading off space efficiency for time efficiency.

The speed of linear programming can be improved through the use of careful coding techniques. It will be slower, however, if software simulation of arithmetic is necessary.

### 10.4 Summary

Special care must be taken when implementing the layout algorithms described in this report on a minicomputer system, because of the limitations of such machines. Consideration of these limitations can lead to implementations for which the first consideration is space efficiency, but where the time efficiency is also adequate.

## Chapter 11 - Open Problems

There exist certain open research problems relating to the news layout procedures outlined in this report. Before these procedures can be implemented and used in a production environment, these problems must be considered and resolved. They relate both to understanding more fully the layout algorithms developed in this thesis, and to evaluating the utility of possible additions to the basic approach.

As was stated in the last chapter, production versions of the news layout program will probably be implemented on relatively small computer systems. Such systems, however, are seldom the best choice for basic development work. To the extent that these unresolved research problems deal with the layout algorithms themselves; independent of the particular implementation, this work can be performed on a large-scale computer system offering a wide range of program-development tools. Once the complete details of the layout algorithms to be used have been determined, these algorithms should be transferrable to the desired target computer system without creating any significant problems of a research nature.

This chapter presents a number of known research problems which should be considered. It begins with problems pertaining to features of the layout program described in this report, and leads into problems related to possible additional features.

### 11.1 Biases in Move Selection

Any particular method of move selection is based on some particular bias. Any such bias will have an effect on the relative probabilities of selection of the various possible final layouts. For example, in the experimental implementation, for the Tech Talk layout example presented in Chapter 5, the
probability of selection of the final template:
E E E S S
$E E D D D$

EAADD
is 0.14 , while the probability of selection of:
D D D D D

D E E E E

A A E E E

A A $5 \quad 5 \quad 5$
is only 0.00089 , assuming a totally random breadth-1 search. This is primarily because the partial template:

E E E - -
has far fewer possible next-moves than the partial template:
$0 \quad D \quad D \quad 0$
since the top row must be filled in in the first case, meaning that each individual next-move has a greater chance of being selected. A basis is needed for understanding which move-selection method produces the "best" results.

### 11.2 Tuning

An implementation of the layout algorithm will include many parameters which can take on various values. It has been shown that the particular values used for these variables can have significant impact on system efficiency. A process of tuning is necessary to achieve appropriate values for these
parameters. Since each layout problem is different, it seems unlikely that perfectly optimum values could be determined, although certain uniformly good values might exist. More research is necessary to better understand this process.

One possibility in some cases is automatic tuning. This would have the system itself automatically adjust the parameters as necessary. For example, if multiple passes through the layout tree were necessary for a particular layout problem, the breadth of search could be increased on each pass in recognition of the apparent difficulty of the problem. Similarly, it might be possible to automatically tune the weights of the esthetic rules, based on feedback from the layout person on the esthetic quality of the layouts produced.

### 11.3 Internal Story Formats

There are more possible elements to a story than have been considered in this research; hence, it must be determined how the additional elements affect the generation of layout equations. These elements include secondary headlines (kickers), boxed exerpts (sandwiches), and so forth. All such story elements should be considered, and a disposition determined for each.

Stories with more than one picture present a problem. Experience shows that a small number of possible story-picture formats is sufficient for stories with only one picture. (in this way, the set of possible story-picture formats acts like the template library proposed by Kan, discussed in Appendix IV, except on a smaller scale; only three or four formats are needed.) For stories with more than one picture, it is expected that this number would have to be much larger, causing a vast increase in the number of possible moves when such stories are inserted. Instead, it is proposed that a set of appropriate formats be specified by the layout person for every story with more than one picture. This is particularly reasonable in light of the fact that the proportion
of such stories is small.

In this case, and in the case when unusual story formats are desired, the layout person will have to provide a format to be used by the layout program. It would be desirable to have a very powerful general means for doing this, whereby even unusual formats could be described and used.

One partial alternative to the use of internal formats for generating layout equations might be to represent all item components directly in the matrix form of the template. Coupled with the use of asynchronous layout, it might be possible for such a representation to be no less general than the representation scheme used in this thesis.

### 11.4 Unusual Item Shapes

Chapter 3 presents a template grammar which, it is believed, is the simplest such grammar which does a good job of representing the set of legal templates. However, it will not necessarily describe the exact set of legal templates for any particular newspaper. If desired, the rules can be changed to reflect the local conditions at the newspaper. On the other hand, since the rules given in Chapter 3 lead to such a simple generative grammar, it might be more reasonable to leave these rules as they are.

As a example of a possible change to the template grammar, the template shown in Figure 11-1 contains an item of illegal shape. It is believed that in most newspapers such shapes are used only for the sake of expediency, and are not as desirable as shapes considered legal in this thesis. (On the other hand, the New York Times uses items of such a shape often.) Similarly, item shapes such as the illegal one in Figure 11-2 are used in some newspapers.

If the generative grammar were to expanded to allow these shapes by permitting a growth in the width of an item after its top has been inserted into


Figure 11-1. Example of Template with Item of Unusual Shape.


Figure 11-2. Example of Template with Item of Unusual Shape.
the template, this would have an undesirable effect on the partial layout equations. For instance, it would be impossible to determine what part of a partial template would be available to hold the incomplete items.

### 11.5 Variable-Width Columns

Most newspapers have a nominal six-column or eight-column structure. in many cases, though, the sizes of ads sold do not conform directly to the chosen structure. In such cases, various column sizes must be used, sometimes on the same page, as shown in Figure 11-3. Variable-width columns can also be forced by pictures of odd width, or may even be used voluntarily.

It is expected that achieving layouts with variable-width columns might prove difficult within the framework provided in this thesis. It is difficult to see how the definition of a widened template might be appropriately changed. It would also be necessary for the layout program to do some amount of


Figure 11-3. Variable-Widih Columns.
planning ahead to anticipate transitions between the column widths. On the other hand, such layouts are often ugly, and are not strictly necessary, as evidenced by the New York Times, which entirely avoids them in its news sections. It might be more reasonable at least to decrease the need for such layouts.

### 11.6 Item Clustering

If related items are to appear on the same page, they should be adjacent to each other. One way to achieve this might be by means of an esthetic rule, as discussed in Chapter 7. Such a rule could not guarantee that related items would be clustered properly, but could only penalize those templates that failed to comply. It is expected that such an approach might prove very difficult to control.

Another approach might be to note that the overall shape of such a cluster is typically the same as a legal shape for a single item. Thus, the "top" of the
cluster could be inserted into the template, the appropriate items inserted underneath it in following steps, and then the rest of the items inserted. This procedure assumes the use of asynchronous top-down layout, of course. More restrictive partial layout equations could be generated at intermediate points in this process, since it would be known that the items in the cluster could be inserted only under the cluster top.

### 11.7 Outside-In Layout

As was shown in Chapter 5, top-down layout is superior to bottom-up layout. A combination of the two might prove superior to either. Such a scheme can be called outside-in layout, because it inserts items both top-down and bottom-up, working both ends against the middle. The use of top-down layout alone, for example, is unlikely to produce layouts with a large item at the very bottom of the page, but such layouts are often used in actual newspapers.

The problem with such an approach would be to tune it properly. For example, we know that top-down layout alone is better than bottom-up layout, which suggests that relatively more items should be inserted from the top of the page than from the bottom. What proportion of items placed from the bottom of the page will result in the greatest improvement over basic top-down layout, if any, is not known.

### 11.8 Incremental Story Assignment

The number of dead ends increases dramatically toward the bottom of the layout tree. This is partially because the set of items remaining to be inserted into the template becomes much smaller, allowing less flexibility in move selection. It has been assumed in this thesis that a story-assignment phase provides the layout program with the exact set of items which are to appear
on the given page. An alternative would be to provide a larger set of items than will fit, allowing the layout program some discretion in choosing which items to place. In practice, this will increase the number of possible moves, decreasing the probability of dead ends. Of course, the definition of a final position would have to be changed to be that of a position where enough of the items have been inserted, measured by comparing the sum of their areas to some threshold value. Note that, in this scheme, valid final positions might have descendants.

A basic version of this approach has been implemented and seems to work well. It requires that story assignment be executed incrementally, since it is not until the page has been finally laid out that it is known whiah items will be available for the remaining pages. This might require a number of subsidiary changes in the organization of story assignment.

This incremental story-assignment approach seems particuiarly applicable to pages containing stories that might be jumped to some other page. In the non-incremental version, it is necessary to pick for each such story some arbitrary fraction to be laid out on the given page, with the rest then being assigned to following pages. With incremental story assignment, it is possible to allow more of a choice for the layout program. This means that the layout equations can be very loose in stating the minimum and maximum amounts of each story that will appear on the page, increasing the ease of layout. Unfortunately, this seems to mean that virtually any generated template will be valid, possibly leading to ugly random layouts. On the other hand, since pages containing such stories, such as the first page, would tend to be laid out by hand anyway, this ability might not be necessary. This topic should be considered further.

### 11.9 Planning

The layout algorithm presented in this thesis makes no real effort to plan ahead when constructing a template, due primarily to the use of the layout tree as its conceptualization of the layout game. A similar lack of planning has been observed in chess-playing programs. An opposite approach would be an algorithm which began by making an overall plan for how it would go about producing the template, modifying the plan as it encountered problems. Although this extreme is probably unrealizable given the current understanding of the problem, perhaps certain aspects of it could be incorporated into the layout algorithm.

### 11.10 Criticism

Some of the layouts produced by the layout program will be unacceptable to the layout person. In certain cases it might be possible for the layout person to determine the reason for the unacceptability of the layout. It would be desirable if such reasons could be communicated to the layout program, and if the program could then produce a similar layout without the offending feature.

### 11.11 Human Interface

Any production implementation of the layout program will have to pay particular attention to the human interface to be provided for the layout person. The current view of the interface is as follows.

We assume that the layout person is seated at a display console. For each page, the layout person is presented with a list of the news items to be placed on that page, and can override the choice manually if desired. (In general, it is desirable for the layout person to be able to override any system decision; on the other hand, the number of points where it is necessary for the layout
person to make decisions for the layout program should be kept as small as possible.)

For each of the items, it will be possible to specify certain constraints, such as a fixed headline or set of headlines, fixed format or set of formats, and so forth. If these constraints are not explicitly stated, default values will be assumed, such as a set of possible headline widths and heights based on the size of the story. As noted above, although a set of default formats can easily be provided for stories with one picture, this will probably be less reasonable for stories with more than one picture.

The layout person will then be allowed to pre-place some items in the template, if desired. This might be restricted to placing items eitiner at the top of the template or at the bottom, as opposed to starting in the middle. If desired, the layout person can construct the entire template manually. If not, the layout program will generate one or more itself.

During the operation of the layout program, there is not much information that can reasonably be displayed. In breadth- $\left(N_{1}, N_{2}\right)$ layout, the current state includes $N_{1}$ current positions and $N_{2}$ moves based on them. This is too much information to be absorbed by the layout person in the short amount of time during which it will be applicable. Instead, it is suggested that various indications of system operation be displayed, such as the amount of time spent on the page so far, the number of passes through the layout tree, the depth of the current ply, how many moves were examined at each ply, and so forth. The information provided should be sufficient to enable the layout person to decide how well the page layout is proceeding, and to vary the appropriate system parameters if necessary.

At any intermediate point, the layout person can halt the layout program and supply a template manually, or modify the input to the program, such as the
set of items to be laid out, and try again.

The layout person will be shown each layout produced, and will be allowed to decide whether it should be accepted or whether more layouts should be generated. It will also be possible to return to a previous layout.

After a layout has been produced, it will be displayed. This will be a skeleton layout. It will still be necessary to determine a number of details, such as writing remaining headlines, deciding on headline typefaces, drawing lines around items, and so forth. It will also be possible to modify the numerical component of the layout at this stage, if desired.

### 11.12 Summary

There are a number of remaining research problems associated with the approach to computerized news layout presented in this thesis. Any potential implementor should consider these before finalizing the system design.

## Chapter 12 - Conclusions

The conclusion to be presented here is that an approach to the problem of news layout based on the incremental generation of templates is feasible. As shown in Chapter 9, the algorithms developed are capable of laying out news pages in actual newspapers, and of producing layouts of quality comparable to layouts produced by hand. Although much developmental work remains to be done before the results can be applied operationally, the basic approach has been demonstrated to be sound, and it is believed that there are no significant obstacles to its ultimate use in a newspaper environment. The ability to lay out many newspaper pages by computer should provide an important dimunition in the amount of time and effort required for a newspaper offio to produce an edition.

# Appendix I-Human Layout Methods 

## 1. Background

One approach to the construction of a computerized news-layout system might be to discover how humans solve the problem. In the past, when layout persons have been asked to explain their "algorithms", they have been unable to do so. This appendix presents a series of experiments which examine the performance of a layout person when solving layout problems.

## 2. The Experiments

In these experiments, an experienced layout person from The Tech, a student newspaper at M.I.T., was presented with a set of layout problems based on layouts taken from Tech Talk, an M.I.T. administrative newspaper. Both newspapers are tabloid-size, five columns wide and 16 incines tall. The layout person was asked to verbalize her thought processes as she laid out the pages.

### 2.1 The First Experiment

In this experiment, the news items shown in Figure I-1 were to be laid out. This is Page 8 of the February 9, 1977 issue of Tech Talk. The original Tech Talk layout was provided only to allow the layout person to acquire a feel for the relative sizes of the news items; numerical size measurements were also provided. The following is an edited transcript of the layout person's commentary.
"One thing I could try would be putting.... I could either put the [Dancing] picture in the upper-right corner with the headline running above it, or having the headline just a little.... For the time being, I'll leave the headline the same
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Figure 1-1. News Items for First Experiment.
as they, and.... Well, all right, I'll assume half an inch [for the headline] Try putting the headline across 5 columns with the picture $31 / 4$ inches deep, three columns. Well, just so it's even, I'Il make it [the picture] a little bit bigger. That's 3 1/3, with two lines underneath, so that's about a third of an inch. And the story is $151 / 2$. So I can run it in these two columns [see Figure 1-2].
"And I can either run it [the text]... I could run it under the picture, so that it's even, and then have another.... I could try a five-column headline [for the Engineering story] since the story's so long. All right, I'II try that [see Figure 1-3].
"That's a little more than half an inch [for the Engineering headline]. I think I'll try putting the AARP picture down here for balance, I guess.... The lower


Figure I-2. Partial Layout for First Experiment.


Figure I-3. Partial Layout for First Experiment.
left-hand corner.... So that's 2 3/4 inches high, plus about an inch or so of cutline [see Figure 1-4].
"And if I run this headline across 5 columns.... All right, so that means if I put the Symposium story down here, everything should work out [see Figure 1-5].
"That's one possibility. I'm not saying it's the best layout, but at least it gets the headlines apart from each other."

The elapsed time for this experiment was 4 minutes 50 seconds.


Figure 1-4. Partial Layout for First Experiment.


Figure 1-5. Final Layout for First Experiment.

### 2.2 The Second Experiment

In this experiment, the layout person was to lay out the news items shown in Figure 1-6. This is Page 5 of the February 9, 1977 issue of Tech Talk.
"/ think I'll try to get rid of this big blotch here [the Energy jump] for one thing, since the.... I could try to put the Energy jump lower down, and put some stories that are starting here on the top. So, let's see. Well, the longest one is Media, so I guess I'll try putting that at the top, moving over 3 columns, I guess. If I spread it over 5 columns.... Well, I think I'll try keeping the picture in the upper right corner: that's the Edgerton picture that doesn't go with anything [see Figure I-7].
"So that's 3 inches of picture and about 2 inches of cutline, and run the Media story in the upper left [see Figure 1-8].
"I think I'll try to run a story in 3 columns underneath the picture, and have the copy of Media in the first two columns [see Figure 1-9].
"Okay, three short stories and one long one are left. I could put a story in here [under Edgerton], say.... That's a little too big for any of these stories.
"I'm thinking of maybe putling the.... That picture could get a little bigger. Let's see. That would come down half an inch, and then I would have about a 5-inch story [under Edgerton]. Booklet.... It's probably a stupid place to put it, since Booklet can't be very important. Oh well, nothing looks terribly important. All right, I'll try putting ... [see Figure 1-10].
"Now, I could either have a five-column headline [for the Energy jump], or ... or I could run it in 3 columns and put the graphic in [to the right of the headline]. I don't really like this. It's working out so I can either.... I could put the chart on one side here [on the left], and the headline here [on the right],
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Figure I-6. News Items for Second Experiment.


Figure 1-7. Partial Layout for Second Experiment.
which would mean two three-column headlines right on top of each other, or 1 could put the graphic over here [on the right], which would mean both pictures on the same side of the page. Well, maybe I'll try.... I'll try a five-column headline, and I'll try putting.... I'll try putting the graphic in the lower left corner [see Figure 1-11].
"And that leaves two stories down here, and I can just run... Well, both of them could be fairly small-point headlines, I guess. In fact, they can still be 24, slightly less than $1 / 2$ inch, say, and I guess I'll put the longer one on top, that's Neudstadt, and that's ... [see Figure 1-12].
"Down here, that's Sobieszek ... [see Figure 1-13].

7 sort of changed their one-column thing. We [at The Tech] don't run too


Figure l-8. Partial Layout for Second Experiment.


Figure 1-9. Partial Layout for Second Experiment.


Figure I-10. Partial Layout for Second Experiment.


Figure 1-11. Partial Layout for Second Experiment.


Figure I-12. Partial Layout for Second Experiment.


Figure I-13. Final Layout for Second Experiment.
many one-column headlines, except on very tiny jumps."

The elapsed time for this experiment was 8 minutes 5 seconds.

### 2.3 The Third Experiment

In this experiment, the layout person was to lay out the same news items as in the first experiment, was asked to find a better-looking layout than the first one produced.
"Well, I guess with 31 inches of copy, there's not going to be much way to break it up, very much. All right, I could try.... Well, working from the bottom, I could put the AARP picture, sort of stick it in either the $2^{\text {nd }}$ and $3^{d}$ or $3^{d}$ and $4^{\text {th }}$ columns and run Engineering around it. I want to keep Engineering in 5 columns, I think, because it'll spread it out more. So, okay, AARP is.... I'll try putting it here in the $2^{\text {nd }}$ and $\boldsymbol{3}^{\text {d }}$ columns [see Figure I-14].


Figure I-14. Partial Layout for Third Experiment.
"And just run Engineering around it [see Figure 1-15].
"And headline is about $1 / 2$ inch. That takes up about half the page. That still looks moderately ugly. All right, so, Symposium I could put.... Symposium takes up a total of about 5 inches over 2 columns. Let's see. I could keep the Dancing picture in the upper right corner and put the Symposium story in 3 columns down here, and run copy underneath the picture, which is okay, or.... I really can't put the Symposium story at the top, because then l'd end up with something else underneath it, which would be ugly. So, I think I'll do that. All right, Symposium is ... [see Figure 1-16].
"And, see what happens with Dancing. I could either have the Dancing picture in the upper right-hand corner with no headline above it, and have the headline, say, 2 columns by 2 lines over here, or I could have the headline all the way across. I think it would look better all the way across, with the


Figure 1-15. Partial Layout for Third Experiment.


Figure 1-16. Partial Layout for Third Experiment.
picture underneath it [see Figure 1-17].
"Well, the only problem with this is that there's not very much copy inbetween the.... Once you put in the cutline, there's not very much copy inbetween these two stories, but it's almost an inch. I don't know, let's see. The top of the page looks too crowded.
"I could have tried putting Symposium down here at the bottom of the page, below the Engineering story, instead. Then I would have had two pictures somehow on the top half of the page.
"If I run the [Dancing] headine in 2 columns here, that would have moved the picture up a little bit, which would have separated it more from this block over here.
"It's really hard to make 31 inches of copy look nice."


Figure 1-17. Final Layout for Third Experiment.

The elapsed time for this experiment was 7 minutes 45 seconds.

## 3. Conclusions

It would seem that no significant layout rules can be extracted from the performance of this layout person. For example, she works both top-down and bottom-up, depending on the layout problem. As compared with the layout procedure presented in this thesis, the layout person's method seems to be based on her ability to plan ahead, to reason abstractly, and to understand the consequences of her actions in terms of their effects on the possible placements of the remaining items. Instead of working solely with local criteria, she is able to understand the global impact of her decisions.

It should be noted that this layout person does not depend solely on an innate reasoning ability, but also seems to use a number of learned rules, for their esthetic effect. These rules would seem to be primarily of an esthetic
nature, and are goal-oriented. For example, she makes an effort to achieve picture balance on the page. It should also be noted that the layouts she produces can be identified as being more in the style of The Tech than the style of Tech Talk (e.g., there are more five-column headines in The Tech than in Tech Talk, while Tech Talk uses more one-column headlines than The Tech).

## Appendix II - Theoretical Considerations

## 1. Computational Complexity

In a 1972 paper [Karp 72], Karp first identified the set of computationally intractible problems now called the NP-complete problems. The best algorithms known for the solution of these combinatorial problems require an amount of time that grows exponentially with the size of their input. This means that there exists some limit on the size of the input, usually a small limit, beyond which any such algorithm becomes impractical because of its astronomical running times. Any NP-complete problem can be reduced to any other in polynomial time, which is less than exponential time. Therefore, if any of the NP-complete problems could be solved by some algorithm in less than exponential time, then all of the NP-complete problems could, by first transforming them to that problem and then solving them using the fast algorithm. This consideration, combined with the large class of problems known to be NP-complete, strongly suggests that it will never be possible to develop an algorithm to solve any NP-complete problem in less than exponential time.

One of the problems shown NP-complete by Karp is the partition problem. In this problem, a set of positive integers is given, and the problem is to determine whether the integers can be divided into two subsets whose sums are equal. The best approach known for solving this problem relies basically on generating and testing all possible partitions of the original set into two subsets.

We present the foliowing theorems:

Theorem 1. The news layout problem is NP-complete.'

Proof. (This problem is obviously a member of the class of NP problems.) ${ }^{2}$ Consider an arbitrary instance of the partition problem; we transform it into an instance of the news layout problem as follows. Each integer in the original set becomes a picture, of height equal to that integer, and of width 1 . The newshole has height equal to half the sum of the set of integers, and width 2. Obviously, any layout achieved for the transformed problem represents a solution of the original partition problem. Since this transformation shown can be performed in polynomial time (in particular, it can be done in linear time), this shows that the news layout problem is NP-complete.

Theorem 2. The problem of news layout with a known abstract template is NP-complete. ${ }^{3}$

Proof. (This problem is obviously a member of the class of NP problems.) Consider an instance of the partition problem where there are $n$ integers in the set. We transform the problem as in the previous proof. We also note that there are only $n-1$ distinct abstract templates which could possibly be applicable to the layout problem, assuming asynchronous layout; these are the abstract templates with two columns, having i items in the first column and n-i items in the second, as i ranges from 1 to $n-1$. Since $n-1$ is a polynomial function of the size of the input, we see that the problem of news layout with a known abstract template is NP-complete, since solving it $\mathrm{n}-1$ times would suffice for solving the partition problem.

1. Actually, what is being proven NP-complete here is the problem of determining whether any layout exists for a given layout problem; this is necessary because of the "yes-no" nature of the class of NP-complete problems. Obviously, the problem of finding some layout if !ayouts exist can be expected to be no easier than this problem.
2. Membership in the class of NP problems, also defined by Karp, is a precondition to membership in the class of NP-complete problems.
3. That is, the problem of determining whether a given abstract template is valid for a given layout problem is NP-complete.

These results show that the news layout problem can be considered as computationally intractible. The best known algorithm for solving the problem depends on an exhaustive search of all possible concrete templates. This algorithm is applicable up to about three news items, beyond which the amount of time required is excessive.

One approach which is often used when dealing with computationally intractible problems is to solve some different problem, related to the original problem but computationally simpler. The approach taken in this thesis is simply to try to find some layouts based on the given layout problem. If layouts are found, then that shows that layouts exist; if none are found, then either none exist or the algorithm was unlucky. Also, instead of trying to find the best of all possible layouts, the approach will be only to try to find good layouts. For the mix of layout problems commonly found, this approach, as incorporated into the layout algorithm presented in this thesis, seems adequate, in that it will typically find some layouts in a reasonable amount of time.

## 2. Number of Templates

The number of possible templates is very large. To count their number, a program has been written which generates all distinct legal synchronous abstract templates. The templates generated are all reduced templates, in that no column is identical with an adjacent column, nor any row with an adjacent row. Table II-I shows the number of possible templates for up to five items, broken down by the number of items and by the number of columns in the reduced template. As can be seen, the number of abstract templates grows quite rapidly with the number of items. The number of concrete templates grows even more rapidly. There are $n$ ! possible ways that an abstract template with $n$ items can be marked. The number of ways an abstract template with $i$ columns can be widened into a newshole with $j$ columns is $\mathrm{C}(\mathrm{j}-1, \mathrm{i}-1)$. The number of ways an abstract template can be fitted into a

Table II-I. Number of Templates.

|  | $\underline{\text { items }}=1$ | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| columns $=1$ | 1 1 | 1 | 1 | 1 | 1 |
| 2 | 2 | 3 | 12 | 42 | 141 |
| 3 | 3 | 1 | 29 | 280 | 2185 |
| 4 | 4 |  | 24 | 716 | 12163 |
| 5 | 5 |  | 7 | 874 | 33430 |
| 6 | 6 |  |  | 519 | 50978 |
| 7 | 7 |  |  | 121 | 44142 |
| 8 | 8 |  |  |  | 20382 |
| 9 | 9 |  |  |  | 3907 |
|  | $\underline{\text { sum }}=1$ | 5 | 73 | 2553 | 167329 |

newshole depends on the shape of the template items, as well as on numerical factors. It can easily be seen that exhaustive searching of all possible concrete templates is generaily impractical.

Figures II-1 through II-9 show the set of possible abstract templates for up to three items, broken down by the number of template columns. It can be seen that certain of these templates look noticably worse than others. The best general rule that has been developed to explain this esthetic difference is the convexity rule presented in Section 7.2; most of the worst-looking templates violate the convexity rule. This rule, when incorporated into the


Figure II-1. All Possible One-Column Abstract Templates for One Item.


Figure II-2. All Possible One-Column Abstract Templates for Two Items.


Figure II-3. All Passible Two-Column Abstract Templates for Two Items.


Figure II-4. All Possible Three-Column Abstract Templates for Two Items.


Figure II-5. All Possible One-Column Abstract Templates for Three Items.


Figure II-6. All Possible Two-Column Abstract Templates for Three Items.
layout program as an esthetic rule, helps the program to avoid the generation of such templates.


Figure II-7. All Possible Three-Column Abstract Templates for Three Items.


Figure II-8. All Possible Four-Column Abstract Templates for Three Items.


Figure II-9. All Possible Five-Column Abstract Templates for Three Items.

## 3. Template Satisfiability

### 3.1 General Observations

Some templates are more easily satisfied than others. That is, the probability that a given set of news items will satisfy the template is greater for some templates than for others. We note, for example, that a template such as the one shown in Figure II-10 is applicable for any pair of stories, ${ }^{4}$ while a template such as the one shown in Figure II-11 is applicable in fewer


Figure II-10. Universally Applicable Template.


Figure II-11. Less Applicable Template.
4. This section considers just the areas of stories, and ignores their internal structure. It also ignores pictures. All templates considered in this section are abstract templates.
cases, because column boundaries are discrete, leading to a limited number of possible positions for the boundary between the two stories.

Figure II-12 shows the set of item sizes which will satisfy the template in Figure II-11, based on a six-column page, assuming that the sum of the item sizes must be at least $90 \%$ of the area of the rectangular newshole. Assuming a uniform distribution of item sizes, there is a $\mathbf{2 6 . 3 \%}$ probability that a random pair of items obeying the overall size restriction will satisfy this template.

We can expect that the template shown in Figure II-13 will have a higher probability of satisying a given pair of items, since the item in the corner is not restricted to occupy all of the area in its columns. Figure II-14 shows the set of item sizes which satisfy this template. This template has a $87.7 \%$ probability of being satisfied with an arbitrary marking. Similarly, the template in Figure II-15 has a $\mathbf{7 0 . 2 \%}$ probability of being satisfied with an arbitrary marking.

### 3.2 Residue

It can be seen from these graphs that the probability of satisfaction of a template grows less as the sum of the item sizes approaches the size of the newshole, forcing the amount of residue to zero. For the template in Figure II-11, the probability of satisfaction drops to zero as the limit, while the probability of satisfaction for the template in Figure II-13 drops to 83.3\%. Conversely, the probability of satisfaction can be seen to grow monotonically as the proportion of residue grows.

This predicts that layout problems with a low proportion of residue will be harder to lay out, since fewer templates will be satisfied by them, while layout problems with a high proportion of residue will be easier to lay out.


Figure II-12. Item Sizes Satisfying Template.


Figure II-13. More Applicable Template.


Figure II-14. Item Sizes Satisfying Template.


Figure II-15. Related Template.

### 3.3 Columns

It can also be seen from these graphs that the probability of satisfaction of an abstract template grows greater with the number of columns on the page. If the template in Figure II-11 were to be laid out in a newshole with eight columns, the probability of success would climb to $35.1 \%$, an increase proportional in this case to the increase in the number of columns.

A limiting case would exist if there were an infinite number of columns. This would have the space in the newshole arbitrarily divisible in the horizontal direction as well as the vertical. It is conjectured that it might be possible to lay out any legal unwidened template in such a case.

### 3.4 Restrictions

It can be seen that placing restrictions on acceptable layouts decreases the number of layouts possible. Consider, for example, the template in Figure li-11. Assuming the same conditions as before, if it is additionally required that the maximum leading factor for either of the stories be $10 \%$, this decreases the probability of satisfaction to $8.5 \%$, as shown in Figure II-16.

In general, reducing the proportion of valid templates can be expected to make layouts harder to find.


Figure II-16. Item Sizes Satisfying Template with Leading Restriction.

## Appendix III - Comparison with Longtin's Work

## 1. Background

In his 1972 thesis [Longtin 72], Longtin presented an approach to news layout in which layouts were to be built incrementally, as illustrated in Figure III-1. The insertion of an item could entail the modification of the placements of the previously inserted items, as necessary.

Implementations of Longtin's algorithm [Polansky 74] showed this approach to be inadequate. Impasses in layout occurred very often, as illustrated in Figure III-2. Although the implementation included a number of heuristics to


Figure III-1. Example of Successful Layout with Longtin's Algorithm.


Figure III-2. Example of Unsuccessful Layout with Longtin's Algorithm.
modify the partial layouts to sidestep such situations, none were found that were strong enough to allow the layout of more than about three items. Beyond that point, no layout could typically be found because of the nearly inevitable occurrence of dead ends.

## 2. Analysis

Longtin's approach and the approach taken in this thesis are similar, in that they both involve the incremental placement of the items to be laid out. The difference lies in the fact that Longtin's approach was to build layouts incrementally, while the approach in this thesis is to build templates incrementally.

Implementations of Longtin's algorithm were attempted both for bottom-up layout and for top-down layout. As was shown in Section 5.2.3, template generation in the bottom-up case can be considered as being essentially the same as layout generation, since the incremental solution of the layout equations possible in bottom-up layout can be immediately applied to the partial templates to produce partial layouts, which themselves grow incrementally. Therefore, Longtin's approach and the approach in this thesis are very similar in the case of bottom-up layout. As was shown in Section 5.4, however, bottom-up layout is inefficient for all but the smallest layout problems, because of the high probability of dead ends. Longtin's algorithm, upon encountering a dead end, would simply halt without producing a layout. In this way, it resembles a breadth-1 search which is restricted to operate in only one pass. As shown in Section 6.3, such a search has only a small probability of success.

In the case of top-down layout, the methods are more dissimilar. Longtin's method, since it produces layouts incrementally, must specify the exact shape and dimensions of an item as soon as it is inserted into the partial layout.

Although these may be changed somewhat later, the inclusion of numerical dimensions can overly restrict top-down layout, as shown in Section 5.3.3. Since the approach presented in this thesis is to generate templates incrementally, where neither the shapes of items nor their actual dimensions are determined until the information for doing so is available, it is more successful in avoiding dead ends.

Longtin's algorithm does not seem to include the concept of a grammar whereby legal item shapes can be distinguished from illegal ones. The implementation of his approach tend to produce layouts with extremely bad item shapes, especially in the top-down case.

As was noted, Longtin's algorithm restricted itself to finding a layout in one pass, taking the perceived best move at each step. The approach in this thesis allows for multiple passes through the layout tree, picking moves probabilistically; this vastly increases the potential for successful layout.

## Appendix IV - Comparison with Kan's Work

## 1. Background

In his 1976 thesis [Kan 76], Kan presented a different approach to news layout, based on his concept of a template as an abstraction of a layout. The problem of news layout was reduced to first finding an appropriate template, and then producing a layout based on that template. Templates were to come from a template library, a large stored collection of abstract templates. For a given layout problem, the template library would be searched for templates with the same configuration of stories, independent pictures, and dependent pictures, and layouts would be attempted for those templates matching the layout problem. The template library would be sufficiently large for there to be a high probability, for an arbitrary layout problem, of producing a successfu: layout from at least one template in the library.

## 2. An Experiment

The size needed for a template library is crucial in determining how practical such an approach would be. Kan estimated that about 500 templates would be needed, but admitted that this number was uncertain. To better determine the size necessary for a template library, an experiment was designed in which a small prototype template library with only a few dozen abstract templates was to be implemented. Although the performance of this small library would be expected to be less than the desired level, it was believed that it would be possible, based on the performance level thereby achieved, to estimate some lower bound on the template library size needed to satisfy $\mathbf{9 5 \%}$ of all layout problems, where $95 \%$ was chosen as a reasonable performance level for a template library. The difference between the number of templates needed for $95 \%$ performance and the number needed, for example,
for $90 \%$ performance can be expected to be less than a third.

In the implementation of this experiment, the templates ${ }^{1}$ in the library were all based on layouts appearing on Page 3 of the daily edition of the Boston Globe. This page was chosen because the layouts on the page are stylistically consistent over time, making it an ideal candidate for use with a template library. Additionally, Page 3 never contains jumps or ads, which could cause experimental complications. Templates from 23 pages were used to form the template library.

To test this template library, 23 layout problems based on the same 23 pages were used. Each layout problem was tried with each template, except, of course, for the template that was used for its layout in the Globe, since such a combination would be guaranteed to succeed. Of the 506 combinations possible, 14 were found to have the same story-picture configuration in both the layout problem and the template. ${ }^{2}$

In each layout problem for which a layout was attempted, the height of the newshole was artificially set to make the space available be 1.05 times the sum of the areas of the news items, to allow for experimental consistency. For the 14 problem-template matches, no layouts were achieved. This suggests an overall success rate of less than one success per 506 problem-templates, which would require a template library of more than 1500 templates in order to have a $95 \%$ success rate for layout problems.

1. The template representation scheme used in this thesis and that used by Kan are quite dissimilar, because of their different intended uses. However, it is believed that the scheme used in this implementation (basically supplying abstract templates asynchronous in both the horizontal and vertical directions) can, if anything, surpass Kan's in its descriptive power.
2. These matches were based on three equivalence classes; one of three pages each having two stories with no pictures, two stories with one picture, and one independent picture; one of three pages each having four stories with no pictures, one story with one picture, and one independent picture; and one of two pages each having six stories with no pictures, one story with one picture, and two independent pictures.

Comparison with Kan's Work - 195 -
An Experiment

The experiment was rerun with the space available equal to 1.10 times the sum of the areas of the news items, with the expectation that this might produce more layouts. In this case, there were layouts achieved for three of the problem-template matches, suggesting a template library size of about 500, as estimated by Kan.
3. Analysis

Obviously, these figures have a high degree of uncertainty, which could be remedied by an increase in the experimental template library size. It was decided, though, that a template library size sufficient to raise the number of problem-template matches from the 14 achieved in this experiment to a more significant number would be sufficiently great to represent a major undertaking. It seems that it might be necessary for the experimental template library to become fairly near the size needed for $95 \%$ performance for a meaningful estimate of that size to be produced.

In the absence of hard quantative results, though, it is possible to argue quantitatively against a template library approach. Consider a layout problem with 7 stories and no pictures. There would be $7!$, or 5040 , possible ways to mark each appropriate abstract template from the template library in the process of turning it into a concrete template; ${ }^{3}$ this is a large number of concrete templates to test for validity. There are methods by which such tests can be done more efficiently than on a simple one-by-one basis; these methods reduce the number of individual tests somewhat, but the number of tests can still be expected to grow exponentially with the number of items.

Such testing would have to be done, on the average, for many of the
3. Although Kan did not use the same distinction between abstract templates and concrete templates as is used in this thesis, he did use a process of marking during layout using an abstract template.
templates for seven stories and no pictures before a layout would be achieved. It seems likely that this number of templates would have to be greater than the equivalent number for six stories and no pictures. This suggests that the amount of time required might grow excessively great for complex layout problems.

Moreover, there would have to be some set of templates stored for most story-picture configurations possible. Since the number of configurations is quite large, this suggests that the size of a template library might be exceptionally great. On the other hand, of course, some configurations are more probable than others. The most probable of all are those with a small number of news items, such as are found on most inside pages. A template library which was biased toward the simpler layout problems might be able to achieve a high proportion of layouts, averaged over all of the pages in the newspaper. The above arguments, though, cast doubt on its ability to handle complex layout problems very rapidly or in very many cases.

It is believed that the layout algorithm given in this thesis will perform better than a template-library scheme. The approach in this thesis does not entail storing a large set of templates, since all possible templates can be mechanically generated. While Kan was forced to use an exhaustive search procedure to search through the set of appropriate abstract templates and to determine whether a given abstract template could produce a layout, more effective search procedures are possible in the framework given in this thesis.
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[^0]:    * J. Francis Reintjes, Donald R. Knudson, and Hsin-Kuo Kan, "ComputerAssisted Layout of Newspapers", ESL-R-778, Electronic Systems Laboratory, M.I.T., December, 1977.

[^1]:    3. In this report, the term item is used to denote not only stories, possibly containing dependent pictures, but also independent pictures. A more complete definition of an item is given in the next section.
[^2]:    4. Independent pictures may also have headlines, in rare cases.
[^3]:    1. Abstract templates will be used in Appendix IV, however, in the discussion of the "template library" approach presented by Kan in his thesis.
[^4]:    2. The problem of non-rectangular newsholes is discussed in Section 2.4.1.
[^5]:    3. This topic is discussed more fully in Chapter 8.
[^6]:    2. I.e., they must produce a fitted widened template.
[^7]:    2. Adding an item to a template does not, in general, simply add new layout equations to the set of partial layout equations, but various existing equations may also change.
    3. All partial templates are considered legal, since they are constructed by legal moves. In general, only a final template can be considered definitely illegal for such reasons as a non-rectangular shape for a picture, since such faults in a partial template might be corrected by the time it becomes final.
[^8]:    4. This approach is developed more fully in Chapter 6.
[^9]:    2. If the newshole is non-rectangular, then the numerical sum of the sizes of all levels higher than the current one should be added into the left-hand side of this equation. This is because these levels form part of the space available for the remaining items.
[^10]:    5. More sophisticated tree-search algorithms are the subject of the following chapter.
[^11]:    6. These timing figures are, of course, based on a particular implementation running on a particular machine. More information on the timing characteristics of this implementation are given in Chapter 9.
[^12]:    7. It is this fact that makes it effectively impossible to generate the complete layout trees for any examples larger than the Tech Talk example. Another example was tried, which also had four items, but with a greater relative choice of possible headline sizes (and therefore of possible top widths). This example lead to 3080 distinct layouts, with 14038 nodes in its layout tree in the top-down case, requiring over 4500 seconds (one and a quarter hours) to generate. The bollom-up layout tree was not attempted. An attempt at a complefe top-down layout tree for an example with five items was halted partway through; it is estimated that it would have required several hours to exhaustively enumerate. This exponential increase is related to the exponential increase in the number. of possible templates, explored in Appendix II.
    8. That is, the equation solution method for bottom-up layout takes constant time per item, and thus linear time overall, while linear programming can be cleverly implemented to take quadr atic time per item, and cubic time overall.
[^13]:    2. Game Theory, despite its name, is only indirectly related to the study of games such as chess, and to elements of that theory, such as game trees.
[^14]:    6. This is done implicitly by the bottom-up equation solution method discussed in the previous chapter.
[^15]:    2. The presence of this feature could not be detected at the point when the second item was inserted, since there would be no way of knowing that the third item would not be inserted immediately to the right of the second item, extending to the end of the row. Such a placement would result in a shape for the top item that did not violate the convexity rule.
[^16]:    2. Although some moves may have a factor of 1 , no moves should have a factor of 0 , since this will signify that the move is never to be chosen. Such a move should not be placed in the possibility list initially.
