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ABSTRACT

The development of a new industrial electric load modeling methodology
based on detailed physical/economic analyses of individual manufacturing
firms is reported. Emphasis is given to the following three basic aspects
of a firm and its electric load. They are:

(1) stochastic Aspects of load
(2) Product flow and storage aspects of a firm, and
(3) Economic consideration

The idea of modeling the load of each piece of equipment, using one
of a finite number of elementary random process models, is introduced. In
particular, a two-state Markov process model in continuous time is extensively
used. Its parameters are given in terms of four familiar quantities that have
physical meaning -- the installed capacity in kW, the fraction of load used
when on, the fraction of time on, and the number of starts per hour.

The product flow and storage aspect deals with the interconnection of
material storages and the production processes. The physical structure of
a firm and the related flow and storage capacities are important here.
Insights can be gained into how firms schedule their production processes.
Questions of how many machines belonging to a certain group can be treated
as a single block and modeled using an elementary random process model can
be answered.

The economic aspect deals with the electric rate structures and the
other operating costs of a plant that vary with the time of day (such as
the wage differential of a worker). In the analysis, the monthly electric
cost is treated and expressed as a well defined nonlinear mathematical
function. By comparing the possible reduction in the monthly electric
cost due to rescheduling of a production process with the extra cost incurred
due to wage differentials, etc., one can develop a very simple but powerful
method: comparison of the kW per person of a production process with the
breakeven kW per person of the firm. Many issues are analyzed using this
type of comparison,



{ABSTRACT, continued)

The modeling methodology is tested out using actual rate
structures and data collected from seven industrial customers of the
New England Electric System Companies. Based on the installed capa-
cities (kW) and how each piece of equipment is being used, one can
develop an electric load model of each firm. The time-varying expected
load and the autocorrelation function of the residual computed using
the model compare favorably with those computed using time-series data.

The model developed based on the industrial load modeling method-
ology as described here is capable of addressing those 'what if'" types
of questions concerning rate structure design, load management, and
many other issues of interest. For many studies, the detailed model
and extensive data are not always needed. The level of sophistication
-and the type of data required are functions of problems and issues
considered. Some aspects related to the design of rate structures are
considered. Many additional issues are introduced as possible candidates
for study, but are not analyzed.

THESIS SUPERVISOR: Fred C. Schweppe

TITLE: Professor of Electrical Engineering
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CHAPTER I

INTRODUCTION

1.1 General Background

The objective of this research is to develop a new industrial load
modeling methodology that could be used by utilities, their industrial
customers, regulatory agencies, and academicians to study various "what
- if" types of issues that are of current interest. For instance, each of
these groups would like to know the effect of a change in rate structure
or new technology on their load or load shape. The conventional time
series [ 1,2 ], autoregressive moving average [ 2 ], and econometric
[ 3,4 ] models based on aggregate hypothesized mathematical functions
fitted to historical data are found to be inadequate in addressing this
type of issue. The reason is that the time-series model gives only pre-
dictions based on extrapolation of past data; the auto-regressive moving
average types of models include only weather effects; and the econometric
typesof models use very simple-minded model structure, which is unable to
account for many of the actual cause-and-effect types of relationships.

A new cause-and-effect type of model is needed. Detailed physical/
economic analysis of each individual piece of equipment that contributes
to the total electric load is one possible approach. However, when fol-
lowing this approach,the amount of equipment that must be studied becomes
very large. Therefore, insight must be gained into the underlying pro-
cesses. For end users in the industrial plants, ways must be found of
treating their pieces of equipment as groups. This is the approach that

will be taken in this report.
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Electric loé& models are generaiiy developed for a limited geograph-
ical area, such as the service area of a utility. The electric load of
a service area could be divided into residential, commercial, and
industrial sectors, etc. However, such a division is quite arbitrary and
difficult to define.

An electric power system consists of interconnected generators,
transmission lines, and loads. The level of generation needed, in MW or
MWH at a certain time, is determined by the amount of power that is needed,
the load. There have been various types of sophisticated models deveioped
for generators and transmission lines. Compared to generator and trans-
mission line models, the study of electric load models has received very
little attention in the past. The standard practice has been to use
complicated models for generators and transmission lines, and simple-minded
models for load, when an electric power system is being studied.

Utility companies have been trying to optimize their long-term
operation by careful planning of their new capacities, and their short-
term operation by using unit commitment scheduling, economic dispatch,
and automatic control of generation. In other words, utilities have been
trying to optimize their generation and transmission systems to satisfy
lead. Until recently, however, they have not tried to control or manage
their load, the part of the power system that is the least understood.
Therefore, proper understanding and management of electric load, as well
as of gemerators and transmission systems, is desirable.

It has become more and more important and urgent for utilities to manage
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their loads and adopt policies that will lead them in this direction,
for the following reasons. The first is that the investment cost for
new capacity to satisfy added new demand in the future, and to replace
old or outworn equipment, has risen to the point where it has become
difficult for utilities to finance what is necessary. There have been
many attempts, by various groups of people, to stop new construction of
nuclear power plants and hydro projects, so in the not too distant future,
many utilities will be faced with insufficient capacity to satisfy the
demand, The cost of fuel -- whether nuclear, fossil, or coal, has been
rising at a very fast pace. The above reasons indicate that it is
becoming more and more important to optimize the operation of electric
power systems. Therefore, previously overlooked load management tech-
niques, such as control and change of peak, load shape, etc., are
becoming more and more attractive.

Realizing the truth of the above, some utilities have been shifting
some effort into managing their load. Regulatory agencies, such as the
department of public utilities, are also pushing more utilities to adopt
time-of-day rates. President Carter, in his national energy policy
plan, has asked more utilities to step up their effort to control and
manage load by adopting time-of-day rate, cogeneration, and other help-
ful policies. However, most of the present load-management policies
are implemented by using a trial-and-error method, because very little
understanding of load and no causal load models exist today.

In this research, the industrial sector load is singled out for

study for the following reasons. The industrial sector is responsible
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for about twenty five percent of the utilities' revenue and about one
quarter to one third of electric energy consumed [ 5 ]. However,
industrial customers differ from each other and are limited in number.
The residential sector has been studied by Woodard [ 6 ] who has developed
the structure for a cause-and-effect type of model for this sector. Many
utilities have gathered extensive data for their residential and com-
mercial sectors. The industrial sector is the least understood, concep-
tually. For instance, one can try to study a typical residential home
belonging to a certain income group in a certain geographical area. A
lot of statistical data can be used, as the number of residences of this
group are large. But it is difficult to find a typical industry;
statistical data for the industrial sector are difficult and dangerous

to apply.

A general methodeclogy for the detailed physical/economic industrial
load model development is presented in this report. It is based on
detailed analysis of the various components of load of a firm, and the
factors that affect the loads. The electric load of each machine or
piece of equipment is treated as a random process, The pieces of equip-
ment are then grouped together, based on the flow and storage (physical)
structure of the particular industrial plant. When the production out-
put and raw material input are given a satisfactory operating schedule,
a corresponding electric load shape can be found. When an analysis is
made of the labor cost and the electric cost, based on a given rate
structure, an optimum schedule can be obtained, hence an optimum load

shape for that plant.
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For the rest of this chapter, we will discuss various perspectives
related to industrial electric load modeling. Section 1.2 reviews some
past load models and points out some of their drawbacks. Section 1.3
introduces quantities and issues that are important to the development
of industrial electric load modeling methodology. Various gquantities are
defined and issues are discussed.

Section 1.4 describes the type of data available or that can be
found. It is important for a model builder to know the type of data
that are available for the determination of his model structure and
parameters. Section 1.5 discusses the philosophy of the industrial
electric load modeling methodology that is being developed. The basic
approach to the industrial electric load modeling being used in this
document is introduced in section 1.6. Section 1.7 points out some of
the objectives of this research project, and section 1.8 gives a summary

of results and contributions of this research.
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1.2 Review of Past Work

Various types of electric load models exist and are being used
by utilities, regulatory agencies and load resecarchers. There are
generally two classes of load models. The first class, load as a
function of voltage and frequency, is important for power system stabil-
ity studies [7, 8, 9 ]. It is not the subject with which we deal in this
document. The second class, load as a function of time and other environ-
mental and economic variables, is used for forecasting load [2,3,4,6,1].
In this work, we are dealing with the second class. Numerous papers
have been published on the second class of load models; however, only a

few selected review papers will be used for the following discussion.

1.2.1 Peak Load Models [2, 11]

These types of models, as reviewed by Galiana [2]

represent peak load as follows:

P= B+ F(W) (1.2.1)
where P is the peak load, B is the based load, W is the weather variable,
such as temperature and humidity, and F is a nonlinear function of
weather variables. These types of models are used to forecast peak
load. However, they are not very useful for answering "what if" types

of questions.
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1.2,2 Time-Series Load Models [1,2,12,13,14]

In this type of model, the load at time t of the day or

week, Z(t) is represented by

Z(t)

Il
0o~ 3

. a.lfi(t) + Zo(t) (1.2.2)

i
where Zo[t] may represent the long-term load behavior, e.g., a seasonal
or weekly trend: fi(t) are sinusoidal functions with basic periods of
168 hours for weekly models, or 24 hours for daily models. a; , the
Fourier series coefficient, could be found by basic estimating procedure
[ 1, 15 ] from the measured time series data. This type of model is

good only for forecasting load based on the extrapolation of time

series data.

1.2.3 Dynamic Models{ 2,16,17,18,19]

The dynamic models represent load at time t, Z(t),

as
%
Z(t) = Zy(t) + ) af(t) + y(t) (1.2.3)
i=1
and
m m
y(t) = } d ¥(t-k) + ) e u(t-k) + w(t) (1.2.4)
k=1 j=1
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where a;, fi(t), Zo(t) are as described in the time-series model.
There are various forms for y(t). However, for our purpose here,

y(t) is represented by an autoregressive moving-average type of model.
u(t) represents the weather variable, and w(t) the white noise zero
mean-random process. This type of model is useful for time-series
load forecasting under changing u(t), which is a function of weather.
But it is very difficult to use for answering "what if"' types of
questions not related to weather.

1.2.4 Econometric Load Model [3,4,20]

A different approach to modeling demand of electricity was
taken by econometricians. Simple econometric models as used by
Honthakker [ 20] for residential sectors a5 described by Taylor [4] are

as follows:

x=aM+%+ cg +dh+ e - 1.25 (v1,2_.5j{_x‘
or fn x = o 4nM + Bnp +y4ing +384n h + ¢! (1.2.6)
where

X = average annual electricity consumption per customer

M = average money income per household |

g = marginal price of gas, and p = marginal price of electricity

h = average holdings of heavy domestic equipment per customer

g,e' = random error terms.

The econometric model described above is a simple cdase of an econométric

load model. However, it serves the purpose of giving us some idea of
what type of model structure econometric types of load models have.
Taylor reviewed work done by many other workers. The degree of com-
plexity of these models varies and the details are different, but the

basic methods and the general model structures are essentially the same.



In the econometric type of model, the main effort is involved with
estimating the coefficients from data for the linear equation (1.2.5)
or the log linear equation (1.2.6). The weaknesses of these types of
models, as can be seen, are: first, the assumptions that the model
equations are linear or log linear. Second, the demand is referred
to the annual average energy consumption. In some cases, the peak
demand is considered. The concept of load shape is not used and the
actual rate structure for electricity is not used in these types of

models.

None of the models described above are sufficient for the many
different types of studies needed today. The time series type of
model has the weakness of not being causal. The autoregressive moving
average type of dynamic model is causal only for studying weather
effects or variables that can be identified from past data. The
econometric model has the fault of being too simple-minded and too
aggregated. It could not be used to study the effect of a change in
rate structure into a new type of rate that is drastically different
from the present existing rate, because rate structure can be very com-
plicated, compared to the level of complexity that is possible for

the econometric method.



There have been attempts by a few utilities to make surveys
of their customers and various other types of information. A lot of data
from the residential, and some from the commercial, sector have been

gathered by utilities. However, a plain statistical survey without a

proper understanding of the subject has its dangers. For instance,
one utility made a survey study of its large industrial and commercial
customers and reported [ 21 ] the result of the survey in which the
following question had been asked:

"If a time-of-day rate is chosen, will you be willing to

shift load?"
The result of this survey was that many large industrial and commercial
customers were outraged; some replied with angry letters. Some com-
mercial building owners, supermarket managers, dentists, doctors, and
lawyers, etc. did not like the idea of having to work at night for
about a 10¢ saving per hour per person.

It is clear that much of the information obtained is distorted.
Such an answer is to be expected if a survey is made: (1) without an
industrial model to guide the surveyor; (2) without a rate structure
having the exact number and parameters for the rate included in the
survey questionnaire.

This research was preceded and motivated by the following
research projects done at MIT, Galiana [18,22] considered short-term
demand modeling. His is a weather-dependent model which features hour-
by-hour load covering up to one week. Although this work did not go

into detailed modeling, as described here, the hypothesized structure
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for load was based on engineering analysis of the load

Woodard [ 6 ] started with Galiana's results, and built a complete
residential and commercial structure based explicitly on a detailed
physical analysis of the load. The model structure for various usage
classes was developed in detail. For instance, residential air-con-
ditioning demand was modeled by the dynamics of an "equivalent house'"
with heat-transfer coefficients, thermostatic settings, and weather
conditions explicitly modeled.

Peterson [ 23 ] addressed general interfuel competition modeling.
His work involved.the consideration of stochastic models for the
decision-making process. A computer program called GPSIE [24] (General
Purpose System Identifier and Evaluator) was developed. GPSIE and
related ideas which have been developed are useful to the parameter

estimation and model verification aspect of modeling.
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1.3 Quantities and Issues of Importance

The development of mathematical industrial electric-load models
is guided by the following: the type of issues one would like to examine;
the type of questions one would like to ask; the type of data available
for estimating parameters and validating the models; the type of quan-
titative relationship that can be developed.

1.3.1 Time Axis

Two types of time axes are of interest: continuous time, t,
and discrete time index, n.
Define t = mnA
where n is the discrete time index, and
A is the discrete time step interval.
(n+}JA
2

1

P(n) = P{t) dt

(n-%) A
Electric power demand P(t) occurs in continuous time.
For the purpose of computing the monthly electric charge of an
industrial customer, a time interval of 15 minutes is used by New England
Electric System and P(n) for the entire plant represents the 15 minute

average power that is needed between t = (n—%JA and t = (n+%JA.

1.3.2 Load Shape

The load shape for the whole service area is used by utility
personnel for unit commitment scheduling and capacity planning. Load shape
consists of knowing P(n) hourly or every 15 minutes for the next 24 hours
or the next week for the entire service area. The total demand or load
shape of the utility of a service area is the sum of the loads of each

of the sectors involved.
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1.3.3 Service Area

Service area is a term used to limit the geographical bound-
ary of the model to be developed. It could range from a portion of a
utility's territory to an area served by many utilities. For example, it
could range from the load served by a step-down transformer to the load
of a power pool,

1.3.4 Industrial Load

Industrial load, as described previously, is one of the sev-
eral sectors of a utility's load. It consists of the sum of the power
demands of all the manufacturing firms located inside a service area of
interest.

1.3.5 Load

Load could mean different things when used in different con-
texts, or by different people. In this document, "load" is used to mean:
(1) power demand in continuous time, P(t)
(2) hourly energy usage or 15-minute by 1l5-minute average power,
P(n)
(3) peak load, which is used to mean the daily peak, weekly peak,
monthly peak or yearly peak of P(n).

1.3.6 Important Quantities for Computing Monthly Charge

For the purpose of computing the monthly charge of an industrial
customer, one must know what type of rate is being used. The description
of different types of rate structure is given in Appendix A. The follow-
ing quantities are important for computing monthly charge of an industrial
customer,

Define D: Peak demand of all 15-minute average demands P(n) of a month.



-27-

The charges to an industrial customer are computed monthly or bi-
monthly, therefore this is also a time scale of interest.
Another quantity that is important is the monthly energy usage,

denoted as e(in kwh) per month:

g = Z P(n) for all n belonging in the month,
n

For the time-of-day type of rate energy is divided into peak and
off-peak energy used during the month, as described in Appendix A.4.

Define el: peak hours of energy usage in a month (in kwh/month).

Then
el = Z P(n') where n' belong to all peak hours of a
nl
month
Define €, ! off-peak hours of energy usage of a month (in kwh/month).

Then €, = }  P(mM) ; n" belong to all off-peak hours of a month.
n”

1.3.7 Load Shape vs Peak and Energy

From the definition of peak, energy, and load shape, we can
see that two different load shapes could have the same peak and energy.

Consider the simple case:

Peak demand D max P(n)

n

e =) P(n) for all n belonging to a month.

n .

Load shape is a sequence of P(n) for all n belonging to a month.
P(n), n=1,2, ... =P(1), P(2), P(3), P(4) .... P(4x24x30),

assuming a 30-day month.
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Construct a new sequence P'(n), which has P(1) and a certain P(n')

interchanged in position. P'(n) # P(n),

but D = max P(n) = maxP'(n)
n n

E = Z P(n) = z P'(n)
n n
The above is just one example showing that two different load shapes
could have the same peak and energy. There are an infinite number of
possible load shapes that will have the same peak and energy.

The foregoing arguments are applicable to the demand of one customer
of a utility or to the total load of the utility.

For issues such as unit commitment scheduling, long-term system
planning, fuel cost of generation, etc., we do not use the peak and energy
of 2 firm or of the total load directly. Rather, load shape 1s important,
There are many good reasons for this, such as:

(1) The peak of each company might occur at a different time than

the system peak of the utility as a whoi;.

(2) The cost of generation is different for two different load
shapes that have the same peak and energy usage for a month,
or for a year.

{(3) The unit commitment scheduling of generators is based on the
load shape.

(4) The load shape will tell us if we have a sharp peak, lasting for
one or two hours, which is easier to cope with using various
types of load management techniques, or a plateau lasting for

several hours, which is difficult to cope with.
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1.3.8 Qualitative Load Shape or Load

A qualitative understanding or feeling of how load or load
shape relates to other parameters or variables is important because it
guides us in the load modeling effort. Load shape, peak of the month,
and energy usage of the month are functions of the individual company,
the day of the week, the month, the production level, the weather, labor
cost differentials, and rate structure.

For instance, it is well known that the load shape, peak, etc. of
a large steel plant is different from that of a small steel plant, or of
a textile plant. Load shape on Monday is different from load shape on
Sunday. A cold Monday is different from a hot Monday, because of the
space conditioning equipment. Load and load shape depend on the product-
tion level, because during a high production period, more machines are
running for a longer period of time. The production level might be a
function of the general economic condition, or climate. The load and
load shape depends also on the schedule of the operation of machines.
For instance, a firm's managers could change the firm's load shape by
rescheduling equipment to be operated only at night.

Qualitative understanding is not sufficient for decision-making,
because different answers might arise which are usually conflicting and
inconsistent. Therefore,one could easily be led into making the wrong

policy or decisiom.
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1.4 Type of Data Available

When trying to understand a phenomenon or to develop a model, one
must check the theory or model with the observations or data and with

important physical relationships. This is called parameter estimation

and model validation in formal system science language. The types of

data that are available and the types of physical relationships that
could be used will influence the type of model that is developed. The
types of data available are:

1.4.1 Instantaneous Current and Power Measurement

Graphical records of instantaneous current of the entire
plant, or a portion of the plant, can be made. However, one should be
aware of the fact that the mechanical recording meters have a response
time. To find the real power from the direct current measurement, one
must know the level of voltage and the power angle,

1.4.2 Fifteen-Minute Average Load

Time series data of 15-minute average load of a large customer
or a portion of its load is taken for computation of monthly charges.
There are various ways of measuring and recording these data,

1.4.3 Installed kW Data of Machine

Another possible type of data is that gathered by reading from
the name plates of machines and equipment used in a plant, learned by a
site visit.

l.4.4 Usage Patterns and Utilization of Machines

These types of data could be found by asking the workers, or
managers, or engineers in a plant how and when the machines are being used.
These types of data could also be found by observing how the machines and

equipment are being used. The types of information found thereby are:
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(a) Percentage of time on during a certain work shift
{(b) Percentage of load when on

(c} Number of starts per shift, etc.

1.4.5 Structure of the Firm

This type of information tells how processes are connected
or how they are related to each other. For example, a printing plant
has to print the pages first, put them together in a certain manner,
and then bind and cut the pages to a certain specification.

1.4.6 Economic Conditions

This type of information involves the level of production
at a certain time, the number of labor steps needed for each process,
the wage differential of labor, and the rate structure used by the firm;

this is gained by a plant visit and by asking questions.
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1.5 Philosophy of the Industrial Load Modéling Methodology

To develop a model that could be used to answer ''what if" types
of questions we must be able to write a set of cause-and-effect
mathematical relationships and fit them to the observations or data.

As described in the previous section, there are two types of data
available, The first is the direct measurement of the 15-minuyte by
15-minute average power demand of a plant, or of many plants, or of a
fraction of a plant. From this, it can be seen that this curve has to
be fitted to the power demand of a large number of machines added together.
It is obvious that it will be impossible to deduce the time shape of the
power demand of each individual machine from one set of such measurements.
In formal system science language, this problem is called an "unobservable
problem”. To solve it, the power demand of all machines must be measured.
However, we have overlooked the second type of information, which con-
sists of the electric stock or name plate reading of each machine,
and how each is being used. This could be thought of as a set of pseudo-
measurements. The combination of the two types of data will allow us to
specify all the states; therefore, with the added pseudo-observation, it

becomes an observable problem.
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1.6 Basic Approach to Industrial Load Modeling

The basic appreach to industrial load modeling to be followed
in this document consists of many steps. The first is to decompose the
industrial sector load into each individual company, or plant, of concern.
Each plant is studied separately. This is important, because it is very
difficult to make generalizations of industrial load at the utility
level without first analyzing each plant.

The second step is to hypothesize a general model structure. The
following chapters will give the detailed model structure that could be
adapted to any plant or firm to be studied. The model structure consists
of two parts: the physical model, and the economic consideration. There
are two aspects to the physical model The stochastic aspects of Chapter
II account for the random nature of each piece of the equipment involved
or for a group of equipment. The flow and storage aspect, of Chapter III,

allows us to group various types of equipment together and considerthem as a

block. The economic aspect, Chapfér VI, gives us a chance to analyze
the cost of operation by balancing between the electric cost and the
labor cost differential and other types of costs we are willing to study.

In this detailed, hypothesized model structure, the total demand of
a firm is broken down, first, into the demand due to eachpiece of equip-
ment. For each piece of equipment, a stochastic model is developed --
first.in continuous time. This is then transformed into discrete time,
using a mathematical transformation as explained in Chapter II. Chapter
III then describes how the machines could be grouped together.

The third step is to follow the three substeps of the general pro-

cedure to model an individual plant, as shown in Fig. 1.6.1., Substep 1
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Fig. 1.6.1 'Three Substeps to Model Development
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————

hypothesizes a structure based on the general one developed in Chapters
IT, ITT, and VI adapted to the plant or firm of interest. Substep 2
estimates all the parameters of interest, and Substep 3 verifies the
model by checking the output from the model, with observations. If the
performance of the model in comparing “the theoretical result for the

expected value of load, the autocorrelation function of the residuals

with that obtained from time series data; 1s satisfactory, then the
model may be accepted. Otherwise, we must go back to the beginning
substep by hypothesizing a new structure, then go through all three
substeps. This procedure will continue until a satisfactory model is
developed.

Figure 1.6,2 shows an industrial load model for a utility that is

developed for rate structure design or analysis.
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1.7 Objectives of This Research

The objectives of this research project are:

(1) To gain understanding and insight into the basic processes
that are responsible for the electric load and load shape. The under-
standing also includes the quantitative relations between electric load
and other variables that can be developed.

(2) To develop an industrial load-modeling methodology that could
be used to develop self-consistent load models. For instance, related
quantities such as peak demand, energy, load shape, are treated as being
related. In fact, the output "load" from this type of model would be
treated as a stochastic process in continuous or discrete time, with
variable intervals. Many models that are currently in the field treat

the peak demand, energy, and load shape separately.
Another reason why this type of model is self-consistent is that it is
physically based, The model would also allow a user to go into any
level of detail desired.

(3) To guide and help other model buildersto understand the under-
lying processes of load, because this research has developed a general
conceptual framework for modeling industrial load, starting out from
detailed analysis of the underlying processes.

(4} To develop modeling methodology that is conceptually simple
and straightforward so that others, such as academicians, other researchers,
govermental agencies, industrial plant managers and utility customer
service personnel could understand and use the methodological results.
For instance, to develop an industrial load model for a utility, data
from a few hundred industrial customers might have to be gathered,

which would involve many utilities' personnel who would develop models
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and gather data. The model is useful to these people only if it is

understandable.

(5) To verify the conceptual idea developed for industrial load
modeling methodology with actual data. In this research, the rate
structures used are from New England Electric Systems, and the seven
industrial plants used are the customers of the operating companies of

New England Electric System.
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1.8 Summary of Results and Contributions

The main contribution of this research work consists of the develop-
ment of the general industrial load modeling methodology. It could have
been labeled '"the theory of the industrial electric load", or "the
analysis of the industrial electric load"., It allows one to understand
the industrial electric load and to gain insight into various relation-
ships and problems.

The model that is developed is new and radically different from
all past load models. The industrial load model developed is capable
of addressing many issues of current interest, such as péak load pricing,
rescheduleing of work shifts, and various other policy questions related
to load management, It is based on detailed physical/economic analysis
and is verified using the actual rate structures and data from seven
industrial customers of the New England Electric Systems Companies.

The modeling methodology considered the three main aspects of a firm
and its load. They are:

(1} stochastic aspects of load

(2) product flow/storage aspect of a firm

(3) economic considerations.

A summary of each chapter is given below. Chapters II,III, and VI
discuss the above three basic aspects of a firm and its load. Many of
the ideas discussed in these three chapters are new with respect to the

industrial electric load modeling.
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In Chapter II, the idea of elementary random process models is
introduced. There are a finite number of random process models that
have to be considered. The discrete-state (zero and one) continuous-
time Markov process model and the binomial-process model are discussed.
The Markov process model is extensively used. Its parameters are given
in four familiar quantities that have physical meaning. They are: the
installed capacity in kW, the fraction of load used when on, the frac-
tion of time on, and the number of starts per hour. The idea of an
equivalent model is introduced. If the 15-minute average sample load
is of interest, many processes can be modeled as a two-state Markov
process. Finally, it is pointed out that, under favorable conditions,
the change in peak demand due to rescheduling a process is equal to the
product of installed capcity, the percent load when on, and the percent
of time on of that process.

Chapter III considers the interconnection of production processes
and storages with associated constraints. The concept introduced in
this chapter is used mostly as a conceptual guide, but is helpful in
gaining insights into industrial load. It helps us understand how pro-
cesses aré coupled. The idea of treating many machines belonging to a
process collectively as a block is developed.

Chapter IV considers the problem of analyzing time-series data.
The variances and the expected values associated with the sample mean and
the time-average autocorrelation function of the residual load are derived.

The methodology and the verification of the model is discussed.
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In Chapter V, we discuss the load model of each of the seven
industrial firms. They are:

(1} Small Plastics Company

(2) Brush Company

(3) Abrasive Company

(4) Soap Company

(5) Foundry Company

(6) Printing Company
and  (7) Consumer Product Company

The data for the first four companies of the above list were
gathered in the summer and fall of 1977. These companies were analyzed
using ideas from Chapters II and III. Their load models were developed.
The time-varying expected load and the autocorrelation function of the
residual load were computed using the models. They compared favorably with
the sample mean load and the time-average sample autocorrelation function
of the residual,

The data from the remaining three companies were gathered in the
summer of 1976. The load models for Foundry and Printing Companies were
developed, but are not analyzed in detail because only limited data were
available.

Chapter VI deals with the economic aspect of the medel. The
monthly electric‘cost is treated as a well defined, nonlinear mathematical
function. By éomparing the possible reduction in monthly electric cost
due to rescheduling of a production process with the extra cost incurred

due to wage differential, etc., one can develop a simple but powerful
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method: comparison of the kW/person of a production process with the
breakeven kW/person of the firm. Many issues are analyzed using this
type of comparison.

Chapter VII introduces many possible issues that can be studied using
the physical/economic analysis of the load modeling methodology. Some
issues related to the design of electric rate structures are considered;
other issues introduced are not analyzed.

Chapter VIII gives the conclusion and some suggestions for possible

areas of research.
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CHAPTER TII

PHYSICAL MODEL STRUCTURE: STOCHASTIC ASPECTS

Electric power demand of an industrial plant, or the industrial
sector, or the total electric load of a utility, can be broken down into
a mean value component (deterministic}, namely, the daily and weekly
cycles, and a random component, namely, the residual. This can be seen
by looking at the measured electric power demand curve. The total load
is the sum of the electric power demand of much equipment and many
machines, where each can be broken down inte a component that is deter-
ministic and another which is random. These pieces of equipment could
each be modeled as a random process.

Consider a lathe in a machine shop. The exact time when the lathe
will be turned on or off is unknown, because the operation of the lathe
is random. But the expected value of the usage of the lathe, such as
the percent of time it is on, or the percent of load when it is on,
can be determined. Similarly, the transition probabilities associated
with the lathe for making transitioms from off to on and from on to off
can be determined. The expected usage and the transition probabilities
are parameters that will be needed to specify a two-state Markov process
which will be described in section 2.4 of this chapter. In the latter
part of this chapter, it will be shown how these parameters could be

estimated and derived from observation.

It should be noted that when we say a production process or a machine
can be modeled as an elementary random process model, we mean that it can be

approximated as the respective random process model for our purpose,
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2.1 Elemental Electric Stock and Utilization Factor

The electric power demand of a machine (ath) can be written as

P(t) = X Lu (t) (2.1.1)

for continuous time; where X, is the kW rating of the ath machine, and

can be found by reading the name plate on the machine. Xu will be called
the 'elemental capital stock'. La is the fraction of Xu that is being
used when the machine is on, and ua(t) is the elemental utilization factor.
ua(t) is usually a random process.

The basic modeling approach used here is to examine the nature of the
demand of each element, and then hypothesize a detailed structure involving
a random process model for each element. The parameters of the random
process are functions of time and other exogeneous variables. Two examples
of the exogeneous variables are the weather and the economic condition.
The exogeneous variable can be denoted as M(t), which is itself a random
process. The vector M(t) could be a vector of dimension larger than one,
with each dimension represented by a random process. For the purpose of
this document, M(t) is treated as deterministic and given. TFor some
cases, M(t) would simply consist of a list describing the exogeneous var-
iables -- for instance, the weather is cold or the economic condition is
average. A more elegant approach would be to treat M(t) as a set of random
processes and define all the statistical parameters of the random process
for the electric load to be conditional quantities which are conditioned
on M(t). However, this complicates the notation unnecessarily.

2.2 Instantaneous Continuous-Time Demand Model

The electric power demand of a machine or piece of equipment is first

developed in continuous time for two reasons: first, we know that the



actual electric power demand occurs in continous time; second, the con-
tinuous time model is simple and the most natural way to develop many types
of random process models.

We have
Pa(t) = XaLaua(t) (2.2.1)

for the oth machine, as described previously. Xa the electric stock and

La the percent load when on are assumed to be independent of time, and
0<u(t) <1,
% =

uu(t) can be modeled as a stochastic process. All the random processes
that are needed to model all the different types of machines could be
reduced to a finite set of basic random processes. In this document,
these basic processes will be called 'elementary processes'. The set of
elementary processes in continuous time are:

(1) finite state Markov process

(2) multinomial process

(3} periodic square wave of random period, width, height, phase

(4) some combinations of the above processes

Some examples of the mathematics of these elementary processes are
given in section 2.4 § 2.6 of this chapter. Machines that could be modeled
as finite-state Markov processes include lathes, milling machines, grinders,
and many other on-and-off types of processes or groups of processes. - On
the other hand, some repetitive manufacturing machines (air conditioners,
etc) could be modeled as periodic square waves of random phase, height,
width, and period. Some machines could be modeled as binomial or multi-
nomial processes for the purpose of deciding if they will be on or off

during a shift.
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The electric power demand of a plant at any instant of time can be
represented as a sum of the demand of all the individual machines being

operated:
Po(t) = EPa(tJ | (2.2.2)

where PT(t) is the total plant demand, Pa(t) is the demand of the ath
machine of the plant at time t. Each Pu(t) is a random process, as des-
cribed above.

When each Pa(t) is small, and the sum of the power demands of a
group of tightly coupled machines is small compared to the total demand,
PT(t), then the central limit theorem can be invoked. When the central
limit theorem is applied, we know that the probability density function
of PT(t) at any time t, approaches normal. For the purpose of most
utilities' plamning of peak capacity or billing applications, the expected
value of load and the associated variance at different times would be suf-
ficient. If PT(t) is normal, such quantities as load duration curve,
energy usage per month, likely peak demand per month, can be easily
deduced if the expected values and variance at each point in time is
available,

The above quantities do not completely describe the load in a stat-
istical sense, because they do not give any information about the time
structure of the fluctuation of the load. To improve on the statistical
description of the load, we need the expected value as well as the auto-
correlation function of the residual -- the difference between the measured
load and the expected load. There are many reasons for this. First, since
the total utility's load (and to some extent, the total plant load) is the

sum of a lot of small independent loads, we expect this total load to be
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a normal (Gaussian) random process,

This is not always true. However, in most modeling practice ,
this is assumedto be true unless proven otherwise. If the réndom
process is normal, it is completely described by its expected value and
the autocorrelation of the residuals.

Second is the practicality reason. Mainly, we can compute the auto-
correlation function and the second-order statistics of most well known
random processes. However, the higher order statistics become very dif-
ficult to compute from theory, as well as from time-series data. The
third reason involves tradeoffs. Should all our modeling effort be
spent in the issues of higher order statistics, or should we concentrate
on other aspects of the modeling that might be more important?

Mathematically, the expected load and the autocorrelation function

of the residuals are as follows for the total load:

mp(t) = E [Pr(t)] (2.2.3)

where mT(t) is the expected value of the total load;

rp(t) = Pp(t) - my(t) (2.2.4)

rT(t) is the residual.

Rp(t), t)) = E [r,(t)7(t)] (2.2.5)

where RT(tl, t2) is the autocorrelation function of the residuals.

Similarly, ma(t], ra(t) and Ru(tl’ t2) can be derived for the ot

machine of the plant.
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If we assume that the residual of the total load is in a stationary

state, and that the oth components are independent, then we have

np(t) =} m,(t) (2.2.6)
a
Ri(r) = } R (D) (2.2.7)
o
where T = t, -t .

In actuality, the residuals are rarely stationary or independent.
However, for most cases, they can be treated as locally stationary, i.e.,
they can be treated as stationary over a short time span. For example,
many of the manufacturing machines are in a stationary state during an
eight-hour shift. All the plastic molding machines as described in
Appendix Cl and C2 and a large synthetic soap process (Appendix C4) are
found to be in stationary state for all time during all weekdays, from
Monday through Friday.

When the residuals are stationary, but the operation of the machines

is not independent, we have

mT(t) = é ma(T) as before
Rp(t) = IR+ 1] Q (D (2.2.8)
o a B aBf
where QGB(T) = E[ru(tljrs(tz)] and T = t, -t

QaB(T) is called the 'cross-correlation function'. Since the manu-
facturing plant has hundreds of machines, there might be a very large
number of QGB(T) to worry about, so this is not practical for industrial

load modeling. The problem could be overcome when all the machines that



-49_

are coupled are grouped together and treated as a block. The issue of

how to do this will be discussed in the next chapter.

2.3 Continuous Time to Discrete Time Transformation

The stochastic model of each machine is developed in continuocus time.

- The actual power demand of the machine is also in continuous time. However,
for computational purposes, the measurement is the time average sample of
the demand. Therefore, for our model, a mathematicatl computation for
transformation from continuous to discrete time has to be developed.
Consider a stationary random process ua(t) in continuous time; uu(t) is

transformed into uu[n] as follows:

u, (t) ﬁu(t) Sampler ua[n]
—_ S~ uu(n) =
= ﬁa(t=nA]
Bt = u (@’ (2.3.1)
where h(t)- = %— for all 0 <t < A (2.3.2)
0 otherwise
u [n] = ?ia(t) (2.3.3)
t = nA

uu[n] is the time average sample; e.g., 15-minute average power demand

measurement that is used for the computation of rate.

tNote that the symbol () is used to represent the convolutional operation,

or . poD
x(t) By () = f X(E)y(t-£)dE .
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The transformation of the mean and the autocorrelation of the
residuals follows the following formula [ 25,26 ].

Assume uu[t) to be in stationary state; then

E fu [n]} = Efu (9} = E {u(t)} (2.3.4)
ﬁa(t) = R(DE T() (2.3.5)
and
T(t) = h(t) @ h(t) (2.3.6)
T(t)
1
A
—4 i » L
R [n] = K (t) (2.3.7)
¢ * I t=mA
Therefore, Ra[m] = Ra(t)()’r(t) (2.3.8)
t = mA

2.4 Two State Markov Process Models

Consider a stationary two-state Markov process as described in
Drake [27 ]. Conceptually, it could be represented by a diagram as fol-

lows: A At
12

1- ) At 1 - %At

A At
12

Define: .o
p. (t): probability that the system is in state 1, at time t

>

p2(t): probability that the system is in state 2, at time t.

112 At: probability that if the system is in State 1 at time t,
it will make a transition to state 2 by time t + At.
Similarly, AZIAt can be defined.
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pl(t), p,(t) can be described by the following two equations:

dp, (1)
—% = (AIZ +_A21)p1(t) * 121 (2.4.1)
p () +p(v) = 1 . (2.4.2)

The solutions for these equations are

A (A + A )t by
- - "1 12 - 21 21
pl(t) —(Pl(U) i wanrew )e o (2.4.3)
12 0021 12 21

pz(t) = 1- pl(t) . (2.4.4)

The steady-state values for pl(t) and pz(t) are

A
21
p,(t>=) = g5 o (2.4.5)
-2 - 21
X
- 12
p,(t +=) = —F—F— . (2.4.6)
2 Mo TR

Suppose a manufacturing machine is modeled as a two-state Markov
process. Let the power demand of the machine be zero when it is off (in
State 1) and let the power demand be XL when the machine is in state 2.

X is the kw installed capacity and L is the fraction of X being used
when the machine is on (State 2). L could be called the 'percentage load'

when the machine is on.

Define: A = _[Alz + X (2.4.7)

21)

2
a = s = Pyt 7w (2.4.8)
12 21
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Then the  expected value of the load and the autocorrelation

function of the residual could be written as follows:

E[P(t)] = XLa (2.4.9
R(t) = (XL)2 a(l - a)e™ Ml (2.4.10)
for allr~

[A)_l can be considered as the time constant of the autocorrelation
function of the residual, R(1). a is the percentage time that the
machine is on;‘)\12 and 121 , and thus A, could be found if we know the

following two quantities:

a: as described before in Eq. 2.4.8

n: number of starts per hour
n can be computed from data or knowledge of, say, the number of times a
machine is turned on and off during a shift, or during a week, etc.
N 1is a rate and has a unit of (l/hour). At steady state, the process
is in stationary state. The average rate of transition, vy, of a sta-
tionary two-state Markov process as given in Drake [27 ] could be

derived as:

1.
At = > {ax At + (1-a)A At} 2.4.11
Y 5 ”1 (1-a) 1> ( )
Mo
where a = pz(t > ) = o (2.4.12)
’ 12 21
- _ 21
(1-a) = p (t> =) = ‘ {(2.4.13)
1 A + A
- t12 L 21
which gives
A A
- 12 e
vy = 2 T"'—ll . (2.4.14)
- 12 - 21

But,n = vy/2. For every up transition, there is a down transition.

Substituting Eq. (2.4.12) and (2.4.13) into (2.4.14) and (2.4.7), we have
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= n
‘A21 = 3 s (2.4.15)
SN |
Alz "0 - 9 s (2.4.16)
S | N
and A = a(l-a) . (2.4.17)

The autocorrelation function of the residual then becomes

-[n/a(1-a)] ||
R(t) = (XL)2a(l-a)e (2.4.18)

For the case of a time-average sample with time interval &, E{P[n]} ,
R[m] could be found using the transformation as given in section 2.3 of

this chapter. They are:

E {P[n]} = XlLa (as before) (2.4.19)
R0 form =20 (2.4.20)

Rfm] =
ce 1™ form=1,2,...

where

R = x)2 2382 g M
° (r)2
¢ = 2 2d-33 roagon - 1
(x)?
— N
A a(l- a)

&, the sampling time interval.For the rate structures as described
in Appendix A, A is 15 minutes.
Most machines have utilization factors whose statistics depend on
time of day and the exogeneous variable, M, such as the meteorology and

economic condition. Therefore, we may write
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j2b)
n

a(n|M)

-
i

A(n|M)

where a(nlM) and .A(nIM) are functions of the time index of interest,
as well as the other exogeneous variable, M.
By substituting a[n|M] and A[n|M] for a machine ¢ into Egs. (2.4.19)

and (2.4.20), E{Pu[n]M]} and Ra[n|M] can be easily obtained. We then

have the following:

PofnlM] = J pa[ﬁIM] (2.4.21)
o
E{PT[n]|M} = ) E{P_[n] M} (2.4.22)
o ]
Rp[n[M] = 1 RyIn|M] + ] é Q B[nIM] (2.4.23)
o] o o

This relationships can be generalized to the utility level, and we have

Ps[n] = PR[n] + Pc[n] + PI[n] + P [n] + ......

where the P's represent the load for the service area, residential sector,
commercial sector, industrial sector, and transportation sector, etc. Each
individual sector can be further represented as a sum of load from many
customers whose load is the sum of loads of each individual piece of equip-
ment. PS[ﬁIM], E PS[n|M] and RS[nIM] for the entire service area can

be found using the same procedure as shown in Egs. (2.4.21), (2.4.22)

and (2.4.23).
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2.5 Equivalent Two-State Markov Process Models for Machines

In Section 2.4 of this chapter, a two-state (Zero or ong Markov pro-
cess model of a machine was presented. From the modeling point of view,
we are interested in which types of machines can be modeled as a two-
state 0 or 1 Markov process in continuous time, if one is interested only
in the sample of 15-minute time-average power demand of the machine.
Figure 2.5.1 shows the four different cases of power demand of machines
in continuous time, P (t), and how each case is transformed into time-
average power demand, B {t) in continuous time and time-average sample in
discrete time, P [n]. The first of the four cases of Fig. 2.5.1 in comn-
tinuous time is truly a 0 or 1 process. Under the condition that its
transition behaves as the two-state Markov process (described 1n section
2.4}, then this first case would be a classic two-state 0-1 Markov process.

. Cases 2, 3, and 4 are not the truly 0-1 type of process.

The off state is zero. However, the on state is not just one single,

discrete state, but two states, as in cases 2 and 3, or continuous states
as in case 4. Case 2 could represent the load of a compressor or an air-
conditioner which has a free-running and loaded type of cycle when the
machine is on., Case 4 could represent the load of a machine that drifts
when it is in the on state. It could also represent the load of a large
group of machines where each is running intermittently when the group is
on. However, when we look at their time average P (t)}, cases 2, 3, and 4
look very similar to the output of the linear time-invariant system LTI,
being driven by a zero-one Markov process type of load, as given in Case 1.
In other words, we are saying that cyclicalrand drift-types of

fast fluctuation are being filtered out by the LTI system acting as a
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low-pass filter. Therefore, if we are interested only in Eu(t) and

Pa[n] of cases 2, 3, and 4, we can model their continuous-time load Pa(t)
as Pl(t) with proper parameters X, L, n and a. Pz(t), Pa(t) and Pu[t)
can be equivalently modeled as the load of a two-state, 0-1 Markov
process, if we are interested only in their Em(t) and Pu[n]. The above
argument could be easily generalized to cover the two-state Markov pro-
cesses that have values for its two states differing from 0 or 1,

2.6 Binomial Process Model

Instead of looking at a multinomial process, we will look at a bi-
nomial process for the sake of simplicity. Suppose we have a manufactur-
ing machine that can be modeled as a binomial process.

Let p: probability of the machine being on,
q: probability of the machine being off,
p=1-9
XL: power used when the machine is on.
We then have
E{P(t)} = XLp (2.6.1)
R(O) = (X% p(l-p . (2.6.2)
P(t) for a binomial process is a constant during a given shift. The
reason for this is that the binomial process model is used to model the
decision-making process, ie, whether or not a machine is to be turned on
or used during a given shift., Note that the binomial process is not
useful to model the possible changes in the 15-minute by 15-minute power
demand of a machine, because people do not look at their watches every 15

minutes and decide if a machine is to he turned on.
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The binomial process has a time step of 8 hours, i.e., a
decision of whether or not to use a machine is made independntly for each
step. Also, the instant of time for transition, i.e., the time instant
of the beginning and end of a work shift, is also given. The auto-

correlation function of the residual is

(XL)?p(1-p) for (n-1)T < t,, t, < nT

R(tl, tZ) =
0 otherwise

for any given n. When t; and t, both belong to the same shift, the
autocorrelation is nonzero. T 1s the time duration of a shift. This

is the semirandom binary process as discussed in Papoulis [ 25].
However, in this research project, the residual load is assumed to be in

a stationary state, as this is thought to be a satisfactory assumption

for many cases.

_ Another reason is: the length of the time-series data is insufficient

to compute the autocorrelation function of two given time instances,
R(tl, tz)' Under the stationary assumption, the autocorrelation function
of the residual is computed from the time-series data as shown in Chapter

IV and the resultant R(r) for the binomial process is

(1- —%T—L)(XL)Zp(l—p) for |[t| < 8 hours

R(D) = 0 otherwise,

This is the case of the random binary process as discussed in PapoUlis

[25]. Note that for the computation of the autocorrelation function



-59-

under the stationary assumption the time instance for a shift change

{ the 8:00 an, 4:00 pm, 12:00 midnight, etc.) has been disregarded.
The knowledge of R(T) as described above is important because we would
like to know what to expect from the component of load that behaves as
a binomial process when the residual is being handled as a stationary
process (see Chapter IV),.

The autocorrelation function of the residual for the 15-minute
time-average sample load can be found using R(t), as above, for the
continuous time case, and then transforming it into the discrete-time
autocorrelation by using the transformation given in section 2.3. The
expected value would remain unchanged for the discrete-time case.
However, the autocorrelation function of the residuals will be slightly
changed. Since there are 32 samples of 15-minute average samples in an
eight-hour time interval, R[m] can be approximated as samples of R(r)

as follows:

(1 - l%) (XL)2p(1-p)  for |m| < 32
R[m] =
0 otherwise.

2,7 Binomial Process Equivalent Model

The following cases of usage of machines can be modeled as a binomial
process.
Case 1. A machine that is being operated constantly during an 8-
hour work shift if it was decided to use that machine during

that shift; otherwise, the machine is off,



Casé 2, A machine that is running intermittently when it has
been decided to use it during a certain shift; otherwise,
the machine is off. For this case, if the fluctuation is
very fast compared to a l5-minute time interval, we have

Power usage and probability of being on and off as:

P{off) = 0

P (on) = XLa' where a' = (a}shift is on)
prob (off) = (1-p)

prob (on) = p

We then have

E{P(t)} = XLa'p.

Assuming the fluctuation is fast compared to the 15-minute
time step, we have

R[0] = (XLa&)?p(1l-p}

Case 3 . A group of machines in which each individual machine is run
intermittently when the group is to be used. If the fluctua-
tion of load is fast compared to a 15-minute time interval,

the expected power demand curve may be found as follows:

Po(off) = 0O

P.(on) = ) X.L.a! where a' is as defined above.
T 3 111

; _ 1

E{P ()} = (g X;L;al)p

2
Rp[0] = (] X;L;2,)p(1-p)
1

where PT is used to denote the total power demand of the

group, and p is the probability that the group will be on.



61~

2.8 Determination of Parameters

It was pointed out that the total demand of power during a work
shift is the sum of the power demand of each individual piece of equip-

ment, namely:
E[P;] = E X,L.a,

Rpfm} = ) R,[m] .
o

Ra[m] is as described in the previous sections of this' chapter.

In this section, we give a discussion of how the parameters needed
to detexrmine E[PT] and RT[m] are found. Xa, the installed kW, can be found
by reading the nameplates of the machines involved, such as the kW rating
of a motor. Xu for the lighting of a large manufacturing area, such
as a machine shop, can also be determined if some idea of the floor space

and lighting level are known. This level can be found by asking questidns, or

from a handbook [28]. . However, in some cases it might be easier to

simply count the liéi; bulbs involved, Another approximate method of
finding X is to know the transformer size, and how much load is generally
connected to the transformer. The engineer who designs and chooses the
transformer size will have a good idea of what is the ratio of actual leoad
connected to the transformer and the transformer size KVA. Generally, though,
the KVA is not a very good approximation.

In some cases the installed capacity, Xa’ by itself cannot be found.
However, when the machine is on, xaLa the load can be deduced from direct
measurement of the current on one of the phases. The power demand that

is thus obtained represents the complex power and has to be multiplied
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by a load factor, Lf, to get the real power.

The decision of whether or not a certain machine should be modeled
as a two-state Markov process, as a binomial process, or other processes,
can be made based on the description by the managers, the workers, or by
consulting the company's records or logs for that machine. Suppose it
has been decided that a machine can be modeled as a two-state Markov
process, then the parameter (XuLu) can be found as in the last paragraph,
The percentage time on, a, and the number of starts per hour, n , can
be easily found from the company's records or by asking questions.
Similarly, the probability of a machine being in use during a given

shift, p, can be found if the machine is modeld as a binomial process.

2.9 Periodic Square Wave of Random Phase, Period, Height, and Width

Air conditioners and compressor types of load can be modeled as
periodic square waves of random phase, period, height, and width, This
type of process might be modeled as a semi-Markov process. But, for
our purposes, the random periodic square wave process was not analyzed

because we do not feel it is very important with respect to our study{
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2.10 Theoretical Computation of Energy Usage, Peak Demand and

the Load Duration Curve of a Menth

If time-series data are available for a plant, its peak demand,
energyusage, and load duration curve can easily be found. In many real
situations, only the peak demand and energy usage for a month is recorded,
and time series data are not available. For this case, we would like to
know how to compute the peak demand, energy usage, and load duratiomn
curves from the load model, so that a comparison between the theoretical
and the measured quantities can be made.

In the next three chapters, it will be shown how the expected load
and the autocorrelation function for a shift can easily be found from the
load model for each of_ the three shifts of a day. Suppose we also have
the expected load and the autocorrelation function of the residual for
weekends ;then we can compute the probability density function f(p) for a
random sample of the 15-minute average load for a month, P, by using Bayes'
theorem

£(P) = § h, £, (P)
for i = 1,2,3,4representing the first, second, and third and weekend
shifts, where

- (P-m,)2/20.
£.(P) = —1_ . 1 1

V21 g,
i

assuming that the residual of a shift is at least normal in the first

order.

m, = B {P|shift i}

O3 ?quﬁlfaf‘
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m, is the expected 15-minute average sample load for shift i, and

Ri[OJ is the covariance of the residual load at shift i,

h. = # of 15-minute intervals in shift i
i # of 15-minute intervals in a month

For a typical company,

_ _ 8 x 22 ) _
h1 = h2 = h3 = 2o x%od = (0.2444 .....

There are 22 working days in a month and eight working hours per day.

and therfore,

hy,

0.26666 ....

It should be noted that we have used a 30-day month with 22 working days
for the computation. Therefore, in actuality, the h-l will change slightly
from month to month.

The probability distribution function, F{P), for a random 15-minute

average sample load for a month is

P
F(P) = J f(g)de
P
=) I h, £, (8)dE
o
-for i =1,2,3,4 as before.

As we know,
0 < F(P) < 1. It should be noted that load duration curves can

be easily obtained by rotating the curve F(P) and relabeling the axes.
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A second point that should be noted is that in the above gerivation

we have made the assumption that the expected load during a shift is a
constant. In actuality, this is only approximately true. A third point
is that the 15-minute average sample load during a shift does not always

have Gaussian distribution. For many cases, the above derivation for

F(P) will not be valid, and F(P) has to be derived individually for
special cases.

Let F(P) = ¢ . Then & has the physical interpretation of being
the fraction of time where the 15-minute average sample load of a month
is below P. Define G(P) =1 - F(P). Then, G(P) =1 -6 , and 1 - §
has the physical interpretation of being the fraction of time where the
15-minute average sample load of a month is above P. Therefore, P =
G 1(1-5) is the load duration curve that is derived.

The energy usage of the month can be found easily by first obtaining
the area under the curve G-l(l—aj and multiplying it by the number of
hours in a month. Alternatively, the energy usage of the month, ¢,
can be found by using the following formulawithout using the load duration

curve.

e = hy E{P|shift i} «x No. of hours in a month
i

where i = 1,2,3,4 as defined before. The likely 15-minute average peak,

D, for the month can be found from the following formula®

-1 1
D = G [1 " 7880 ]

Note that there are 2,880 15-minute time intervals in one month.
For some cases, the monthly load duration curve is not available.

The peak demand of a month can then be estimated as follows, assuming

* Note that we have assumed that'the7}§;@;QE§§J@yerage_sgmple loads are
—independent. T T e )
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that the expected load of a shift is constant and the residual load is

Gaussian, at least in the first order, and the 15-minute average samples

are independent.

Case 1 Suppose the expected loads and variance of the Tesidual are the same

Case 2

for the first, second, and third shifts. The weekend's load is very

small. The 15-minute average sample peak demand, D, of the month

is
D= E{P[shift 1} + 3.30 o,
where E{P{shift 1} = E {P[shift 2} = E{P[shift 3}
and
g, = 0, = 04 as given.

The factor 3.30 is obtained from the table for normal probability
function, and represents the point where the power demand, P[n], has
a 50% chance of being above D for one out of 2,112 samples. The 2,112
samples are the number of 15-minute average sample loads for all 22
working days in one month.

Suppose the expected load for the first shift is much higher than that
of the second, third, and weekend shifts. For this case, the peak
demand, D, is

D = E{P|shift 1} + 2.96 o

where the factor 2.96 is the point where the power demand P[n] has a
50% chance of being above D for one out of 704 samples; 704 is the
number of 15-minute average sample loads for the first shift of all

the working days in a month.
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Therefore, we have D = E{P|15t shift} + kcl , where k is a func-
tion of the particular case of interest, and depends on the number of
independent samples being considered. However, from sections 2.4 and
2.6 of this chapter and from Chapter V, we know that the 15-minute average
sample load is correlated in time, and therefore not independent. Consider
a hypothetical case in which all the 15-minute average sample loads of
each hour are completely correlated, i.e., the four samples belonging
to each hour have exactly the same value. In this siutation, then, the
first case, as discussed before, would only have 25% as many indpendent
samples during all the working hours of a month, or 2112/4= 528 samples.
Then k for the case 1 discussed previously would become 2.91 instead of
3.30, The following table shows how k changes as a function of the

number of indepdendent samples involved.

% of original number of K
independent samples independent samples
100 2112 3.30
25 528 2.91
10 211 2.60
5 106 2.35
21 1.67

It can be seen that k changes very slowly when the number of indepen-

dent samples changes. It is interesting to compute the k for the four
companies that were studied in the summer of 1977. The following table

shows what the k values are for the four companies, using D computed from

the time series data available and E{P|1lst shift}, a from Chapter V.
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E{P|15t shf.} o, D
Company {(in kW) (in kW) (in kW) k
Small Plastics Co. 760 47.5 870 2,32
Brush Co. 2800 125.,0 3180 3.04
Abrasive Co. 3800 75.0 4100 4,00
Scap Co. 2600 550.0 3500 1.64

The formula D = E{P|15% shift} + ko, is only a rough approximation,
for several reasons. First, it is based on the assumption that the residual
is normal, at least in the first-order statistics. Second, the samples are
independent, and third, E{PIISt shift} is a constant for all hours of the
first shift. We know that these assumptions do not always hold true, and
the formula is a rough approximation. However, the above formula and the

exercise that we went through offer us insight into how peak demand, D, is

related to the expected load and variance of the residual load.
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2.11 Change in Peak Demand Due to Rescheduling

In this section we will be using the formula for deriving peak
demand:

D = E{P|15t shift} + k o,

to find out how peak demand will change due to rescheduling. The following
hypothetical example will be used.

Suppose we have a manufacturing plant with N number of identical
manufacturing machines. The parameters X, L, a and n are identical for all
machines and each machine behaves as an independent two-state Markpv process,
.as described in section 2.4. Suppose the machines are running only during

the first shift. We then have

E{P|1°C Shift} = NXLa

o, = XL ¥ Na(l-a)

o, is approximate beéause it depends on n when n is large compared to 1/A
as described in section 2.4. However, for this case we do not want n to
be too small compared to 1/A because P[n] can become highly correlated in
time, as discussed in section 2.4. Therefore, the example here is valid
only for n lying within a certain range, where n is smaller than 1/A but

not by more than an order of magnitude. Using the formula for D and sub-

stituting for E{PllSt Shift} and o, we have

D = NXLa + kXLv Na(l-a)
Suppose one machine is being rescheduled to be operated during the

second shift, then the resultant D' is
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D' = (N-1)XLa + kXL ¥ (N-1)a(l-a)

For N sufficiently large, k will remain unchanged; therefore the change

in peak demand is

(D - D') = XL{a + k/a(l-a) (VYN - ¥YN-1 )}

Define . . ala) (VN -/

a

then (D - D') = XLa(l + ¥)

At the limit where N is large or a is close to 1, theny becomes very small.

At this limit, (D-D') can be approximated as

(D-D'") = XLa

The above limit does not always hold true from each industrial customer's
point of view. But from the utility's point of view, N is almost always
large enough so that the above limit is nearly always true.

For some welding equipment, or hoists, a is much smaller than one
and therefore the above approximation is not good unless there are very large
numbers of such equipment. For plastics molding types of machines, as des-
cribed in Chapter V and Appendix C, a is close to 1 and therefore the above
approximation is quite good.

We can see that (D-D') is bounded as follows:

XL > (D -D') >XL a
The example given in this section is an idealized case. The assumptions
made do not always hold; however, this case does provide us with insight

into how the peak demand is changed due to rescheduling.
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2,12 Discussion and Perspectives

In this chapter, we have developed the necessary tools needed for
modeling electric load as a random process. It was discussed that the
expected value and the autocorrelation function of the residual for the
total load can be found by summing up the respective quantities for each
piece of equipment when they are independent. Cross-correlation functions
between pieces of equipment must be considered if they are not independent.
One way of getting around this problem is to use the structural relation-
ship of Chapter III to group many pieces of equipment into a block that is
usually independent of another block. If the total load is a normal pro-
cess, then the expected value and the autocorrelation function of the
residual will completely specify the total load. These ideas can be
extended to utility level.

The models are developed in continuous time. The load of the con-
tinuous~-time model is transformed into time-average sample load in discrete
time, to be consistent with time-series samples of 15-minute average load
measured and used by utilities.

The idea of modeling a piece of equipment as one of a finite number
of elementary random process models is introduced. Two such models dis-
cussed are: the discrete-state continuous-time Markov process model, and
the binomial process model. The Markov process model is extensively used
in this report. It is expressed in the form in which its parameters are
given in four familiar quantities with physical meaning.-— the installed

capacity kW, the fraction of load used when on, the fraction of time on,
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and the number of starts per hour. The idea of equivalent models is
introduced. Many machines can be equivalent and be modeled as a two-
state Zero/one Markov process in continuous time, when one is interested
only in the 15-minute average sample load. The Binomial process model
is discussed but is not used in this research,

Section 2.10 discusses the computation of the energy usage, peak
demand, and load duration curves of a month. Using some of the results
from section 2.10, we can show that when the number of pieces of equip-
ment is large, and no one piece is dominant, the change in peak due to
rescheduling a piece of equipment is equal to XLa. This result is used

in the discussions of Chapter VI,
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CHAPTER TIII

PHYSICAL MODEL STRUCTURE: PRODUCT FLOW AND STORAGE ASPECTS

In this chapter, it will be shown how mT(t|m] and RT(t|m) for a company's
total load can be found in a practical manner when all the pieces of equip-
ment are not independent. The structural relationship of a company, such
as the product flow and storage aspect, is exploited. In sections 3.2 and
3.4, we discuss how the problem of finding the detailed autocorrelation
and crosscorrelation functions of the residual load of the individual

machine can be overcome.



74~

3.1 Description of the Physical Model: Theory

The manufacturing plant of a firm is an entity which has input in
the form of capital, raw material, energy, labor, and production sched-
ules; and output in the form of products that the firm can market or use
in producing other products.

To develop an hourly (or 15-minute by 15-minute) electric load
model of a manufacturing plant, we have to identify all the devices
that consume electric power (light bulbs, motors, etc.) and find out
when and how each of them is being used. To study each of these devices
separately would be impractical. In this section we describe an approp-
riate way of aggregating these devices into groups of similar electric
characteristics and usage patterns.

In a manufacturing plant, raw materials are being received and
stored in raw material storage areas, and final products are being
shipped out from finished inventory storage areas. There are many other
intermediate storage areas in between. The storage areas are inter-
connected, so that materials can flow from one storage area to the next,
where the materials usually go through some kind of processes, thereby
changing their form as they move from one storage area to the other.

All the levels of material and rates of flow are controlled by
managerial decisions and the physical constraints of the plant. Man;
agerial decisions are influenced by availability of labor, raw material,
capital, demand for final products, economic considerations, and other
information. To illustrate the possibilities of the material flow
approach, we present a hypothetical manufacturing plant with N inter-

connected storages described by the following difference equation:
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N N
1
1 {8, [n+1] - S, [n]}= ] PRl - 1 FR[n] 1=1,2,...N (3.1.1)
A k=0 k=0 ik
FR;;0 = C1 output requirement, and
FRE1 = C2 input requirement are given.

where

Si[n] is the level of material in the storage 'i' at time n

FRik[n] is the rate of material leaving storage 'i' to storage
'k' at time n (quantity/hour)
FRii[n] is the rate of material received at storage "i' from
storage 'k' at time n (quantity/hour)
n 1is the 1/4-hour time index and A is 1/4 hour.
Both the storage levels and the flow rates are constrained by the capaci-

ty of the plant, equipment, and the processes involved.

0<S_<Smax
1
1 1 max

0 < FR;, < FRy (3.1.2)
r T max .

0 < FR; < FR.

max ] max max

T
i 0 PRy, PRy

We can interpret the above equations as the rate of change of the

S are the physical constraints of the firm.
level of material in storage 'i' being equal to the difference between
the sums of the rates of material arriving to storage 'i' from all the

other storage areas, and the rates of material leaving storage 'i' to

all the other storage areas.
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Using the described model, it is possible to find a feasible
schedule for each section of the firm that satisfies the given flow
and storage constraints at a particular level of output. The feasible
solution gives the number of shifts per day needed at each section of
a manufacturing plant. In general, depending on the intercommection of
storage areas, more than one feasible schedule can be obtained from the
above physical model. However, it should be realized that in an actual
firm, there are other considerations that must be taken into account.
For instance:
(a) An employee normally works for 8 hours/day in one stretch
at 5 days/week,
(b} An employee cannot be assigned to different jobs (jobs are
specialized).
(¢) Day-to-day operation and scheduling of a manufacturing plant
do not change drastically,
These considerations, together with the flow and storage constraints,
will reduce the number of feasible schedules to a realistic set for the
physical model.

3.2 Physical Model Structure: Electric Power Demand Aspects

A feasible schedule that satisfies the above constraints, relation-
ships, and requirements, can be found for all the production processes.
Based on the feasible schedule, a reasonable electric power demand curve
P(n/M) can be found. M includes all the exogenous variables plus the
schedule that was chosen. For the rest of this chapter, M is assumed

to be implicit and will be suppressed in our notation.
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Total electric power utilized at a particular time (hour h) under

a certain given M can be described as follows:

Pp[n] = Z Z Pij[n] + 3 P, [n] (3.2.1)
j i k

where n is used to represent a particular time, n, of day d, month m,
and year y, for simplicity. Pij[n] represents the electric power demand
of the end users (motors, light bulbs, etc.) associated with the flow of
material from storage 1 to storage j and Pk[n] represents the electric
power demand of the end users which do not have any direct relationship
with the flow of material (e.g., offices, toolrooms, some machine shops,

ete. ). Pij[n] # Pji[n] for most cases.

Since material usually flows only in one direction, if

P..[n] # 0 for FRij[n] positive,

then

Pji[n] = (0 for most cases,

which says that there is no material flowing backward from storage j to
storage 1. The purpose of the above three equations is to show that a
manufacturing machine or process will let product flow mainly in one

direction , i.e., FRij[n] # FRji[n] and Pij[n] # Pji[n]'

L
= % 2
Pij[n] = gzl uij[n] Xij[n] (3.2.2)

where % represents the summation over subgroups of electrical stock which
belong to the group of electrical appliances asscciated with the flow of

material from storage i to storage j.



L
éixgbﬂ = &jh] . (3.2.3)

Xij[n] is the total capacity of the end users between storage i and
storage j; uij[n] is the utilization factor of the &th subgroup of end
users between storage i and storage j. For example, each of the subgroup
might represent the lighting load, the airconditioning load, and the load
for a production process,
By definition,

0 < U £ 1
Further we can proceed to show
. = §x™

1j - S

where Xi? is the electric capacity (kw) of the ath machine belonging to

subgroup % of the group between storage i and storage j. uij[n] is
a random process:
P subgroup £, _ 1 Lo . fa subgroup £
E{uij[n] ieon 7 ;E_ g xij E{uij [n]] *: %0 }(3.2.4)
ij :

where 0 f_ui?[n]_i 1 and

E{u%. subgroup £
1]

subgroup 2 }
is on

is on

[n]

Lo
} and E{uij[n]

can be estimated. These estimates would involve honest guesses by the
modeler or the engineers as to what are the values of L, a, n for two-
state Markov types of process as discussed in §2.4 of Chapter II and of

p: q for the binomial type of process as discussed in §2.6 of Chapter II.
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|subgroup 2} nd R l subgroup R}

could be com-
is on ij is on

The values of Rij{m

puted using the formula as given in Chapter II.

We can then proceed to find
1 Qu
X%,
1J

where S is used to represent the fact that the subgroup is on or off.

L _ Lo
{ulj[n]| s} = g X. {ulj[n]| S} (3.2.5)

From Eq. (3.2.2), we can then write

_ i}
{Plj[n] [s} = n§1 X,. E{

oy uij[n]l s} (3.2.6)

where S would specify whether the group is on or off. The load of a
subgroup or a group of machines can be treated as a two-state Markov
process or a binomial process, as discussed in §2.5 and 2.7 of Chapter

II. However,
%
{ulj[n]} = f(FRij[n]), etc.) (3.2.7)

where "etc.," might include ambient temperature, time of day, or other
external effects. That is, E{u [n]} is a function of the material flow
between storage i and j, but could also be a function of other variables.
In this report, the functional dependence of E{u [n]} on flow rate and
temperature, etc., is not overly emphasized. Only a simple relationship
will be used. For example, the lighting would generally be 0 or I,
depending on whether or not the area is being used. The aircondition-

ing will be on in the summer.
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Pk[n] is the electric power demand of group 'k' of the plant
which does not relate directly to production rates. For example, the
electric power demand of machine shops and offices may not depend

directly on the rate of production or the internal material flow rates.

Again,
Lx
_ '3 A
Pk[n] = Z uk[n] Xk[n] (3.2.8)
=1
and Lk
X [n] = § X[n]
k RZI k

where Xk[n] is the electric strock of group 'k'. uﬁ[n] is the utili-

o th

zation factor of the subgroup of Xk at time n. Again,

0 f_ui[n] < 1 , as before.
E{P, [n]|s} = J X‘E{u'[n] |s}
k ¢ KK
as before. Since S is specified by the exogenous variable plus the sched-

ule, M, we have the total expected power demand PT [n]; using

Egs. (3.2.1), (3.2.2), (3.2.4), (3.2.6) and (3.2.8) as follows:

L,.
ij
. _ % .4
E{P;[n] M} = § g % X{; E{uij[n]l M}
L
[
+ )} Y X E{u’[n] |M}
S Sl |

It should be emphasized here that the key to finding the total electric
power demand Pp[n] of a plant at time n is to find the power demand
of each subgroup under a given condition, M, which specifies the material
and product input and output, weather, as well as all the other relevant

conditions.
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RT(mlM) could also be found for a given M using a very similar
method. Although conceptually it is very easy to find the expected
value and autocorrelation of the total power demand for a given M, in
practice there are many complications. These arise from the fact that
one usually finds the power demand of a subgroup, given that the sub-
group is on. But when or how the subgroup is being used depends on
many factors.

For instance, how does each subgroup relate to the other subgroups
in the same group or in another group? To understand this, we must go
back to the flow and storage aspect of a firm. For example, machines could
comprise a tightly coupled production line that must be turned on and
off simultaneously. On the other hand, if two production processes are
separated by a large storage area, then the two processes are indepen-
dent of each other. Some possible cases are presented below, but there
could be many others.

Case 1. The whole group or subgroups are either on or off
for the whole shift, in a regular manner. For instance, a certain

subgroup might be on during the first shift, but off during the third.

Case 2. The whole group or subgroups could fall intc a number of
possible states (or levels of demand) during any shift -- for example

see the binomial process model of Chapter II.

Case 3. The whole group could be on or off within the time of one
shift, acting as a two-state Markov process. A Manager might decide
to use a group of machines which are running in a random manner

when the group is on, intermittently.
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All the conceivable cases for load of a subgroup can be modeled as one
of the elementary random processes described in Chapter II, at least
approximately.

Suppose a group of machinesbelonging to a production process between
storage i and j is tightly coupled and modeled as a two-state Markov
process in continuous time, as discussed in sections 2.4 and 2.5. Such
statistics as the expected load, and the autocorrelation function of the
residual for the group can easily be found if the X, L, n, and a for the
group are known. For many cases it may be possible to deduce (XL) from
measurement. Since the product, and not the values for X and L, are
important for determining the statistics of interest, no difficulty will
be encountered with the value of (XL) measured. The alternative way of
deriving the expected load and the autocorrelation function of the resid-
ual load is first to find the statistics for each machine, including the
crosscqrrelation, QuB’ of the machines in the groﬁp. However, this
Wwill create unnecessary trouble. This is one example of how the problem
of computing the crosscorrelation function could be overcome using the
structural information that the machines belonging to the group are

tightly coupled and treating the group as one block,
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3.3 Hypothetical Case Example of Flow and Storage Model

To illustrate the approach which has been developed, consider
the example shown in the flow diagram of a hypothetical manufacturing

firm, in Fig. 3.3.1 (next page).

FR01 = 10 tons/hr. S1 = 200 tons
max max _

FR12 4" 5 tons/hr. 82 = 20 tons

FR™X - 5 tons/hr s™@X - 150 tons
12 #2 3

FRI2X 20 tons/hr
23

FR??X = 30 tons/hr

Then, for a particular level of output, a feasible schedule of the firm
can be found as follows:
Suppose 150 tons/day of output is required, a feasible solution

for the hyporthetical manufacturing firm is

Let HWDij 4 working hrs/day required for the i + j section

of the manufacturing firm

Level of output

HWD 01 — max

HWD01 > 15 hrs/day ~ 2 shifts

HWD12 g * HWD12 #23_30 hrs/day

n2 shifts for each section #1 and #2, or other

combinations of shifts.



FRoq |

L

FRi2 #1
1] —2] FR,s
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o
FR> 2
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~~ BOUNDARY OF THE MANUFACTURING FIRM

IOI

is outside world

FRaq

I

Figure 3.3,1
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HWD23 > 7% hrs/day ~ 1 shift

HWD
30

| v

5 hrs/day ~ 1 shift

It should alsc be noted that there is coupling between the section from
storage 2 -+ 3 and the sections from storage 1 -+ 2 because storage 2 has a
very small capacity compared to the material output required per day. So
the schedule of the section from storage 2 + 3 must be the same as that
from storage 1 - 2. It can be seen that the firm's schedule is not
unique, because, first, different combinations of shifts can be obtained
for the two sections from storage 1 + 2; second, the required shifts can
be scheduled to be operated during different hours of the day. The total
electric power demand of the manufacturing firm, for a given set of sched-

ules at time n, can then be described as follows:

Prlnl = P fn] +? 0] + P[] P ]

12

n] + P
#l[ ] 12

+Pu[n] + Ps[n].

Note that M will give us a set of schedules for each section or
department of the plant; i.e., when, and for how long, a certain depart-
ment has to be in operation. We also know from 3.2 and Chapter II,
that conditional load can be computed if we know when and for how long a
certain department is on. Therefore, the expected value and the autocor-
relation function of the residuals for PT[n] can easily be computed.

The exampies of this type of computation for the seven firms under study
are given in Chapter V. The examples of how to handle the crosscorrela-
tion of the residual between processes that are coupled will be discussed

in section 3.4.
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3.4 Different Types of Plants

From the flow and storage structure described previously, manu-
facturing plants can be divided into roughly two types.

(1) Coupled Case

This case includes plants that make a final product which has to
go through many different production processes. The processes are in
series, and are connected by storage arcas. That is to say, an intermediate
product from one particular process is stored for a certain length of time
before it is subjected to another production process. Plants which fall
into this category include automobile plants, soap plants, cement plants,
steel plants, etc.

When some of the storages are small compared to the material produced
in a day by a process that is feeding it into storage, or that is taking
material from storage, then these processes that are conmnected to the stor-
age can be called 'coupled'. One extreme case is when two production pro-
cesses are in series, with no storage in between. For such a case, when
one process is on, the other process also must be on. Such a situation may
cause problems to the manager trying to reschedule one process and not the
other.

(2) Uncoupled Case

Consider the manufacturing plant described above, in which the
processes afe coupled. Suppose the manager is willing to buy or build a
large storage area and add it to his present storage, which is small com-
pared to the production rates; in this case, the two processes that were

previously coupled could be made uncoupled. The key here is to have very
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large areas. For example, a knife has to go through many processing
stages before it is considered finished. However, since knives are small,
they- usually- do not present a storage problem for day-to-day operation.
A knife company's processes are therefore uncoupled.

Processes could be uncoupled because the company's products must
go through only ene process, or use only one piece of equipment. For
example, in a plastic injection molding firm, each employee runs a machine
which takes in raw material as input, and puts out a finished product.
This is a classic case of parallel production.

When processes are not coupled, one could reschedule one process to

a different time without having to consider its effect on other processes.

In general, most plants are mixed in the sense that they have some,
~ but not all, coupled processes.

In section 3.2 it was pointed out that a group of tightly coupled
machines can be modeled as an elementary random process. The expected
load and the autocorrelation function of the residual load (for the entire
machine group) can be directly computed without considering the individual
machine. If two groups of machines ;re uncoupled, they are independent in
the statistical sense. When they are independent, the crosscorrelation
function of the residual load for the two groups is zero. However, if
two groups are coupled, then they are likely to be dependent in the statis-
tical sense,

This type of coupled process might be modeled as a four-state semi-

Markov process. Two coupled processes can be made independent by
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specifying a set of feasible schedules for each of the groups. This

set of schedules can be obtained from the plant managers. In some cases,
two groups of dependent processes can be made independent by introducing
pseudo (XL) for ome group. For example, when a group of machines with
large electric capacity, say 500 kW when on, is coupled to a group of
smaller capacity, say 50 kW when on. Suppose the group of machines with
50 kW capacity is on 50% of the time when the 500 kW-capacity group is
on, and only 10% of the time when the 500-kW-capacity group is off.
Instead of modeling these two processes as two dependent processes, they
could be modeled as two independent processes, with one pseudo-process

of 520 kW when on, and another of SkW at continuous operation.
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3.5 Adaption of Theory to Modeling of Actual Plants

In this chapter, it was pointed out that an industrial plant can be
modeled using flow and storage ideas. This kind of model, when available,
would offer powerful insights into how production processes and machines
are coupled or how the processes can be scheduled. But such a model is
not always available for many actual plants. In some cases, the plant
might be too complicéted to model, or the flow rates and storage capacities
might not be well defined, or might be unknown.

For example, what is the flow rate of a machine of a company that
makes plastic cups or knives of various sizes? Theses types of flow
rates are difficult to quantify because the products are not homogeneous.
The amount of machine time needed is not always proportional to the weight
of the products, or the sizes. In contrast, a cement grinding machine
and an iron foundry have production rates casier to quantify. In many
cases, the flow rates and storage capacity of a company might be measured
indirectly; such measurement might consist of a set of statements as

explained in the following example:

V>
Y=

We have two production processes, A and B, connected by a storage area.
Suppose the proper information for describing the processes are, say,

that process A must operate 10 hours/day, and B must operate 8 hours/day.
Also, the storage has capacity of storing products produced by A for 6 hours

when B is off, etc. This type of information is easier to obtain from the



management's records. This type of information is usually derived,

even when the more quantitative flow rates and storage capacities types

of data are available.

It sﬁould be noted that most of the detailed models for production
processes and random processes are not always needed if one is trying to
model the electric load of a production plant. In many cases, partially
aggregated electric stocks and usage patterns for groups of machines is
sufficient. However, in the development of load modeling methodology,
it is importént to start with a detailed analysis, so that the model

is consistent and important aspects are captured.
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3.6 Discussion and Perspectives

In the flow and storage aspect of the load model, we considered the
physical structure of a firm. A manufacturing plant can be described as
an interconnection of a set of storage arecas and production processes.
Each storage and flow process has an associated constraint. When we know
how much final production is needed, then the flow and storage aspect of
the firm gives a set of feasible schedules. The number of shifts needed
per day for each production process is included in this schedule.

The flow/storage aspect of the model is used mostly as a comceptual
guide. But, it provides us with many insights, such as

(1) How processes are coupled
(2) How a group of machines can be treated collectively as one block
(3) How feasible schedules can be found

(4) How firms are different from each other.

The flow/storage aspect is one important aspect of industrial electric load
models, because without this type of understanding, the problem of modeling the

clectric load of each firm seems conceptually very difficult and hopeless.



92

CHAPTER IV

TIME SERIES ANALYSIS AND MODEL VERIFICATION

The main purpose of this chapter is to show how the industrial load
model can be verified. Time series analysis of load was done because
quantities, such as the sample mean of load and the time-average sample
autocorrelation function, are needed for model verification. The total
electric load of a plant is a random process. It is a fluctuating quantity
in time., For example, see the load profiles for different companies as
given in Chapter V. It is not meaningful to reproduce the fluctuating
electric load curve from the theory or the model. The correct procedure
is to compare the expected load and the autocorrelation function derived
from the model as described in Chapters II and III with the sample mean
of load and the time-average sample autocorrelation function computed from
time-series data.

In section 4.1, the procedure of how to compute the time-average
sample from the time series data is given. Section 4.2 discusses the gen-
eral mathematical representation and analysis of time-series load data.

In section 4.3 the discussion of the requirements and effects of data
length on the standard deviation of the sample mean, and of the sample
autocorrelation function, is given. Section 4.4 talks about methods for
the verification of the model used in this research, and dis-
cusses the philosophy and possible improvement of the model verification

procedure.



4.1 Analysis of the 15-Minute Average Time Series Load Data

The 15-minute time-series load at time n, Z[n], can be divided
into the daily or weekly cyclical component, m[n] and the residual, r[n],

i.e.:

Z[n] = min] + v[n] .

In this document, time-series analysis is done under the assumption that
the daily cyclical component is important for the weekdays. The weekly
cycle is ignored in this discussion, because, first, there is only a
limited amount of data available for each company. Secondly, three out
of four of the companies that were studied in detail do not have a
weekly cycle type of variation from one weekday to another. Other,

more complicated but theoretically possible analyses are discussed in
section 4.3. The computer programs used for the computation of the
present section can be found in Appendix D.

4.1.1 Computation of the 15-Minute Average Sample Means

of a Daily Cycle Model

Let us hypothesize a daily cycle model with the time series

lecad at n, Z[n], given as

Z[n] = nh[n] + rdhﬂ .

The sample mean ﬁd[n] and the residual fd[n] computed from time-series
data for the daily cycle model are given below.

Let us construct a new time-series load Z'[n] from Z{n] that was
recorded. -Z'[n] will not have load data for Saturday and Sunday. Z'[n]

is the time series load for Monday through Friday of each week, over
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several weeks.
Let NOd be the number of weekdays whose time-series load is to be

used. Then by definition, we write

-1
Nod
mn] = =— ¥ z'[n + 96k]
d N n-=
od k=0

(There are 96 quarter-hours in a day.) ﬁd[n] represents the daily cycle
load and is periodic of period 96, the number of 15-minute intervals in

a day, when weekends are excluded in our time-series data.

md[n] = md[n + 96m]

for m, n integers.

4.1.2 Computation of the Residual of the Daily Cycle Model

By definition,

ryfn] = {z'[n] - my[n]} ;

~

rd[n] is assumed to be a stationary random process at least within a
shift. For the four cases studied in detail in Chapter V, three of
the firms are found to be approximately stationary during all the hours

of each weekday.

4.1.3 Computation of the Time-Average Sample Autocorrelation

Function of the Residual

Suppose rd[n] is staticnary during all the hours of all week-
days, then Rd[m], which is the time-average sample autocorrelation function,

can then be written as

~ 1 0s ~ ~
Rd[g] = m Z rd[n] rd[n + £ ]

0S5 n
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where N__ is the number of sample points and N._ =N . X 96: m and £
os 0s od
are integers.

For the case where rd[n] is stationary only over a short time span
of each day, such as all the first shift, the autocorrelation function
that is valid during this time interval can be computed by using another
new set of time-series load Z"[n], which ®nsists of the load from the

particular interval of interest. We will not, however, be dealing with

this case of a non-stationary random process.

4.2 General Mathematical Representation and Analysis of Time-Series Data

Assume a simple case in which  time-series data Z[n] can be written
as

3

Z[n] = kzl {ak sin ko n + by cos ko n} + ¢ + r[n]

Note that it is assumed that only six Fourier series coefficients are
needed.

There are many ways to generalize this case, but our objective is
only to present the mathematical formulation extendable to other cases
of interest. Woodard [ 6 ] discussed the idea of representing the
load of a day in terms of Fourier series whose coefficients are slowly
time-varying, and whose weekly variation is specified by coefficients
from a weekly block, which in turn is specified by coefficients from
a yearly block.

In this section we will discuss how the random aspect of the load

can be incorporated into the derivation of the state space representation.
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The advantage is that once a problem is formulated into a state space
form, one could use some well known mathematical techniques, such as
least-square fitting, or Kalman filtering methods as described, for
example, in Schweppe [ 15 ] to estimate all the parameters of interest.
Define

Hf[n] = [sinwgn sinZy n  sindw,n cosw n cosZwn cos3w,n 1]

x¢ln] = (2,In] a,[n] a,[n] b [n] b,[n] b,[n] c[n])

In state space form, we then have

Xf[n + 1] = X—f[n]

Z[n] = H¢[n] xf[n_] + r[n]
r[n] is the correlated residual. Therefore, to represent it in standard
white-noise form, we can augment the state as follows.

Define the following state-space relation:

x,n + 1] = 4 x [n] + win]
where ¢1 0 0
¢. = ¢2 0
0
¢3

if we assume that xr[n] is a three-state vector, for simplicity.

r[n] can then be represented as
r[n] = .xr[n]

Suppose E{w [n] E?[n]}

|
en]
L
N
o
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which is equivalent to

-m; |7l _m,
R[] : "

[}
I e~1 W
fa]
[e]
=
=y
9]
H
o
-
L}
@
H

where m, are prechosen. ™ is equivalent to Xi as discussed in Chapter II.
Therefore we know how to estimate them. Other methods of choosing ™, are

discussed in Lanning and Battin [ 30 ] or in Woodard [ 29 ]. We then

have
xf[n+1] I oo xf[n] 0
xr[n+1] LO Qr] xr[n] w[n]
X, [n]
Z[n] = [ﬁf[n] I
x_[n]

Therefore, in standard white-noise form, we have:

x[n+l] = @& x[n] + Gw[n]
Z[nl = H[n] x[n]
where '& [n]
xpl = | T ,
x_[n]

. Eg . =[0 ﬂ Hin] = (1, 0n] 1]
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4.3 Analysis of the Variance of the Sample Mean and the Variance of

Time-Average Sample Autocorrelation Function

4.3.1 The Expected Value and the Variance of the Sample Mean

Z'[n], as described previously, is constructed from Z[n] by
throwing away the time-series load data for Saturday and Sunday. This is
done because the weekend load has different statistics from those of week-
days. The daily sample mean from the daily cycle model, as described in
section 4.1, is

. Nod-l

my[n] = F— .Z Z'[n + i 96]
od 1=0

where Nod is the number of working days that is being considered.
It is easy to show that the expected value of the sample mean is

the true mean itself:

N g1
. A 1 o .
Elmy[n]} = b OE{Z'[n + i 96]3
od i=0
1 Nod—-l
= 7 1 uglhl = wynl
Nod i=g ¢ d

where pd[n] is the true mean or the expected load for a certain time
index, n, of a day and pd[n] = ud[n + 96].
The variance of the sample mean, o s €an be derived as follows. By

definition,

01% = E{ [_I;d[n] - ud[n]jz} .

Let us define a; = Z'[n+{@-D96] - ud[n] ;



Nod Nod
1

2
Then, ¢ = —_ 3 } Efa.a.}
m (NodF 323 jz1 1

Assume that the residual load is a random process in stationary state
for all hours of a weekday, and that ¢[£] is the true autocorrelation
function at time difference £,

By definition,
E {aiaj} = ¢[(i-7)96]

Therefore,
Nod N d

0
2 1 ..
o = ¥ Y ¢[(i-3)96]
mo (Noff 171 5% L)

Using the fact that ¢ is an even function, we have

Nod—l
o0 = N $(0) +(ﬁ)z_ L g - 1) $(960)
o 1=

Remember, there are 96 quarter-hours per day.

The following table 4.3.1 shows the value for o and (cm/ﬁ) for
the four companies under consideration. The values for $¢(0), ¢(96) and
$(9%6x% 2), NOd are taken from Chapter V; & for the first shift is used
in computing (cm/ﬁ). The theoretically computed values for the auto-

correlation are used for ¢.
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ﬁ for ~

4 [0] 8196 | 0[192) | Ny | on | et sh.| (/M

Company (in kW2) |[(in kW2) | (in kW2) (in kW) (in kW}| (in %)
Small Plastics 2500 300 125 30 11 770 1.4%
Brush Co. 13200 1320 0 30 23 2700 0.9%
Soap Co. 302500 0 0 30 100 2500 4.0%
Abrasive 6400 0 0 9 27 3800 0.7%

Table 4.3.1

The Variance of the Sample Mean and Related Information

for Various Companies
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4.3.2 The Expected Value and Variance of the Time-Average Sample

Autocorrelation Function -

The continuous time version of this present subsection is dis-
cussed in Lanning and Battin [ 30 ]. A discrete time version is given
in Wilks [ 31 ]. However, Wilks did not consider the case where the
expected load or the sample mean is periodic and varying with time, as
is the case here.

Let N,o be the number of sample points, and let N .= N _,x96,

0s od

NOd is the number of weekdays of interest, as defined in the previous sub-

section. The time-average sample autocorrelation functiom R[£] is

N .-&
. 0s
RIED = —— I {r[n] rls])
_Nos & n=1

where  Trn] = z'[n] - m [n]

Z2'[n] and ;d[n] are as defined before. Note that we are considering only
the case in which the residual load is in stationary state during all week-
days. Subscript d has been dropped from ﬁ[g] and ;[n] for notational con-
venience. By taking the expectation of ﬁ[g], we have

Nos™ €

— 1 7 E{r[nlr[m]}
NOS - £ =1

E{R[£]} =

Let p,[n] and ¢[E] be the true expected load and the true autocorrelation
d P

function of the residual, and let

a[n] = Z'[n] - g [n]

and

8[n] = myn] - wyln]
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Then
E{r[n]r[n+€] = E {(a[n] - B[] (a[n+t] - B[n+&])}

= E a[njo[n+f] - o[n]8[n+E] - 8[n]a[n+g] + Bn]B[n+£]} .

Let i be the label of the weckday that is of interest, and let i = 0 rep-
resent the day that n belongs to, i.e., if n = 965, then n belongs to the
eleventh day of the time series data Z'[n], and therefore the eleventh day
is labeled as the day i = 0. For this case, the first day is i = -10.

For an arbitrary n, we have

E{a[n]a[n+g]} = ¢[£]

Noddk
E{u[n]g[n+e]} = ﬁ{ ) ele 961}
od “i=1-

Note that k is the order of the weekday that n belongs to; there are 96

quarter hours in a day.

Nd-k

1§ %%
E{g[n]a[n+£]} = N—“{ A oL E+ 96i]}

od *i=1-k

N .-k
E 1 [E] + = och (N_-i)¢[e+ 9611}
{ = T - " -
snjelneel} Nod{ ’ Noa is1k  °d _

By first finding E{g[n]§[n+g]} from the above expressions and substituting

into the expression for E{ﬁ[g]} , we have

. Nod-k
A 1 0s™* 1 1
R = - ) . = 2i +961
E{R[&]} N ¢ ngl {¢[E](l Nod) (Nodﬁ i=§—k ig[g 1]}

If NOS is very large compared to £ and NOd is large, then

N ,N .-k

LA 1 1 od "od ) _

E{R[g]} = ¢[E] (1- ﬁ—aﬂ - @i;ﬁa'kzl _ % ) 2ip[g + 96i]
O = 1=1-
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The above relationship can be made exact if one is willing to throw
away some data points of Z'[n] and §[n] by always using the same number
of points for ;[n];[n+£], which is an integer multiple of 96. Let the
second term of the right-hand side of the above relationship be§[£],
then

Nod Nog—k

1 . .
8[E] = w3 2i¢[ £+ 961]
Ny k§1 i=l§k ’

which is equal to

1 Nod . i .
6lE] = (N—:Jg. ) Zi(N 4 - 1)¢[& + 961i]
o 1=-N 4

Assume that the maximum time scale of interest for g is 196 quarter hours,

or 48 hours, and we then have

2N0d ®
L] < - op ] [ Oewsdeloen] + sf01}
where 0 for |&] <096
s =

1 for 96 < |g| < 192.

For the purpose of this research project, it can be seen in Chapter V
that the time constants for ¢[£] are less than one day. See Table 4.3.2
for the effective time constant of ¢[E] for the various cases of interest.
The knowledge of how fast ¢[£] approaches zero as £ becomes large is
needed to see that ¢[E] approaches zero for large Nyq. Therefore, each
case must be examined individually.

Suppose  ¢[£] = q& 57Ky
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8[g] < (RQ;EE ke 1i 28 Y oe H-(l-a) }

Then 2q, { w ~96k/K ®  _9gk/K
k—_-—oo k:O

The two terms on the right-hand side are bounded as follows:

w -96k/K, °  _96x/K K. 2
1 1
Y ke = 2 | xe dx = 2|—=
26
k=-e
o]
and
~96k/K1 1
e _
-96/K ?
k=0 1-e 1

which gives

0[] 4 K_l_]2+ 2 sl
5o °© ENod)2 {[ 96 1o~ 967K, + S)f :

For the purpose of this report as shown in Chapter V, each ¢[£ ] has
more than one time constant, so effective time constant Te would be used

for K1/4, i,e., ¢[4Te] = ¢[O]e—1. Note that K& » Nog are given

max
in quarter hours, therefore they have to be divided by four to convert
them into hours. Table 4.3.2 gives us some idea of the bound for 8[Z&]

for the four cases of interest.
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Company Maxinmum K1/4 N d for _5_5_96 for 96 < £ < 192
£/4 ° 3
{hour) | (hour) 9{g]< 0[g] <
Small
. $[0] $[0]__
Plastics 50 12.5 30 197 36
0 [0] $ [0
Brush 50 7.5 30 205 103
$[0) 9[0]
Soap 50 4.5 30 517 110
Abrasive 8 3 9 Ei%%— Not Applicable
Table 4.3.2

6[£] is bounded by a number which is relatively small compared to ¢[0]
as shown in Fig. 4.3.2. for the four cases of interest when £ is rela-
tively small. Further, from the inequality for 8[£]/¢[0] given previously

it can be seen that 6[£]/¢[0] approaches zero as N,q becomes large.

The variance of ﬁ[g] can be expressed as
A2 A 2
SR E(o[E] - R[ED2 T

where ¢[E] and ﬁ[g] are the true and the time-average sample auto-
correlation function of the residual. The mathematical manipulation
involved is unmanageable, so the following reasonable assumptions are made.
First, the residual load is assumed to be a gaussian stationary random
process. This is a reasonable assumption when the total load is the sum

of a large number of independent loads and none of the loads is large enough
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to be dominant, as explained in Chapter II. Second, instead of the
sample mean %d{n], the true mean ud[n] is used. This is a reasonable
assumption when the samples or days of interest are large (described in
subsection 4.3.1). Under the second assumption, r[n] is used instead

of r[n], as follows:

rin] = z'[] - uyln]

which gives

Nos™&
2 1
071 =¢2E) + S[E]E {7 r[n]r[n+g] }
R[E] {Nos—‘E nzl_
Nos~&
+ EH:N——E:E—- ¥ r[n]r[n+ £])2 }
0s n=1

Since ud[n] is used, the middle term of the right hand side of the above

relation can bhe simplifed to give

2
% [z = $PLE] - 2¢%[E] +

N .-& N .-E
1 05 0s
W= L. L EClleliselr[1x[i+E]
Os j=1 i=1
Note that to find 02&[5]’ we must take the expected value of the product

of four random variables. However, r[n] is assumed to be a gaussian random
process, therefore all the four random variables are jointly gaussian,

The formula for handling the expected value of the product of a large
number of jointly gaussian random variables is given in Lanning and Battin

[ 23 ]. They also show how the formula is derived, However, for our
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purpose here, their result will be used without repeating the proof.

X and

For the case of four jointly gaussian random variables x X, s X4

1’

X , we have
N

m +m +

E{xxxx}=m m
12 3 4L 12 3% 13 24

m o m
14 23

where m,. = EB{x.x.}
1] 13

By substituting r[i], r[i+E], r[j], r[j+&] for X)» X, Xop and X, » we

have

E{r[i]r[i+g]lr[j]c[j+E]1} = olelele] + ¢[i-jle[i-i]
+ ¢[i-j-£] ¢[i-j+£].
Note that we have used the facts that r[n] is a stationary gaussian
random process and that ¢[£] is an even function of £ . Substituting
the above relationship into the expression for Uzﬁ[g] s, we have

N os_E

21{¢2[£l v $2[i-3]

os”
- _ 1
a? R[E] =~ $*[E] + Tﬁg;:tgjz‘_f

j=1 1
+ $[i-j-£]9[i-j+E]}
Let k = i-j. We then have

Nos™& Nog=&-J
oPh o = : T L 0?[k] + $lk-£]¢[k+E] }
= H-n-—-——-———-z- - .
R[g] (NOS- £) i=1 k:l-j
Let £(k,£) = ¢qk] + ¢ [k-¢gl¢ [k+¢]
Since ¢[k] is an even function of k, then f(k,E) is an even function of

kand &. o then becomes

Dn
R[]



-108-

o2 =(_*ZH_N0§-E_(£ -E - KEk,E)}+ os “%) £(0,8)
R[E] l[NOS 67 Ly Mos ; WN-8)Z ~
which gives
N - € -1
Pape - (52213 R (Noz_g) Loa- Not_g)f(k,E)

A bound for o2 ] can be found. First note that

Riz
Nos'g_1

- £(0,¢) 2
a2 + ) f(k,£)
" R[E] = N . -8) Ny 8) 4 2

which is
Nos-E_l

24 1 .2 2 __2 2

g R[E] i (NDS_E) [¢‘ [O] + 4’ [g]) + (NOS_E) K Z 1 ¢ [k]
, Nosig -1
t o ¢ [k-g]¢ [k+E]
(Nos_g) k=1

Using Schwartz inequality as described, for example, in Feller [ 26]

or Davenport [ 32 ], we have

Ny~ € -1 Nog-E-1 N, -E-1 %
$2 [k +E ]

5 ]
) . p[k-e1p[k+E] < Z 2 [k-£] Z

1 k=1

[+ +]

Suppose } ¢2[k] is finite, then the right-hand side of the above
k=0

inequality is bounded by J ¢2{k]. J¢2[k] is finite for a real physical
k=0 k=0

quantity, such as load or signal, etc. For ¢[k] of a two-state Markov
process or binomial process (as described in Chapter II), this condition

is always satisfied. Hence, ozﬁ[g]is bounded as
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4

24 2 2 2
TRIE) S WoeE) g) (42001 + 622D + kzl 42 [K].
Suppose ¢[k] = qle_ k /K ,
. q,2 v
Then UZR[E] < NOS}E( 1+e -lel/x, kZD o 2|k|/K1)

which gives

riel & NoE

0s

-2 gl /K

Since e 1< 1 for all & , we have

2q

1 2

02“ < —-——-———( l + ——m— )
R[Z] = Nog- & l-e~2/K,

Again, using the effective time constants for ¢[£] of various cases

as explained before, the normalized o2 is given in Table 4.3.3 for

R[E]

cases of interest., See Chapter V for how T , N__, £ are obtained.
< oS5 max

= . 2~ ~

Te Kl/4 Nos/4 Emax g R[z] < v R[E] <

Company . 4 ¢[0] —=| v$[0] =
{hours) (hours) (hours) (in %) (in %)
Small Plastics 12.5 720 50 3.9 19.7
Brush 7.5 720 50 2.4 15.5
Soap 4.5 720 50 1.5 12.2
Abrasive 3 Z2l6 8 3.4 18.4

Table 4.3.3
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For most purposes where K1 >»> 2 and Nos >> Eooys @ Very simple

expression for the bound of 32§[€] can be derived as follows:

Since e-z/Kl =1 - fi for K. > 2,
1 1
and
Nos = Epax = Nos for Nos >>  Epax’
we then have
2 -' 2K
Rl gl0] < -

s
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4.4 Methodology and Philosophy of Model Verification

The model verification as described in this section involves mainly
the comparison of the theoretical expected load and the theoretical auto-
correlation function with their time-average counterpart derived from

time series data as described in Table 4.4.,1

Theory Measured
E{P|shift i} m. (shift i)
UT(Shlft i} oT.(Shlft i)

R, [m| shift i] R.[n|shift i]

Table 4.4.1 Comparison of Theoretical and Measured Quantities

Where 1 = 1,2,3,4 represent the first, second, third, and
weekend shifts., The first line of Table 4.4.1 represents the expected
load, the second line represent the standard deviation of the residual
load of a shift i, and the third line represents the autocorrelation
functions. The theoretical quantities are derived by using the theory,
as given in Chapters II and III, the inventory and usage data of equip-
ment collected, and the computer program given in Appendix D. The
measured quantities were computed from time-series data using the formula
given in section 4.1 of this chapter and the computer program in Appendix
D. Chapter V gives us the actual case studies comparison of the six out
of seven industrial customers that are being studied. However, the statis-
tical study and comparison are made only for four cases. The difference
between the theory and the measured expected load, standard deviation and
autocorrelation function were found to be about 10 percent. This is

within the bound for the variance of the quantities described above, as
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derived in section 4.3.

For the remaining two companies, only rough comparisons were made
to see if the load shape, the load during a certain shift, the approxi-
mate energy usage, and the peak load of a month derived from theory
were consistent and agree with the measured quantities.

In all the above cases, the theoretical quantities were based on our
knowledge of X, L, a and n for each machine and for each shift being
considered, if the machine was modeled as a two-state Markov process.

Correction of Pardméters:

mT[n], 9 and RT[m] derived from the model are corrected in two

different ways. The first is to readjust mT[n], Os

and RT[m] so that
these quantities, during a given shift, agree reasonabl} well with the
measured quantity.at least within the predicted variance given in sub-
sections 4.3.1 and 4.3.2. If this is not the case, the parameters L,
a, and n have to be changed so that the statistical curves for the
theoretical and measured cases agree. The second way is to readjust
the parameters so that the expected value varies from one time index to

another, that is to make mp a function of the 15 minute average time

index, so that it will reflect the actual variation of load within a shift.

th

If m"[n] and R;[O] are the corrected quantities for o™ machine,
then o
m'[n] = m_[n] + G {m.[n] - my[n]}
where R_[0]
G = == .
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Similarly,

R1[0] = R [0] + G IR.[0] - R.[0]} .

The choice of Gu here includes only the variance of the residual loads.
To be exact, it is desirable to include the error and variance associated
with the measurements, guesses and estimates of parameters that are made.
This is an area where further research is desirable.

The transition rate A, could also be corrected. Correction of it
is more involved, because ,ha's are not additive. Note that mu[n] is
constant over a time duration of one shift (8 hours). However, m;[n]
varies from one I5-minute time index to another. The corrected parameters
m;[n], R;[O] and R;[m] represent the estimated parameters based on all
available information. -

When one is trying to change the parameters so that the unexpected load,
the standard deviation of the load, and the autocorrelation function
derived from the model could be fitted to the measured values, one should
retain the relationships of the above quantities with X, L, a, and n as
described in Chapter II. For example, if a process is a two-state Markov

process, then we can write

E{P[n}} = XL a

R[0] = o2 = (XL)?%a(l-a)
1 _ a(l-a)

AT ’

The above three relationships are for the continuous time case, as given
in sectionm 2.4 and the second and third relationships are represented

graphically in Fig, 4.4.1. Section 2.4 also gives the o2 and 1/X for the
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(Xt a(1 =a)

0 0.2 0.4 0.6 0.8 1.0
Fig, 4.4.la
<
/v/'4ﬂ r=a(l -a)
| / n
.
I I | |
0 0.2 0.4 0.6 0.8 1.0

Fig. 4.4.1b
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discrete time case for the time-average sample load P[n]. This will
not be discussed again here.

The correction of parameters is an area where further work is desirable
in how to efficiently choose G,. Formal parameter estimation methods
using least-square fitting or maximum likelihood estimates are desirable.
Work on formulating the problem and developing the algorithm could be
carried out. The random process model used should not be limited to two-
state Markov process; other types of random process models should be
explored.

Another possible way of verifying the model is to check it, as well
as its output, with the managers of each respective plant. A check can
be made to see if the model structure, approximate parameters used, and
many of the assumptions made in the model developmental stage are reason-
able and correct. If some type of prediction on possible rescheduling
of processes and change in load shape is made by the model, then this
type of prediction can also be verified by checking with plant managers.
The prediction of the change in load shape and other quantities under a
changed schedule can bechecked by comparing the predicted new load shape
with the measured load shape under a given type of new schedule. This
needs more field work and was not done in the present research project.
It is an area where utilities or individual customers can continue to
do more work. In some cases, the direct-load measurements and records
for a section or group of equipment can be used in estimating and evaluat-

ing the parameters X, L, n, a etc. for the processes.
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At present, many parameters are guessed values or estimates made
independently. Therefore, one possible thing that could be done is to
find out if the model and parameters are self-consistent. In general,
for many cases, there is an infinite set of model structures and para-
meters that will be consistent with the given time-series data. The
maximum likelihood method can be used to find the best model strucure

and best parameters for the model.

4.5 Discussion and Perspectives

In this chapter, we discussed how the sample mean and the time-
average autocorrelation function of the residual can be computed from time-
series data of load, Only the daily cycle variation for week days is
considered, because there is not enough data to study the weekly cycle
variation. The general mathematical structure of representing time-series
load in the standard state space white-noise form is discussed. However,
this mathematical structure is not used in any of the computations for
this research project.

The expected value and the variance of the sample mean and the time-
average sample autocorrelation function of the residual is analysed.

The mathematical derivation is carried out because the specific results
required for this research are not available in the form needed.

The verification of model consists cof comparing the expected load
and the time-average sample autocorrelation function, computed using the
model with that computed using time-series data. Formal parameter estima-
tion and validity testing methods were not used. This is felt to be unnec-

essary, because only limited time-series data were available.



CHAPTER V

APPLICATION OF THE MODELING METHODOLOGY: PHYSICAL MODEL

In this chapter, the idea and approach described in Chapters 11, III,
and IV will be used. In particular, it will be shown that if the electric
stock data, the utilization of the electric stock, and the schedule
of a manufacturing plant are available {which amounts to the fact that
the vector M is given)}, the total hourly electric load shape for the plant
can be obtained by using the approach described in Chapters IT and III.
Further, it will be shown that the expected load shape of the entire
plant derived from the physical model agrees with and is CQ“f}ﬁF??t,WiFh,Fhe
sample mean load shape computed from the time series data. The autocorre-
lation function of the résidual, computed from the model, is compared
with that computed from ~ the time series data.

For all cases, the assumption is made that the expected demand for
each section is constant, or the random process is stationary, over the
span of at least an eight hour shift. This simplifies the analysis.

In actuality, the load of a particular shift of a particular section starts
to increase one or two hours before the shift begins, and stays approxi-
mately constant during the shift, There are variations of load during

lunch and coffee breaks during an eight-hour shift. For load forecasting
when hourly details are required, the hourly detail variations of the
demand for electric power for each section of the plant is needed. However,
for many studies including the effect of electric rate structure on elec-
tric power demand load shape of a firm, the hourly details for each section

are not necessary. Meaningful results can be obtained if only the constant
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eight-hour block of expected demand is available for each plant section,
even though the hourly detail of the load shape for each section is not
available,

For the rest of this chapter, data used are taken from Appendices C.1
to C.7. The installed capacity type of data is obtained from plant
visits or companies' own survey records. The percentage of load on, L,

is assumed to be 0.8 for most machines, unless it is found to be something

different from data or records obtained from company personnel, For

lighting, it is assumed to be 1. The reason that L is sméller than 1
for most equipment is that engineers generally choose a motor of slightly
larger capacity than needed, to allow for a safety margin.

L for the large plastic molding machines of SmallPlastics and Brush
Companies are deduced from direct measurements. XL for the tower of Soap
Company is computed from survey data; however, it did check out reasonably
well with direct measurements. Abrasive Company gave its L for most machines.
The percentage of time on, a, and the number of starts/hour, n , are com-
puted from company records or from guesses. For example, Small Plastic,
Soap, and Abrasive Company have good records of their machine utilization.

It is important to note that all the guesses made in this document will
be identified by using a small 'g' following the data. For instance, if
L = 0.8 is a guess in a given Table, we would write it as L = 0.8g.
Otherwisé, it can be assumed that a number or parameter is.taken from
records, nameplate readings, or direct measurement. Table 5.0.1 shows a
list of symbols used with the value of parameters in various tables to

identify how each parameter or number has been obtained.
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Another fact to be noted is that the six cases considered in this
chapter follow two different patterns. The data for the first four cases -
Small Plastics, Brush, Abrasive, and Soap Companies, were gathered during
the summer of 1977. The data for the last two cases - Foundry and Print-
ing Companies - were gathered during the summer of 1976. The type of
data gathered, and the kind of analysis made for the cases of §5.1 to §5.4
are superior to those of §5.5 § 5.6. This is due to the improvement of
our understanding of the industrial electric load modeling toward the
latter part of this research project. The data for the last two companies
(that gathered in 1976) are included because they are informative in their
oown right,

There is insufficient data from Knife Company for their utilization
factor, La, for each group of equipment auring each shift, so it is not
analyzed in this chapter. However, it will be used for analysis in other

chapters whenever possible.

Symbol Explanation of the Symbol
g Guess
L Company's log; for example, this could be the

actual log of a foreman or manager, etc.

T Company's record, or publication; manager's or
engineer's estimate made for other purposes.

d Direct Measurement - or deduced from other
measurements

Table 5.0.1
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5.1 Small Plastics Company

The description of this company is given in Appendix C.1l. This
company has flow and storage structure and equipment similar to that of
Brush Company, because both are in the injection extrusion melding business..
However, Brush Company is much larger than Small Plastics Company in terms
of the sizes of their machinery and the level of electric power consumed,
Figure 5.1.1 shows the measured time series load of Small Plastics Com-
pany for a typical week.

There are two major types of processes that consume electricity -
those processes that relate to production  and those which are inde-
pendent of production., The machines or equipment that are related to
production include large plastic molding machines and small assembly
line types of machines, There is a total of 23 plastic molding machines
set up in parallel operation; therefore they are independent of each other.
As explained in Appendix C.l, these plastics molding machines operate
during all weekdays, three shifts per day. They are interrupted or shut
down at a random time when a machine has a pfoblem, or when a machine
has finished producing a certain order., They could each be modeled as
a two-state, stationary Markov process during all weekdays (see App. C.1).
The necessary parameters for this model are X, L, a, and n as explained
in Chapter 1I, and X, a, n for five months is given in Table C.1.3 of
App. C.1. These parameters are derived from the company's detailed record

of machine hours for each molding machine from January, 1977 to May, 1977.
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L = 0.44 is used. This value of L is deduced from direct measurement of
the cuurent of one of the three phases (See App. C.1). The equipment
that does not related directly to production includes the lighting, heat-
ing, and air conditioning types of machinery,

Table 5.1.1 of this section and Table C.1.1 and C.1.3 of App. C.1
show how the expected load for each group of equipment can be found for
the first, éecond, and third shift. Note that we are assuming that the
expected power demand is constant during each shift. When all the load
for each group during each shift are summed together, we will have the
expected load for each shift. The expected load for the lighting, air-
conditioning, compressors and small machines, varies slightly with each
shift. However, the expected load for all large plastics machines which
are on are assumed to be constant during the 24 hours/day five days/week
for all working weekdays, and off during weekends.

Figure 5.1.2 shows the comparison of the 15-minute by 15-minute
expected load for a day, derived from the model as described above, with
the sample mean load derived by using time series data of 30 weekdays of
six weeks. The computer program, as given in Appendix D, is useful to
compute the sample mean load. The daily cycle model as discussed in Chap-
ter IV is used to compute the sample mean. The theoretical curve is
computed without using a computer. Note that the theoretical curves do
not have hour-by-hour variations. For the third shift, the model of
Case 1 of Table 5.1.1 shows higher constant expected demand than the

expected load computed from time series data. The discrepancy was found
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to be caused by the fact that we overlooked the firm's personnel prob-

lem for the third shift. The firm has trouble with workers quitting their
jobs from the third shift, so that replacements must be found for the
absentees. Therefore, some of the plastic molding machines have to be
shut off during the third shift occasionally, as there are insufficient
workers to tend them. The plant manager suggested that the third shift
load for the total of all the plastic molding machines is on the average
10% lower than the total load for all such machines during the first and
second shifts. The theoretical expected load for each of the three shifts
that has been adjusted to account for this fact is given in Case 2 of
Table 5.1.1, and is used for comparison between the theoretical and the
measured expected load, as shown in Fig., 5.1.2.

Figure 5.1.3 shows the residual load for five weekdays, the typical
week. Figure 5.1.4 gives the comparison of the theoretical and the time-
average sample autocorrelation function for Small Plastics Company. The
parameters X, L, a, n for large plastic molding machines are obtained
from C.1.3 of App. C.1. Instead of n , the numbers of starts or inter-
ruptions per month, { =n x22x24) is used, assuming a month of 22
working days. The lighting and air conditioning load, and the load of
other small machines are not included in the computation of the theoret-
ical autocorrelation function of the total residual load of this plant.
The reasons are: {1) the variation of load in time is small for
the slowly varying component of load which will not be filtered out by
the 15-minute averaging process; (2) the product XL itself might be

small. The time-average sample autocorrelation function computed from
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time series data was computed based on the daily cycle model described
in subsection 4.1.3 of Chapter IV and the computer program of Appendix D,
Time series data of 30 weekdays were used.

In TablesC.1.2 and C.1.3, data of the parameters for the two-state
Markov processes for five months were given separately in five groups.
RT[m], the autocorrelation function computed from the model and shown

in Fig. 5.1.4, is:

It t~1¢n

1

[m] = = R [n]
RT jISRTJ
where 7 = 1,2,3,4,5 correspond to the months of January, February, March,
April, and May of 1977,

The comparison of theory and measured autocorrelation function shows

that
Op = vR(0) = 45 kW from theory
op = Y R(0) = 50 kW from measurements.

The time shapes of the normalized RT[m] and ﬁT[m] lock quite similar.
Note that these two curves were derived with a single trial. The theoret-
ical curve was based on data taken directly from the company's log for X,
a, n and direct measurement for L. The time-average sample curve was
based on data for 30 weekdays. There were no guesses or adjustments of
parameters, The theoretical and the measured curves for the expected
load and the autocorrelation function agree very well, within the variance

or the error bound given in Tables 4.3.1, 4.3.2, and 4.3.3. of Chapter IV.



When computing the expected load from theory, some guesses for L

and a of supporting machinery were made, as shown in Table C.1.1. How-

ever, no guesses were involved with respect to all X, L, and a for the

large plastic molding machines as shown in Table C.1.3.

An adjustment

of the third shift load for large plastic machines was made, at the

suggestion of the plant managers.

Name of Equipment or 1st Shift 2nd Shift 3rd Shift
anip XLa XLa XLA
Group {in kW) {in kW) {in kW)
Case'1
- Subtotal from Table C.1.1
for all the supporting 296.53 250.95 250,95
equipment
Subtotal for all the large
“plastic molding machines 459.98 459.98 459,98
(see Table C,1.3)]
Case 1 TOTAL: 756.51 710.93 710.93
Case 2
Subtotal for all the
supporting equipment 296.53 250.95 250,95
Subtotal for all the 459.98 459.98 413.98
large plastic molding
" machines*
Case 2 TOTAL: 756.51 710.93 664,93
* Note that 459.98 x 0.9 = 413.98

Table 5.1.1
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o = 4 R {0} = 45 %W  from theory
UT = v RT[O] = 50 kW from time-series data
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5.2 Brush Company

The detailed description of Brush Company is given in Appendix C.2.
This company is similar to Small Plastic Company in that both are manu-
facturers of extrusion molded plastics products; the difference is that
Brush Company has very large numbers of asembly type machines for making
toothbrushes located in Building 690, as described in Appendix C.2.

Brush Company also has higher peak demand, as well as higher usage of
energy cdmpared to Small Plastics Company.

The fiow and storage structure of this company is simple. The large
plastic molding machines are all in parallel, therefore independent of each
other. Some of the small assembly machines are in series. But their
electric installed capacity is small, therefore we need not worry about
the coupling of these processes and their effect on the time structure
of the total power demand,

The equipment can be divided into two groups: that which is production-
related, and that component which is production-independent. The component
that relates to production includes load from the large molding machines
and that from the small assembly-line types of machines. The parameters
X, L, a, n for each large machine are given in Table 5.2.2. Each of the
large molding machines can be modeled as a two-state Markov process in con-
tinuous time from the viewpoint of finding the 15-minute average power
demand (theoretically), as explained in Appendix C.1 for Small Plastics
Company and Appendix C.2 for Brush Company. X, the installed capacity

for each molding machine, is obtained from Table C.2.1 of Appendix C.2; L



-130-

the percent of load when on, is obtained by assuming that it is the same
as for the large ﬁolding machines of Small Plastics Company, a, the
percent of time on, and n the number of starts/hour, are obtained from
guesses based on conversation with the managers of the plant.

This company does not keep detailed records of machine usage data
as does Small Plastics Company. However, they explained that these
machines go through many production cycles for each 15-minute interval,
and are running for about 80 to 90% of the time during weekdays from
Monday through Friday, and are interrupted one or two times/week. So,
we can come up with a set of guesses that are consistent with what the
managers said about their machines, and that are similar to the para-
meters of Small Plastics Company.

The following is assumed for the parameters as given in Table 5.2.2.
a, the percent of time on, varies from 70% for the smaller machines to
95% for the larger machines. n x 22 x 24, the number of interruptions
per month, varies from 15 per month for small machines to only two per
month for larger machines. The weekend shut-down is not considered an
interruption here. The parameters for smaller assembly type of machines
in Bldg. 690 are given in Table 5.2.2.

The pieces of equipment which are independent of the production
process include lighting, heating, airconditioning, compressors -- are
shown in Table C.2.2. M#ny of these types of loads are assumed to have
minimal effect of RT[m], the theoretically computed autocorrelation

function for total load; they are therefore excluded from the computation,
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To find the expected load for the entire plant, first it is assumed
that the expected load for each group of equipment is constant during a
shift. The total expected load during a shift is the sum of the expected
load of each group. Table 5.2.1 shows how the total expected power demand
for each group, and then for the entire plant during each shift, can be
found from theory. The expected load XLa for each large plastics molding
machine can be deduced from information given in Table 5.2.2 and for each
group of supporting equipment in Table C.2.2 of Appendix C.2. Note that
four of the large machines, #4, 5, 42, and 29, were not included in the
computation of the expected load, to reflect the fact that there are a
few machines being shut off for a long period of time for maintenance or
other purposes.

Figure 5.2.1 shows the total load profile of Brush Company for a
typical week. In Fig. 5,2.2, the theoretically computed expected daily
load profile is compared with the daily sample mean load profile computed
from the time series data of 30 week days. The daily cycle model of
section 4.1 and the computer programs of Appendix D are used for computing
the sample mean load. The theoretical curve is computed using the formula
given in Chapter II and [II by hand.

To find the autocorrelation function of the residual from the model
or theory, we first assume that the autocorrelation function of the residual
of the plant is due only to the plastic molding machines. The smaller,
assembly-type machines generate the very fast fluctuating component given
in Fig. 5.2.3, but this component is small compared to the theoretical

autocorrelation function of the total load.
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The large machines are observed to be in a stationary state during
all hours of week days and each is modeled as a two-state Markov process.
Using the parameters for X, L, a, n as given in Table 5.2.2, the
theoretical autocorrelation function for the entire plant can be computed
using the computer program described in Appendix D.

Time series data of 30 week days were used to compute the time-
average sample autocorrelation function of the residual. Figure 5.2.3
shows the residual load for a typical week during all five week days,

It was found that the standard deviations computed are

Q
L}

115 kW  from theory

S

GT RT(O)

The shape- of the normalized autocorrelation function from theory

and

I
I

135 kW measured.

agrees very well with the time-average sample autocorrelation computed
from time series data, as can be seen in Fig. 5.2.4. The variance of

the sample mean 0& taken from Table 4.3.1 and that of the time-average

~

sample autocorrelation function S»

from Table 4.3.3 gives

-
2 0.9y
m
O,J\ .
RIE] ¥ 15,54
v$(0)

If we also take these variances into account, then we can conclude
that the theory and measured curves agree very well for both the expected

loads and the autocorrelation functions.
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In the above computation of the theoretical curve shown in Figs.
5.1.2 and 5.1.4, a lot of guessed parameter values were used. However,
it is interesting to see how a set of guessed parameters can be obtained
based on some knowledge of how the pieces of equipment are being used.
This type of knowledge, such as L, a, n is obtained from conversing
with plant managers. It is also interesting to see how the theoretical
and measured curves agree, which says that the statistics of the time
series load can be duplicated reasonably by the theoretical model.
Improvement on the model and the parameters can be made by plant managers
and plant engineers. This could be done by carefully checking the guessed
parameters given in Tables 5.2.2 and C.2.2, to see what type of changes
are to be made. Improvement on guessed parameters for X, L, a and
could be made by keeping logs and records of some machines' usage time
that are important, or by making direct measurements as described in

Appendix C.1.
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ist Shift 2nd Shift 3rd Shift
Name of Equipment and XLa XLa XLa
Source of Data (in kW) (in kW) (in kW)

Large Plastics Molding Machines
{from Table 5.2.2)

Machines #3,7,15,17 97.75 97.75 97.75
Machines #24,23,36,2,8,

20,21,22 268, 44 268.44 268.44
Machines #25,26,27,28,30,

31,35,45 302.64 302,64 302.64
Machines #46,47,32,33,

38, 39 596.71 596.71 596.71

Supporting Egquipment
(from Table C.2.2)

Bldgs. 1, 1A,2,3,3A,3B

4, 4A 380.00 277.90 85.72

Bldgs. 6,6A,6B,6C 419.40 354,70 354,70

Bldgs. 11, 63 45.05 43.61 62.50

Bidg. 690 546.07 465.67 357.36
XYZ Company

(as described in App. C.2) 250.00 250,00 250.00

Total 2906,03 2657.42 2375.82

Table 5.2.1
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Name of | # of Machf_ Subtotal n x 21 n a L
Machine in group X x 24 (No. of | Fraction of | Fraction of
ID # (kW) (# of Int} starts/hr) Fime on Loa@ when on
per mo.) (in frac) {in frac)
3 1 75.94 15g 0.0297g 0.7g 0.45d
7 1 78.13 15g 0.0297g 0.7¢g 0.45d
15 1 76.13 15¢ 0.0287g 0.7g 0.45d
17 1 78.13 15¢ 0.0297g 0.7¢ 0.45d
24 1 88.66 8g 0.0159g 0.8¢g 0.45d
23 1 88.66 8¢g 0.0159¢ 0.8g 0.45d
36 1 86.20 8g 0.0159¢g 0.8g 0.45d
2 1 93.41 8g 0.0159¢g 0.8g 0.45d
8 1 94.39 6g 0.0119g 0.8¢g 0.45d
22 i 98.12 6g 0.0119¢g 0.8g 0.45d
21 1 98,12 6g 0.0119¢g 0.8g 0.45d
20 1 98.12 6g 0.0119g 0.8g 0.45d
25 1 83.41 6g 0.0119g 0.9g 0.45d
26 1 93.41 6g 0.0119g 0.9g 0.45d
27 1 93.41 6g 0.0119¢g 0.9¢ 0.45d
28 1 93.41 6g 0.0119g 0.9g 0.45d
30 1 93.41 4g 0.0079¢ 0.9¢g 0.45d
31 i 93.41 4g 0.0079g 0.9g 0.45d
35 1 93.41 4g 0.0079¢g 0.9¢g 0.45d
45 1 93.41 4g 0.0079g 0.9¢g 0.45d
4 1 104.24 2g 0.0040g 0.9g 0.45d
1 104.24 2g 0.0040g 0.9g 0.45d
42 1 104.24 2g 0.0040g 0.9g 0.45d
29 1 124,16 2g 0.0040¢g 0.9g 0.45d
46 1 150.75 dg 0.0079g 0.95g 0.45d
47 1 150.75 4g 0.0079g 0.95¢g 0.45d
32 1 183.05 dg 0.0079g 0.95g 0.45d
33 1 285,11 1g 0.0079g 0.95¢ .45d
39 1 246.46 2g 0.0040g 0.95g 0.45d
38 1 367.70 2g 0.0040g 0.95g 0.45d

Table 5.2.2
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Name of No of Subtotal | n x 21 n a L
. Machines X (# of start
Mach .
achinge in Grp. (kW) x 24 per hr.) {fract.) (fract.)

Heating

ovens §&

Dryers 8 82.40 0.25g 0.6g 0.8g
Grinders 3 57.82 0.50g 0.6g 0.8g
Electric

over § painter 2 88.61 0.50g 0.8g 0.8g
Furnace 1 49,88 0.25¢g 0.8g 0.8g
Machine shop 5 37.30 1.00g 0.8g 0.4g
Charger 3 37,11 0.25g 0.8¢g 0.8g
Nylon mach. 2 152.42 0.25g 0.8g 0.8g
Nylon dept. 2 92.90 0.25g 0.8g 0.8g
Bldg 690

Group 1 85 143.90 0.50g 0.8g 0.5g
Group .2 40 81,78 8.00¢g 0.8g 0.5g
Group 3 4 45.25 0.25¢g 0.8g 0.5g
Group 4 20 112,88 20.00g 0.8g 0.5g
Group 5 17 96,04 1.00g 0.8g 0.5g
Group 6 20 47.22 20.00¢g 0.8g 0.5g

Table 5.2.2 (continued)
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5.3 Abrasive Company

The detailed description of Abrasive Company is given in Appendix
C.3. This company can be considered to be a large machine shop, from
their operation and scheduling point of view. The company has approxi-
mately 740,000 square feet of space. The floor area is very large, and
lighting makes up about half of the monthly peak load and more than half
of the energy usage.

Table 5.3.1 gives the total load for each shift, which includes the
lightling load of each department during each shift, and the load of
other equipment. The lighting load of 3 watts per square foo€ is used
for most arcas; the details of the lighting load in relation to the level
of lighting and floor space is given in Table C.3.1 of Appendix C.3.

The load of the other equipment was taken from company records. One

sheet out of roughly 20 sheets of such a“fgggfgwié'given in Table'C.QQZ.

Table 5.3.2 gives the parameters of machines that are important to the

computation of the autocorrelation function of the residual load.

The parameters X, L, n and a for groups of machines are given in Table
5:3.2, They are taken directly from the company records. It should be
noted that very few guesses of parameters were made.

With this type of data, one can see that the expected load of the
entire plant could, theoretically, be derived by first finding the load
from each department of the plant for each shift, then summing them up
accordingly. The expected load of each department is assumed to be

constant during each shift.

* This is the number suggested to us by the design engineer of this
company.
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Figure 5.3.1 gives the total 1load of the company for a typical week;
Fig. 5.3.2 shows the comparison of the daily expected load, derived theoret-
ically, with the sample mean computed from time series data. Time series
data for nine days were used, the nine days being Tuesday, Wednesday, and
Thursday of three consecutive weeks. Monday and Friday were omitted because
the statistics of load for these days is very different from the rest of
the week days, as can be seen in the load profile for a typical week
shown in Fig. 5.3.1.

It can be seen that the general trend of the twe curves, the theoreti-
cal and the measured, agree reasonably well. However, the theoretical
curve cannot account for the finer variations of the expected load, such
as coffee breaks and lunch breaks. Since the employees of this company
are working a 4% -day work week, the theoretical expected demand curve
is drawn as lasting nine hours for the first and second shifts.

We will assume that the autocorrelation function of the residual

depends mainly on the manufacturing machines. S8ince many of these are not

running during all three shifts, the ran@pm procesgugﬁﬁfhe residu§1m;s not

stationary for 24 hours per day for all week days, as in the two previous

cases and the case of Scap Company. However, the process can be

considered as being stationary during a given shift, from day to day.
Although the total residual load for this company is assumed to be in

the stationary state for a time scale over one shift, the computation of

the time average autocorrelation function for a shift is not made, because

the time-series data for nine week days are available, and are insufficient

to compute the time average autocorrelation function of a shift.
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The standard deviations of the residual load are

Q
n

79 kW from theory

69 kW measured .

and g

The variances of the sample mean, 0&, and the time-average sample auto-

correlation function, Uﬁ[g] , from Tables 4.3.1 and 4.3.3 gives:
o
— = 0.7%
m
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# of lst Shf. 2nd Shf{ 3rd Shf.

Name of Name of Shifts XLa XLa XLa
Department Subgroup per day (kW) (kW) (kW)
Maintenance 1 Lights 2 108.01 108.01 10.80
Maintenance Other Equip. 2 333.04 261.78 261.78
Maintenance 2 Lights 1
Grading Lights 2 87.93 87.93 8.79
Vitrified Lights 3 172.23 172.23 172,23
Vitrified Other Equip. 3 265.38 184.48 117.06
Boiler Lights 2 12.50 12.90 1.29
T&B Lights 2 142.65 142.65 14.27
T&B Other Equip. 2 256.86 190.76 0
Shipping Lights i 65.73 13.20 13.20
R GE Lights 1 142.80 14.28 14.28
R §E Other Equip. 1 210.31 91.51 91.51
Organic Lights 3 92.64 92,64 92.64
Qrganic Other Equip. 3 496.66 408.10  325.06
Snagger 1 158.07 15.81 15.81
Resinoid Lights 3 172.20 172.20 172.20
Raisehup Lights 2 49.47 49.47 4.95
Cafeteria Lights 3 13,35 13.35 13,35
Offices (1A,1B) Lights 1 48.99 4.90 4.90
Packing Lights P 59.10 59.10 5.91
String Winding

& Rubber Lights 1 54.60 54.60 54.60
String Winding

& Rubber GOther Equip. 1 22.39 0 0
Storage 3 4,40 4.40 4.40
Machine Shop Lights 1 63,45 6.35 6.35
Machine Shop  Other Equip. 12.9 0 0
Freight Hse, Lights 3 1.12 1.12 1.12
Warehouse Lights 3 112,98 112,98 112,98
Bldgs., 32,17,28 Lights 1 43.19 86.4 86.4
Barlett Lights 1 62,10 12.42 12,42

Table 5.3.1
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Name of Name of # Shfts. 1st Shft. 2md Shft. 3rd Shft.
ﬂept. Subgroup per day XLa Xla XLa
Ovens 266.76 266.76  266.76
Wash plant Other Equip. 84,60 8.46 8.46
Bond 22.38 22.38 Q
Mounted Pt. 16.79 16.79 16.79
TOTAL: 3812.45  2610.20 1832.55

- Table 5.3.1 Continued
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Table 5.3.2
Subtotal — No. of
Mach. Type X L x /w achines n a
in yP (kW) t(fraction){in group #/hour | (fraction)

Wells 20e 0.80e 2 0.0416e 0.50e
Vitrified(1360) 33.57 0.65g 1 0.0625r 0.40r
Vitrified(3211) 44,76  0.65g 1 0.0625r 0.60r
(4856, 5646, 6024,

69.19) 125,32 0.46g 4 0.1250x 0.40r
4975 Bickley 25.36 0.70r 1 0.0065r 0.79r
4976 Kiln 25.36 0.70r 1 0.0028r 0.30r
5265 Kiln 25.36  0.70r 1 0.0079r 0.42r
5266 Kiln 25.36 0,70r 1 0.0075r 0.85r
5572 Kiln 25.36 0.70r 1 0.0060r 0.6lr
5573 Kiln 25.36  0.70r 1 0.0071r 0.90r
5729 Kiln 25,36 0.70r 1 0.0045r 0.52r
5730 Kiln 25.36  0.70r 1 0.0060T 0.71r
6478 Mixer 29.84  0.75r 1 12.50r 0.20r
4159 Large wheel

press 44.76  0.65g 1 .0625r 0.70r
4219 Thin wheel

press 44.76 0.46g 1 .1250r 0.70r
5905 Thin wheel

press 141,74 0.46g 1 0.1250r 0.60r
6378 Auto press 18.65 0.46g 1 0.1250r 0.70r
6402 Auto press 17.90 0.65g 1 06251 0.70r
5161 Thick wheel

press 18.65 0.46g 1 0.1250r 0,70r
5470 Thick wheel -

press 55.95 0.46g 1 0.1250r 0.70r
g;ii%Thick wheel
4809) press 55.95 0.65¢g 3 .0625T 0.70r

NOTE that equipment which is not included in this 1ist is considered

to have little or no effect on the total plant's autocorrelation
function.

+ /W is as explained in the text of this section.
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Table 5.3.2 (continued)

fubtotal No. of
Mach. Type X Lx ¥w machines n a
1D (kw) %/100 in group #/hr. (fraction)
737 Rubber mill 37.30 0.46g 1 1.875r 0.10r
741 Colander 37.30 0,46g 1 2.5007 0.10r
886 Mixing Rolls 29,84 0.46g 1 1.250r 0.5 r
1140 Colander 18.65 0.46g 1 5.000r 0.10r
2306 Mixer 29,84 0.46g 1 1.250¢ 0.50r
3945 Rubber Mill 37.30 0.46g 1 1,875 0.10r
4090 Colander 18.65 0.46g 1 2,500 0.10x
5870 Rubber Mill 44,76 0.46g 1 1.250T 0.10r
1622) Grinder 62,66 0.46g 2 0.500r 0.50r
4256 :
4808 Grinder 20,14 0.46g 1 0,500T 0.50r
gggg) Grinder 37.30  0.46g 2 0.250r 0.50r
6686 Vert, Boring Mill 22.38 0.46g 1 0.500r 0.50Tr
968 Hi-Press Water
pump 18.65 0.80g 1 0.500r 0.80r
6519 Hi-Press Water
pump 93.25 0.80g 1 0.500r 0.80T
6527 Lo-Press " 44,76 0.80g 1 0.500r 0.80r
3096 . :
4349) Air compressor 111.95¢ 0.80g 2 1.00 ¢ 0.90r
5582 Air compressor 93.25 0.80g 1 1.00 g 0.90r
Reclaim VT 36.93 0.d46g 1 0.125r 0.60r
Reclaim RG 67.14 0.46¢g 1 0.125r 0.60T
2569 Sinter Abrasive
drying oven 33.57 0.46g 1 0.125r 0.85r
2496 Extruder 18.65 0.46g 1 0.125r 0.65r
Sweco 22,38 0.43g 1 0.125r 0.75r
(788,937,3221,
5571) 54,83 0.65¢g 4 0.125r 0.40r
Hanchet grinder
(1735,4010,5453) 94,0 0.65¢ 3 1.000x 0.40r
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Table 5.3.2. {continued)

Subtotal | | Y of
X L x vw ; a
Mach. Grou . machines n .
1D P (ki) /100 Gy group | #/hour | (fraction)
6751 . Blanchard grinder 31,33 0.46g 1 0.5r 0.40r
6505 Shot Siding §
Rotex 32.08 0.46¢ 1 0.125r 0.40r
6461 Power supply for
speed tester 82.50 0.46g 1 0.250r 0.40r
1613 Power supply for
speed tester 18,65 0.65¢ 1 0.125r 0.25r
2306 Power supply for 74.60 .65 1 0.125r 0.20r
speed tester
3432 Power sufply for
speed tester 29.84 0.65g 1 0.125r 0.257
4777 Grinder 41,03 0.80g 1 0.001r 0.0027r
5845,6261,6834 76.09 0.80g 3 0.004r 0.0212r
Ovens (elec.) 240.0 0.60g 6 0.0416g 0.80 g
Misc, machines 109.0 0.80g 15 1.0g 0.10g
Induct. heater 51.44 0.6g 1 1.0 g 0.20g
KVA
Bal., of machines 149.0 0.8g 9 0.25g 0.10g
DC welding 214.0 0.35g 2 1.0g 0.30g
Rest of machines 174.0 0.45g 7 l.0g 0.30g
Grinder 93,25 0.45g 1 0.125¢g 0.10g
Speed tester 15.0 0.45g 3 0.125g 0.10g
Hydraulic
Compressor 18.65 0.45g 1 0.125g 0.10¢g
A25  Misc, Group 1 41.0 0.80g 0.5g 0.60g
A26  Misc., Group 2 32.0 0.80g 6 0.5¢g 0.40g
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5.4 Soap Company

The detailed description of Soap Company is given in Appendix C.4,
The flow and storage diagram is given in Fig. C.4.1 of that Appendix.
This is a company that has some of the production processes coupled to
each other, as described in Chapter III.

Most of the electric power and energy is used by the company's pro-
duction-related processes. Table 5.4.1 gives the XlLa during each of the
three shifts per day of the department involved., Each of the (XL) for a

department is derived by

(XL) = Z XELE(azlwhen department or group is on)

£ refers to a sibgroup.

Note that the subscripts i,j are dropped from the notation, for
the sake.of convenience. Therefore, instead of writing Xij’ we will write
simply X. The expression [a£|when group is on) means the percentage of
time the individual machine is on, given that the group is on. Another
way of estimating (XL) is by measuring the transformer current when the
group or department is on. The KVA obtained from the measured current
usage is multipled by 0.8, the load factor, to account for the phase angle
and reactive power. The parameter values for (XL) and XLa are as given
in Tables 5.4.1 and 5.4.2 are the average or the compromise of the value
for XL and XLa derived using the above two methods as given in Table
C.4.5 of Appendix C.5.

Figure 5.4.1 gives the load profile for a typical week; Fig. 5.4.2
shows the comparison of the expected load curve for a day, derived from

theory with the sample mean load profile for a day. The theoretical

expected load for a day was derived by summing up all the XLa for each
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department during each shift, as given in Table 5.4.2. The sample mean
was computed using data from 30 weck days and the formula given in Sec.
4.1. The computer program, as given in Appendix D, is used for computing
the sample mean. Although the theoretical curve gives constant expected
load during each shift, good agreement and consistency can be found in
the above comparison.

To find the autocorrelation function of the residual for the total
load, the following approximations and assumptions are made. The first
assumption is that the synthetic tower's load is generated by a two-state
Markov process; the second is that the operation of the packaging lines
#1,5,9,10,11 and 12 are not coupled to the operation of the synthetic
tower. The third assumption is that the autocorrelation function of the
residual of the total plant load is approximately equal to that of the
synthetic tower alone. In other words, the effect of the rest of the
plant's load on the autocorrelation function of the residual was assumed
to be minimal. Each of these assumptions will be explained and justified
helow.

An example of how one group of machines can be acting as a block
and its behavior taken as a group can sometimes be modeled as a two-state
Markov process is given in Case 4 of section 2.5 of Chapter II. The syn-
thetic tower of Soap Company is found to behave in such a manner.

The coupling between the tower and the packaging lines Nos. 1, 5, 9,
10, and 11 is weak because of two reasons. First, the storage between the

tower and the packaging line has enough capacity to hold five to six hours'



-156-

worth of the material produced by the tower when the packaging line
is off. Second, the tower is being used for approximately 10 hours per
day on the average for a week day. However, the storage constraint for
this particular storage becomes active only if we try to run the tower
for six hours continuously or more during the off-peak hours, as described
in rate schedules (see Appendix A) without running the packaging line
simultaneously. Another constraint is the fact that the tower must be
shut down every few hours for the purpose of changing to a different
product line,

The effect of the packaging line on the tower's load when it is
on is taken into account to give a conditional effective load for the
tower when it is on. (XL} for the tower is approximately 1150 kW and a

= 0.40. This will give us a variance of the residual load for the

tower as
2 _ 2 1l
0%, ower (XL)“ a(l-a)
= 317,400 kW2
The cztower = 317,400 kW2 is much larger than the variance of the residual

of total of the rest of the plant -- which is estimated to be less than
10,000 kW2. We can see that by not including the rest of the plant, we
have introduced a 3% error into the variance of the residual load plant
or 1.5% error into the standard deviation of the plant's residual load.
This is negligible compared to the 14% error on the standard deviation
error that can be expected from the time average sample computation of

the autocorrelation function (see section 4.3.2 of Chapter IV).
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Figure 5.4.3 gives the residual load of the total plant and Fig,

5.4,4 the comparison of the autocorrelation function of the residual of
the total load, derived from theory as explained above, and the time-
average sample derived using the time series data. The theoretical curve,
RT[ﬁ], was computed based on parameters given in Table 5.4.2. RT[m] is

a weight autocorrelation function of three months, and can be shown

as follows.

1 1 1
Rp[m] = E'RTMaY[m] * 3 Regune (1 * E.RTJU1Y[m]

The comparison of the standard deviation of the residual loads is:

v R[0] = o 546 kW from measured time-average sample

I

v R[0] = o

T 558 kW from theory.

The shape of the theory and measured normalized autocorrelation curve
agree very well for m/4 less than five hours. For m/T greater than five
hours, along the wing of the autocorrelation function, the theoretical

curve approaches zero, while the measured curve oscillates,
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lst Shft.| 2nd Shft. 3rd Shft.
Adjusted | Adjusted Adjusted Source
XLa XLa XLa of

Department (kW (kW) (kW) Parameters
Tower Load that is

Independent of

Operation 186.57 202,82 202.82 Table C.4.1
Tower Load that is On

Only When Tower is

in Operation 462.03 462,03 462,03 Tables C.4.1 &

5.4.2

Soap Process 459.43 459.43 459.43 Table C.4.5
Bldg. & Mechanical (128) 175,86 158.01 158,01 "
Sewage Pump (134) 15.56 13,51 13.51 "
Shipping and

Warehouse (180) 105.94 105,18 155.20 "
Soap Tower § Making 714.77 580.54 270.55 "
Shop 42.14 22.46 12,50 "
Bar Soap Packing 167.71 167.71 59.62 "
Bar Soap Refrig'm. 165.91 165.91 165,91 "
Synthetic Granule

Packing (PSG) 62.52 62.52 Table C.4.3
PSG Support 144,55 144.55 117.99 "

Total

2703.88 2544.56 2077.46

Table 5.4.1
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0.8 KvVA Adjusted a n
Month When On XL XL ﬁ%n frac.) {#/hour}
ng 1977 1064. 16d 1158,58r 1111, 37 0.43392% 0.,0595¢
June 1977 1064, 16d 1158.58r 1111.37 0.4535% 0.0587%
July 1977 1064, 16d 1158.58r 1111.37  0.3598%  0,0438%
Table 5.4.2

Parameters of the Component of Load of the Tower that 1is Intermittent
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5.5 Foundry Company

The detailed description of this company is given in Appendix C.5.
The plant is divided into sections, such as: machine shop east, furnaces,
machine shop west, offices, etc. The electric stock in each sectiom is
divided into subgroups which have similar usage patterns. To each of
these subgroups an expected utilization factor is assigned for the day,
evening, night shifts and weekends (see Table 5.2) . These utilization
factors are guesses based on our knowledge of the plant obtained during
site visits and the procedure described in Chapters II and III.

The foundry has to be treated as a special case, because the fur-
naces are operated in such a manner as to take advantage of the off-
peak night hours (see Appendix A.2). This company agreed to the
increased night use, as described in Appendix A.2. The two furnaces
require a total of 580 kW to maintain them at the temperature of molten
steel. Additional power is needed for melting steel. For this analysis,
it is assumed that the 1720 kW additional power is needed to melt steel
during the hours from 10:00 PM to 1:00 AM and from 2:00 AM to 7:00 AM
for all week days. The increased night-use hours are described in
Appendix A.2.

The expected electric load of each subgroup for a particular section
at a particular time is the product of the electric stock of this sub-
group and the respective expected utilization facter, which depends on
the work shift. The electric load for each plant section is the sum
of the expected loads of the respective subgroups, and the expected

total load of the whole plant is the sum of the expected electric load



of each plant section. Except for the load at the furnaces, the
expected loads for all the other sections of the plant are derived by
using the approach described in the previous section.

Figure 5.5.1 gives the comparison of the theoretically derived
expected load of a week, with the actual load of one typical week.
Note that the form of data and analysis for this company is not as
complete as the previous four cases, because Foundry Company was studied
during the summer of 1976 at the early stage of the analytical and

"theoretical development of the load-modeling methodology.
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Table 5.5.1

Electric Stock and the Associated Utilization Factors

Symbols Used:

for Different Sections of Foundry Company

X = the electric stock for each subgroup in KW; superscript %
has been dropped for notational convenience,
L a = the expected utilization factor of X during a shift.
E{P} = the expected power demand
Subgroup (Lﬁ) 1itaSh' zng ih' Sid ih' lsg{i?. 2ng{§?. BrE{E?. ngﬁind
' - {kw) (kw) (kW) | (kW)
MACHINE SHOP EAST (BLDG. 36,34)%
Light 96. 8 g 1g 0.05g 96.8 96.8 5 5g
Hoist 190.2 {o0.1g .04g 0g 19 8 0 g
Machines 105.4 10.5g .20g 0 g 52.7 21 0 Og
Subtotal 168.5 124.8 5 5
MACHINE SHOP WEST (BLDG, 37, 7B)*
Light 55.7 lg ig 1g 55.7 55.7 55.7 3g
Hoist 111.9 0.1lg 0.06g 0.03g 11.2 7 3.5 Og
Machines 98.7 | 0.5g 0.3 g 0.15g 48.0 29 15 Og
Subtotal 114.9 91.7 74.2 3

* The expected utilization for the machines in this section is assumed to
be 0.5 at maximum during lst shift § weighted by the number of employees
during the 2nd and 3rd shifts.
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Subgroup { X [1st Shf.| 2nd Sh. | 3rd Sh. } 1st Sh.| 2nd Sh.| 3rd Sh. Weekend
E{P} E{P} E{P} E{P}
W
(kW La La La aw | aw) |
FOUNDRY (BLDGS. 9A,9B,9C,9D & 9)
Light 86.9 g lg 1g 86,9 86.9 86.9 g
Hoist 190.04] .l1g 0.07g | 0.01lg 19.0 13.3 1.9 0g
Sand mov'g|141.7 .15g .15g Og 21.5 21.5 0 Og
Subtotal 127.4 121.3 88.8 4

OFFICES § WOODSHOP & MISCELLANEOUS (BLDGS. 1, 1B,1C,24,25,24B,35, 31)

Light 29.9 g 0.05g | 0.05g 29.9 1.5 1.5 | 1.5g
Machines 9 0.5g g g 0g 4.5 Q 0 0 g
Hoist 55.9( 0.1g Q 0 5.5 0 0 0g
Subtotal 39.9 1.5 1.5 1.5
Exhaust fans 93.25 kW 93.25¢ 75 g 50 g 0g
fans (125 HP)
Compressor  53.25 93.25g 93.25g 93.25g 93.25g
Electric H O
Heater
& Pump 62.3 62.3g  62.3g 62.3g 62.3g
Dust Coll. 111.9 111.9¢g 75.0g 50.0g 0g
(150 HP)
X (in kW)
Air condition- 98.4 kW running during 1lst shift only
ing (summer)
Heating (Elec- 100 kW running at all times during winter
tric {winter)

Table 5,5.1 (continued)
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5.6 Printing Company

The detailed description of this company is given in Appendix C.6.

It can be divided into the expected electric power demand of the electric
stock in Buildings A, B, and C. When the physical model of Priﬁting
Company shown in Fig. C.2 of Appendix C.6 is used as a guide to derive
the total electric load of the plant, it can be seen that electric stocks
from Bldg. A can be treated as a group and divided into subgroups for
lighting, fans, machines, etc. Building A has supporting equipment for
the plant that does not directly relate to the rate of flow of paper
through the production steps and processes involved. Building C con-
sists of storage areas, and except for the waste baling operation,
electric power is needed only for lighting. Building B is the main
production building; it has four printing presses and three different
sets of binders, cutters, and packaging equipment as shown in Fig. C.1.1.
The production level and schedules are different from day to day, and
for different times of the year; therefore, different cases or schedules
or M's are considered for summer and winter in this study.

The schedule of the four cases for this company is shown in Table
5.6.1; they were constructed as some of the representative cases for
operation during different times of year. The electric stock data were
taken during plant visits and the expected utilization factors are
pure guesses, based on the procedure as described in Chapter II.

The theoretical expected load for each shift and for weekends
resulted from the above four cases (see Table 5.6); it gives such results

as: the level of demand and energy usage during an eight-hour shift, that
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P

is consistent with the measured data on demand and energy usage of
a month, obtained from the billing data (see Table C.1.1).

This company was studied in the summer of 1976. At that time,
the modeling methodology was not developed to the present stage, so

the analysis is different from that of the first four cases.
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Table 5.6.1

Electric Power Demand of a Particular Section During a

Particular Shift for Printing Company

1st Sh.| 2nd Sh.[ 3d. Sh, Weekend
I1st Sh.| 2nd Sh.| 3d Sh. E{P} E{P} E{P} |E{P}
Subgroup IX(kW) L a La L a (kW) (kW) (kW) (kW)
BUILDING A|
Lighting| 27.6 1g .05g .05g 27.6 1.4 1.4 1.4¢
Machines| 73.62 [ 0.5g Og Og 36.8 0 0 Og
Fans 5.2 lg Og Og 5.2 0 Og
Subtotal ~69.63 1.4 1.4 1.4
BUILDING B
[ ’ 1
Lighting | 26.16] 1g 51 51 26,16 26.1681 26.16Sl 26.163,8
Fans't 55.95t 1¢g _SE*. 2 55.95] 55.955, SS.QSS:2 55.955,8
Compressor 33.63| 1lg 1g 33.63 33.63 33.63 33.63g
Vacuum
pump 18.65] 1g lg lg 18.65| 18.65 | 18.65 | 18.65g
Subtotal 134,39 52.28 same as same as
+26.1581 2nd 2nd
*+55.95D, shft. shft.
t- to suck out rejects.
Symbols Used: X = electric stock for each subgroup (in kW); superscript
£ has been dropped for notational convenience.
La = the expected utilization factor of x* during the xth

shift.

1 when someone is working in the building

5y = {0 when nobody is working in the building
wxg =-{1 when a cutter is omn
2 0 when all cutters are off



-172-

Table 5.6.1 {(continued)

X E{ulon } E{ujoff} E{P|on}
(ki) (kW)
BUILDING B
Printing Press #1
Main Drive 111.90 1g 0g 111.90
Other Motors 11,19 1g Og 11.19

Subtotal 123.09

Printing Press #2  (same as #1)

Printing Press #3

Main Drive 149.2 1g Og 149,2
(2 x 100 HP)
Other Motors 14,9 1g Og 14,9

Subtotal 164.1

Printing Press #4

Main Drive 149.,2 lg Og 149.2

(2 x 100 HP)
Other motors 22.3 1g 0g 22,3
Subtotal 171.5

Binder, Cutter & Packaging #1

Motors for machines 48,1 0.75g Og 36.1
Packaging machine 30 0.50g Og 15
Subtotal 51.1

Binder, Cutter § Packaging #2 (same as #1)

" Binder, Cutter § Packaging #3

Motors for machines 28.0 0.75g Og 21
Packaging machine 30 0.50¢g Og 15

Subtotal 306
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Table 5.6.1 (continued)

X
BUILDING C . (kW) E{u]on) E(uloff) E(P |on)
Warehouse
Lighting 10.5 1 1 1
Waste Baling
Hogger drive §
Ist blower 106.9 1 0 100.,9
Balers and
2nd blower 63.41 0.5g 0g 31.7
Subtotal 132.6 (kW)
1st | 2nd 3rd llst Shi2n Sh. [3rd Shipeekend
X Shift | Shift | Shift!E(P) E(P) | E(P) E(P)
Air conditioning (kW) L a La |La |[(kW (kw) (kw) (kw)

for all buildings
. 80.53 | 1g 0.4g | 0.4g |80.53 | 32.2 32.2 |32.2¢g
in summer
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Table 5.6.2

Case Studies for Printing Co. During Different Seasons

Case 1
Summer
2 Printing Presses (#1 and #3) on for the first shift
1 PrintingPress (#3) on for the second shift
#1 and #2 Cutter, Binder, § Packaging machine on for first shift

Waste Baler on for first and second shifts

Total Power Demand for First Shft. 2md Shft. 3rd Shft. Weekend
(in KW) 817.04 470.34 96.38 96.38
Case 2
Sumnmer

2 Printing Presses (#1 and #2 for first shift
#3 Cutter and Binder on for first shift

Waste Baling on first and second shifts

Total Power Demand for 1st Shft. 2nd Shft. 3rd Shft. Weekend
(in kW) 709.8 218.98 96.38 96.38
Case 3
Summe

#1 and #2 Printing Presses on for first shift
#1 Printing Press on for second shift
#1 and #3 Binder, Cutter § Packaging Machine on for first shift

Waste Baling on first and second shifts

Total Power Demand for 1st Shft. 2nd Shft. 3rd Shft. Weekend

(in kW) 801.9 378.23 96.38 96.38
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Table 5.6. 2 Continued

Case 4

Winter (Very little electric heating)

#1, #2, and #3 Printing Presses on for first shift
#1 and #2 Printing Presses on for both second and third shifts
#1, #2, #3 Binders, cutters & Packing Machines on for first shift

Waste Baling - first and 2nd shifts

Total Power Demand 1st Shift Z2nd Shift 3rd Shift Weekend

(in kW) 895.6 50,132 368.72 64.18
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Table 5.6.3

Electric Power and Energy Usage Data of

Printing Company's Printing Plant for the

Year 1975
Month Demand Effective Ratio of Energy | Hour Used
kW/0.8 KVA Demand kW/KVA Usage i} -Energy
KWH . Usage Eff.
Demand (Hr)
January 954/888 854 0.859% 318,600 333
February 909/864 909 0.842 324,900 357
March 864/816 864 0.847 290,700 336
April 864/816 864 0. 847 288,000 333
May 918/340 - 918 0.874 344,700 375
June 909/864 909 0.842 273,600 300
July 783/720 783 0.870 293,400 374
August 753/696 753 0.865 233,200 296
September  828/792 828 0.836 334,800 404
October 891/816 891 0.873 340,500 348
November 873/840 873 0.831 342,000 391
December 882/ 882 342,000 387
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5.7 Discussion and Perspectives

This chapter deals with the physical model and analysis of the six
companies analyzed. The idea from the two aspects of the physical model -
the stochastic aspect of Chapter II and the flow/storage aspect of Chap-
ter ITI -- is used to model and analyze each company.

The two-state (zero-one} Markov process model in continuous times
was extensively used for computing the expected loads and the autocorrela-
tion function of the residuals for the four companies studied in the
summer of 1977, They are described in sections 5.1 to 5.4. The parameters need
for modeling each piece of equipment as a Markov process are X, L, a, 0
as described in Section 2.4 of Chapter II. X, the installed capacity in
kW, is found by reading the nameplates of the machines. L, a, and n are
found from the company's records, or logs, or they could be guessed values.
These parameters are found for all large machines that are-turned on and off
at completely random times; each machine is then modeled as a Markov pro-
Cess.

If the Markov process model 1s used, the autocorrelation function of
the residual of each piece of equipment is as given in Eq. (2.4.20). If
these pieces of equipment are independent of each other, then the auto-
correlation function of the residual of the total load can be approximated
and found by summing up all the autocorrelation functions of each piece of
large equipment. The expected load for each piece is XLa, as given in Eg.
{2.4.19). The expected load of the whole plant is the sum of all the

expected loads for all equipment for the entire plant.
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The idea discussed in Chapter III is used as a conceptual guide.
For example, from flow/storage types of considerations, it can be con-
cluded that the plastic molding machines of Small Plastics Company are
independent of each other. The same holds true for Brush Company. From
the flow/storage type of consideration, all the equipment belonging to
the tower of Soap Company is treated as a single block and modeled as a
two-state Markov process, as described in Chapter II.

The expected loads and the autocorrelation functions of the resid-
ual for each of the four companies studied is computed from the model.
These two quanfities compared favorably with those computed using time-
series data. The comparison agrees within the range of variances for
the sample mean and the time-average sample autocorrelation function,
as described in Chapter IV.

The conclusion of this chapter is that it is feasible to develop
a satisfactory industrial electric load model for each industrial firm,
based on physical data -- X, L, a, n for each piece of equipment, how
processes are coupled, etc. The model gives statistics for load that
compare well with the statistics computed from time-series data.,

It should be noted that many of the parameters used are guesses.
Therefore, the model can be modified and improved by company personnel.
Improved guesses for parameters could be found. (XL) for some crucial

equipment could be measured directly, and logs kept to derive a and n.
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CHAPTER VI

MODEL STRUCTURE: ECONOMIC CONSIDERATIONS

In Chapters II, I1I, IV and V, it was shown that the physical load
modeling methodology could be used to derive the total expected load of a
plant, and the related autocorrelation function of the residual load.

The theoretically derived expected load and autocorrelation was found to
have good agreement with the sample mean and the time-average sample auto-
correlation function derived from time series data. However, in these
chapters it was not explained why a particular schedule out of a set of

an infinite number of possible schedules was the one chosen by the managers.

Here in Chapter VI it will be shown that the economically attractive
schedules of a manufacturing plant can be determined based on economic com-
siderations of two types of costs which are functions of the time of day.
The demand charge or time-dependent energy costs discourage the plant man-
ager from using electricity at the plant's or utility's peak demand hours.
(See Appendix A and §6.1, this chapter). The wage of a firm's employee
generally varies with the time of day. For example, the wage at Foundry
Company, compared with the first shift, is 20% higher for the third shift,
15% higher for the second shift.

Sections 6.1 and 6.2 show how an incremental monthly charge of elec-
tricity, under the present rate structure with respect to demand, along with
the time-of-day wage, can be used to explain how an optimal schedule of a
firm that incurred the least monetary cost can be found. In 8 6.2 we intro-
duce a very important concept which considers the ratio of the load of
each production process or department during a shift, and the number of

employees working during that shift, in kW per person., The consideration
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of kW/person of a particular section of the plant greatly simplifies the
firm's scheduling problem. Instead of having to consider the scheduling
problem of a firm for all sections simultaneously, it is now possible to
take each section individually. Parts 6.3 and 6.4 of this chapter use
the approach described in § 6.2 tc explain why each manufacturing firm
being studied operates its plant according to a certain schedule. Section
6.5 explains how kW/person as a concept can be used by managers as an aid
in deciding when to buy new equipment; §6.6 gives the net change in the
electric power demand of a utility when an industrial customer reschedules
its operation, and §6.7 discusses the social implications due to the
changes in a firm's schedule. Sections 6.8 and 6.9 show the effect of
the present H rate, the new time-of-day rate, as well as other hypothetical
rate structures, on a manufacturing firm's scheduling. 356.10 describes
how the cost of moving a kW of the coincident electric power demand from
peak demand hours of a utility's load, can be computed quantitatively for
a manufacturing firm.

6.1 Analysis of the Monthly Electrical Charges and the Schedule of

A Manufacturing Firm

The manufacturing firm as a large power user is generally charged
according to a few special rates, Appendix A shows one of these rates,
Rate H, being used by the Massachusetts Electric Company and its new pro-
posed rate, Rate X. The monthly charge for electricity according to Rate
H for a particular month consists of a demand charge, which is a highly
nonlinear function of the monthly peak demand, and the energy charge,
which is another highly nonlinear function of the monthly peak demand,

plus the energy usage of that particular month. Therefore,
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under these rates, there are two types of incremental monthly electric
charges to the firm. Note that not all the industrial customers are
charged under the H Rate. The proposed Rate X is a linear function of
peak demand, peak hour energy usage, and off-peak hourly usage plus a
constant customer charge and a fuel charge. (The definition of these
terms can be found in Appendix A.)} An important concept that will be
introduced here is the fact that the monthlycharges under H Rate or X
Rate are well defined functions and can be represented mathematically as
functions of peak demand, energy usage, peak hour energy usage, off-
peak hourly energy usage, etc.

For instance, MCH, the monthly charge under Rate H, and MCX, the

same under the proposed Rate X (as given in Appendix A) are as follows:

MCH(e, D} = f£4(D) + f_(e,D) (6.1.6)

where fd is the demand charge and fe is the energy charge; both are non-

linear functions.

MCX (el, EZ,D) = 100 + ® oasonal D + 8151 + 8262

fuel charge (6.1.2)
The advantage of representing the monthly charges as mathematical func-
tions is that the rates can be analyzed and compared in various ways in
which we may be interested.
The first step in analyzing the H Rate is to find its two possible

partial derivatives, i.e., the incremental charges.

(1) EM%%LELEl— - incremental monthly charge for electricity with

respect to a unit change in peak demand keeping

the energy usage as a constant,
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(2) oMcH (e,D)

X ~ incremental monthly charge for electricity
[

with respect to a unit change in the amount of
the energy usage keeping the peak demand as a

constant.

To find the two incremental charges, we can proceed, using Eq. (6.1.6)

as follows:

OMCH(e,D)  _ 2£4(D) . oy e.D) (6.1.3)
3D ) D o
oMCH(e ,D)  _ Efsfii?l (6.1.4)

e B e ’ o

From Eq. (6.1.2) we can see that the incremental monthly charges for. the

proposed Rate X are:

IMCX

3D = Otseasonal (6.1.5)
aMCX  _
3¢ = B (6.1.6)
1
IMCX
382 = 82 (6.1.7)

For the purpose of the following discussion, most of the derivations are
done using the H Rate. However, the result can be generalized to Rate X:

and any other type of conceivable rates.

aMCH/5D 1is useful for a manager who is trying to evaluate changes
in the total plant cost by changing a day shift to operation at night, or
vice versa. Consider the case of a company with a peak demand of elec-
tricity occurring during the day. To reduce the demand charge of his

electric bill, he could change a particular section or department of his
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plant (e.g., a machine shop, a crusher) which is operating during the day
to be operated at night, when the demand for electricity of the firm is
low. Of course, the new schedule must satisfy the physical constraints
such as flow and storage capacities, which were described in Chapter III.
Assume that such a change in schedule will change the peak demand for
electricity only for the month, with little or no change at all in the
amount of electrical energy used. The rescheduling of the section from
the day shift to the night shift will reduce the demand, thereby reducing
the demand charge. For a company working under time-of-day rate, such a
rescheduling will also reduce €, and increase €, - Therefore, there is
an additional saving, due to the saving from the energy price differential.

However, other costs will increase, mainly because the employees of
the plant are paid at a higher rate to work at night. If the possible
reduction in kW of peak demand, as well as the number of employees involved
is known, it is possible to develop a rough, but very fast and convenient,
rule for evaluating the merit of such a change in schedule as follows:

The total cost for the month to operate the plant c¢an be described

as
T™C = MC + OMC {(6.1.8)

where TMC is the total monthly cost

MC is the monthly charge for electricity
OMC is the other operating costs for the month.

The change in total cost due to a schedule can be expressed as follows:
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monthly monthly
savings extra cost

ATMC = AMC  + AOMC i | (6.1.9)

Assuming that only the peak demand for electricity of the month is changed
with the energy usage remaining constant, we can rewrite the above

expression as

oMCH (e ,D)

ATMC D

dD + AOMC (6.1.10)

D
o]

where Dé indicates a new peak demand for a plant under H Rate. Note
that the 3MCH(e,D)/3D used is valid only for a company under Rate M,

For a company under rate X, OMCX(e D) /8D plus a term due to savings

1’62 H
from the energy rate differential must be used.
We can proceed further with the analysis by assuming that the change

in the other monthly operating cost, AOMC, is mainly due to the change

in the hourly rate of employees:

s, & R2, - Rl, = R3, - Rl, . (6.1.11)
1j ij ij 1] 1j
Note that R%j = jo is assumed, which says that the hourly wage for

employees working during the second shift is the same as the hourly wage

paid during the third shift, which gives

AOMC = AR,. x HW,, x L. (6.1.12)
ij ij © "ij

whete Hwij - working hours/person/month for the section i1 - j.

Lij - number of persons for the section i - j.

for the rescheduling of the section 1 -+ j.



-185-

Substituting AOMC from Eq. (6.1.12) into Eq. (6.1.11), for a

company under H Rate, we have

_ 3MCH (e, D)
ATMC = J e

D
o

dD + AR.. x HW.. x L.. . (6.1.13)
1) 1] 1)

For the new schedule to incur a net saving, ATMC < 0 is required. This

gives
Dl
aMCH(e,D)
- f TEE dD 2 ARy X HW L x Lis (6.1.14)
D
o D’
0
Note that in Eq. (6.1.14), the term J i—I\il-c—:%—lgg-’——[zl-dD is negative for the
D
)

cases of interest which represents the fact that tﬁere is a saving or re-
duction in monthly charges of electricity from rescheduling. Equation
(6.1.14) gives the first necessary condition for a manager to consider
rescheduling of a section to save on operating cost.

Using the argument and approaches described above, we can find a
schedule for each section of the entire plant which will incur the least
cost for a given level of material output for a manufacturing plant; this

is called the "optimal feasible solution'.
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6.2 Decision Rules for Rescheduling in a Plant

In Eq. {6.1.14} of §6.1, if it is assumed that the change in D,

is small, the following expression is obtained for a firm under H Rates:

3MCH (e, D)

D (Dé - DO) z_ARi. x HW.. = L., {6.2.1)

e D J 1) 1]
o’ 0

Hwij is the number of working hours per employee per month; Lij is the
number of employees at the section i + j for a particular shift. Note
that this is just an approximation, because 8MCH/3D contains many discon-
tinuous points. See Appendix A. The above equation can be rewritten to
yield:

- T
(0, - D) AR, . X HW,

0 j ij
T 2 HMCH(e,D) | (6.2.2)
tJ 3D
o’ Do

which is the new form of the first necessary condition that a particular
section has to satisfy before it can be considered for rescheduling to

achieve a net savings in its operating cost.

. o (Dy - DY) X5 5% 3
Define Aij = T = i (6.2.3)
1] 1)
where a.. = La can be shown using the argument shown in Chapter IT if

1]
the load of section 1 =+ j is not dominant compared to the plant's total

electric load. Note that in Chapters II and III, La was assumed to
be a constant. Aij has the unit of (kW/person). Under H rate, Af} can

be computed as follows:
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e A AR. . x Hwi.
Af £ 1] J (6.2.4)
1 aMcH
0 |e_,D,

Additional labor cost/person due to rescheduling (§/pers.)
Saving per kW reduction in demand due to rescheduling

($/kW )

where A;3 is the break-even kW of electrical demand per person,

For a first-round analysis which is approximate, we can proceed and
develop the following rules that can be used to determine if a section of
a manufacturing plant can be rescheduled to save on its operating cost.
These rules were derived based on the first necessary condition for econ-
omically rescheduling their operation by the plant managers.

X. .0, .
(1) if A,. = 23311 5 ,°f

ij Lij — ij

then adopt the idea for further study on possible rescheduling of the
shift from day to night.

Xi5%j e

(2) IfA.. = 2L o4

ij L 13

- reject the idea.

P

(3) Clearly, if =& <aAS
L.. ij
1]
then e Xi :
.. <A, , because A.. < =1 5
1) 1] 1)} — Lij

therefore, reject the idea,

Aij and Af} are important and useful concepts to deal with, and A;E

can be rewritten as follows:
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e Hwij
A o Vame, —  |8Ryy)
50
ao,Do

It can be seen that A;? is linearly dependent on the wage differential
ARij. However, the coefficient (Hwij/BMCH/BD) is a nonlinear function of
the peak demand and energy usage because of 8MCH/3D.

If the company is under X Rate instead of H Rate, then to derive
e

A,

. , the dollar saving per month due to reduction
1]

in one kW of demand requires the use of

MCX (aMcx _ BMCX) NHT ,

aD o€ ae
1 2

where NHI is the number of hours involved per month that change from

peak hour operation to off-peak hour operation and (Q%%K.'.ﬂ%?ﬁ) NHI
is the dollar saving per month derived from energy rate 1 diffeiential
due to rescheduling of a 1 kW constant expected power demand from the
first shift to the second or third shift, for a month, as given in

Table 6.3.3 of the next section,.
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6.3 Determination of the Optimal Schedule of a Manufacturing

Plant: Numerical Example

Case 1: Assume that all companies are under H rate, as described
in Appendices A.1l and A.2 to simplify the analysis. Tables 6.3.1 and
6.3.2 give some of the Aij and A;} for some equipment and processes

of the seven companies.

The above approach could be used to explain why Foundry Company
runs the furnaces for melting at night, and all the other sections
during the day, unless a particular section is under multiple shift
Consumer Product Company¥*, Printing Company®* and Abrasive Company
run all their operations during the day, unless there is a multiple-
shift operation for a certain process or department. The need for the
multiple-shift operations at a particular section is a function of:

(1 ) the demand of the plant's material output, and (2) the flows and
other constrainfs of a particular section of the plant which can be
explained by the physical model described in Chapter IV.

The waste baling operation at Printing Company has Aij slightly
greater than A;? . For the waste baling operation, Aij% 66 and
A;} =~ 34, kW/person, based on ARij = $0.60/person/hour. However, the
waste baling operation at Printing Company is operated during the first
and second shifts, although it might have been possible to save momey
by operating during the second and third shifts. This does not contra-
dict the analysis, because the possible saving is approximately equal to

$200/month. However, in actuality, under Rate G, the saving is smaller.

* Consumer Product and Printing Companies are under Rate G, but for
our purpose here, they are treated as belonging to Rate H.
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In the computation of Aij for Printing Company, the factor (La) is
not -included , in computing the expected load. If this is
included, the Aij will be smaller, and therefore the saving will be
smaller.

It can be seen that the waste baler of Printing Company deserves
further study, but the amount of savings involved might be insufficient
for the firm to change their operation to the third shift, under H
rate, assuming it is a two-shift operation.

Consumer Product Company schedules most of its operations. during
the first shiff, except for the heat-treating furances which operate
24 hours/day. There is no wage differential for different shifts,
according to the company's policy, because only a very small percentage
of employees work at night. Further consideration is needed to deter-
mine if sections of Consumer Product Company can be operated at night.
First, if more employees are to be assigned to work at night, an incentive
in the form of a higher wage is needed. Second, one should be aware of
the fact that Consumer Praduct Company has had difficulty finding skilled
and semi-skilled employees; this will limit them from running much of
their operations at night. Howevei, if one assume that a wage differ-
ential of, say, ARij = §.50/hour/person between the workers of the
first and second shift is necessary, a breakeven A;} of 50 kW/person
is reached. But all sections of this company have their Aij'(kW/person)
much lower than 50 kW/person (see Appendix C.7), so it is clear that
this company will be unable to effect a saving by rescheduling its

operations from day to night shifts under H rate.
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Abrasive Company has most of its larger production processes in
the category of Aij = 10 to 20 kW/person. Therefore, none of the processes
are economically attractive for rescheduling under H rate, because the break-

even A;} = 25, which is larger than its Aij'

Small Plastics Company has some of its power-intensive plastics mold-
ing machines ranging from Aij = 7 - 40 kW/person. ARij = (.25 $/person
per hour and its breakeven A;} = 12.5 kW/person. So it can be seen that
a few of their processes have economic potential for rescheduling. However,
they are running three shifts day, therefore there cannot be any rescheduling.

Brush Company has its power-intensive plastics molding machines rang-
ing from Aij = 20 to 150 kW/person. ARijz 0.25 $§/person/hour, and A;} =
12.5 kW/person. Many of its processes have economic potential to be re-
scheduled, but since they, too, run three shifts per day, there can be no
rescheduling.

Scap Company has Aij = 200 kW/person for its "tower". Its breakeven

Af} = 21 kW/person. However, the tower is running three shifts per day,
intermittently, so although it has economic potential for rescheduling, it

is not physically possible.
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Table 6.3.1
Some Aij of the Seven Manufacturing Firms*
Section or Ai. Schedule of
Department (kW/per;on) Operation
Furnace for melting steel
at Foundry Company 1700 oxr greater 3rd shift

Typical machine shop for
all firms from 2 to < 20 day shift or
multiple shifts

Printing press at
Printing Co. ~20 day or multiple shift

Waste baling at .
Printing Co. Y66 day or multiple shift

Plastics extrusion molding
at Small Plastics Co, 7 to 40 three shifts/day, five
days/week intermittently

Plastics extrusion molding

three shifts/day, five
at Brush Co. 20 to 150 days/week intermittently
Tower (synthetic soap pro- three shifts/day, five
cess) at Soap Co. " 200 days/week intermittently

Large machines at
Abrasive Co. 10 to 20 day or multiple shifts

* Note that when computing the Aij of Soap, Abrasive, Small Plastics
and Brush Companies, the factors L and a were included. However,
when computing Aij for Printing, Consurer Product and Foundary Cos,

the fac¢tors L and a were not always included.
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Table 6.3.2
Foundry Consumer Printing Small Brush Soap Abrasive
Company Product Co. Company Plastics{ Company Company Company
Co.
=4
Q
{thousands of KWH) 1000 350 320 410 1500 1250 1800
Do 1600 1500 810 850 3400 3500 4300
(in kW)
HU0
650 230 395 480 440 370 425
= g /D
Q Q
{(in hour/month)
SMCH 3.79 1.76 3.14 3.54 3.54 3.14 3.54
3D Eyq)
(in $/KwH)
1st to 3rd Shift
ARij 1,00 0.5* 0.60 Q.25 0.25 0.375 0.5%
(8/person/hour)
Breakeven
(kW/person) 46 50 34 12.5 12.5 21 25
AL,
1]
from 1st to 3rd Shft. *
= assumed value
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Case 2
Suppose all the seven companies were under Rate X, as described
in Appendices A.3 and A.4.

Let S be savings in dollars/month for reducing 1 kW of the expected

load from the first shift. Then
g = MCX  [3MCX  SMCX } oo
aD 851 382

as described in Section 6.2. Table 6,3.3 gives the savings S for
different types of rescheduling during different seasons. To compute the
NHI, we have assumed that the company is under a schedule in which shift
changes occur at 8:00 AM, 4:00 PM, and 12:00 midnight.

Figure 6.3.1 gives the breakeven curves Af} as a function of AR, the
wages differential, for different types of rescheduling for different

seasons under X rate., Note that:

where ARij and HWij are as described in Section 6.1. Table 6.3.4 gives
the Afz of each company for different types of rescheduling during dif-

ferent seasons under X rate,
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1st to 2nd Shift p Manter 4.938 ($/kW)
Summer 7.358 "

1st to 3rd Shift [ Winter 6.368 ($/kW)
Summer 8,788 n

2nd to 3rd Shift 1.43 ($/kW)

Savings in $/kW per Month (based on X-01 Rate

of Appendix A.4)

Table 6.3.3

Savings S, due to rescheduling of a constant 1 kW
of expected power demand from an 8-hour shift, or

8 KWH per shift for all 22 working days of a month.
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e e e e

A for A, for| A, for| A.. for
1st - 2nd Sh.|1st-3rd Sh. 1] 1] 1] 1]

AR AR 1st-2nd lst-2nd | 1st-2ndj 1lst-2nd

Company ($/hr-pers) ($/hr-pers) Winter Summer Winter! Summer

(kW/pers) |(kW/per) !(kW/per)[kW/per.)
Foundry Co. 0.75 1.00 27 18 28 20
Consumer 0.50* 0.50% 18 12 14 10

Product Co.
Printing Co. 0.45 0.690 16 11 17 12
Small Plastics 0.15 0.25 6 4 7 5
Co.

Brush Co. 0.15 0.25 6 4 7 5
Soap Co. 0.3 0.38 11 8 11 8
Abrasive Co. (.5* 0.5* 18 12 14 10

Table 6,3.4




6.4 Example of Optimizing Schedule Under Production Growth

What is the best schedule for Foundry Company (see Appendix A.5)

when the production increases? The answer to this question involves both

the physical model and the economic considerations that have been dis-
cussed. Its furnaces each have storage capacities of 15 tons of molten
steel and a maximum melting rate of 2! tons per hour. It takes 400 KWH
of electrical energy to melt a ton of steel. At present, Foundry
Company's operation is as follows: during the 3rd shift, it melts about
20 tons of steel per day on the average, at the rate of 2 tons per hour
for each furnace, using 1600-1700 KW of electricity for both furnaces
duriﬁg melting hours. The furnaces are operated by a single person
working the third shift. Two other workers on the first shift pour the .
molten steel into molds. Foundry Company would not have to make any
schedule changes for melting up te 30 tons/day or 150 tons/week of

steel, but if more than 30 tons/day is to be melted, additional consid-

eration is needed to find an optimal schedule¥ The following options are

open to the manager:
(1) To melt steel during the day on week days
(2) To melt steel at peak capacity of 5 tons/hour at all reduced
demand hours, pouring simultaneously at night, except weekends.
(3) To melt steel on Saturdays and Sundays during off-peak hours.
The following analysis will be done for the company under H rate. Assume
that an additional 75 tons of molten steel above the 150 tons/week is

needed.

* The example as given in this chapter was derived based on the assumptions
that increased night use (off peak) hours, as described in App. A.2, are from
10:00 PM to 7:00 AM for all weekdays. This time interval changes with time

and is determined by the utility to suits its needs.
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(Note that the wage for the first shift is $5/hour/person, that the
second shift pays 1.15 times the first-shift wage, and the third shift
1.20 times that of the first shift; the wage for Saturday is 1.5 times

that of weekdays, and for Sunday, twice the regular weekday rate.)

Option 1 involves melting and pouring during the day, which would mean
an additional cost for an increase in demand, plus the additional labor
cost for a furnace operator. An additional shift running, with one
fornace during the day would be able to increase the melting capacity

to 45 tons/day, which means 75 tons/week more steel.

Added cost/month for additional

)

capacity of 75 ton/week: Cost/month for one man at regular

wage

+ Added demand charge for electricity
per month

+ Added energy charge for electricity
per month

= §5 x 176 ($/month)

+ 800 x 3.79 ($/month)

+ added energy charge/month
= 880 + 3032 ($/month)

+ added energy charge/month

= 4912 + added energy charge /month
in ($/month)

Option 2 Involves added cost for two additional foundry men on the third
shift and the added demand charge for melting the 1 ton/hour more steel,
which consumes an additional 400 kW of demand. Since this additional de-
mand occurs during the third shift, for billing purposes only, one-half

of the added 400 kW of demand will be used (see Appdices A.4 and C.5).
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Added cost per month for additional

75 tons/week =  added cost/month for two men on the
third shift (wages for 5 days/week)

+ added demand charge/month

+ added energy charge/month

”

2 x 1.2 x5 x 176 + 200 x 3.79 + added energy charge/month ($/month)

2112 + 758 + added energy charge/month ($/month)

R

2870 + added energy charge/month ($/month).

Option 3 . In this option, one furnace operator will work from 7:00 AM
to 7:00 PM on Sunday, in addition to the regular operation. Two men
will work from 8:00 AM to 7:00 PM on Saturday, 12:00 Noon to 3:00 PM on
Sunday, and one furnace operator could melt steel on Saturday, Sunday,
and Monday mornings if needed.

Added cost per month for additional
75 tons/week

two men on Saturday for 4 days/mo.

+

four men, Sunday, 4 days/month

added demand charge/month

+

+

added energy charge/month
= 2x1.5x5x8x4+4x2x5x§x14
+ 0 + added energy charge/month {$/month)

t
demand charge

I

480 + 1280 + added energy charge/month ($/month)

1760 + added energy charge/month ($/month)

1]
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We can see that Option 3 gives the cheapest alternative, and can
therefore conclude that if the company's business grows and the demand
for molten steel grows, then the economically attractive option is for
the company to use the melting furnaces during weekends.

This example shows that the physical/economic load modeling method-
ology as described in this document can be used by utilities and their
customers themselves to find out what type of options large industrial
power users have when production and business grow at a given rate.

If the above computations for the three options were carried out
for the company under X rate, then it can be seen that option 3, that
for melting steel during weekends, becomes even more attractive, because
the demand charge under X rate is higher and there is also an energy
rate differential (see Table 6.3.3). The actual computation is similar

to that shown above, and will not be repeated.
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6.5 Guide to WNew Investment Decisions

The described approach (see §6.2) gives an indication of how new
investment decisions can be made. For example, when a firm wants to
expand its production and needs new capacity, should it: (1) buy new
machines and operate them during the first shift, or (2) run the existing
machines for a second or third shift, instead of buying new machinery?
The rules for making the decisions for these possible alternatives are

as follows:
(1) 1If Aij << A;E , then it is not necessary to consider the
effect of a savings on the monthly electric charge; buy the

additjonal equipment if needed, and operate it during the

first shift.

(2) 1If Aij Y A;E » then consider the effect of savings on the

monthly electric charge before buying new equipment. It
might be cheaper to use the existing equipment for the
second or third shift.

(3) IfA..>A .

1] 1]
to run the existing equipment for second or third shifts.

» then do NOT buy new equipment. It is cheaper

In the above analysis, the interest cost of financing the purchase of
equipment was not included. If this cost is also added in, then under the
second and third alternatives, it will be more attractive for an industrial
company not to invest in new equipment, but to run the old equipment for

longer hours.
It should be noted that the decision rules given in this section are

first-round approximations. The actual investment decisions might involve
many other important issues. However, for many situations, this type of

rough guide is helpful.
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6.6 Net Demand Change Due to Production Rescheduling

In this section, the effect of rescheduling an industrial employee
on the load of a utility will be analyzed. If an industrial customer
reschedules one of his operations or production processes from the first
to the second or third shift, then his expected demand would go down.

The nét effect on the utility's load during the first shift would include
the reduction of the expected demand due to reduction of the expected
demand of this industrial customer; the increase in the expected resi-
dential demand due to the fact that the employee would be at home, using
his appliances and other equipment.

Define the following:

A;E[n] & the net changes in the electric power demand of a
utility at hour n (of the day shift) due to changes
in the schedule of an employee from a particular
i » j section of a manufacturing plant.

Ar[n] 4 the kW per person in the residential sector at hour
n (of the day shift). This is the amount of electric
power a person from the residential sector would use
in hour n (day shift).

Ai} = can be expressed as follows:

;‘j ] = Ay - AT [n]

Let us assume that on the average, each person from the residential sector

is responsible for less than 2kW of the utility's peak. We know that Aij

which are economically rescheduled has to be larger than A;E . This is
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the necessary condition for economic rescheduling of an operation. Under

H Rate, A;? is approximately 50 kW/person,
Define A{j = the kW/person of a process that could be economically
rescheduled,
Agj = the kW/person of a process that could not be

economically rescheduled.
We then have

A" < 2 [(kW/person)

Agj £ 50 (kW/person)

Aij > 50 (kW/person)
It can be seen that A£j>> AT under H Rate; this condition will still be
true under X Rate.
Therefore

A?j[n] = Aij
The conclusion here is that if a person could be economically rescheduled,

then the effect on the total system load, due to his usage of power at his

home, is minimal.



6.7 Social Implication Due to Production Rescheduling

Suppose X kW of demand from the industrial sector of a utility
during the first shift can economically be rescheduled by its industrial
cusomters to the third shift. What is the number of people that have to be
rescheduled from the first to the third shift?

Define

e

NPC the number of people that are being econcmically
rescheduled by industrial managers from the first
to the third shift for the entire service area of a
utility.
Al. = those production processes with kW/person that could
economically be rescheduled, or A{j > A;z
Al = the smallest Aij that has kW/person that could be

economically rescheduled.

Then NPC can be expressed as:
I S
A‘._min

1)

NPC 2

If the following values are assumed:

X = 100 MW

=
I

50 kW/person,

100 % 106

5 x 10°

then NPC <

which gives NPC < 2000 people.
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However, the actual Aij for processes that are being economically re-
scheduled are much larger than the 50 kW per person. For example,
the Aij for the furnaces of Foundry Company is 1700 kW per person.
Printing Company has not considered rescheduling its waste baling
operation, although it has an Aij of 66 kW/pgrson. Therfore, the number
of persons that may have to be rescheduled economically from the first
to the third shift for the entire industrial sector of a utility (by
the industrial managers) is at best a few hundred and at worst a few
thousand for the reduction of 100 MW of demand from the peak load of a
utility. Note that the industrial managers could reschedule only if
the process would save them money.

A good estimate can be obtained if reliable data of all the indus-
trail customers of a utility is available. If this type of data is
available, a simple count of the number of people using more than some

Afj kW of power within the entire service area would give the number

of people that will be affected.
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6.8 Effect of the Present H Rate on Production Schedules

The present rate structure for electricity is one of the factors
that make the present electric load shape of each manufacturing firm

the way it is.

The oMCH/3D of the present rate structure influences the load shape

of each firm by influencing the managers - to get a flat

or evenly distributed electric power demand (load) shape, or one with
effective flat billing demand when the rate for increased night use is
also considered. For some cases, the effect of the present rate structure
on a firm's load shape is good for the utility, because it forces the cus-
tomer firm to reduce its usage of electricity during the peak hours of the
utility. In some other cases, the effect of the present rate structure is
bad for the utility, because it forces some customer firms to increase
their electricity usage during peak hours. This will be shown, using

the hypothetical firm, as follows:

Consider a manufacturing firm with only single shift operatioms.
Assume that the firm has three departments: Dept. 1 consumed 300 kW of
constant power during the shift, and was operated by only one employee.
Dept. 2 consumer 200 kW of constant power and was operated by 20 employees.
Dept. 3 consumed 150 kW of constant power, and was operated by 30 employees

We can see that

e
il

200 (kW/person)

A 200/20 = 10 (kW/person)

A3 = 150/30 = 5 (kW/person)
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Suppose IMCH/2D = 0 (there was no demand charge);
then all the section will be scheduled to be operated during the first
shift, because the monthly electric charge will be unchanged, regardless
of what the peak demand is and the labor cost is lowest during the first
shift. But in reality, the demand charge is not zero under H Rate; if
demand charge is not zero, then the breakeven A® can be computed easily,

Suppose the A% = 100 kW/person is obtained. Then, using the
decision rules shown in 6.2, we know that Dept. 1 should be rescheduled

to operate during the second shift, and that Depts. 2 and 3 should operate

during the first shift, because

Aj = 200 > A% = 100 (kKW/person)
A, = 10 < A® = 100 (kW/person)
Ay = 5< A® = 100 (kW/person)

In Appendix B, it is clear that the utility peak during a peak day
occurs from 2:00 to 3:00 pm in the summer, and from 6:00 to 7:00 pm in
the winter. Therefore, the rescheduling of Dept. 1 from the first to the
second shift is good for the system's load in summer, because the peak
would be reduced. But it is bad for the system load in winter, as its peak
would increase because Dept. 1 is rescheduled to operate during the second

shift,
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6.9 Effect of a General Time-of-Day Rate Structure on Production Schedules

The discussion in this section is based on a hypothetical time-of-day
pricing structure in order to keep it general. A very general time-of-day
rate structure for a monthly charge can be presented as a function of the
nourly demand for each hour of the month. For example, monthly charges

MC for a manufacturing firm can be shown as
MC = f£(d[1], d[2], 431, ..... ,d[4 x 24 x 30]) (6.9.1)

where d[n] is the 15-minute by 15-minute demand of the firm at time n of
the month.

A simpler but still general version of the time-of-day rate structure
is obtainable by dividing the time of day into different intervals. For

example, MC can be shown as

MC = f£(dy, dy, , d3 , dy , €., 62, 53, aq) (6.9.2)

1

th

where d is the actual demand during k™ time interval of the day.

= is the actual energy usage during kth time interval of the day

k = 1,2,3,4 ... can be used to represent the first, second, third,
and weekend shifts, etc. of the day. Note that, in general, the utility
could partition the time interval according to its needs.

To further simplify the time-of-day rate structure, consider the spec-

ial case which is a modified version of the present H Rate structure whose

monthly charge, MC, for a given € and D is show below:

MC = fd(D) + fe(e,D) (6.9.3)
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are the respective weighting factors. d;, d, , d3 d, and el,ez, es, eL+
are as described above. The different time-of-day rates of energy charges
will encourage the manufacturing firm to use electricity during low-price
hours when the total system demand is low, and not to use electricity
during high-price hours when the total system demand is high. The 3MC/3D is
needed to ensure that the customer firms keep their demand as low as pos-
sible. Suppose, if 9MC/8D = 0 is used for the new rate structure, a
company such as Foundry Company might be melting steel during the day
occasionally for a short interval of time, say an hour or less.

The effects of different electric rate structureson the schedule of

a manufacturing firm are discussed below using the modified version of the

present rate H as shown in Eq. (6.9.3) for simplicity.

Case 1 Consider the case in which the present rate structure, with
different values of sMC/3D, is used. If the 3MC/3D is changed,
then the Af} , the breakeven kW/person of the firm, will be
changed also. The opportunity for the firm to reschedule its
operation is as described in §6.2. The necessary condition

for rescheduling a production process i » j is:

e A5
Aig 2 M5 = e
50

x ARij, as given before,



Case 2

Case 3
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Consider the case where the 9MC/9D is the same as the
present rate I, except that the incremental energy cost
8MC/8¢ varies with time. Let (BMC/BE)k be the incremental

monthly charge for energy during the kth

time interval (or
the kth shift), The necessary condition for moving a section

of the plant from first to third shift will become

1> 3
HW . OR.. .
Ay 2 J J = A5 (6.9.4)
3MC 3MC 3MC
30 " M {(ﬁ)l - g JY

¥ = 1 is a correction factor to account for the fact that

for each kW reduction in peak demand, the energy usage that is
being rescheduled could be different from Hwij' This is the
case because neither the total plant nor the individual pro-
duction process has a constant power demand during

a shift. The power demand,as we know, is a random process,
whose expected value varies from hour to hour.

Consider theproposed X Rate as described in Appendix A and
§6.2., We know that

aMC

aD seasonal
oMC
361

aMC
352

= Bi
= g

2
where o', 61 and Bé (the primed notation) are used to sep-
arate these quantiﬁies from the o

o
1 72

used in this section, 6.9, because their time intervals are
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different from X rate. The necessary condition for econ-

omically rescheduling is:

1 +R
HWi.ARi. R
Ay 2 ) 1J = A (6.9.5)
H t _ t
o seasonal * NHI[B} B Z]Y

NHI represents the number of hours of energy usage that is
being rescheduled from peak hours to off-peak hours. It is
different from Hwij because the.partition of the time intervals
to peak and off-peak hours is different. For example, peak hours
last from 7:00 am to 9:00 pm of a weekday,whereas the first shift
of the operation'of a manufacturing firm might last from 8:00 am
to 4:00 pm; v is the correction factor as described in Case 2
of this section,

Let D = max {a,d;, ayd,, azdy, o,d,}

e = B e+ Bze

+ +
151 Byey T RS

2 3 by

Then, for summer season when the system peak for the utility
is L . from 2:00 - 3:00 pm (see Appendix B), a

desirable choice for the weighting factors a's and B's will be:

> 1 > 1
a 21, B> )
1

a < 1, B =<1

aq <1, 8 =< 1
But for winter season, when the system peak demand for
the utility is ' from 5:00 -~ 6:00 pm (see Appendix B),

a desirable choice for the weighting factors a's and g's will
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be:
a =1, g =1
1 1
o >1, 8 1
2 = 2 =
for winter
o <1, B <1
3 = 3 =
a <1, B =<1
4 — y —
(—EEELQ indicates the fact that the value of 3MC/3D depends
3D al,uz,a3,u4,

on the choices of the weighting factors ao's,

(E%%—B= Bk Eg% for the kth shift, which gives the necessary condition
k
for economically rescheduling as follows:
13
1+ 3 AR . HW. .
oz L] 1] = Aiej (6.9.6)
aMC oMC
G s ,O 0,0 ¥ Hwij P [By - B3l v
1" 27 3 &

for rescheduling from the first to the third shift and again, v =1

is the correction factor, as described previously.
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6.10 Electric Power "Supply Curves" of a Manufacturing Firm

In the field of microeconomi¢s, the supply curve is used for
expressing the quantity of certain products available for sale as a
function of the price ($/quantity). In this section, the supply
curves that will be derived are used for expressing the quantity (kW)
of electric power demand a particular manufacturing firm is willing to
"sell back" to the utility at a given "price" ($/kW). The utility
would like its customers to reduce their usage of power during the
peak demand hours; for this, the utility is willing to pay the manu-
facturing firm a "price", "Selling back" refers to the fact that the
customer will reduce its electric power usage by a certain amount of
kW during certain hours of the day and time of year.

The coincident electric power demand of a firm during the tility's
system peak demand hour can be described as follows:
dCO = dcol+ d002 (approximately) (6.10.1)
where dco is the electric power demand of a manufacturing firm during
the utility's system peak demand hour or the coincidence
demard (in kW). |

dCol is the component of dco that does not involve rescheduling

of shifts (in kW)

d is the component of dCO that does involve the rescheduling

cop
of shifts (in kW).
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The above relation is approximate, because in actuality, dCo cannot
be separated exactly into two components, as shown; there is some

overlapping between the two components.

Let CP1 the cost to the firm to decrease a kW of dc01[$/kW]

CP
2

the cost to the firm to decrease a kW of dc02($/kW)

CP; and CP, can be viewed as the least (breakeven) prices that the firm
must charge the utility for buying back each unit of demand during the
" system peak hours. CP1 and CP2 are increasing functions of the amount
of demand available for sale by the manufacturing firm. sz’ but not
CPI, can be described quantitatively. The reduction of dcoz involves
the rescheduling of workers, but for some cases the reduction can be
achieved by delaying a shift or starting it a few hours earlier. The
rescheduling and movement of a shift in time is possible only for the
sections or machines that are under one-shift or two-shift operation, not
those sections or machines under three-shift continuous operation. See
Appendix‘B for the load profiles of the peak days for a utility. They
indicate that if economic considerations are neglected, the system peak
load during winter could be reduced by 10% of the original peak by delay-
ing, in industrial firms, the second shift; by changing its time from
4:00 PM- midnight to 2:00 PM-S:OO AM as a shift. This is possible, be-
cause during winter peaking days, the system load stays above the 90%
level only from 4:00 to §:00 or 9:00 PM,

During summer peaking days, however, the system load stays above

the 95% level from 10:00 AM to about 4:00 PM, so it is obvious that to
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reduce the systems's peak in summer substantially, industrial firms
will have to reschedule their first shift to the 2nd or 3rd shifts.
The delaying or moving of a shift a few hours forward will be unable
to reduce the system peak by more than one or two percent.

CP-2 for a particular section i + j of a firm can be found from the
breakeven relation as follows:

= '
CPois Ay AR, ; HW (6.10.2)

where
Aij is the kW of demand per employee at section i to j
HWij is the hour involved per month for the changing or delaying
of a shift

ARij 1s the difference in wage for different times of day.

The above relation says that for a manufacturing plant to break even,
the increase in cost for each employee per month due to schedule changes

has to equal the saving from the monthly electric charge incurred:

ARi. HW{.

— 1 1 (6.10.3)
v ij

CP2 for the manufacturing firms during the summer as well as winter

season, will be derived in the following case studies.
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Case 1.a CP2 for Printing Company (see Fig. 6.10.1) involves, in
the summer, the rescheduling of the first shift to the second or third

shifts. Assuming it will be from the first to the third:

|:0.85 $/person/hour for printing press

] 0.60 $/person/hour for the rest of the plant
HW;j = 176 hour/month for rescheduling the lst shift to
the third shift.

CP,, waste baling =02:0. X176 _ 1 0 ¢y
2 66

CP, printing press = $0.85 ;0176 = 6.16 $/kW

CP, cutter, binder, etc. = $9;9§_§_}Z§_ = 26,4 §/kW

Case 1.b CP2 for Printing Company (see Fig. 6.10.2) involves, in

the winter season, the delaying of the second shift from a 4:00 PM to
midnight setup to a 9:00 PM to 5:00 AM arrangement.

| $0.21 for printing press/person/hr

ARij 2nd —.3rd shift ='l$0.15 for the rest of the plant

HWij = 5 hr/day 22 days/month = 110 hr/month

CP2 waste baling = $0.156; 110 _ 0.25 $/kw

CP2 printing press = $0'2;0X 110 _ 1.16 §/kw
$0.15 x 110

CP2 cutter, binder, etc. =

4.13 $/kW

4
A similar analysis can be performed for each of the remaining six
companies to find out their electric power supply curve; however, this

computation will not be repeated again here.
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6.11 Discussion and Perspectives

The economics aspect of the industrial electric load is discussed.
The idea of representing the monthly electric cost as a well defined non-
linear mathematical function is introduced. Partial derivatives of this
function can be taken to yield incremental charges due to a unit change
of a certain variable of interest.

By comparing the possible reduction in the monthly electric cost due
to rescheduling of a process with the increase in monthly cost due to wage
differential, the following condition is derived. The necessary condition

that the firm have net lower cost due to rescheduling of a process is

Ay 7 Ay
where Aij is the kW/person of the process, and Af. is the breakeven kW/per-
son of the firm computed using information from rate structures and wage
differentials,

The second necessary condition is that the new schedule does not
violate the flow/storage constraint of the firm.

Many issues were introduced and analyzed based on the above simple
idea. It is foun& that the ideas described above do not give us a fixed
answer, but offer powerful insights into otherwise very complicated

issues.
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CHAPTER VII

POSSIBLE AREA OF APPLICATIONS

It was pointed out in the introduction of this document that the
industrial load model and methodology developed could be used to study
different issues of interest. Some of these issues and possible areas of
application are:

(1} Rate structure design
(2) Effect of a change in exogenous conditions on load
(3) After-the-fact evaluation of the effect of a change in
exogenous condition
(4) Cost and benefit evaluation of various alternatives by
plant managers
(5) Customer service.
The solutions to the issues listed above might require massive data-gathering
efforts. The need for data and manpower to do the survey will depend on the
issues of interest, the size of the utility and the number of customers
involved. In some cases, a questionnaire might have to be developed to aid
the data-gathering effort. The modeling methodology developed, and the
insight gained in the present research, would be invaluable to the design
and preparation of such a questionnaire. It is very important to ask the
right questions in a proper way so that the desired data can be obtained.

The problem of rate structure design is discussed on a reasonably
detailed level using physical/economic modeling methodology and analysis,
The other issues listed previously could be viewed as the same problem as

the rate structure design except viewed from a different perspective,
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For example, some problems will be viewed from the industrial customer's
perspective. The steps leading toward solution to these other issues
and problems involve the same general physical/economic modeling method-

ology and analysis.,

7.1 Rate Structure Design

Electric rate is important to a utility and its customers. Quanti-
tative methodeology and analysis of the problem of rate structure design
is highly desirable. Increased understanding in this area is beneficial
to society as a whole because it will be helpful in the design of a rate
which will allow efficient use and operation of an industrial customer's
equipment and power system.

Two different types of rates for the utility under study were anal-
yzed. The H rate has a reducing block type of structure. It is described
in Appendix A.2 and analyzed in Appendix A.l. Rate X does not have the
reducing block type of structure; it has a time-dependent rate for energy
usage and is called "time-of-day"™ rate. It is described_in Appendix A.4
and analyzed in A.3. Although the two above-named rates are for only
the utility under study, other utilities have similar rate structures.

The analysis done in this document is general and could be used to analyze
any conceivable rate or industrial customer.

An important concept introduced in section 6.2 and Appendices A.1 -
A.5 is that the monthly charge under any type of rate could be described
as a well-defined mathematical function of a number of variables such as

peak demand, energy usage, peak energy and off-peak energy usage, etc.
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Under the functional representation, the partial derivatives of the

monthly charge with respect to each variable involved, could be taken.

This would yield the incremental monthly charge of electricity with res-

pect to a unit change in one of the chosen variables. This

information

is essential to the economic analysis that might be made.

The design of electric rate structures involves social, political,

and economic considerations. The social and political issues are out-

side the scope of this research. We will deal with only some of the

economic issues involved; those involved with rate structure design

are;

(1)

(2)
(3)
(4)

(5)

(6)

The

The

The

The

The

The

general structure of rate that the utility would like
to have
present cost of generation under different types of
possible utility load shapes aﬁd the future cost of
generation under load growth
choices of marginal cost pricing or an average cost
pricing scheme, etc. that the commissioner of utilities
or an executive of a utility wishes to make
level of revenue from a certain group of customers
change of revenue when the rate is changed, with the cus-
tomer's load shape unchanged
level of change in each customer's load shape that can be

expected.
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The above list is by no means exhaustive. It does show the
complexity of rate design. Items (2) and (3) above will not be considered
here because, again, they are beyond the scope of this document. These

are areas where research is being conducted by many other researchers.

The questions posed by items {4), (5) and (6) can be answered by using a
computer. The knowledge and insight gained from this research will aid
the computer study, as the physical/economic model of an industrial plant
and various analytical tools developed here could be used for such a study.
See Fig. 1.6.2 for the block diagram associated with such a study. The
computer study could be done, to a large extent, in a straightforward way.
However, for our purposes, the off-line graphical techniques and
analysis will be emphasized because it allows us to learn and gain insight
into the problem of rate structure design. The philesophy is that the
analytical solution to a problem, when available, is usually more power-
ful than is computer simulation or studies. Since analytical solutions
are not always possible, computer solutions have thelr place in various
areas of research. Note that the H rate and X tate will be used as
examples. The procedure for the graphical analysis of rates and its
possible effect on an industrical customer are:
(a) To compare the possible saving under X rate over H rate,
This could be done using the graphs given in Figs. A.5.1,
A.5.2 and A.5.3 of Appendix A.5. Each of these figures is
applicable for a given season. From this curve and a simple

formula (described in Appendix A.5), we can compute the
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saving without much effort. These graphs also give us
an overall feel for the effect and the savings possible
under X rate compared to H rate when there are no changes
in operation schedule and load shape for an industrial firm.

(b) To find out the type of economically attractive options open
to the industrial customer with respect to its schedule.
We must look at the following three simple steps to see if
a certain option is attractive. The first step is involved
with the comparison of Aij with A;} as described in §6.1
and 6.2, If Aij is greater than A{? » then the process has
economic potential and we can proceed to the next step. The
values of Af} for H rate are given in Table 6.3.2  and for
X rate in Fig. 6.3.1 | A;? can be computed from any given
real or hypothetical rate as discussed in §6.9. The second
step involves checking to find out if the production process
1 > j can be rescheduled without violating the flow and storage
constraints of Chapter III. If so, we proceed to the third
step to determine if the new load shape and peak demand after
the process is rescheduled will yield a lower total cost to
the plant. After going through the three basic steps, it can
be determined if a given schedule is an attractive alternative
for the plant.

In 56.9, it was shown that Ai? changes with respect to the partition

of the time interval for peak and off-peak hours, as well as the coeffic-

ient for demand charge and energy charges. The Af} computed could be used
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with the Aij and the three-step procedures to determine the economic
attractiveness of a schedule. This type of analysis will guide the
utility company personnel in their choices for rate structures and
coefficients.

Two items ,(1) and (4),from the economic issues related to rate,
remain to be explained. Item (4), the determination of the revenue from
a certain group of customers, involves a straightforward computation. It
could be easily computed using the rate, as shown in Appendix A.1l, for
a company under H rate or the rate as shown in Appendices A.3 and A.4
if the company is under X rate.

Item (1), the general structure of rate, is a very complex issue,
However, this research has provided us with insight into some of the
problems of choosing a rate structure.

In rates H and X, described in Appedices A.1 - A.5, it can be seen
that to compute the peak demand; the 15-minute average demand is used.

The formula in Chapter II gives us insight into the relationship between
the peak demand and time step & .

Another possible type of rate is called the '"interruptible rate",
where a utility would give its customer some type of discount or incentive
for the right to disconnect a portion of the customer's load, under terms
agreed upon by both parties. It is possible to design many different types
of interruptible rates for a single utility. A utility might design, say,

five different types of interruptible rates, each with a different kind of
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incentive and right-to-interrupt the customer's load in a different way.
The physical/economic analysis of the customer's cost, with respect to
such interruption, would guide the utility's personnel in the design of
such a rate. In particular, the "supply curve" for power as discussed

in 66,10, is useful for this purpose.

7.2 Effects of aChange in Exogenous Variables on Load

7.2.1 Effect of a Change in Economic Condition

In this document, a relationship between the economic con-
dition and production output is excluded. Suppose the new level of pro-
duction output requirement is given or determined, using some other method.
One can then use the conceptsof Chapters II, III, VI and V to find a set
of feasible and economically attractive schedules, and a set of related
load shapes. This type of information is not complete, but would help
a utility planner and forecaster to narrow down the set of possible effects

on the system's load that must be considered.

7.2.2 Effect of a Change in Working Hours

Two types of working hour arrangements are of interest.
They are the four-day work week, or the staggered work shift type of
schedule. TFor these two cases, if the schedule is given, the related load
shape could be easily found for a company using the analysis given in
the previous chapters.

7.2.3 The Introduction of a Conservation Measure

Many different types of conservation measures are conceivable.

The manager of a firm could take out some of its light bulbs. This would
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change the electric stock for lighting. He could ask his employees not
to turn on their air conditioning as often, which would change the utili-
zation factor. The detailed physical and economic analysis of load, as
explained previously, is useful for the study of these types of
conservation measures.

7.2.4 The Introduction of New Technology

The analysis for this case is involved with the intro-
duction or replacement of a piece of equipment. A physical and econ-
omic analysis could be performed to see the change in load shape and

the economic attractiveness of the change.

7.3 Evaluation of the After Effect aue to.a Change in-an.Exogenous

Condition

Being able to observe and evaluate the effect due to a change in the
exogenous conditions is important to policymakerswho are interested in the
effectiveness of their policies. For example, how could the change in load
shape due to a change in rate be measured? This situation is complicated
because the change in load shape could be due to any one of the many
changing factors that affect load. The problem of evaluating the after-
effect due to a change in an exogenous condition could be solved by using
the physical and economic analysis to determine how each industrial pro-
cess is affected by the change of a particular exogenous condition. The
advantage here is that, by using the physical/economic analysis, the number

of candidates that have to be watched for their changes can be reduced.
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7.4 Cost and Benefit Evaluation of the Various Alteérnatives by a

Plant Manager

The types of issues of interest are:
(a) Investment in new equipment
{b} Rescheduling of production processes
{c) Scheduling under production growth
(d) Load shape of a new industrial plant to be constructed.
Most of these issues have been discussed in Chapter VI. They are listed

again as a reminder.

7.5 Customer Service

This is a service provided by utilities to help their customers with
problems related to electric power consumption. Clearly, the analysis and
the physical/economic modeling of the industrial electric load would help
these utility customer personnel to gain insight into the problems and

physical/economic constraints that the utilities customer faces.

7.6 Discussion and Perspectives

In this chapter, many possible issues that can be studied using the
physical/economic analysis are raised but not analyzed. The design of
rate structure is discussed;the problems of rate design related to the
physical/economic load model are analyzed to a certain extent. Results
from other parts of this report which relate to this issue are pointed

out.
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CHAPTER VIIZ

CONCLUSION AND RECOMMENDATIONS FOR FUTURE WORK

The purpose of this research study is to develop a general indus-
trial load modeling methodology and test out the ideas using the actual
glectric rates and data from the seven industrial plants chosen. The
main conclusion is that it is possible to develop a general methodology
that can be used to model industrial electric load in a systematic way.

The modeling methodology developed was first started by analyzing
each piece of equipment of a plant individually, and then aggregating
them systematically, using basic ideas from the theory of random pro-
cesses, systems science, and economics. The §E¥¢ng§h”0f fbérﬁﬁthOdQ}ng
rests in the fact that:

(1} Although the basic building blocks are very simple and funda-
mental, a very complicated plant could be modeled easily
using these same basic blocks

(2} While working with the basic idea of modeling as described
in this document, powerful insight into industrial electric
load has been obtained

(3) The results that can be obtained are not only 2
computer simulation type of result, but analytical tools
that can be used for planning and for decision-making..

(4) The model makes good physical sense at all levels, from the

very basic building block to the highly aggregated block

(group).
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The other conclusion of this study is that it is feasible to dev-
elop a model for all of a utility's industrial load which can answer
questions of the following types:

(1) How will a utility's total revenues change if the rate structure

is changed and if industrial demand does not change?

(2) What type of changes in a utility's industrial demands can
be expected if the rate structure is changed?

{3) What type of rate changes should be attempted if a utility
wants to modify its industrial load demand?

This list of questions, or issues of interest, is by no means exhaustive.
In Chapter VII we can see many other iSsues = that are being considered.
The model is useful for evaluating potential industrial demand responses
to rate changes, primarily with respect to production scheduling (i.e.,
changes in working hours) and secondarily, with respect to equipment
replacement. The model does not consider the effect of rate changes on
production levels, competitive position in the marketplace, etc.

The industrial load demand model would consist of many individual
customer modﬁles, each of which models one particular industrial customer.
Each customer module 1s a physical medel, consisting.of:

(1) A representation of the industrial plant as a set of storage
areas and production flows with associated constraints on
storage levels and flow rates.

(2) Approximate values of electrical stocks (installed kilowatts
rating) associated with each flow and storage area.

(3) Approximate hour-by-hour utilization factors associated with
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each electric stock (actual kW demand equals electric stock
times utilization factor).

(4} A set of elementary random processes to model the utilization

factor.

{5) The number of people associated with each storage level and

flow process.
The number of people and the utilization factors are functions of the
overall production level of the plant, and its scheduling.

Specification of the utilization factors yields a 15-minute by 15-
minute power demand model for the plant that could be used to generate the
expected load and the autocorrelation function of the residual for a given
time index, n. Peak demand and energy usage can then be deduced. This
can be combined with any hypothesized rate structure to determine the
utility's revenues (or customer cost).

In order to gain understanding of how a plant might respond to a
change in rate structure, it is necessary to learn which processes within
the plant satisfy the two conditions of:

(1) being able to change, subject to constraints on plant flow

rates and storage levels; and

{2) Dbeing cost-effective to change, relative to plant costs,

One especially useful approach that was developed is as follows. Consider
the portion of the overall production process between "storage i'' and

"storage j". The physical model yields

A _ number of kilowatts used in process i to j
ij number of people employed in process 1 to j

= kW/person.
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From the rate structure and the knowledge of the salary (and other)costs
associated with rescheduling a process to another time of day, it is

possible to determine

Af? Break-even kW/person
A% = dollar cost per person due to rescheduling
ij = dollar savings per kW due to reducing demand

An industrial plant manager will consider the possibility of rescheduling
a process to reduce demand only if the actual Aij is appreciably greater
than the breakeven AIE

indicate how much it would cost a particular industrial customer to reduce

A similar type of analysis can be done to

demand at any given hour of the day, time of the year, etc. This can
yield "supply curves'" that indicate how much power demand an industrial
concern would be willing to "sell back" to the utility as a function of
the "price" the utility is willing to pay. Such information guides the
determination of rate structures that may reduce demands during peak
periods.

The model does not make direct predictions of changes in load due to
a change in one of the exogenous conditions. The physical and economic
analysis would determine only what are the set of possible schedules and
load shapes that are physically feasible and economically advantageous.
By simple comparison, an optimum schedule and load shape can be found,
However, managers do not always adopt schedules that give them economic
advantage, because the saving might be small and not worth the trouble.
A rational manager will certainly not choose to reschedule his employees

to work at night if there is no economic advantage or it is not feasible.
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Therefore, the model and the methodology can be used to make predictions
of what managers will not do, which in its own right is a very valuable
piece of information.

The modeling methodology was tested out using actual rate structures
and data from seven industrial customers. The eﬁpected load and the auto-
correlation function derived from theory is found to have good agreement
with the sample mean and the time-average sample of the autocorrelation
function computed from time-series data. The parameters used for the
theoretical model are based on actual records or values that are con-
sistent with managers' descriptions. Formal statistical tests for
validity, such as maximum likelihood, are desirable and are one
possible area for further work.

Further analytical work is desirable in the improvement of random
process models. In this document, only the two-state Markov process and
the binomial process are used. There are many other possible areas for
further improvement.,.. for example, a semi-Markov process model for load
could probably be developed. The general discrete-state Markov process
model, with more than one state, might be needed for some cases., For
instance, a two-coupled production process might be treated as
a four-state semi-Markov process. Multinomial process models are needed
for some production processes. Possible areas for more work here are
quite open-ended. Care should be taken in choosing an area that will
be likely to be fruitful.

The present model was developed for short-term application lasting

several weeks. It does not include relationshipsfor econemic, social,
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and weather effects on load. The short-term model is fitted to a given
set of schedule and time-series data. The model structure and the con-
ceptual framework are extendable to models that will be valid for a longer
time. This is a possible area for further work.

One obvious area for work is for a utility to do a_

field study
by gathering data from a very large number of its industrial customers.
For this, it 1s essential to have a good questionnaire. The analysis and
insight gained from this present research would be helpful in the prep-
aration of such questionnaires.

Mailing out questionnaires to customers is not the best approach,
since the questionnaires could easily be misunderstood. The best way 1is
to have the utility's own personnel gather the data and interact with the
industrial customers. SIC code listing by itself is not useful; but two
firms from the same SIC code do have something in common. See, for example,
Brush Company and Small Plastics Company in Appendix C of this document.
SIC code combined with the knowledge gained from the analysis of indus-
trial customers would be useful for selecting candidates to be studied
for certain purposes. A fraction of the customers might not be sensitive
to a certain issue, so not all the industrial customers are needed for
such a studf.

Rate structure design is a challenging area iﬁ which to do field
or analytical work. It is a very complicated and important issue to both
the utilities and their customers. In Chapter VII, many of the issues
related to rate structure design were brought out; they, too, deserve

further study.
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GUIDE TO THE APPENDICES

There are four groups of appendices which are described below.

Appendices Group A describe and analyze two types of electric rates.
There are five parts to this Appendix. Appendix A.1 deals with the rep-
resentation of the monthly electric cost under H rate as a mathematical
function. Appendix A.2 gives the description of Rate H, Appendix A.3
deals with the mathematical representation of Rate X (time-of-day rate),
and A.4 gives the description of Rate X. A.5 then gives us the comparison
of the monthly electric cost under Rate H, as compared to Rate X.

Appendix B shows load profile for four seasonal peak days of the New
England Electric System. Two of its peak winter days for two different
yvears, and two peak summer days for two different years, are given.

Appendices Group C describe the seven industrial customers of the
New England Electric System's companies that are being studied. Data from
four of these industrial companies (Small Plastics Company, Brush Company,
Abrasive Company and Soap Company)are described, respectively, in Appendices
A.l1 to A.4. Data for these companies were gathered in the summer and fall
of 1977. The remaining three industrial companies (Foundry, Printing, and
Congsumer Product Companies) were studied, in the summer of 1976;
they are described in Appendices C.5 to C.7, respectively.

Appendix D describes the computer programs used in this research pro-

ject for computing and plotting all the graphs shown in Chapter V.
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APPENDIX A.O

The appendices A.1 through A.5 deal with the analysis and the des-
cription of two different electric rates: Rate H, and Rate X (the time-
of-day rate)., A.l analyzes Rate H, which is described in A.2. The
analysis involves the derivation and representation of the monthly electric
cost under Rate H as a piecewise linear mathematical function. It gives
an exact representation of Rate H in terms of a mathematical functiom.
Appendix A.3 analyzes Rate X, which is described in A.4. The monthly
electric cost under Rate X is represented as an exact mathematical func-
tion in A.3 for winter and for summer. There is a seasonal variation of
the monthly electric cost under Rate X,

Appendix A.5 then gives a comparison of Rates  and X. 1In particu-
lar, the possibly saving for a company that might choose Rate X over Rate
H is shown graphically. These kinds of graphs for the comparison of rates

are useful to utility personnel and planners.
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APPENDIX A.1l

ANALYSIS OF H RATE

The monthly bill of an industrial customer under H rate as

given in Appendix A.2Z can be represented as follows:
MCH(E,D)==fd(D)-+fe(e,D)-+fuel adj. (A.1.1)
where

MCil(=,D)

1]

monthly charge under H rate for a

~given ¢ and D ($/month)

fd(D) = monthly demand charge under H rate
as given in Figure A.1.1 ($/month)

fe[s,DJ = monthly energy charge under H rate
as given in Figure A.1.1 ($/month)

€ = total energy usage of the month
{KWH/month)

D = Maximum of all the 15 minute average

demand of the month (KW)
We will claim that the monthly charge under H rate could be
represented by a constant plus two piecewise linear term as in the

following Equation A.1.2. This claim will be "proven" informally
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using a case example as in Equation A.1.3. The new form for monthly

charge under H rate is as follows:

MCH(e,D) | = A constant + SMCH(e,D) | x ()
e ,D £0,Do
0’0 oD ?
, 2MCH(e,D) o o X (€) + fuel ad] (A.1.2)
g€ ’
where
SMCH(e,D) incremental change in the monthly charge under
aD
H rate for each unit change in demand D keeping
energy usage as a constant. See Table A.1.Z.
SMCH(e,D) incremental change in the monthly change under
JE

H rate for each unit change in energy usage of
the month keeping the demand D as a constant.

See Table A.1.2.

The constant term needed for Equation A.l1.2 has been found and

note that the fuel adjustment term is independent of demand and is

strictly a linear function of energy usage. The items SMCH(e,D)

aD
SMCH(e,D) for the Equation A.1.2 is constant only for a
o€e

certain range of DO and €, of interest as shown in Table A.1.2 and Fig.

and

A.l.1.
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To show how the monthly charge can be represented as shown in
Equation A.1.2, let us consider the following case. Suppose we have
a case where

D > 500 kW
and
300 < /D < 400 hours

then the monthly charge can be derived under H rate as given in

Appendix A.Z as follows:

Demand Charge

820 + 1.54 (D-500) ($/month)

£,(D)

50 + 1.54D ($/month) for D > 500

Energy Charge

2.547 x 500
+ 2.247 x 500
£.(e,0) = ( + 1.937 (2D-1000)
+1.827 (3D-2D)
€
\ + 1.367 ( 06 - 3D} ($/month)

which is equal to

fe(e,D) =400 + 1.6D + 0.0.1367<($/month)
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Note that in the above equation for fe(e,D) the coefficient for

demand D is 1.6 and this is the value for Bfe(g’D) for /D

9D
between 300 and 400 hours as given in Table A.1.1. The coefficient
of energy usage €, 0.01367 is the value of Bfe(e’D) for /D

de

between 300 and 400 hours as given in Figure A.1.1. The monthly

charge under H rate for this case can be expressed as follows:

MCH(e,D)

Il

fd(Dji-fe(e,D)~+fuel adjustment

MCH(e,D) [50 +1.54D} + [460+1.6D

+ 0.01367¢] + fuel adj. {$/month)

which gives

MCH(e,D) 510+ 3.14D + 0.01367¢ + fuel adj.  (A.1.3)

Note that in the abeove equation A.1.3. the coefficient for the

SMCH (e, D)

D for /D between 300 and

demand D, 3.14, is equal to the
400 as shown in Table A.1.2 and the coefficient for energy usage
aMCH

_____éELQl for /D between 300 and 4060

g, 0.01367 is equal to the 5

as shown in Table A.1.2. Also note that the constant from the
equation A.1.3 is equal to 510. Figure A.1.2 gives a graphical
explanation of the relation given by Equation A.1.3 for the particular

case where D >500, and 300 < e/D <400,
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f (D) Slope = $ 1,54,/kW
820 -
//I
50 1 ! |1 | [
500 1000 1500 2000
D(kW)
af (D)
oD
4 b 820 8(D) b 1.54/kW
f { | |
500 1000 1500 2000 D(kW )
fo(£.0) dfe (£,0) dfa(£,D)
FY; = Minimum Y . —-5'5-——
of(€.D) |2.547 1 _ 2
¢ 2,247 |

'—| ,0 1,937
2+ :

' / 11-_827_—-' |
(§/kWH) o {%(E,D)] . L‘ff_?__%h%? L 1217
1 [

L o afe(a,m]
* |,
l | i l L
100D 200D 300D 400D 500D
Q o] o] Q o]
€ (KWH)

Figure A.1.1
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/'
f4(D)
f,(D)= 50+ 1.54D{$ /month)
for D 2 500
820 —
: 1 1 | I >~
! 500 1000 1500 2000 1 (L)
f,{ £,,D, )= 460+ 1.6D_ +0.01367 £, ($ /month)
Area = 460 (% /month)
of (£,D) re
€ Arec=T96Do ($ /month}

- = x _—_——— 1 -----
Area = 0.01367 £O($ / month )
1 p ] | il | . | |
200D 300D & 400D 500D
o o o o o
£ (kW)

Figure A.1.2
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+

TABLE A.1.1
$820  8(D)
0
$1.54/kW
0 $/kW
0.22  $/KkW
1.60  $/kW
2.00  $/kW
2.25  $/kW
o , (D)

30 | D

(8]

for

for

for

for

for

for

for

for

3

D =20
0

0 < Do < 500 kW

500 < D
0

EO/D0 < 200 hr

200 < ED/D0 < 300 hr

300 < ¢ /D < 400 hr
o' "o

400 < & /D < 500 hr
o' "o

500 < ¢ /D
o' "o

Gfe(E,D)
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TABLE A.1.2
MCH(e D )= 510 + 2MCH(e,D) . (D), BMCH(e,D) < )
o 0 3D 3E D
ED, EO, o
+ fuel adj. {$/month)
where
1.54 $/kW  for EO/D0 < 200 hour
1.76 $/kW  for 200 < e /D < 300
SMCH(e,D) - 3.14  $/kW  for 300 < e /D_ < 400
oD D o' o
oo 3.54 $/kW  for 400 < €_/D_ < 500
3.79 §/kW  for 500 < e /D_
and
SMCH(e,D) 8, (e,D)
og e ,D dE EO,DO
0 8]
2.547 ¢/KWH for 0 < e_ < 50,000
2.247 ¢/kWh  for 50,000 < e_ < 100,000
1.937 ¢/KWH  for 100,000 < e_ < 200 D_
OMCH(e,D) - 1.827  ¢/kWH for 200 < ¢ /D_ < 300
e e D o 0
o~ o 1.367 ¢/KWH for 300 < e_/D_ < 400
1.267 ¢/kWh  for 400 < ¢ /D < 500
1.217 ¢/kWh for 500 < eO/DO
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From the explanation of the particular case above one can see
that in general the monthly charge for an industrial customer under

H rate can be expressed as follows:

) 3MCH (e ,D)
MCH(e _,D ) = 510 + S a2 x (D,
e D
0 0
+ 3MC§£E’21. x (e ) + fuel charge (A.1.4)
e ,D
o’‘o
where
3MCli(e,D) ana MCH(e.D)
3D de
e ,D e ,D
0% 0’ o

are as given in A.1.2.
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APPENDIX A.2Z.

MASSACHUSETTS ELECTRIC COMPANY -

Optional Large-Power Rate H
- M.D.P.U. No. 376

Purchased Power Cost Adjustment No. 6

Monthly Charge as Adjusted

Demand Charge

$820.00 First 500 KW or less
1.54  per K Xcs of 500 KW of Demand

Energy Charge per KWH

2.547 First 50,000 KWH per month

2.247 Next 50,000 " " "

1.937 Xcs of 100,000 “* " "

1.827 Xcs of 200 H.U. per KW of Demand per month
1 . 367 XCS Of 300 n n It L1 13 [} n

'I . 267 xcs of 400 1t [1] It 1] L 1 H
1.217 Xcs of 500 “wonom " " "
PPCA #6

Other Rate Clauses apply as usual
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MASSACHUSETTS ELECTRIC
COMPANY

OPTIONAL LARGE-FOWER RATE H

AVAILABILITY

This rata is avallable for all purposes excep: resale. All service
delivered at a given location ghall be billed hersurder, and 81l charges abz1}
be based on a Demand of 500 kilowatts or more. If delivary is through more

than ona matar, except at the Company's option, the Monthly Charge for servinn
through each mster shall be computed separately under this rate.

MONTHLY CHARGE

The Monthly Chargs will be the s of'the Demand and Enersy Chargeas.
o ' Demand Charga -
$820.00 for the first 500 kilowatts or less of Demand,

1.54 per kilowatt of Demand in excess of 500 kilowatts,

Energy Charga

1.891 cents per kilowatt-hour for the first 50,000
kilowatt-~hours,

. 1.591 cents per kilowatt-hour for the next 50,000
kilowatt~hours, ' '

1.281 cents per kilowatt-hour for the excess over
100,000 kilowatt-hours. :

Notwithstanding the foregoing, the following reduced prices shall
apply: ' : .
1.171 cents per kilowatt-hour for all kilowstt-hours in
excess of 200 kilowatt-hours per kilowatt of Demand,

+711 cent per kilowatt-hour for sll kilowstt-hours in
' excess of 300 kilowatt-hours per kilowatt of Demand,
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MASSACHUSETTS ELECTRIC
COMPANY

OPTIONMAL LARGE-POWER RATE H

.611 cent per kilowatt-hour for all kilowatt-hours im
excess of 400 kilowatt-hours per kilowatt of Demand,

.561 cent per kilowatt-hour for all kilowatt-hours in
excess of 500 kilowatt-hours per kilowatt of Demand,

PURCHASED POWER COST ADJUSTMENT

The prices undar thia rate as set forth under "Monthly Charge

may be adjustad {rom tize to time in the manner provided in the Company's
Purchased Powar Cost Adjustment Provisions to reflect changes occurring oa or after

January 1, 1971 in the Primary Service for Resale Rate of the Company | supplier,
New England Power Company.

ADJUSTMENT FOR COST OF FUEL

e

The amount determined under the precedinz provisions shall be adjusted
in accordance with the Company's Standard Fuel Clause as from time to time
effective in accordance with law.

DEMAND

The Demand for each month under ordinary 1oad cnnditiona shall be thn
‘greateat of the following: :

8) The greatest fifteen-minute peak occurring during such month
as meagured In kilowatts,

b) 83Z of the greatest fifteen-minute peak occurring during such
month as meastured in kilovolt-amperes,

c) 80%Z of the greatest Demand as so determined sbove during the
preceding eleven months, .

d) 500 kilowatts.

Any Demands established during the eleven months prior to the application -
™ - of this rate shall be considered as having been eatablished under this rate.
- : ‘
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. COMPANY

OPTIONAL LARGE-POWER RATE H

INCREASED NIGHT USE

If a Custoxer has enftered into a five-year agreement for electric service
gusrantaeing tnat the Demand shall be nat less than 500 kilowatts and guarantee-

ing to pay for not less than 200 kilowatt-hcurs per kilewatt of Demand each
month, then any fifteen-minute peaks occurring during the periods from 9:00 P.M.

to 8;00 AM. daily and frcm 8:00 A.M. to 9:00 P.M. on Saturdays, Sundays and legal
holidays in Massachusetts shall be reduced by one-half for the purpose of ascertain-

1ing the Dewmand as defined above. On one week's notice to the Customer the Company

may change the hours spacified abovz provided that the aggregate weekly number of
hours be not decreased. )

For 2 Customer using the Increasad Night Uee provisions and taking
2uriliary service, the mininmum Demand under Auxiliary Service precvisions
3hall be 40% of the kilovolt-ampere rating of the transformers ttrough which
service Is furnished, whether such transformers be supplied by tte Company or
the Customer, or, if service be not furaished through separate transformers,
40% of the kilovolt-ampera rating of the standard size of transfcrmers which
would be required for such service. In no case shall the monthly Demand be
less than 509 kilowatts. ‘ ' :

HIGK VOLTAGE METERING ADJUSTHENT

The Company reserves the right to determine the uetering'iﬁstallation.
Where service is metered at the Company's supply line veltage, ir. no case

" less than 2400 volts, thereby saving the Company transformer losses, a dis—

count of 2%%Z will be allowed from the amount determlned under the preceding
provisions. :

CREDIT FOR HICH VOLTAGE DELIVERY

If the Customer accepts dalivery at the Company's supply line voltage,
not less than 2400 volits, and the Company 1s saved the oost of installing any.
transformer and sssoclated eguipment, a credit of 12 cemrs per kilowatt of
billing demand for such month shall be allowed agzirest the amount determined
undar the preceding provialons. :

TERM OF AGREZMENT

The azreement for sevvice under this rate will comtinue fur an inirial
rexm of one year if electriclty can be properly supplied to a Customer without
aa uneconomic expz2nditure by the Company. The agreemanl may be terminated at
any tlue on or after the expiration date of the initial term by twelve months'
prior wvritten notice. '
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MASSACHUSETTS ELECTRIC
COMPANY

OPTIONAL LARGE-POWER RATE H

TERMS AND CONDITIONS'

j The Company's Terms and Conditions im effect from time to time, where
not inconsistent with any specific provisions hereof, are a part of this rate.

Effective December 8, 1976
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APPENDIX A.3

The monthly charge under X rate can be represented for summer

and winter separately as follows (see Appendix A.4):

For Summer

MCX(SI, €,, D)

2’

For Winter

MCX(e,, €,, D)

2’

where

MCX(el, €, D)

100
+ 0.00277 ¢
100
+ 0.0027 €,

+ fuel adj.

+ fuel adj.

+ 6.50 D + 0.01517 €,

($/month)

(A.3.1)

+4.08 D + 0.01517 €,

($/month)

(A.3.2)

the monthly charge under X rate for

El’

€,, D given.

See Appendix A.4

for the X rate.

energy usage of the month during peak

hours.

See Appendix A.4 for the

definition of peak hours.

energy usage of the month during off-

peak hours.

See Appendix A.4 for the

definition of off-peak hours.
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D = maximum 15 minute average demand of

the month.

One can further continue to find the yearly average of the monthly

charge under X rate assuming that ¢ €, and D are identical for

1)

all 12 months of the year as follows:

Yearly Average

_ 8 4
MCX(el, €, D} = 100 + (ii-x 4,08 + TE—X 6.50) D
+ 0.01517 €, + 0.00277 o
+ fuel adj. ($/month)
which gives
MCX(el, 82, D} = 100 + 4,88666---D + 0.01517 £y

+ 0.00277 ¢, + fuel adj. ($/month)

(A.3.3)
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APPENDIX A.4

MASSACHUSETTS ELECTRIC COMPANY

PROPOSED
OPTIOWAL RATE X-01

(April 8, 1977)

Purchased Power Cost Adjustment No. 6 - Adjusted

Monthly Charge as Adjusted

Customer Charge

$100.00 per month.

Demand Charge

Billing Months of:

Winter Period Summer Period
October-May June-September
$4.08 per KW $6.50 per KW

Energy Charge per KWH

On Peak 1.51700¢
~ Qff Peak L277¢

Other Rate Clauses apply as usual.
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MASSACHUSETTS ELECTRIC
COMPANY

PROPOSED
OPTIONAL RATE X-01

-{April 8, 1977)

AVALLABILITY

This rate is available for all purposes excepi resaie. All‘servicg
delivered at a given location shall be billed hereunder, and all charges
shall be based on a Demand of 500 kilowatts or more. If delivery is through
more than one meter, except at the Company's oﬁtion, the Monthly Charge for

service through each meter shall be computed separately under this rate.

MONTHLY CHARGE
The Monthly Charge will be the sum of the Customer, Demand and Energy
Charges.

Customer Charge

$100.00 per month.

Demand Charge

During the Billing Months of:

Winter Period Summer Period
Octpber-May June=-September
$4.08 per KW " $6.50 per KW )

Energy Charge
L0 :
Peak ' Hours "~ 1.290 cents per kilowati-hour

0ff-Peak Hours _ .05 cent per kilowatt-hour ~

[
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- MASSACHUSETTS ELECTRIC
COMPANY

PROPOSED
OPTIONAL RATE X-01

PEAK AND OFF-PEAK PERIODS

Peak hours will be from 8:00 A.M. to 9:00 P;M. daily on Monday through
Friday excepg‘for legal holidays in Massachusetts

Off-peak hours will be from 9:00 P.M. to 8:00 A.M. daily Monday through

Friday and all day om Saturdays, Sundays, énd legal holidays in Massachusetts.

PURCHASED POWER COST ADJUSTMENT

The prices under this rate as set forth under "Monthly Chérge" may be
adjusted from time to time in the manner provided in the Company's Purchased
Power Cost Adjustment Provisiens to reflect changes occurring on or after
June 1, 1975 in the Primary Service for Resale Rate of the Company's

supplier, New England Power Company.

ADJUSTMENT FOR COST OF FUEL
The amount determined under the preceding provisions shall be adjusted
in accordance with the Company's Standard Fuel Clause as from time to time

effective in accordance with law. .

DEMAND

The Demand for each month under ordinary load conditioms shall be the
greatest of the foilowing: )
a) The greatest fifteen-minute peak occurring during‘the Peak
Hour period within such month as measured in kilowatts;

b) 80%7 of the greatest fifteen-minute peak occurring during

the Peak Hour period of such month as measured in kilovolt-

amperes,
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c) Onefhalf the greatest 15.miﬁuté peak, eiiher KW or 80% Kva,
occurring during the O0ff Peak periocd within such month.

d) 807 of the greatest Demand as so determimed above during the
preceding seven winter months when billimg in the Winter Period;
or 80% of the greatest Demand as so detemmined above during the
preceding three summer months when billimg in the Summer Period.

e) 500 kilowatts.

HIGH VOLTAGE METERING ADJUSTMENT

The Company reserves the right to determine the metering installation.
Where servicé‘is metered at the Qdmpany‘s supply lime voltage, in no case
less than 2400 volts, thereby saving the Company tramsformer losses, a dis-
count of 2%7 will be allowed from the amount determizmed under the preceding

provisions.

CREDIT FOR HIGH VOLTAGE DELIVERY

If the Customer accepts delivery at the Company's supply line voltage,
not less than 2400 volts, and the Company is saved the cost of installing any
_;ransformgr and associated equipment, a Credit of 12 cents per kilowatt of
billling demand for such month sﬁall be allowed agaimst Ehe amount determined

unﬂer the preceding provisiéns.

TERM OF AGREEMENT
The agreement for service under this rate will continue for an initial

term of one year if electricity can be properly supplied to a Customer without
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an uneconocomic expenditure by the Company. The agreement may be terminated
at any time on or after the expiration date of the initial term by twelve

months' prior written notice.

TERMS AND CONDITICNS

The Company's Terms and Conditions in effect from time to time, where

not inconsistent with any specific provisions hereof, are a part of this rate.

Effective
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APPENDIX A.5

COMPUTATION OF MONTHLY SAVING UNDER X RATE AS COMPARED TO H RATE

Define:
th: Monthly saving for choosing X-01 rate instead of H rate.
Then
th = MCH(EO,DO) - ;MCX(EI,EZ,DO) (A.5.1)
where

MCH(EO,DO) is as defined and given in Appendix A.1l.

MCX(El’Ez’Do) is as defined and given in Appendix A.3.

One can rewrite th, using expressions for MCH, MCX from

Appendices A.1 and A.3 as follows:

B 3MCH
th = [510 + —5

x (D) + ZH | x ()
0 de

€ ,D £ ,D

[o 2o 0 0

+ fuel adj ] - (100 + & D_

+ 0.01517 gy * 0.00277 ¢, + fuel adj.)

2
o is the seasonal rate coefficient for demand or the incremental
monthly charge for demand under X rate. The equation above can

be rewritten as
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_ AMCH
th = 410 + (T - a) D
€ ,D
0’70
(McH - 0.01517) e, + (MG - 0.00277) ¢
ac 1 d€ 2
£ ,D e _,D
o’ 0
(A.5.2)
Let 8 = (EI/EZ)
E = g + g, by definition.

where €. ,¢

1 are as defined in Appendices A.3 and A.4. €, and e,

2

can be expressed as follows:

€ = B £
1 1+8
_ 1
€, = T+8 £

After substitution of €5 €, equation A.5.2 becomes:

_ aMCH
th = 410 + (_F-‘B_D-_ﬂ - (1) D
e ,D
o 0
t }fe) [(BI;ISH - 0.01517)8 + (g
€ ,D e ,D
o’ o 0’0o

- 0.00277)] (-g—)
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which gives

S~ M0 ancw
G B
D aD
o’ o
1 aMCH aMCH €
+ ) [( 2 \ - 0.01517)B + [—as_l 0.00277)] (D)
e ,D g ,D
(o] (o] 0] 0
Define:
th'410
Y= D
Then
aMCH
(=5 - o)
I D
O 9]
1 3MCH 3MCH £
- S - 0.00277 =
* T E [( ne ls ] 0.01517)8 + (=5 . 0.00 )] )
o’" o o* o

(A.5.3)
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Case 1 - Summer

aMCH
s = Gy - 6.50)

e ,D
o' o

1 aMCH
* (L+8) ( 3e

- 0.01517)s-+(9%gﬁ

E:D E,D
0" 0 o 0

- 0.00277) (%3

(A.5.4)

Note that Equation A.5.4 was used to generate the curves on

Figure A.5.1 using the values agSH and E%%E from

e ,D e ,D
0’ o 0’ o

Table A.1.2.

o = 6.50 is used for summer.
Case 2 - Winter

_aMcH
Yo © Gono - 4.08)
£ LD
o O

- 0.01517)8-+(B§EH - 0.0027ﬂ &)

D e ,D
o’ o o’ o

(A.5.5)

Note that Equation A.5.5 was used to generate the curves on

oMCH

from Table A.1.2.
ac

Figure A.5.2 using the values

e ,D
o’ o
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o = 4.08 is used for winter.

Case 3 ~ Yearly Average

aMCH
5 = ( 55 - 4.89)
€
o7 0
. (lis) [(BI;I(E:H! - 0.01517)8 + (% - 0.00277)]
g ,D £ ,D
o’ o Q" 0

{4.5.6)

Note that Equation A.5.6 was used to generate the curves of
oMCH oMCH

Figure A.5.3 using the values and —— from
Jg oD
Eo’Do Eo’Do
Table A.1.2.
o = 4.89 is used for yearly average.
Since y was defined as:
th-410
y:—D—
One can rewrite this to give
S, = 410 + yD (A.5.7)

Using the curves from Figures A.5.1, A.5.2, A.5.3, and
Equation A.5.7 the monthly saving under X rate over H rate can be

easily determined.
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ys ($/kW/month)
no
|

SUMMER

-0.8
200

300

400

Figure A.5.1

EO/D.(h'ours)

500

700
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WINTER

Yo, ($/kW/monfh)

-0.8 ./J.._—.—-T-‘5.0 I |

60/00 {hours)

600 700

Figure A.5.2
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YEARLY. AVERAGE

yq($/kW/monrh)

200 300 400 500 400 700
Eo/ D (hours)

Figure A,5.3
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APPENDIX B

A Utility's Load Profile for Its Peak Days

Four sets of load profiles for four separate seasonal peak days
of the New England Electric System are given. The following table

describes these peak days.

Figure : Description Date Occurred Hourly Ave.
Number Peak Demand
(Mw)
B.1 Summer Peak, 1975 June 24, '75 2865
B.2 Summer Peak, 1974 June 10, '74 2788
B.3 Winter Peak, 1975-76 Dec. 19, '75 2990
B.4 Winter Peak, 1974-75 Nov. 26, '74 2883
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APPENDIX C.0

Guide to the Descriptions of the Seven Industrial Companies Studied

The following Appendices C.1 through C.7 describe the seven industrial

firms that are being studied. They are listed in the following table.

Appendix Name of the Time When Data Were
Number Company Gathered

C.1 Small Plastics Company Summer & Fall of 1977
C.2 Brush Company Summer & Fall of 1977
C.3 Abrasive Company Summer & Fall of 1977
c.4 Soap Company Summer & Fall of 1977
C.5 Eoundry Company Summer of 1976

c.6 Printing Company Summer of 1976

c.7 Consumer Product Co, Summer of 1976

Data for the four companies studied in the summer and fall of 1977 are
far superior to those for the three companies studied in the summer of 1976.
Data were obtained from various sources. For iﬁstance, data for the installed
capacity, X, for each piece of equipment,came from nameplate reading or from
the company's records. Data for L, a, and n or the fraction of load when on,
the fraction of time on, and the number of starts/hour, respectively, were
obtained from direct measurement, from company records or logs, or from
guesses. In Appendices C.1 - C.7, these data are described in various tables.
The sources are given by following the data value with a symbol; for instance,

if the value is a guess, a letter 'g' is placed next to that value. However,
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in many cases, we do not use any symbol following the installed capa-
city data, because it came from the machine's nameplate and there was
no necessity to qualify it. The symbols used to describe data are’

explained in the following table,.

Symbol Explanation of Symbol
2 Company's log
T Company's record
m Measurement
g Guess

e Estimate of company's employee
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APPENDIX C.1

Small Plastics Company

The flow and storage diagram of this injection extrusion moclding
company is shown in Fig, C.1.l. There are 22 plastics molding machines,
shown in Table C.1.2, in parallel operation. There are also a number of
other supporting machines and pieces of equipment as shown in Table C.1.1.

Each of the plastics molding machines takes in plastic raw material,
heats it to a desired temperature, and molds it into a desired shape.

To make one item of the molded plastic product, the machine has to go
through a cycle of heating, molding, cooling, etc. Pumps, heaters, and
coclers are needed along with the machines.

For a different product, a different setup is needed. A plastics
molding machine can operate for many hours, or days, for each setup with-
out interruption. Usually, each machine starts on Monday morning and
stays on until: (a) a certain job is done; (b) the machine breaks down;
or {c¢) the following Friday evening. On the average, each machine is
interrupted once or twice per week.

From Monday morning to Friday evening, a plastics molding machine
can be modeled as a two-state Markov process in continucus time, from the
15-minute average-power-demand point of view. The parameters needed are
X, L, a, and n as shown in Tables C.1.2 and C.1.3. The kW installed
capacity, X, for each molding machine, can be obtained from name plate
readings or from company records. The percentage of time on, a, and the
number of starts/hour, n, of each machine as given in Table C.1.3 are

taken directly from company records. The percent load when on, L, for
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each molding machine is deduced from direct measurement.

Figure C.1.2 shows the gréphical records of the direct current
measurement of molding machine number 24. It is the current of one of
the phases during the production cycles of a particular product. It
should be noted that the cycling time, and the level of electric power
usage, are different for each machine under differemt setups producing
different products., In Fig. C.1.2, each dot represents one measurement
and measurements are taken every five seconds. Therefore, it can be seen
that there are 180 points of measurement in 15-minut time, and the 15-
minute average current can be estimated from this graph.

Let 'I' be the l5-minute average current. It can be seen that
I = 67.5 Amps and is relatively constant. The phase-to-phase voltage,
%, is given as 600 volts. Therefore, the 15-minute average power for

machine #24 under this particular setup can be computed using the follow-

ing formula:
— v
P= V3 xIxVxO0.8 .

The factor 0.8 is the correction of the power factor and Y3 is used becausec
phase-to-phase voltage is used in the formula. P = 56.12 kW is obtained.

L = P/X is found to be 53%. Note that X, the kW capacity, is 105.60, as
given in Table C.1.2. The same type of measurements were made for machines
Nos. 22, 25, and T-1 and their fractions of load, L, were found to be 0,55,
0.35, and 0.33, respectively. The average of these four measurements gives
an Lave equal to 0.44, This Lave is used for all the plastics molding

machines for the Small Plastics Company and for Brush Company of Appendix

C.2,
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For lighting, L is generally assumed to be 1. For most machines
used in preduction that do not have very fast variation of instantaneous
power in 15 minute time scales, L is assumed to be 0.8. This is to
account for the fact that, generally, a designer or an engineer chooses
a motor of slightly higher rating than needed for a certain machine,

For machines that are in a cycling type of operation, with cycling time
periods much shorter than 15 minutes, L is assumed to be smaller than 0.8.
If a certain machine's power utilization is important and must be known
precisely, then L has to be deduced from direct measurement. One type

of such measurement was explained previocusly.

Small Plastics Company has one employee operating each of the plastics
molding machines. Once started, the machines are not interrupted even
during the employees' lunch hours. There are floor workers that go to
each employee running a molding machine to relieve them. The machines are
interrupted only for production-related reasons, as described earlier.

The wage paid by this company is approximately $3.50 per hour per
person for the first shift. Workers on the second and third shifts re-
ceive $0.15 and $0.25 per hour more than the first shift workers, res-
pectively. On Saturdays and Sundays, workers get lé-time and two times
the regular wage.

The 15-minute-by-15-minute average electric power demand curve for

one week is given in Fig. 5.1.1 of Chapter V.
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Figure C.1.2




-282-

Ist Snft:
Name of the Subtotal|Fract'n| Fract. ist, 2nd 3rd
Quantity Equipment capacity|of load| of time | shift shift | shift
X when on on LXa LXa LXa
(kW) L a (kW) (kW) (kW)
Lighting 40.78 1 1 40.78 | 37.14 | 37.14
1 Power loader 3.73 |0.8g 0.6e 1.79 1.79 1.79
13 Grinders 81.60 |0.8g 0.6e 39,17 | 39.17 | 39.17
6 Prod'n, drills 2.24 |0.8¢g 0.6g 1.08 1.08 1.08
1 Fan 2.24 |0.8g 0.6g 1.08 1.08 1.08
1 Hopper Loading 14,40 |0,8g 0.4e 4.61 4.61 4.61
17 Water heaters 126.72 |0.8g 0.6¢e 60.83 | 60.83 | 60.83
(process)
3 Water coolers 45.00 10.8g 0.8g 28.80 | 28.80 28.80
(30 tons)
2 Compressors 55.95 |0.8g 0.8e 35.81 17.90 17.90
1 Warehouse
pump 5.02 |0.8g 0.5e 2.01 2.01 2.01
1 Alr condition-
er (10 tons) g g 15.00 | 10.00 | 10.00
) Window air
conditioner & £ 6.00 4.00 4.00
4 Dehumidifiers 20,00 |0.8g 0.5¢g 8.00 §.00 8.00
15 Assembly mach. 15.00 |0.8g 0.5g 6.00
25 Assembly mach.
in warehouse 25.00 0.8g 0.5e 10.00
5 Machines in
shop 11.19 0.8g 0.25e 2.24 1.12 1.12
3 Water Circula-
tion pumps 33.57 10.8g 0. 8e 21.48 | 21.48 | 21.48
1 Water Circula-
tion pump 18.65 |0.8g 0.8e 11.94 | 11.94 | 11.94
TOTAL: 296,53 250.95 204.85
Table C.1.1. List of Supporting Equipment of

Small Plastics Company and Their Utilization

Data
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Machine Drives| Heater Sﬁ;;;£ai‘ Machine Drivéé Heater SﬁBtotal
ID No. (HP) (kW) X ID No. (HP) (kW) X
(kW) (kW)
2 20 10 24,92 20 25 20 38.65
3 15 8 19.19 21 70 33 85.22
6 20 10 24,92 22 85 46 109.41
9 40 23 52.84 23 50 20 57.30
10 30 23 45.38 24 100 31 1105.60
12 40 23 52.84 25 100 31 105.60
13 55 23 64.03 T-1 55 23 64.03
16 30 23 45.38 T-2 55 23 64.03
17 30 23 45,38 T-3 40 23 52.80
18 30 23 45.38 T-4 50 33 70.30
19 30 23 45.38 T-5 70 33 85,22
Table C.1.2

List of plastics molding machines of the

Small Plastics Company and their Electric

Installed Capacities
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Machine Insiﬁlled Jan. '77 Feb. '77 March '77 April '77 May '77
No. n x 21 n x 20 n x 22 n x 21 n x 21
X a* [ 244 2 ® 24 a x 24 a x 24 a x 24
2 24.92 42.1 4 38.3 7 64.2 13 76.2 9 94.9 5
3 19.19 83.5 8 78.6 9 88.1 10 93.6 6 96.0 5
6 24,92 60.5 10 24 .4 7 9.3 10 70.0 11 66.0 17
9 52.84 98.8 5 96.4 6 99.7 11 88.4 7 67.8 14
10 45,38 98.8 2 95.5 7 98.6 12 90.2 8 97.2 6
12 52.84 89.9 3 87.9 6 76/5 12 92.1 3 92.2 8
13 64.03 97.0 4 92.7 2 85.3 8 97.2 4 94.8 8
16 45,38 99.5 2 96.9 4 94.7 12 69.8 8 86.9 5
17 45,38 67.2 4 83.1 8 80.8 7 98.7 4 95.9 5
18 45,38 0 0 65.3 11 54.3 10 95.9 4 8.12 11
19 45,38 100.0 0 99.3 3 91.2 12 97.8 7 96.3 5
20 38.65 97.6 1 98.4 1 89.6 99.3 2 96.6 5
21 85.22 34,3 3 71.4 6 92.5 95.3 8 82.2 9
22 109.41 38.6 4 58.4 2 57.53 75.0 2 75.2 11
23 57.30 56.7 5 93.8 5 77.3 93.4 3 73.4 9
24 105.60 85.1 5 98.1 4 78.8 10 84.6 8 88.5 10
25 105.60 56.3 10 64.0 7 88.3 9 94.8 2 97.3 5
T-1 64.03 93.4 3 99.8 1 96.2 90.9 3 93.6 5
T-2 64.03 81.1 7 92.7 6 96.1 3 85.7 4 23.8 1
T-3 52.80 86.8 7 100.0 0 92.8 5 81.5 6 74.4 9
T-4 70.30 10.9 3 83.1 6 92.2 8 84.4 6 91.1 10
T-5 85.22 58.9 5 50,0 4 70.7 12 86.2 8 91.5 3
* - in percentage *% - no. of interruptions/month
€ [} { '3 € € €

Table C.1.3 Plastics molding machine utilization

Data of Small Plastics Company

(NOTE: All the data above were taken from the company's log

and nameplate readings.)
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APPENDIX C.2

Brush Company

Brush Company is an extrusion plastic molding company. The flow and
storage diagram is similar to that of Small Plastics Company described in
Fig. C. 1.1 and will not be shown again in this appendix. The layout of
its building is as shown in Fig. C.2.1., The buildings can be roughly div-
ided into four groups.

Group 1 consists of Buildings 1 to 4 and warehouse Building 63. The
main offices and some small manufacturing processes are located in this area.
Group 2 consists of Building 690. Brush making types of small machine
assembly processes are located in this building. Some of the products
manufactured in Building 690 have to go through a few production steps to
be completed. Some of the plastic products needed in this building are
molded in Building Group 3.

Group 3 consits of Buildings 6, 6A, 6B, 6C, 11, 12, and 13. There
are 30 large plastics molding machines of various sizes located in Building
6. These machines are the major users of electricity in this company. The
machines are under a three-shift operation, five days a week. The utiliza-
tion patterns of these machines are similar to those of the plastics mold-
ing machines of Small Plastics Company described in Appendix C.1. These
machines are on between 70% to 90% of the time or more during all working
days. Each machine is interrupted once or twice a week during weekdays.

Building Group 4 consists of Building 16 and a large warehouse, There
is an independent company, XYZ, attached to Brush Company at this location.
Brush Company rents this space to this independent company. A visit to

this company was not made for this present study. XYZ company shares the
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same power meter as Brush Company. The only information available about
XYZ company is that it is responsible for approximately 10% of the
monthly energy usage and its machines have long hours of usage. The
simplest assumption that can be made for this present study is to assume
that XYZ company accounts for 10% of the expected power demand and 10% of
the autocovariance RT[O) during all shifts.

Table C.2.1 giﬁes the 1ist of the 30 plastic molding machines and
their installed kW capacities. Table C.2.2 gives the electric capacities
and their utilization of the remaining machines for the entire plant.

The pay scale for Brush company is $4.00 - $4.50 per hour for the
first shift. The second and third shift workers get $0.15 and $0.25
more per hour respectively than those on the first shift. If they work
on Saturday or Sunday, they will get 1%— time and twice the usual wage,
respectively.

The 15-minute by 15-minute average power demand curve for Brush

Company is given in Fig. C.2.1 of Chapter V.
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Machine brives HeaterJ Subtotal |Machine] Drives | Heater | Subtotal
ID NO. (HP) (kW) X ID No. (HP) |§ chiller X
(kW) (kw) (kw)
2 85.5 33 93,41 27 85.5 33 93.41
3 45.5 42 75.94 28 85.5 33 93.41
4 95.5 33 104.24 29 115.5 38 124.16
5 95.5 33 104,24 30 85.5 33 93.41
7 60.5 33 78.13 31 85.5 33 93.41
8 70.5 41.8 94,39 32 140.5 78.23 183.05
15 60.5 33 78.13 33 250.5 108,24 | 265.11
17 60.5 33 78.13 35 85.5 33 95.41
24 65.5 39.8 88.6 36 55.5 44,8 86.20
22 75.5 31.8 88.12 38 322.5 113 367.70
21 75.5 31.8 88.12 39 205.5 93.53 | 246.46
20 75.5 31.8 88.12 46 80.5 83.24 | 150.75
23 65.5 39.8 88.6 47 80.5 83.24 | 150.75
25 85.5 33 93.41 42 95.5 33 104.24
26 .85.5 33 93.41 45 85.5 33 93.41
Total: 1334.99 Total: 2118.13

Table C.2.1
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2nd 3rd
1st Shft|lst Shft|] Shifyg Shift
X L a XLa XLa XLa
Quant'f. Item (kW)
(Buildings 1, 1A,2,3,3A,3B,4,4A (Main Bldg.)
1 Compressor 55.95 | 0.8g 0.6g 26,86 0 0
4 Air conditioner 17.86 | 0.38g 0.8g 46,00 |34.88 | 23.00
Lighting 104,00 | 0.9g 1.0 93.60 9.36 9,36
8 Fan & blowers 25.75 | 0.8g 0.6g 12.36 8.24 0
18 Heaters 28.86 0.8g 0 0 0
Waste disposal 11.19 | 0.8g 0.4g 3.58 0 0
7 Machines in
cotton brush Rm, 10,63 | 0.8g 0.4g 3.40 0 0
Air condition'g
for computer Rm. 61.74 0.8g 0.5g 24,69 24.69 24.69
Water cooler 14.48 | 0.8g 0.5g 5.79 5.79 5.79
Xerox § SCM 15.30 | 0.8g 0.2g 1.33 0 0
Machines in shop 6.71 | 0.8g 0.2e 1.07 0 0
1 Oven in shop 2.00 | 0.8g 0.2g 0.32 0 0
8 Vending machines| 20.00 [ 0.8g 0.5g 8.0 8.0 8.0
2 Nylon machines 152,42 | 0.3g 0.5g 60.97 [60.97
7 Dryers 32.42 | 0.8g 0.5g 12,97 12,97 0
Computers 37.20 | 0.8g 0.5g 14,88 [14.88 | 14.88
Elevators 5.60 | 0.9g 0.3g 1.34 1.34 0
Teotal for Main
Building:
380.00 277.90 B85.72
Table C.2.2
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!
Quant. Item X L lst gh' l)S(EaShT Xigd Sh'XEEd o
(kW) (kW) (kW) (kW)
(Buildings #6, 6A, 6B, 6C )
Fluoresc. Light 45,32 1.0 1.0 45.32 | 45,32 45.32
Mercury vapor 11.78 1.0 1.0 11.78 | 11.78 11.78
Lamb
Fans 41.03 0.8g 0.8g 26.29 | 26.29 | 26.29
4 Heater ovens 30.00 0.8¢g 0.4g 9.60 9.60 ; 9.60
2 Dryer heaters 32.00 0.8z 0.4g 10.24 | 10.24 | 10.24
1 Hopper dryer 6.0 0.8¢g 0.4¢ 1.92 1,92 1.92
1 Press heater 4.0 0.8g 0.4g 1.28 1.28 | 1.28
3 Grinder 40.5 0.8g 0.3g 9.72 9.72 ) 9.72
3 7% -ton air cond. 33.75 0.8g .8g 21.60 10.80 | 10.80
5 15-ten air cond. 112.50 0.8¢g 0.5¢ 45.00 § 22.50 | 22,50
1 50-ton air cond. 75.00 0.8g 0.5g 30.00 | 15.00 | 15.00
1 30-ton air cond. 45.00 0.8g 0.5¢ 18.00 9.00 | 9.00
3 Electric heatexr 150.00 0.8¢g ] 0 0 0
1 Blower for gas 14.92 0.8g 0 0 0 0
16 Washers 192.00 0.8g 0.3g 46.08 | 46.08 | 46.08
Electric oven 39.91 0.8g 0.5¢ 15.96 15.96 |15.96
Alum. spraying 32.80 0.8g 0.5g 13.12 | 13.12 }13.12
Furnace 39.91 0.8g 0.5¢ 15.96 | 15.96 |15.96
2 Air compressors 149,20 0.8¢g 0.6g 71.62 | 71.62 |71.62
1. Machines in shop 46.25 018g 0.2g 7.40 0 0

Total for Bldgs.
6, 6A, 6B,6C: 419.40 354.70 354.70

Table C.2.2 continued
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1st S 2nd S. 3rd S.
X 1st Shf. XLa XLa XLa
Quant. Item (kW) L a (kw) (kw) (kW)
Building 11
1 Water heater 3.60 0.8g 0.5¢g 1.44 0 0
1 Water pump 37.60 0.8g 0.5g 14.92] 14.92 | 14.92
Building 63 (warchouse
300 | Lighting 60. 0.2¢g 1.0g | 12.00! 12.00 | 12.00
4 Cardboard cutter| 14.51 0.8g 0.5g 5.80 0 0
Water heater 4,85 0.8g 0.5g 1.94y 1.94 1.94
15 Fans 55.95 0.8g 0.2g 8.95] 8.95 8.95
3 Battery charger | 29.54 0.8g 18.91
Total for Bildgs. 11 § 63: 45.051 43,61 | 62.52
Building 690
Lighting 156.41 1.0g 1.0g {156.41{156.41 | 78.20
1 Compressor 55.95 0.8g 0.3g 35.81) 35.81 | 35.81
2 Compressors 186.50 0.8g 0.5g 74.60( 74.60 | 74.60
5 Vending mach. 41.15 0.8g Q.5¢g 16.46) 8.23 8.23
4 Fans 74.60 0.8g 0.8g 47.74| 23.87 | 23.87
4 Water heater 26.56 0.8g 0.5¢g 16.361 16.36 8.18
2 Induction " 39.90 0.8g 0.8g 25.54| 25.54 | 25.54
28 Blowers 37.32 0.8¢ 0.5¢g 14,93 14.93 7.46
140 Assembly mach. 303.51 0.8g 0.5g ]121.431121.43 | 60.72
7 Conveyors 9.26 0.8¢g 1.0g 7.41 7.41 3.70
3 Air conditionrs | 33.95 0.8g 0.8g 21.73) 10.87 | 10.87
19 Machines in shop| 38.29 0.8¢g 0.25g 7.66 0 0
Total for Building 690: 546.07 465.67 357.36

Table C.2.2 continued




APPENDIX C.3

Abrasive Company

Figure C.3.1 gives the general plant layout of Abrasive Company.

This company could be viewed as a very large machine shop. It has a total
floor space of more than 700 thousand square feet. The main part of the
plant is as shown in the diagram. A large warchouse, located about a

mile away from the plant, is not included in the diagram.

Some of the products have to go through more than one stage of pro-
cessing. But from the viewpoint of day-to-day operation, the machines in
this plant can be considered to be independent of each other. Therefore,
the total expected power demand and the autocorrelation function of the
residual for the total demand are the sum of the expected demand and the
autocorrelation functions of the individual equipment.

The list of the departments, their floorspace, level of lighting,
and electric power demand for lighting when the shift is on, is all given
in Table C.3.1. Table C.3.2 gives the installed capacity of the machines
and their usage pattern for Organic Department. More than 20 pages of
such records are available. However, all this information is not included
here because of its length. This type of information is used to deduce
the parameters X, L, a, and n as described in Chapters II and III, and
used in Chapter V.

Table C.3.3 gives a list of production machines that have XLa (average
power demand} larger than 10 kW. Some of these machines deserve further

study for the possibility of rescheduling under X rate.
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Time series data for a 1l5-minute average power demand for the entire
plant has been recorded for the summer of 1977. The load profile for ene

such week is given in Fig. 5.3.1 of Chapter V.
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# of Shifts | 1st Shift
Name of Area Floor Area Watts/Sq. Ft.| per day kW
(000's sq. ft.)

Maintenance 36.00 3.0e 2 108.01
Grading 29.31 3.0e 2r 87.93
Vitrified 57.41 3.0e 3r 172.23
Boiler 4.30 3.0e 3r 12.90
T&B 47.55 3.0e 2r 142,65
Shipping 43.82 1.5g 1rzr 65.73
R &E 47.60 3.0e ir 142,80
Organic 30.88 3.0e 3r 92.64
Snagger 52.69 3.0e Ir 158,07
Resinoid 57.40 3.0e 3 172,20
Raisehup & Q.C. 16.49 3.0e 2r 49.47
Cafeteria 4.45 3, 0e ir 13,35
Offices (1A,1B) 16.33 3.0e l1r 48,99
Packing 19.70 3.0e 2r 59.10
String winding

& rubber 18.20 3,0e Ilr 54.60
Storage lo,34 0.3e 3T 4.90
Machine Shop 21.15 3.0e lr 63.45
Freight House 3.75 0.3e 3r 1.12
Warehouse 112.98 1.0g 3r 112,98
Bldgs. 32, 17, 28 28.79 1.5g lr 43.19
Bartlett 41.40 1.5g 1r 62.10
Diamond 28.20 3.0e ir 84.60

Total:

Table €.3.1

1752.97




ORGANTIC DEPARTMENT

Machine Machine Connected Shifts Starts % Time Remarks
No. Horsepower Loaded

5988 Alr conditioner 60 3 See See Compressor shutdown Nov.-April

#2 Remarks Remarks only; circulating fan running;

summer loading 40%
5988 Air conditioner #3 40 3 " " " " "
5988 Air conditioner #4 80 3 " " " " 1 "
4405 Dust collector 40 3 1 100 Runs continuously @ 75% full load
5603 Dust collector 30 3 1 100 " " " "
6078 Dust collector 25 3 1 100 " " " H
6478 Mixer 40 3 100 20
6821 Dust collector 30 3 1 100 Runs continuously @ 75% full load
4159 Large wheel press 60 2 1 70
4219 Thin wheel press 60 1 1 70
4422 Air conditioner #1 60 3 On all-yr. 20 Summer loading 40%; 20% loading
cycle, on average for the year
demand
4422 Air conditioner #2 60 3 See remarks same  Shut down Nov-Apr.; only circu-
lating fan running. Summer load 40%

4422 Air conditioner #3 75 3 See remarks same " " " b "

Table C.3.2

-96Z-
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I No.
Machine X . XLa Shifts Number of
ID No. Name (kW) (kW) per day Persons
1360 Press 33.57 13,437 2 4
3211 Press 44.76 26.86r 2r
4855 Grinder 31.33 12.53r 1r
5646 Grinder 31,33 12.53r 1~
6024 Grinder 31.33 12.53 r lr
6919 Grinder 31.33 12.53r 1T
4159 Large wheel
press 44,76 31.33r 2T 4
4219 Thin wheel
press 44.76 31.33r 1r 3
5905 Thin wheel :
press 141.74 85.04r 1r 4
6378 Auto thin
wheel press 18.65 13.06r lr
6402 Auto thin
' wheel press 17.90 12,53 r 2 r
5161 Thick :
' wheel press 18.65 13.06r 1r
6743 Thick wh. :
' _press 18.65 13.06r 2r
1735 Grinder 31.33 12.53r 2r
2010 Grinder 31.33 12,53r 2T
5493 Grinder 31.33 12.53r 2 r
6751 Grinder 31.33 12.53r 1r
6461  Power supply - 74.60 24.62r 2r
2306  Power supply| 29.84 14.92r 2r
1-

Table C.3.3
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APPENDIX C.4

Soap Company

Figure C.4.1 shows the flow and storage.diagram of the Socap Company.
There are basically two types of production processes. They are the syn-
thetic granule-making and the bar-soap-making processes. There are also
processes and dreas not directly related to production processes. These
include the boiler house, the mechanical department, and offices.

Consider the synthetic soap granule production process. Different
types of raw materials required are mixed and processed while passing
through the "tower'". The end product from the tower is synthetic granules
which is received in granule storage and is then packed, using a few of
the available packaging lines as determined by the supervisors. It is a
function of the brand being produced. The synthetic granule storage has
the capacity for storing six to eight-hours' worth of the material pro-
duced in the tower when the packaging lines are all off. The granules
are packed and sent to the warehouse to await shipping. The tower has
three shifts of people, six people per shift, working continuously.
However, the tower as a whole is on only part of the time; it can be
modeled as a two-state Markov process. This fact will be discussed in
the latter part of this Appendix.

The soap production goes through the following steps. First, raw
material such as fat, caustics, etc. are mixed and processed. The pro-
cessed material is then stored in a storage area with a capacity for up

to one week's worth of production. The production of different types of
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soap are now involved with the material flowing through the "making"
stage which consists of squeezing, mixing, and pressing. There are three
"making' production lines in parallel to make different tjpes of soap.
Some granules are also produced. The soap is refrigerated. Soap bars
that are produced are packed by up to four of the packing lines.
Lines #2, 3, 4, 6, and 7 are for this purpose.

 Table C.4.1 gives the power demand for various floors and the sup-
porting areas of the tower. L = 0.8 is assumed for all machines, The
complete list of machines and their capacities as well as the percentage
of time on when the tower is on, etc., are given us by company records.
These data were takm by the company's emplovee; the details are not
included here due to the length. The power demand of the tower can be

represented as:

ptower[n] = PI[n] * PD[n]

where PI[n] is the component that is independent of whether or not

the tower is on or off. We have

Tower
}

B(P [n]} = E{P [n]] jo'er Tower 4

= ELPrInl) o osf

To determine PI[n] we need only the regular type of information, such

as X, L, a, n as described in Chapters II and III. E{PI[n]} is only a
function of time or shift. PD[n] is the éomponent of load that depends
on whether or not the tower is On or Off. It can be modeled as the out-

come of a two-state Markov process in continuocus time. Note that PD[n]
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is the sum of a very large number (hundreds) of machines. The type
of information needed here are values for X, L, and the percentage of

time the machine is on when the tower is on. From this information, we

Tower

can find E{P,[n] is On

} to be 1158.58, as shown in Table C.4.1.

Tower
is Off

related to the operation of the tower, such as the number of people

E{PD[n] l } is zero. Figure C.4.2 gives more information
needed per shift. There is also information leading to the derivation
of the parameters a and n for the tower to be modeled as a two-state
Markov process.

Table C.4.3 gives the power utilization for the synthetic granule
packing. Again, these data are as recorded by the plant supervisor
and personnel. Table C.4.4 is the same type of data for bar-soap packing.
Table C.4.3 gives the comparison of the expected power demand derived
from a physical model with that derived from direct current measurement.
The number of persons required for some of the departments is also
given.

Table C.4.6 gives the electric energy usage and the peak demand

of Soap Company for the year 1976.

Soap Company pays an average wage of $8.00 per hour per person for the
first shift of production workers; the second and third-shift workers
get about $0.30 and $0.375 per hour more. Saturday and Sunday workers
get 1 and cne-half times and twice the normal salary. The l5-minute
by 15-minute average power demand curve for a week is given in Tig. 5.4.1

of Chapter V.
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#1
>
#9
-
Synthetic f’;‘o
Process #
———p| Row — 6 Hour 11 Warehouse -
Material (Tower) Storage —— and
#12 Shipping
P
¥#
’ s
/
[ 4
4 Gronule
) Making #9
I ——
[ Seap Making #3
- 2 day - Warehouse
Type 3 Storage #4 and
Bar Type 1 - o Shipping
| Raw Soap Process 1 Week Making
| Material - Storage Cooling and
(fat) Refrigeration
v #e
Bar Type 2  —
- 1 da
Making 4
Storage 47
.
Boiler— Mechanical . .
hgiu :: eB e(;JT c Offices Packaging

-10%-



-302-

Component of

Component of Load Independent of Tower

Load when 1st Shift 2nd Shift 3rd Shift

Tower is On XLa XLa XLa
Location (kW) (kW) (kW) (kW)
1st Floor 110.29r 11,25r 22.51 22.5r
2nd Floor 119.98r
3rd Floor 303.359r
6th Floor 464.18r 47.09r 52.097 52.09r
Yard MCC 51.55r 17.40r 17.40r 17.40r
Unloading 9,09r 77.58r 77.58r 77.58r
Reclaim 15.15r 33,257 33.25r 33.25T
Big Bin 65.70r
66B Unloading 15.53r
Total 1158.58 186.57 202,82 202.82

Table C.4.1
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6 persons per shift
3 shifts per day

5 days per week
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May 1977 June 1977 July 1977
o/o time on 'a' 43,39 2 45.35 & 35.98 &
of all week days
# of starts
- per month 30 L 31 2 21 L
# of working days 21 L 22 2 20 [
for the month

Table C.4.2
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Load No. 1st, Shf. 2nd Shf. 3rd Shft,
when On |of shifts| Xla XLa XLa
Item XL per wk. (kW) (kW) (kw)
Synthetic Packing
(2 shifts/day)
Line #1 23.86r 2r 4.77 4.77 0
#2 43,70t 71 30.59 30.59 0
#9 33.52r 4r 13.41 13.41 0
#10 24.48 l.6r 3,92 3.92 0
#11 24.94r 3.7r 9.23 9.23 0
#12 11.957 0.5r 0.60 0.60 0
Total: 62.52 62.52 0
Supporting Equip. for
Synthetic Packaging
Heat § Vent 33,487 15 r 33.48 33.48 33.48
Miscellaneous 063.601lr 15 r 63.61 - 63.61 63.61
Glue making 0.9 r 15 r .9 0.9 0.9
Belts 9.1671 10 r 9,16 9.16 0
Big Bin Cross 35.81r 4 r 14,32 14,32 0
14.32r 2r 2.86 2.86 0
Shep Equip. 7.20r 0.3r 0.22 0,22 0
Lighting 20.00r 15 r 20.00 20.00 20.00
Total: 144,55 144.55 117.99
Total for Synthetic Packing 207.07 207.07 117.99

Table C.4.3
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Total:

11.46r 11.46r 0
14.90r 14.,90r 0
0.79r 0.79r 0
58.91r 58.91r 32.46r
81.65r 81.65T 27.16r
166.71 166.71 59.62

Table C.4.4
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\
1st Shft. 2nd Shft. 3rd Shft. 0.8 KVA No. of
XLa XLa XLa ’ People for
Ttem (kW) (kW) (kW) 1st Shft  Each Shft

Soap Process 519.587 519.58r 519.58r 399.06m 5
Bldg. and

Mechanical (128) 218.70 196.50 196,50 133.02m
Sewage pumps 16.56x 13.51r 13.51r

(134)
Shipping and

Warehouse (180) 112,10t 111.30r 164.23r 99.77m
Soap Granules 107,13r 76.01r 8.6lr 166.28m

(463)
Soap Making 657.29r 544, 86r 280.73r 498.83m

{All types)
Shop 42.14r 22.46r 12.50r
Bar Soap 133.02m
Refrigeration 165.91r 165.91r 165.91r to 332.55m
Bar Soap

Packing 166.71r  166.71r 59.62r{ 133.02m 10

to 266.04m

Synthetic Gran-

ule Packing 207.07r 207.07r 117.99r 8-10

Table C.4.5
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Energy Peak Hours

Usage Demand 0.8KVA Used

Month {000's KWH) (kW) (kW) (Hr)
January 1376.6 3528 3533 390
February 1275.3 3466 3533 368
March 1467.5 3379 3418 434
April | 1309.5 3374 3340 388
May 1252.0 3427 3418 365
June 1305.0 3533 3533 369
July : 1424.9 3643 3610 391
August 3634 3610 341
September 1254.0 3739 3533 336
October 1468.0 3562 3571 412
November 1223.6 3557 3494 344
December 1299.7 3658 3648 355

Table C.4.6
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APPENDIX C.5

Foundry Company

Foundry Company's main product is sluice gates for water pollution
control., In addition, it also produces industrial rolls,

A brief description of its manufacturing practices and processes is
as follows: steel and scrap iron are melted in two 15-ton channel-type
induction furnaces in parallel operations. The furnace temperature is main-
tained above 2750°F during the day; for this, a total of 500 kW of power
is needed. The furnace is operated by a single operator from 11:00 pm
to 7:00 am for melting.

The furnace operator is allowed by the management to use up to a max-
imum of 2500 kW for both furnaces during melting hours; 400 kWh of
electric energy is needed to melt a ton of iron. Between 20 and 30 tons
per day of ireon are melted during the utility’s off-peak hours, between
11:00 pm and 7:00 am. During the first shift, usually in the morning,
the molten steel is poured intc molds made of sand, and cooled in the cool-
ing area. The iron castings are then removed by breaking the molds, Any
sand that is still stuck to the iron castings is blown off with air. The
castings then go through grinding and machining processes in the West
machine shop.

The products vary in size, shape, and other requirements. Therefore,
most of the processes are not assembly-line operations, but are '"special-
order" type operations, which are typical of the foundry industry. The

East machine shop is used for making industrial rolls. The pipes used for
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making rolls are purchased, not produced in the foundry. The molds and
cores are produced using wood patterns from the wood shop.

Figure C.5.1 gives the flow and storage diagram for Foundry Company.
Table C.5.1 gives the number of employees that are involved at scme of the
sections of interest for different shifts. The sections described are the
furnaces, machine shop west, machine shop east, and the foundry itself.
Table C.5.2 gives the detailed electric stock data of the Company. Figure
C.5.2 gives the electric load profile of the Company on a Monday. The load
shape for one week is depicted in Figure 5.5.1 of Chapter V.

Wages at Foundry Company are $5.00/hour for the first shift workers,
Second and third shift workers receive $0.75 and $1.00 more per hour, res-

pectively. Saturday and Sunday wages are 1%— and two times the mormal wage.

Table C.5.1

Number of Employees in Each Section

1st Shift 2nd Shift 3rd Shift
No. of persons for
charging the furnace 0 0 1
East machine shop 15 5-7 0
West machine shop 40 25 12

Foundry § mold-
cooling area 35 25 1
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Table C.5.2

Detailed Electric Stock Data of Foundry Company

Building 1, 1B, 1C, Main Offices

Item Quantity HP or kW Each kW Total
Lighting 480 0.045 kW 21.600 kW
Air conditioning

for summer 28 tons 98.450 kW
Electric heating
for winter 100.0 kW
Building 37, Machine Shop West
Lighting (mercury
vapor lights) 64 0.8 kW 5.2 kW
Large hoist 15 HP 22,380 kW
Small hoist 9 5 HP 33.570 kW
Machines 16 120 HP 90.52 kW
No. of employees for: first shift second shift 3rd shift
Bldgs. 37 & 7B combined: 40 25 12
Building 7B, Part of Machine Shop West
Lights, fluorescent 50 0.9 kW 4.5 kW
Lights, Hg vapor 8 0.4 kW 3.2 kW
Large hoist 2 15.0 HP 22.38 kW
Small hoist 3 5 HP 11.19 kW
Milling machine 2 5 HP 7.46 kW
Building 35, Stockroom
Lights, fluorescent 11 0.09 kW 0.99 kW
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Building 31

Item Quantity HP or kW Each kW Total
Lights, fluoresc, 18 0.09 kW 1.62kW
Machines 7.46 kW
Large hoist 1 15,0 HP 11.19 kW

Building 9A, 9B, 9C: Foundry and Cooling Area for Molds

Lights, Hg Vapor 80 0.8 64,00 kW

Ligtts, Fluorescn. 21 0.09 1.89 kW
Large hoist 6 15 HP 67.14 kW
Sand moving § mixing 141,7 kW

Building 9: Foundry

Scedium vapor Lights 4 0.4 kW 1.6 kW
Fluoresc. Lights 21 0.09 kw 1.89 kW
Large hoist 5 15 HP 55.95 kW
Small hoist 6 5 HOP 22.38 kW

Building 9D, Foundry

Sodium vapor Lights 44 0.4 kW 17.60 kW

Large hoist 1 15 HP 11,190kW

small hoist 9 5 HP 33.57 kW

Machine 1 5 HP 3.37 kW

Fans 2 7.5 HP 11.19 kW

No. of Employees for: 1st Shift 2nd Shift 3rd Shift
(Blgs. 9A, 9B, 9C, 9Dm 9) 35 25 1

Furnaces and Supports

Furnace (for main- 2 290 kW 580 kW
taining temp.)

Furnace (for melting) 2 860 kW 1720 kW
(11 pm-7:00 am)

Air conditioning (24 17.58 kW
hrs/day all season)

Large fans 2 30 HP 44,76 kW

(24 hrs/day)
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Buildings 34 and 36, East Machine Shop

Ttem Quantity HP or kW Ea, kW Total
Fluoresc. Lights 132 0.2kW 26,40 kW
Hg Vapor Lights 88 0.8 kW 70.40 kW
Large Hoist 8 15 HP 89,52 kW
Small Hoist 27 5 HP 100.71 kW
Machines : 27 1 to 15 HP 105.47 kW
No. of Employees for: Ist Shift 2nd Shift 3rd Shift

15 5 to 7 0

Building 24, Wood Shop § Office

Fluoresc. Lights 46 0.09 kW 4.14 kW

Air conditioning

Building 24B, Wood Shop & Office

Fluoresc. Lights 17 0.09 kW 1.53 kW
Large Hoist 5 15 HP 55.95 kW
Machines 5 3 HP 9,05 kW
General Support for Entire Plant HP Total kW Total
Exhaust Fans 125 HP 93.25 kW
Compressor 125 HP 93.25 kW

Electric Water Heater §
Pump 62.3 kW

Dust Collector 150 HP 111.9 kW
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APPENDIX (.6

Printing Company

Printing Company's product line is printing telephone directories
for various towns and cities. Figure C.6.1 shows the layout of the
printing plant. There are mainly three buildings, as shown. Building
B,located in the middle of the plant, is the main building which houses
most of the large electric-power-consuming machines. There are three
printing presses in operation, and a new one that will be in operation
in the near future. There are three sets of binding, cutting, and
packaging machines, offices, a machine shop, a plate-making shop and a
shipping area in Building B.

Building A is a supporting building for production; it has a
proofreading area, linotypes, typesetting, files, two small printing
machines and other supporting machinery.

Building C is mainly a warehouse. There are storage areas for
paper, glue, and other supporting materials. There is a railroad terminal
for receiving raw material, and an area for shipping out bales of waste
paper which have been cut and baled in Bldg. C.

Figure C.6.2 shows the flow and storage diagram for Printing Com-
pany, a physical model suitable for the study of hourly electric load.
As shown in the diagram, paper and supporting material are shipped in by
rail and stored in Building C. The rolls of paper then go through one of
the four printing presses, connected in parallel, which print, cut, and
fold the paper. The outcome from these presses is 'signatures', which

consist of ten or more sheets of printed paper folded together. These
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are stored in Building C to await a sufficient amount of the rest of
the telephone book to be printed. At this time, all the stored signa-
tures are transferred back to be bound together, using one of three
binders, cutters, and packaging systems which bind, glue on covers,
and then trim the finished books. They are then wrapped together

into packages of desired size, and moved tb the shipping area.

Also shown in Fig. C.6.2 are the blocks that do not relate directly
to production, but need electric power for their many functions; for
example, these blocks include offices, machine shops, platemaking
rooms, etc.

The billing data for 1975 and detailed electric stock data for
Printing Company are given in Tables C.6.1, C.6.3. Table C.6.2 gives
the number of employees, wages, and flow capacities for each of the four
printing presses, each of the three binders, cutters, packagers, and
waste baling systems. The storage areas for paper and signatures
are large, and during normal operation, it takes three weeks to fill
up the signature storage. Daily production of the plant during the
slow months from June to August, and the busy months from September to

May, could have a ratio of one to three or four.
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Morith Demand Eff. Ratio of Energy Hour Used
kW/0.8 KVA Demand kW/KVA Usage Energy Usage
KwH Eff, Demand (Hr)

January 954 /888 954 0.859 318,600 333 hr.
February 909/864 909 0.842 324,900 357
March 864/816 864 0.847 290,700 336
April 864/816 864 0.847 288,000 335
May 918/840 918 0.874 344,700 375
June 909/864 909 0.842 273,600 300
July 783/720 783 0.870 293,400 374
August 753/696 753 0.865 223,200 296
Sept. 828/792 828 0.836 334,800 404
October 891/816 891 0.873 340,500 348
November 873/840 873 0.831 342,000 391
December 882/ 882 342,000 387

Table C.6.1

Electric Power & Energy Usage Data of Printing Company

for the Year 1975




Item

Printing Press #1
Printing Press #2
Printing Press #3

Printing Press #4

Binder, Cutter, Packager #1
Binder, Cutter, Packager #2

Binder, Cutter, Packager #3

Waste Baling

Wages:  $5.00/hour

2nd shift:
3rd shift:

~-3206-

No. of Maximum Flow
Employees Rates

8 2000 ft/min1

8 2000 ft/min

9 3000 ft/min

9 3600 ft/min
15 95 books/min2
15 117 books/min
10 100 books/min
3
2 35 bales/day

and up for the lst shift
$1.09 additional to 1st shift wage
1'12 L) " " "

1 55,000 ft. paper = 1 ton
2 900 to 1000 books = 1 ton
3 1200 1lbs/bale.

for large telephone book

Table C.6.2

Data on number of employees, maximum flow rate, and

wage information

for each printing press, binder,

cutter, and packager of Printing Company
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Table C.6.3 Printing Company

Building A Quantity
Proof Reading Area (500 ft2)

Lighting 48 40 Watts each

Air Conditioning 5 tons

Linotype Area

Lighting 27 80 Watts each
Linotype Machine 21 1 HP each
Fans & Blower 6

Type Setting & Files Area

Lighting 195 80 Watts each

Fans & Blowers 16 (1/4 v 1/2) HP each

Small Press & Other Machine Area

Lighting 91 80 Watts each
Presser 2 20 HP each
Other Machines 6 35 HP total

Small Office (300 £t2)

Lighting 8 80 Watts each
Airconditiong 3 tons
Presser Machine 2 v 1 kW each

kW Total

1.920 kW

[}

15.666

1.492

15.600 kW

3.730 kW

7.280 kW

29.840 kW

26.210 kW

0.640 kW

2,000 kW

{cont'd)

2.160 KW



Table C. 6.3 (continued)

Building B Quantity

————————

Building B (General)

Lighting 177 80 Watts each
Motor 1 50 HP each

A " 1 25 HP each
(For fans to suck out rejected papers)

*
Motor for

Compressor 1 125 HP each
Small Compressor 2 motors 10 HP each
Small Compressor 1 motor 25 HP "
Vacuum Pump 1 " 25 Hp "

Machine Shop

Lighting 29 80 Watts
Machine 6 (3/4 - 5 HP) each
12 HP total

Office (500 sq. ft.)
Lighting 18 40 Watts each

Adr Conditioning 7 1/2 tons

Plate Room (V550 sq. ft.)

Lighting 20 40 W each
Air Conditioning 10 tons

Machine

*

'Undergoing Repair Job, Inoperative,

14.160
37.300

18.650

93.250
14.980
18.650

18.650

2,320

8.952

0.720

0.800

(cont'd)

kW

kW

kW

kW

kW

kW

kW

kW

kW

kW

kW



Table C,Qlé'(continuedi

Building B Quantity o KW Total
Printing Press #1 '

Main Drive Motor 2 75 HP each 111.900 kW
Starter Motor 2 7.5 2P " 11.190 KW
Other Motors 15 HP Total 11,190 kW
Lighting 21 80 Watts each 1.680 kW

Printing Press #2

Same as Printing Press #1 (see above).

Printing Press #3

Lighting 30 80 watts each 2.400 kW
Main Drive Motor 2 100 HP " 149.200 kW
Other Motors 20 »HP 14.9 kW

. %ok
Printing Press #4

Main 2 100 HP 149,2 kW
Other Motor 30 HgP 22,38 kW
K&

Under construction.
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Table C. 6.3 (continued)

Building B _

—_— Quantity

Binder #1

Main Drive Motor 1 25 HP each
n n " 1 10 HP each

Other Motors 7 (1f2

HP-5HP) 12 HP total

Cutter #1
Main Cutter Drive 1 10 HP

Conveyor Drive 6 (1/2
HP-1 HP) 4 1/2 HP total

Packaging Machine #1

Conveyor Drive 4 motors
(1/2 = 1 HP} 3 HP Total

fackaging'Machine
(480 V 30 Amps 34)

‘Binder #2

Same as Binder #1 (see above)

Cutter #2

Same as Cutter #2 (see above)

Packaging Machine #2

Same as Packaging Machine #1

(cont'd)

18,650

74460

8.952

7.460

3.357

2,238

kW Total

kW

kW

kW

kW

kW



Table C.. 6.3 (continued)

Building B

Quantity

Cutter #3

Packaging Machine #3

Binder #3
Main Drive

n 1

Other Motors

-325-

Building C (Warehouse & Waste Baling)

Warehouse

Lighting

Waste Baling
Hogger Drive
Blower

Big Baler

Small "

42

kW Total
Same as #1 (see above)

7 1/2 °Hp 5.595 kW
10 HP 7.460 kW
2 1/2 HP 1.865 kW

250 Watt each 10.500 kW

100 HP 74,600 kW

50 HP 37.300 kW
25 HP 18.650 kW
10 HP 7.460 kW
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APPENDIX C.7

Consumer Product Company

Consumer Product Company's produces pécket knives, and also
kitchen and other cutlery products. The plant is divided into different
departments, some of which are directly involved in production -- such
as the grinding department, polishing department, the heat-treating
department, etc. Ohters are not directly involved in production, but act
as support for production, e.g., the personnel, purchasing departments,
the tool room, etc.

A complete flow and storage model 1s not available. However, the
storages are large compared to the material flow rates, so it is physic-
ally possible to reschedule production from first to second or third
shift, although this has been found to be uneconomical, becasue the Aij
(kW demand per person) for any particular department is small (see
Chapter VI for a detailed arguement).

A component of a knife must go through various production steps, as
shown in Fig. C.7.1, where steel sheets made of coil undergo blanking, a
process that punches out a piece of steel of a given shape from the steel
sheet. The output pieces from the blanking process then go through
straightening, then heat-treating, and finishing. Other parts go through
only some of the steps. When enough quantities of all the necessary parts
are ready, they will be assembled to produce the desired product, e.g.,

a pocket knife.
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The electric stock data and information on employees of each
department obtained from the depariments of Consumer Product Company
are shown in Table C.7.2; the kW of electric stock per person for each
department can be found from the above information, also given in Table
C.7.2.

The heat-treating furnaces are operated three shifts per day. The
number of people involved in each shift is listed in Table C.7.2. All
other departments are operated only one shift per day, the first shift,
although employees from some departments might occasionally stay for a
few hours longer than a single shift,

There is no wage differential for different shifts, in view of the
fact that the majority of employeses work during the day. However, if
rescheduling is to be attempted, some wage differential for second and
third shift has to be provided.

Table C.7.1 gives the billing data for this company, and Fig. c.7.2

gives the load profile for a summer week.
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1976 1976 . .

Mbnth Dezgnd KWH ‘ %$325§§Ed .‘Dziand .. KWH g%ﬁgug§ed
Jan. 1555.2% 259,407 166.80 hr 1512,0 299,000 197.75
Feb. 1526.4% 360,229 236.00 1512.0 396,177 262,02
Mar, 1512,0 363,840 240.63 1476.0 392.706 266.06
ApT. 15i2,0 284,631 188.25" 1526.0" 410,633 269.09
May 1512.0 277,422 183.48 1548.0 407,030 262.94
June 1440.0 288,230 200.16 1512.0 385,422 254,91
July 1440.0 263,018 182.65 1548.0 410,586 265.24
Aug. 1468.8% 263,002  179.16

Sept. 1476.0 367,437 248.60

Oct. 1440.0 342,240 237.67

Nov. 1440.0 342,215 237,65

Dec. 1512.0 371,084 245.43

Table C.7.1 Billing Data for Consumer Product Co.

Tor the year 1975 § Part of 1976.

* 0.8 KVA was used
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TABLE C.7.2

Electric Stock and Number of Employees at Each Section of Consumer Product

Department No. 47,Toolroom

Item Quantity HP Each HP Total % (in kW)
Motors 16 .2 to 15.75 34.45 25.70
Lights 4,40
No. of Employees Lij = 30 persons

Electric capacity/person Xij/Lij = 1 kW/person

Department 5, Spr. Production

Motors 41 .25 - 10 153.31 114,37
Lights 3.46
No. of Employees Lij = 26 persons

Electric Capacity/person Xij/Lij = 4,53 kW/person

Department 6, Blanking

Motors 39 .25 to 30 133.0 99,22
Lights 4.64
No. of Employees Lij = 14 persons

Electric Capacity/person Xij/Lij = 7.41 kW/person

Department 8, Press

Motors 45 .25 to 10 108.83 77.46
Lights 2.40
No. of Employees Lij = 14 persons

Elec. capacity/person X.lj/Lij = 7.41 kW/person

Department 16, Auto.Grinding

Motors 155 .5 to 25 854.0 637.08
Lights 2.80
No. of Employees Lij = 51 persons

Electric capacity/person Xij/Lij = 12,55 kW/person
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Item Quantity HP Each HP Total X (in kw)
Department 24, Bolster
Motors 57 .25 to 7.5 109.66 81.81
Lights 5.20
No. of Employees Lij = &0 persons
Electric capacity/person Xij/Lij = 1.09 kW/person
Department 10, Material § Tubbing
Motors 66 .25 to 15 182.25 135.96
Lights 4,16
No. of Employees Lij = 17 persons
Electric capacity/person Xij/Lij = 8,24 kW/person
Department 32, Skeleton Assembly
Motors 69 .25 to 5 46.33 34,56
Lights 7.40
No. of Employees Lij = 28 persons
Electric capacity/person Xij/Lij = 1.50 kW/person
Department 33, JM Shell Wrapping
Motors 22 .15 to .75 12.48 9.31
Lights 8.88
No. of Employees L.lj = 24 persons
Electric capacity/person Xij/Lij = 0.76 kW/person
Department 18, Dressing
Motors 36 .125 to 7.5 99.125 73.95
Lights 2.92

No. of Employees Lij = 20 persons
Electric capacity/person Xij/Lij = 3.84 kW/person
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Department 20, Finishing

Motors 152 .25 to 10 675.58 503.98
Lights 6.08
No. of Employees Lij = 36 persons

Electric capacity/person Xij/Lij = 14,17 kW/person

Department 23, Hollow Grinding

Motors 96 .25 to 10 330.75 246.74
Lights 2.96
No. of Employees Lij = 14 persons

Electric capacity/person Xij/Lij = 17.83 kW/person

Department 14, Heat Treating

Motors 49 .25 to 62.5 664.73 495,89
Lights : 1.76
No. of Employees : 13 on 1lst shift, 4 on 2nd shift, 4 on 3rd shift.

Electric capacity/person Xij/Lij =

Furnaces See the measured hourly load shpae during 2nd and
3rd shifts.
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APPENDIX D

Computer Programs

This Appendix describes and lists the computer programs used for

computing and plotting the graphs shown in Chapter V. All the programs

are written in PL1 language and implemented on a Honeywell MULTICS

System computer. They are briefly described below and shown in detail

afterward.

Note that the programs discussed here were written for Brush

Company, but could be used for other companies with minor changes.

pg_1

pg dmb :

This is the program used for drawing the load profiles for a
given week; time-series input data are used. The load pro-
files from Figs. 5.1.1, 5.2.1, 5.3.1, and 5.4.1 were drawn
using this program,

This is the program used for drawing the daily 15-minute
average sample mean from time-series data, as shown in Figs.
5.1.2, 5.2.2, 5.3.2 and 5.4.2, The time-series input data
were used. Subroutine m dasb was called by this program.
Note that the theoretical expected time-varying load, as
shown in Figs. 5.1.2, 5.2.2, 5.3.2 and 5.4.2 were computed using
electric capacities and utilizations data, shown in Chapter V

and Appendix C. The computations were done by long hand.

pg_res_dasb: The program is used for plotting the curves shown in

Figs. 5.1.3, 5.2.3, 5.3.3 and 5.3.4, using time-series input
data. Subroutines m dasb and res dasb were called by this

program.



pg Rb:

th R br:

m_dasb:

fd b:

res_dasb:

Rd kb:
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This program is used for plotting the time-average sample
autocorrelation functions of the residual as shown in Figs.
>.1.4, 5.2.4, 5.3.4 and 5.4.4, using time-series input data.
Subroutines m dasb, res_dasb, fd b and Rd kb were called.

This program is used to plot the theoretical autocorrelation
function of the residual, shown in Figs. 5.1.4, 5.2.4, 5.3.4 ’
and 5.4.4 using the electric stocks and utilization data for
groups of equipment, X, L, a and n as given in Chapter V and
Appendix C. Note that graphs drawn by this program were com-
pared with those drawn by the program pg Rb. The mathematics
needed for this program is discussed in Chapter TI.
This is a subroutine for computing the sample mean. This sub-
routine is called by pg 1, pg dmb, pg res dasb, and pg_Rb.

The mathematics involved is described in Chapter IV,

This is a subroutine serving as a gating function on a filter
in time. This subroutine is called by pg Rb.
This is a subroutine for computing the residual load. The
mathematics involved is described in Chapter IV of this report.
This subroutine is called by pg_res_dasb and pg Rb.

This 1s a subroutine for computing the time-average sample
autocorrelation function. The mathematics involved is des-

cribed in Chapter IV; this subroutine is called by pg Rb.
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Format of Input Time Series Data

This type of 15-minute average sample time-series data is used
by all the programs for plotting graphs except th-R-br. " See Chapter IV
for the formulae for the time-series analysis and computation. The time-
series data for each company were originally recorded on paper tape in the
form of a graph, or as an arithmetic number to be read visually. This
type of data has to be punched on computer cards. Note that there are 96
data points for each day.

These data points are recorded in terms of numbers, therefore a factor
"fac' is used in the program for converting them into kW. Sixteen data
points are punched on each card and a 17th data point to represent a card
number, or date, etc. which is disregarded by computer programs. There are
six computer cards for each day. The programs are written such that the
data point for 7:00 a.m. of a Monday is read as the first data point. The
computer programs are written for 15-minute average sample time-series data
for six weeks. One page of the time-series data in the form needed (for

Soap Co.} is printed out and shown in Table D.1.
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Format for Electric Stocks and Their Utilization Data

This type of data is used by the program th_R_pr for computing the
theoretical autocorrelation function of the residual. The format for the
input data needed is as follows, and an example of this type of data for
Abrasive Company is shown in Table D.Z,

For each group or piece of equipment, five data points are neceded.
The first number represents the installed kW for the piece of equipment or
for the entire group. The second data point represents the fraction of load
when the equipment is on, L, and the third point represents the number of
machines in a group '"n mach'. The fourth number represents the number of
startups per hour, n, and the fifth number is the percent of time the
piece of equipment or the group is on, a. See Chapters II and III for

further explanation.



20 8 2
33.57 .65
44,76 65
125.32 .44
23.36 .7
25,36 .7
25.36 .7
20.36 .7
25.36 L7
29e36 W7
29:36 .7
25.36 .7
2%2.84 .73
44,7868 .4
44.76 465
141,74 .46
18.64 .44
17.% .45
18.6% .44
UE.93 .46
G5.95 .65
37.3 .44
37.230 .44
22.84 .44
18,65 .44
29.84 .46
37.30 .44
18.65 .44
44,76 .46
62.66 .46
20,14 .46
37,30 .46
22.38 .44
18.6% .8
?3.25 .8
44.74 .8
111.90 .8
?3.25 .8

P s b

e et e

1
1

1

1
1
1

(o = 2

-

= Rl

= RY = b

125
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o 5
+ 125
+ 125
12

Q065
+0028
+Q079
+ 007G

+0060
+0071
+ 0045
+ 0060

12.5
L 125
125
+12
+ 125

>
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[
o

.-+
o B ek

SRS
o

+ .« + IO
SR U N
n

[ I 6 IR
<

S EE Rk
~ o

L o> - -
X

i e B

e nen

-* - * -

O

40

60
340
79
30
4z
85

&1
20
a2
71

20
70
70

40
70

e
P

70

70
70
70

abrasive_.th

~ Table D, 2
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Fg.lerld

A rrogram to rlot the load =rofile of 2 diven weekXx/
rg_11 erocs

dol {sysiny swesrrinty soar) Files
close Tile (soas)y
el (facsUWnumy maxu)FTloalt bing
el ( AlSEs7v&el 70 vum(Zobelb) v BLIAZ2Yyu(A472)y x (A72)) Floal hins
X AlHeyTrée17)Y is the four dimensionsl arraws  for the time series dataXx/
el (ie Jdy ke 1y mirrnc0ewd Tined bins
del mowas entry (Fixed bhine (K7 bH017) Float bine (Frédylé)float bindi
7 The Following three sustem subroutines are wused Ffor s=lotting drashs X/
del  rlot. entrew (X)) Float biny () Float hiny fixed bine
firxed biny chiar (1))3%
del  wlot o $setus entre (cher (K)y char (XK)y char (XK fixed Dhine
float binsy fixed biny Tixed bhinl)i
el wlot. $scale entrw (Float binme Float biny Flost binsy Float binds
Fut skis list ( "enter W Fac maxy Wriam® ) #
rut shiri
#et list (n.o.Wwr TaceymaxwrWnoum) ¥

S no.w is bhe number of weeks consideredd/
¥ Tac 1s the conversion Tactor inlto ki X/
A maxg is the maximum load exrected I1 is wused for scaling the w awis X/
R Wrhom is the week mumber to be =lobted X7
gat Tile (sosr) list ((({(0A {1y ky Jy i) do i = 1 to 17 do J =
hoh)
go ko= 1 to 7)Y do 1 = 1 to r.o.w))s

1pg-



>
al! do 1 =
a2t do bk =
a3 do J =
a4! do i =
ACLpler.ivi)
and b
encd wl?
end a2
end «l?
r
¥ o L=

T

b4 ?
b 0ikd
Tk e A

Alln)=

LX)

2(m)

Bopa e et

to
to
to
Lo
T &

= Q
Wriu

= Alin)y

call

call
call
erid Fells

Flae QW F

73

b

Lés
CKA(Lokovdoidd

¥
m#
cdo k = 1 to 73
do J =1 to 65
o i o= 1 to 183
n o= ntls
# ) = ni

AClelks jvids

ernd =55
end rdy
end ¢33
ernid 725
#lot. $setur (" sosr Co. load rrofile®y "time in 1/4 hour®y
"rower in KW'y 1y Qely 1y 03
rlot.bscale (0.0v 472y 0.0r maxw)d
rlot_ (e ue 6729 T I

—Zre-
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pedmbe 1l i

/% rrodram for slotting the 135 mirwte averade samrle mean of a devw %/
Z% from the time series data hesed on the daily cucle model X7
/% see charter 4 Tor the exelamation of the dailwy ecucle model X/

eg_cdmb i PrOCd

del (swsiney swsErrinly soar) filey

clogse Tile (spaw)s

del fac float bing

el ( Alhe7vEr 17 Y ecim(Er10Y vcdm]l (FE) v (R8s w (2&)yminP) floast bings

X B{5r72b6217) is the Tour dimensional arrads for the time series data X/

del {ise Jdy ke 1l¢ nerioo_w) Fixed biné
dol m_dash entre ( (Key7vé&917) float hins(&y16)Tloat hinefloal bHinds

¥ the following three swustem subrouwtines are used Tor slobtting srearhs X/
el slot. entrw ( (X) Float bime (X)) Tloat biny fixed bine
fived bins char (1))
del mlot_$setur entrye {(char (X)y char (X)y char (X)) fixed biny
float bine Fimxed biny FTirxed bindji
del plot. $scale entrw (Float bine Float biny Float binmy Ffloat binds
et skir list("enter fac minf®)3
Fut shirs
¥ fac is the conversion factor into kW %/
¥ data roint of value below minF is reJdeclted (bad data ) ¥/
get list (facrminf)s

-ebe-
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PSR Y-y
i

gat file (goar) list ({({{({A (1s ks .y i) do
\NCH)
do k = 1 to 7)) do 1L = 1 to &)i¥
minfP = minP/Afacs
o= OF
call m-dasb (Arcdmemint)s
43 o J = 1 to 6&6F
AT do i = 1 to 143
Mo bl
v Ny = ns
dgml{n)= cdm{.dsl)?¥
wirm) = adml{r)Xfacsy
ard =53
ervfd F4%
call rlot. ssetur (" soar Co. load rrofile®y
"sower i KW'y 1y OO0y 1y Q5
call rlot . tscele(0.0vy96v0,4000)5
call rlot. (xrusPhe2e" "5
et s i g

i o= 1
"time

to 17) do J o=

Lr

174 hour"s

1

—ppe-



reg.ores_dasbh.sl1

Jdrrodgram Tor rlotlting the residusl load ¥/

rd_res_dasht proch

el (susiny sweserinty sosr) Files

close file (soarli

gl fee Tfloat bhing

del (B (b6 Py by 17y dm ( G 18)r reda (br Sy by 16)r redal)l (2880 w (480)
New (480 swminF)Y Tloat bhing

K BlAY7+4917) rerresents the time series dats X/

del iy Wy ky 1y ny neonw) Fixed hind S { L

dol modash embrwe ( (ky P &r 17) Tloat biny ( &y 16)Float biny float bin)y Lo _— -

dicl  res.dash entre ( (Ky Z96217) Float biny ( &y 16> Flost biny R R
(kv Sy &y 16) FTlozt biny Float biroé L ﬁ :

/¥ sustem dgrarhics subroutine X/

del slot. entrwe (CkY Float fine k) Float bhiny fixed bins
Tiwed hine char (1325

del  rlot_f$setur entrw (char (K)s char (X)) char (X)y Fiwed hins
Float biny Fixed biney Fixed bhindsd

Hel wslot.$scale entre (flost biney Float bhiny Float bine flozt bin)s

et skir list ("enter Factor minF ")y

gt list (FacyminlF)3d

A fac dis wused to convert data into EW X/

K dats with value below minF is considered to be bad datas X/




Nih?
mipF

call
call
=23
=33
L
g I

M. 0w = &
got FTile (soawr) ligt (B (1l

cio ko= 1 to 7Y da 1 0=
= minflfacs

no= 03
moidash ( BedmyminfF)s
ras_dash(Redmey redaesmninf)

do 1T = 1 to neo.wi

do ko= 1 to 53
ey J o= 1 o &
o 4Lo= 1 to 18&67F

o= rtls
redal (n) =
end =5%
end w45y
encd =33
arid =25
cgo n o= 1 to 4803
¥ o{n)y =
w {(n) =

k]
redsl (n)¥facys
NN E]

ks v

i) do i =

1 to neo.w))é

reda (ls ks Jdy 1)

call rlot_$setur (* sosr Co. residusl _wa"s "time in
seawer in KW'y 1y 020y 1y O)3
call slot. (xe wy 480y 2y " )¢

end rd_res. dasty

1 +to 17} do 4d =

S
b
2oy

" e et

1 to

-ope-

;
4
;
i
3

174 hour®y




PRI

f.ﬁ

P
SR

et e e i

P Rb.rll |

A% srodram for slotting the autocorvelastion function of residusl load %/
¥ comruted from the time series data¥/

s _Rbi rrocs

del (susiny suserrinty sose) files
close file {(soas)i
del (faceminP) floal bhings
A BlHy 796917 i the four dimensionzl arrauws for the time series data ¥/
decl (B (& 7y & 170y cdm 6y 183y vedda (S Debrlé)sy R (~99399)s u (~99199)»
e (99929 Ryul (199,11 (199)) Floal bins
del (R2(-F219P) s RI(-99I2))Fixed bin (3026)7
cdel (iy e ke 1 me marny no.OoWey 3lealyadrald) Fixed hing
del  moedash entre( (Ke 7y &y 17)Tloal bines(ébdy 1&6)Float binyfloat bhinds
dcl  res.dasb entrae( (ke 7y & 17 Float bine ( &6y 16) floast bLinos
(XeSybelb)flost bhinyfloat birm)s
doel Rdokd entrw (fixed biny Fixed biney FTixed birny Fixed bhiny
(XsF9 o id) Tloast hinvy  TFloslt biny Tixed bindi
% the followindgs are three swslbem subroulines for slobting dgrarhs XS
del  slot. entrew () Float bhine (X)) Float hiny Fixed bing
fived biny char (1))3§
doel  elot $setur snlre (char (k) ohar (K char (k) FTived Diny
flost hiney Tixed biny Tixed Dhin)d

Eify deel  eloto$scale entrw (Flost biny float biny float biny Tloast birdy

AL



L e

Q |
. |
eut skir(2) list (*check dim. of R1")} o
Ut skis(l) list ("enter al o ad am face minF for soar")§ o
¥ a3l w32 are used to srecifwy the filtering time interval for the subroutine
sefd b ¥/
A% 1if mothing is to be thrown out from the time series dats then al = 0 and a2
e o= 97 X/
¥ the antocorrelation function is to be sameled everwy a3 roints X/
K normally afb =1 is wused ¥/
gut skips
gaot list (alralrvalsalsTacrminF)s
minfF = mirnf/facs
got FTile (soar) list (((((B (ly ky de 1) do i = 1 to 17) do 4 = 1 Lo
Ned)
idqo ko= 1 bo 7)) do 1 o= 1 to &)
o= OF
call modash ( By cmy minF23é
ciall res.dash (Be dmy reday minFri
do ma = —-33 to a3+
call Rd.kb (alya2ya3rafy redasRymads oo
Rl(ma) = R} »
endi# o
do n =-a3 to a3 ¥
Mol o= o
R2{rn) = Ri{n)%fackxay
wirnd = RI1{(n)/R1(0)3
R3<n) = glnds
el §
dgom = 1 to (2kald +1)s
#1{m) = m3s
wi{m) = wim — (a3 4+1x)s
arcls
call slot $setur (" soar GCo. residuzal _wa"» "Ltime in 1/4 hour (m
Ned 'y ;
" auto corelation Ry 1y 080y 1y O)3 A
call rlot_$scale (0.0x200r-0,.3¢1.5)4 —_—
call =lot. Cady wly (B3K2 +1)y 2 ° ")3 _ng

end sdg_Ribvi 5 =
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th-R.br,.sl11

¥ program used for compruting end rlotting the aultocorrelation

function %7
X from the theory or the rhusiczsl model %/ ' '

thoR.brirrocs

del (sysin ¢ susprint: brush.thdFiles

close file(bhrush. th)s

del (nogy ribse dsdrmen) fived bins

del DE44:5) Ffloat bin (5354

AK [(44,5) is the 44 grours of ecuirmnent considered ¥/

7 5% rarameters is reeded for esch drour X/

/X see the data format for the shusical model in the bheginning of this Are, X/
del (X{44)9.(44)y mmach(44)veta(dd) valrha(d44)sR1(44)
Ro(44)sC(44)rlamda{44) yrelta)Tloat bin (53)¢

dicl (Rowd44) yRoul (44) rRou2(44)sRol(44)y aebra3)tloat bin (537
del (R(A4)YsRT(~100:100))float bin (5325

Aol (= (201 ) »2(201) ) Float bin (53)3

docl (RT1(-100:100)s1 {201 ))Fived hin (30:8)3

X three system subrouwtines Tor slotting srarhs X/
del =lot. enbre ((K) float bin (53)s (X)) float hin (33)sfived bhiny Fixed bins
char(ll)s
del mloto$setur entry (charik)sehar(X)schar(X)yfived bins floalt hin (53)y
Timed bines Pived bin)s
del wlob.$scale entry (Float bin (853)y floast bin (S3)y float bin (53)r float bi
e (53)) s
Fult skir(2) list ("emnter M. MNet.s delta a3"rs
gt shkisd
gel list(nogr ntsrdelltara3);
¥ nod is the number of sSrour involvedy nts is the number of tLime roints X/
Sk to be comsuated snd slotted X/
A% delta is the averading btime sterd 195 minute is used by the ultility %X/
/% the autocorrelation function is to samrled everw 23 roints X/
gat file (brush.th) list (((Ndiedd> do d = 1 Lo S)do i = 1 to no#d)ds
RGat! do i = 1 to nogs
XCiy = [N€irl)y
L{i)y = I{iv2)s
rmach(i ) = D{is3)s
etali) = D{ir4)s

G-



tabrhatiy o= FEEEeSERARO0E - o0

X{(1) = X(i)/sart(nmach(i))

end Qas

a2l do m= —-nts to ntss

RT{m) = 0§

ali do i = 1 to nosgs

if alrha(i) = 1 then alrha(i) = (1 ~ ¢,0001)5
if etadi) = 0 then eta(i) = 0.00015%

if alshadi) = 0 thern alrha{i) = 0.0001%
lamda(i) = etalid)/ (alrha(id)¥(l — alrhalid)di
Rouldi) = (C(XCiIRLCid) PRk2y¥2% (1 ~ alrha(i))dkslehadi) )i
Rol{il=(lamda(i)¥deltas) ¥kl

g = {lamda(id¥deltz)s

¥ the Following ster is used for sroventing rrogram fFrom overflowing

it a8 *30 thern 8 = 303

Roud{i) = (1 ~ (1 + lamdal{ildkdelta)kexs(-aldi
Roul{i) = Rowl (iXXRou2d(i);i

R1¢i) = Roudi)/Rol(i)¥

C(i) = Rouwldilr)¥(cosh(a) — 1)/Rol(i)i

b = (lamda{i)kdeltaXnkad);:

¥ rrevention of wmrogram Trom overflowinsX/
if b > 30 then b = 307

if b o= (~30) then b=(-30)F

if m= O then R(i) = R1{i)$

it m <0 then R(Gi) C(i) ¥exr(h)s

if m > O then R(i) Clid¥exr{-D)3§

RT(m) = RT{(m) +R{i)s

end @ls

RT1(m)=RT{m) s

erd als

A%t do n = 0 to ((2Xnts))s

{m) = n#¥

wirm) =RT{n ~ ntsd/RT(0);

$lén) = wlmdi

end abs

call rlot. $setur ("brush.th Co. "y

"Time in 174 hour”y "sulocorrelation®»1+0e0s1y0)3
call rlot_ $scale (Q.0+{(2%nlts D~ 0.5y 1.5)5
call rlotl (xewenmltsX2 «24" ")3

bt dats (RT1(0))5

end th_R_.brs

g

X/



m.idash.=11

/% subroutine to comruted the samele mean from the time series dats X/

/% from the daily cwele model. see charter 4 for the edxrlanation X/
m.dashi rroc {(Ay dmy minF);

el minF flost bind

cicl (A (Ky 72 6y 1709 o {6y 16)) float bind

A A(Ky7eéel7) ds the FTour dimensional arraws for the time series dats X/
del (ds Jdy ke 1 nemd Fixed bind

=21 o J = 1 tao &7
Xl do 1 o= 1 to 14%
cfm (e 1Y = 0F
o= 03
m = 03
pedd do 1 = 1 to 67
Foi do ko= 1 to S

m o= m +1%
if Al{lykydyri) ~minF thern A(lekedri) = 0F
g (e i) = om (dy 4 + A {1y ke i 1}3
i A (1y ks vy i) = O then n = ntly
el =57
ernd =44
cim (v 1) o= dm (dy 1Y/ (mo~- )i
e &3
erni g2
redurns
end m.dashs

-156-
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) ) ) 3 ? ? ? ’
fd.berlt V77 T ' o
¥ subroutine Tor filteripsg the time series dsta ¥/
Z% to be wused for cases where the residual losd is rnot statiomarge X/
¥ this subroutine is not used for any weekdsgs in this rerort X/ 7
Td. b rroc {aly 82y Tdl)ds
declare (a8l a2y iy vy ke 1y n) Ffixed bins
declare Tdi (X)) Tloat bins
o= Q3
wl & dqo 1 o= 1 to A
2l o ko= 1 to D
»33 do J = 1 to &%
e dh § cdo i = 1 to 163
no=ono+ 1
if Cal < ({0 ~ 1)klé) +i))
8 (. — 1)%1d +i) < a)
then fdl () = 13
else fdl (n) = 03
enii =45
er =35
Gy =32
end =17
raturng ‘
end fo.b¥ ; oot



res..dest. el

A% subroutine Tor comrglting the residusal losd Trom
A¥ see charter 4 Tov Lhe mathemstics dinvolved 7
rag.odasb! eroc ( Ay dme redar: minP2d

doel minF flaoat ting

el (A (ke 7y & 172)r amd 6y 183 reda (K Py b 1
el (ie o Jdy by 1Y Thixed bind

[LEH oy 1= 1 to &+
O do kb o= 1 Lo D
w2 o o= 1l Lo AF
H do 1 0= 1 ta 148

o o@lylksdri) < manP Lthern A{lskedrild = 0
reda (1y kK
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el e,

J
Re_kb.=11 >
!
/% subroutine Tor comeuting the autocorrelation function of the residual %X/
% from the time series data X/ ?
/¥ see charter 4 of text for the mathematics involved %/ !
Ra_kbt wroc (3ly a2y a3y 359y redars Rlrma)ds ;
declare (veda (Xe S 69 16 j
R1 » !
muresl (2880);y !
mures? (2880). :
TR1 (2880)y :
fodl (2880)) Tlost bing :
del (als aZy a3y advaSy mynoy Wmemar NoooWy e Jdy ky 1Y Fixed bing 5
declare Fd.b entry ¢ Fixed bhiny Fixed biny (X Float birndé
call fd.b (aly a2 Ffd1)Ys ;
n o= 03 |
0 da 1 = 1 to &4
=23 do ko= 1 to 5
S do g = 1 to &% ;
w4t do i = 1 to 143
rio= mdle |
muresl (n) = reda (ly ke Je L)%
erd #=47§%
end =33 {
end =2 =
end L3
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1) then
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if FR1(m) "= Q then rno =
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K1 = 03

all do n = ab¥ald to (a4 ~ 35Xka3):
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returns
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