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by
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Submitted to the Department of Mechanical Engineering on April 5, 1979 in partial
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ABSTRACT

This thesis addresses the interaction of mechanical parts during the assembly
process, the nature of the information available during this interaction, and the
form and use of this information in aiding thebparts mating. The work is part of
the general work being done in the development of pkogrammable industrial assembly.
It describes how to determine the performance characteristics necessary for a
positioning device designed for assembly. '

Four chapters described: (1) the assembly process as a positioning problem
and the study of parts mating as a means of solving for this positioning problem;
(2) the transition from transpbrting the parts to positioning the parts for
starting the assembly; (3) the actua]vpartsrassghb]y or mating; and (4) the imp]i-bi

cations of the parts mating study on the configuration of an aésemb]y system.

Thesis Subervisor: Richard S. Sidell,Associate Professor, Department of Mechanical
Engineering
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CHAPTER I

WORK STATEMENT

1. INTRODUCTION

This work addresses the interactién of mechanical parts during the assembly
process, the nature of the information available during this interaction, and the
form and uSe of this information in aiding the parts mating. This work is part of
the general work being done at the Charles Stark Draper Laboratory in the develop-
ment of the programmable industrial assembly system concept. The output of this
work is twofold: a technical feasibility study for a particular family of methods
for solving the parts mating, and a set of design tools and methods to be used in
the implementation of such a system.

This chapter provides a brief overview of the current methods used for
mechanical assembly, defines the concept of programmability and adaptability in an
industrial assembly system. The third section of this chapter discusses the
positioning problem in mechaﬁica] assembly and defines the scope of the parts
mating study on this subject. Section Four discusses sensory systems in mechanical
assembly and how they influence the parts mating study. Finally the last section

delineates the content of the successive chapters.

2. BACKGROUND

Present industrial assembly is performed in either of two ways: the intensive
use of labor engaged in manual assembly or a highly automated special-purpose
system referred to here as fixed automation assembly. The manual assembly method,
most commonly used in industry, takes advantage of the great dexterity of humans,

of their sensing and judgment capabilities, and of their ability to learn different



tasks. Humans accommodate for variations in the parts, will inspect for defects
in parts and assemblies, and can perform fairly complicated assembly tasks. This
characteristic of humans makes this method ideal for assembling one or more pro-
ducts with relatively small individual production volume.

Fixed automated assembly is con;tructed of a series of single task étations
to which the parts aré shuttled by a transfer device. The very simple task per-
formed by each workstation combined with accurate positioning of the parts is the
basis for this method of assembly. Fixed automation‘equipment is designed to
assemble one product throughout its production 1ife. The special engineering of
the system, coupled with long debugging and setup times, which often lead to changes
in the design of the parts to be assembled, result in high-capital-cost equipment
justifiable only for high production and long lifetime products.

A goal of the programmable system is to assemble different products with
easy changeovers from one product to the next and allow for modifications in the
product design throughout its Tifetime. Such a system is economical for products
with small-to-medium-size production volumes where the capital investment cost is
shared by many products.

Olivetti, Kawasaki Heavy Industries, Unimation, and others have developed
programmable assembly systems that use very basic programmable positioning
devices (similar in concept to numerical control machines) combined with special-
purpose tooling and jigging. This approach suffers from problems characteristic
of fixed automation assembly. The inability of the system to overcome small
variations in the position of the parts or in their geometry requires individual
tuning, special tooling for every task, and special-purpose sensors. The highly
structured environment required by this type of system cancels the usefulness of
the programmable positioning device.

An analysis of the equipment cost for fixed automation assembly, Reference
I-1, shows that special engineering and special tooling can account for 30-50% of
the assembly system cost and that setup time and debugging cost anywhere from

15-25% of the fixed automation equipment cost. In manual assembly, these special-
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purpose costs are negligible because of the great adaptability of humans. A
practical programmable assembly system has to use less special-purpose engineering
than the fixed automation system: (1) it has to be able to work without elaborate
setups and debugging, especially in model and product changeovers, and (2) it has
to have a certain degree of adaptability to allow it to correct for changes in the
parts and in the assembly work environment.

Two major problem areas have to be overcome in the conceptual design of a
programmable adaptable assembly system, namely the feeding-gross orientation pro-
blems and inspection problems, and the actual assembly of the part or parts mating
problem. The combination of sensors with some information processing capabilities
has been used in an attempt to develop a more adaptable system, capable of cor-
recting for the lack of structure in the industrial working environment. Signi-
ficant progress has been made in the fields of machine vision for inspection,
parts acquisition and gross positioning of the parts in space (Reference I-2,
Reference I-3). In the area of parts mating, work has been done through the
implementation of force and touch sensing combined with fine positioning devices.
Most of this work has concentrated on emulating humans performing the assembly and
very 1ittle has been done on the actual mechanics of parts mating (Reference 1-4,
Reference 1-5). Exceptions to this have been the work done by Laktionov, Andreev,
Gusev, McCallon (Reference I-6, 1-7, I-8) that were interested in the assembly of
large sized parts where human sensory perception is of Tittle help, and the work
done at Draper Lab (Reference I-9) of which the present work is a part. The
methods developed in Reference I-4 and Reference I-5 are further discussed in
Chapter II.

This work will concentrate on the parts mating issues of the Programmab]é
Assembly system, The approach taken is to analyze the mating of mechanical parts,
the information available from this mating, and the nature of the corrections needed

for achieving the assembly.



3. POSITIONING ISSUES

Some Definitions: The following definitions are taken from Van Nostrand

Scientific Encyclcopedia, fifth edition. These concepts, defined in that source in
relation to properties of measurements, are expanded in the present work so as to
cover properties of controlled actions.
ACCURACY. In terms of instruments and scientific measuring systems, accuracy
may be defined as the conformity of an indicated value to an accepted standard
value, or true value. Accuracy is usually measured in terms of inaccuracy
and expressed as accuracy. As a performance specification, accuracy should
be assumed to mean reference accuracy unless otherwise stated. Reference
accuracy may be defined as a number or gquantity which defines the 1imit that
errors will not exceed when the device is used under reference operating
conditions.
RESOLUTION. A term used in a number of specific cases in science to denote
the process pof separating closely related forms or entities or the degrée
to which they can be discriminated.
REPEATABILITY. With reference to industrial and scientific instruments,
the Scientific Apparatus Makers Association defines repeatability as the
closeness of agreement among a number of consecutive measurements of the
output for the same value of the input under the same operating conditiens,
approaching from the same direction for full range traverses. Repeatability
js usually measured as a nonrepeatability and expressed as repeatability in

percent of span. Repeatability does not include hysteresis.

Mechanical Assembly, A Positioning Problem: The assembly process is strictly

a positioning problem, Complete knowledge of the parts and ideal positioning
devices woqu, at least in principle, make the assembly task a frivia] matter. The
imperfections of the real world are materia]ized as position errors in the physical
assembly systems; these errors translate into an error in the relative position
between the parts at mating; the resulting error in the relative position between

the parts at mating will cause interference between the geometry of the parts, and

12
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therefore not allow the parts to be assembled. Two approahces are possible for
making thevassembly possible: | |
® the errors at their sources, and thus the error in the relative
position between the parts, are made small. If so, the geometry
of the parts will not interfere and the assembly is possible. This
is the approach taken in Fixed Automation Assembly;
¢ correct for relative position error during the mating process.

This is done by humans in manual assembly.

The conceptual approach taken in adaptable assembly will be a combination
‘ of the two extreme approaches mentioned above. The system would be capable of
correcting for small errors in the relative position between the parts during
assembly, thus requiring a 1ess'rigid1y structured world than that reqdired by
Fixed Automation,

- Assembly System Configuration: For the purpose of discussion it will be

assumed that the Programmable Assembly System will have a configuration of the

- form shown in Figure I-1. Its main elements are:

® work space, where parts are put together;

o feeders, pallets, sorter, etc., capable of delivering the parts to the
aSsémbly work épace with a‘certain degree of’gross orientation énd
retrieving the assemblies from the workspace;

® positioning device(s) capable of transporting and assembling the parts
within the workspace ;

¢ information gathering devices such as: force sensors, position sensors,
optical sensor, touch sensors, etc.;

® processor capable of combining a priori information with incoming infor-
mation from sensors to generate output commands to position devices,

feeders and jigs.

13



Assembly Path: We will denote by assembly path that trajectory required in
the space of the re]étive position betweén the parts, tb drive the parts from their
initial feeding position to their assembled state. In the case of two solid bodies,
this path represents a six-dihensiona] trajectory; for deformable bodies, {1nkages,
or more than two bodfes simultaneous assémbly, this trajectory cou1d 1nv019e any
number of dimensions above the six d1mens1ons for b1nary so11d b0d1es assembly.
This work will concentrate only on the b1nary solid bodies assemb]y.

The assembly path can be d1v1ded into gross mot1on, for the traJectory in-
volved in parts fetching, and fine motion for the actual assembly trajectory.

The fine motion trajectories between the mating parts are characterized by
having one of the six generalized rigid body motion degrees of. freedom independent;
the rest of the degrees of freedom are dependent on the independent one within
narrow tolerances. The narrowness of the é]10wab1e tolerance for the fine motion-
path is determined by the geometry of the parts. For parts with axially symmetric
mating surfaces one of the degrees of freedom is indifferent. The realization of
the fine motion trajectory is equivalent to maintaining the dependent degrees of -
freedom within their tolerances.

Obstacle avoidance is the only positibn constraint to the gross motion
trajectory and does not constitute an engineering problem in terms of positioning.
Problems associated with the kinematics necessary for gross motion execution and
time spent in gross motions are serious issues to be'considered, but will not be
dealt with in this work.

This part mating work will concentrate on the transition from gross to fine
motion region. Other problems, such as parts feeding, grasping, jigging, mani-
pulator design, etc.,will be considered only in respect to their contribution to
the -error in the relative position between the parts at mating.

Errors on Positioning: The difficulty in positioning for assembly is caused

by a combination of positioning problems originating in the position device itself
and positioning problems inherent in the geometry of the parts.

The positioning device must be capable of both performing the gross motion

14
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and fine motion paths of assembly (Figure I-2). Loosely speaking, the gross

motion requirements are: (1) it must be able to have a range of motion roughly
of two orders of magnitude greater than the characteristic size of the parts to be
assembled, so as to accommodate for such things as feeders and jigs in the work-
space ,and (2) the accuracy requirement for the gross motion movements are 6f the
same order of magnitude as the size of the parts and do not constitute a major
problem. The fine motion requirements, on the other hand, are to have a range of
movement roughly on the same order of magnitude of the characteristic size of
parts but within an accuracy of roughly three orders of magnitude smaller tﬁan'the
size of the parts.

"These combined positioning requirements of the individual parts of the assembly
path make an overall requirement on the dynamic range of the poéftioning device,x 
Its dynamic range, according to these rough figurés, should be on the order of five
orders of magnitude. This is a major engineering requirement for any equipment
that has to operate in the manufacturing environment. 7

The positioning problem in assembly due to the geometry of parts can be
traced to the natufé of the surfaces on the parts being assembled. Parts in
general have two types of surfaces, those critical to the functions and assembly
of the parts and those that are not critical (Figure I-3). A1l functional surfaces
are generally located within tolerances three orders of magnitude smaller than the
mating surface's characteristic dimensions; non-functional surfaces are positioned
with tolerances that can easily measure up to two orders of magnitude bigger than
the tolerances on function surfaces. Non-functional surfaces are generally more
accessible for handling and thus their bigger tolerance results in bigger possible
errors at the mqting surfaces. This problem is generally solved by special tooling
or design changes of the parts to accommodate for reference surfaces. However,
these solutions are nof always possible or economically justifiable.

Parts Mating-Assembly Systems Study: The study of the parts mating has to

include the positioning characteristics of the assembly system and also has to

reflect back to the design and specifications of the assembly system. The approach

16
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taken in this parts mating work is based on the work done in Reference I-10; this
reference developed a tool, for a general type of assembly system, that transforms
positions and positioning errors from the assembly system elements to the relative
position between the mating parts and the statistics on the errors of this relative
position, independent of how that position and those errors are generated.

The method used in this work is based on the parts mating model schematically
shown in Figure I-4, The nominal relative position between parts is fed into a
positioning device. This nominal position, distributed by the type of errors dis-
cussed in the previous paragraph, makes the parts interact. Forces caused by this
interaction will further alter the position through physical impedences present
in any real system. The model of Figure I-4 also shows the measurement available
at the mating instant, namely force and position measurement shown in the model
altered by sensor and computational inaccuracies; these measurements will be dis-
cussed in further detail within thé next section of this chapter.

Some Remarks: In summary, this section defined the assembly problem as a
positioning problem, discussed the nature of the problem of positioning, partially
defined the scope of the parts mating study, and introduced a positioning model for
analyzing the parts mating. The next section of this chapter will discuss the
nature of information available from the parts and the system, and will define more

precisely the scope and method of the parts mating study.

4. SENSORY INFORMATTON

Type of Measurements Available: The preceding section discussed the need for

a Flexible Assembly system and also discussed the type of positioning problems
that are associated with a system of this nature. The concept of an adaptable
system that would correct for the positioning problem through the use of sensory
information in the conceptual frame of the Programmable Adaptable Assembly system
is discussed in this section.

In general terms, two types of information measurements are possible in

relation to the process of assembling parts:

18
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e the direct measurement of the relative position between the parts being
assembled . This measurement could be obtained by a number of different
procedures such as machine vision and scene analysis, direct measurement
through optical acoustical or proximity devices, etc., or simply the
actual reading of the positioning device's position;

o the measurement of the forces that are generated by the interaction
of the geometry of the parts during the assembly. The assembly forces
can be measured through a number of different schemes such as gripper
and jig sensor or through reactions at the actuators of the positioning

device (Figure I-1).

For the purpose of this parts mating work, the position and force will be
considered measured at the frames defined on the mating surfaces of the parts being
assembled. No reference is made to the particular method used to obtain these
measurements--only the actual measurements and their statistics are analyzed here.
The tool for transforming all these measurements and their statistics from the
sensor's frames to the parts mating was developed in Reference I-10 and expanded
upon in Appendix A.

Direct Position Measurement: From the model of Figure I-4, the execution of

the assembly task is equivalent to correcting for the disturbance in the relative
position between the parts. In principle, and giVen the appropriate positioning
measuring sensors, the relative position efror between the parts during assembly
could be measured, the positioning device could then correct for any error on the
relative position, and the assembly path could be executed within its deviation
tolerances. To make feasible this approach two key requirements have to be met:
First, the positioning device has to be capable of making the correction required
on the path, and second, the position sensors have to be able to measure the
relative position between the parts at the mating surfaces within the accuracy

required by the assembly path.
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A positioning device capable of making small corrections within the accuracy
required by the assembly path is technically feasible. The construction of high
resolution devices is a standard procedure in machine tool manufacture. For the
purpose of the parts mating study it will be assumed that the positioning device
can resolve motions within the tolerances required by the assembly path.

The construction of a position measuring sensor capable of measuring the
relative position between the parts at the mating surfaces has many of the problems
attributed to the positioning devices that were discussed in the previous section.
These problems are derived from dynamic range requirements on the sensors and
availability of reference surfaces on the parts themselves.

A universal type of position measuring sensor would have to be located on
the workspace and thus should not interfere with the rest of the assembly system
elements shown in Figure I-1; this imposes a requirement on the sensor's dynamic
range of the same order of magnitude as that imposed on an accuracy positioning
device (10°).

For an accurate absolute position measurement, the actual mating surface
should be measured directly or, if these are not accessible for measurement,
functional surfaces with known position with respect to the mating surfaces should
be used. These surfaces are not generally available for measurement, however, and
non-functional surfaces have to be used. Thus, absolute accurate position cannot
be measured without the design of special sensors for measuring the relative
position between the mating surfaces directly or by providing for reference sur-
faces on the parts. Such solutions are usually considered undesirable due to their
lack of flexibility in terms of the system programmability.

Position Measurement Model: From the previous discussion it is concluded that

absolute position measurement, although desirable, is not practically feasible.
High resolution measurements of the relative position between the parts can easily
be achieved through standard techniques in sensor's design. The special sensor
approach is not analyzed here--it is interpreted as a particular case of Fixed
Automation Assembly.
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A position measurement model, of the same nature as the pogitioning model
shown in Figure I-4, is shown in Figure I-5. In this model the lack of positioning
accuracy of the sensor is modeled by a bias term in the measurement and the imper-
fections on the resolution of the measuring device are modelled by a noise term.
The model in itself is shown in a simplified form. The function circles in the
figure involve transformations of the nature shown in Appendix A. The detail of
these operations are shown in later chapters.

Force Measurements: Force information can be used to aid the assembly process

by machines. We know that humans use it to a significant degree, although there is
no clear understanding of the detailed process by which humans use tactile infor-
mation in assembly. The approach taken here is to analyze the force information

in terms of the parts mating process and not to emulate humans doing assehb1y.

The contact between the parts being assembled will result in reaction forces
between these parts. The resultant forces, expressed in terms of Forces and ‘
Moments, can be measured by some sort of force measuring sensor. Reference I-11,
Reference I-12, and Reference I-13 show different configurations of force sensors
that have been implemented. For the purpose of this parts mafing study the resul-
tant of the forces are assumed measured at the frame defined on the parts mating
surfaces. The tool for transforming the measurements and their statistics between
(to and from) the sensor coordinates and parts coordinates is developed in Appendix
A, based on the work done in Reference I-10. Note that only the resultant of the
reaction forces can be measured; in other words, detailed information, such as
the precise Tocation of individual reaction forces is not directly available.

Sohe Remarks: In most cases, the positioning device will be controlled
through commands generatéd'from the position measurements; for this case the
concepts of positioning and position measurement are equivalent. The separation
of these concepts was done here for clarity and to stress the nature of these

concepts in the framework of a Programmable Assembly System.
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In summary, this section analyzed and modeled the position measurements and

gave a brief description of the nature of the force measurement.

5. WORK STATEMENT

Conceptual Approach: The argument given in the previous sections of this

chapter can be restated in the following three statements:

e a Programmable Assembly System based on the use of special purpose
engineering tooling and/or sensors will result in an inherently
inflexible system;

® a Programmable Assembly System that does not use special purpose
engineering and that works on direct position control {(also called

‘ open Toop assembly) will result in an inherently unreliable system
from the point of view of performing the actual assembly;

@ in order to design a Programmable Assembly System that is both
flexible and reliable, it is possible to make use of the informatioh
generated during the assembly process: namely, position and force

information.

For the purpose of this work the assembly system will be assumed to have the
following characteristics:

® the positioning device cannot position the parts within the accuracy
required by the assembly path;

e the positioning device can resolve motions within the aécuracy
required by the assembly path;

o the system is provided with sensors capable of gathering information
from the assembly process, and this information is of the general form
described in Section Four of this chapter;

e the system has processing capabi]ity so as to generate corrective

commands to the positioning device.



The content of this work is stated more specifically as follows:

o develop a general type of approach that can overcome the positioning
and sensor characteristics of the system described above through the
use of processing;

‘¢ construct a first set of engineering design tools for quantifying the

system design.

The previous discussions justify the use of thelinformation available at the
assembly interface for aiding the mating process in a flexible programmable assembly
system. The specific use of this information, its form, and engineering>imp11-
cations of its use are the objects of this work.

In terms of the time frame involved in the information processing, the pro-
cessing can be divided into micro task and macro task processing (F{gure 1-6).

The micro task processing uses the information of a single task and a priori
information for cqmputing the correction needed at that same task. The macro task
processing uses the information of successive tasks to improve the a priori infor-
mation used in the micro task as well as to provide information for other functions
such as quality assurance, production, etc. This work addresses the micro task
processing. The only involvement with the macro task processing is in the form of
the information that is provided to and from the micro task. The purpose of this
arbitrary division of the processing was to 1imit the scope of this work,

Thesis Organization: The thesis is organized into four chapters and six

appendices. Chapter I introduces the specific work to be done, Chapter II analyzes
the transition from gross to fine motion assembly paths, Chapter III conceptually
analyzes the fine motion portion of the assembly path, and Chapter IV gives a
summary of the work and outlines future work in this area. The Appendices cover
the analytical and implementation work needed to support the concepts described in

the chapters.
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CHAPTER 11

TRANSITION FROM GROSS TO FINE MOTION

1. POSITIONING ISSUES IN ASSEMBLY

The assembly problem has been identified as one of accurately pdsitionihg the ;
parfs with respect to each 6ther; For assembly between two barts,.the positioning
of the parts with respeét tb eéch other is characteriied by the relative position
between them. The positioning prob1em is expressed in terms of the error in the
relative position allowed by the geometry of the parts during assembly process.

-For the study of this positioning problem, Chapter I conceptually divides
the assembly process into gross motion—-tﬁe process of orienting, positionihg'and
transporting the parts in free space--and fine motion--the process of mating the
partsvwithin thair nested position. This chapter will analyze the use of the
sensoky information available from the assembly interface for the purpose of aiding
the transition from gross to fine motions. The problems of fine motion and the
use of the information available at the assembly interface for achieving this ‘
portioﬁ of the assembly task are analyzed in Chapter II1I. The problems re]ated'to
gross motion are not analyzed in this work, except for the implications of gross
motion positioning in both the transition from gross to fine motions and in‘the
actual fine motion regions of the assembly task. ‘

The discussibn on the nature of the positioning hrob]em for a f]exibTe and
‘programmable assembly system (made in Chapter I) postulated a model for thé
' positioning device. In this model, the expected error on relative position between
the parts aﬁlmating wou]dvnét allow the parts to be assembled. In the context of
this modél of the positioning device, the object of this chapter is to define and
evaluate the type of processing to be executed on the informétion generated by the
Qgrts\Qging assembled in order to estimate the error on the relative position,
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correct for this error, and proceed with the assembly. If the estimated error of
the relative position between the parts and the correction of that error are both
made within the margins required by the geometry of the parts, the transition

from gross to fine motion can be accomplished.

The sequence of the presentation is as follows:

e the nature of the position information is discussed and a conceptual
description of the type of processing requ{red for this information
is introduced; '

e a theoretical evaluation of the performance of such an approaéh
is conceptually described; |

e an actual implementation of this approach is presented, an experiment

is described, and the results obtained are detailed; and

e in closing, a brief review of the method as compared to alternative

methods is presented.

2. POSITION INFORMATION

Previous discussions on the nature of the positioning measurements (Chapter
I, Section Four) postu]ated that these measurements, in a flexible type of program-
mable assembly system, will follow the model shown schematically in Figure 1'54~
In this model, the actual relative position between the parts at an instant n
combine with a bias error and a noise term to form the position measurements at

this instant n. This is written symbolically as:
z(n) = x(n) + b + v(n) I1-1

where x(n) represents the vector of relative position between the parts, at time

n, the constant bias term b Tumps the uncertainties on this relative position
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caused by gross inaccuracieslin the positioning device (grasping errors, jigging
errors, geometric tolerances on the parts, etc.), and the vector v(n) represents
the resolution error at time n of the positioning devices (actuator errors,
numerical errors, etc.).
NOTE: The form of the right hand side of this expression is only
conceputally a summation; the exact expression is obtained

through kinematic transformations of the type developed in

Appendix A. :

From the model postulated in Expression II-1, two fundamental questions
emerge that this chapter will try to answer:

(i) Is the form of the model postulated a reasonably accurate
model for the position measurements--or, in other words,
can the gross uncertainties of the positioning device
be modeled as a bias term, fixed in time?

(i1) Can the true relative position between the parts
be obtained from a model of the nature given by
Expression II-1?

It is more convenient to answer the second question, and then the first,
The second question is‘answered in two steps. First, a theoretical proof of
the‘féasibility of the approach is done. Second, an implementation that obtains
the relative position between parts from simulated data is done. The first |
question is answered through an actual experiment that extends the results of
the simulated data to the actual process of assembling the parts.

For fhe purpose of discussion, let us assume that the measurement is obtained
with ideally perfect position sensors. If so, the noiée component (v(n)) in

Expression II-1 is zero, and the model becomes:
z(n) = x(n) + b , 11-2

Recall that the parameter n represents different instances at which measurements

are taken. If the relative position at time 1 is to be obtained from only the
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measurement (z(1)) at this time, Expression II-2 becomes:

2(1) = x(1) + b 11-3
which results in a dimensionality of the unknown terms (x(1) and b) greater than
the dimensionality of the data (z(1)). This implies that the evaluation of the
relative position between the parts at the instant 1(x(1)) in Expression II-3 from
direct use of the position measurements at time 1, is algebraically undetermined.
The use of multiple position measurements data points (z(1), z(2),...,z(N)) does
not change this situation since the total dimensionality of the unknown parameters
will still exceed the dimensionality of the known parameters. It is thus concluded
that the relative position between the parts cannot be obtained directly from the
position measurements when these measurements conform to the simplified model in
Expression II-2. Consequently, the same conclusion holds if the measurements
conform to the model in Expression II-1.

To overcome this indetermination, there are two possible alternatives,
namely:

e decrease the total dimension of the unknown parameters in

Expression II-2 or Expression II-1; or
® increase the dimension of the data through measurement of

different physical variables at the assembly interface.

This chapter develops the approach based on decreasing the dimension of the
unknown parameter. The second approach is not analyzed here; however, some dis-
cussion is made on this respect in the final section of this chapter.

In kinemétic terms, the relative position between two solid bodies in free
space has six degrees of freedom. This means that six independent parameters are
needed to comp1ete1y specify this relative position between the bodies. If the
solid bodies in consideration are not completely free to move (for example, when
the parts form a mechanism, or if the bodies are allowed to move without losing

contact), less than six independent parameters would be needed to completely specify
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their relative position. Thus, the reduction of the dimension of the unknown para-
meter (right hand side of Expression II-2) can be achieved by considering only
those measurements obtained when the parts are in contact and by formulating the
relative position vector (x(n), n=1, N) in terms of the parameters needed to com-
pletely specify this relative position for the parts in contact. '

The unknown parameters in the right hand §ide of Expression II-2 are thus
reduced to the necessary parameters needed to define the relative position between
the parts and the components of the bias vector b.

~The operation described above can equivalently be done through the intro-
duction of a set of conditions that guarantee that the relative position vector
(x(n), n=1, N) represents a state where the parts are touching. The conditions on
the relative position between the parts that reflect the parts touching is expres-

sed as a function of this relative position. This is written formally as:
h{ x(n) ) =0 11-4

where the components of the vector h, of dimension kh’ are functions of the relative
position vector x. Equating this vector with zero imposed the touching conditions
on the parts. See the two-dimensional example in Figure II-1.

The following assumptions allow the incorporation of the "parts in contact
conditions" to the geometry model:

o the geometry of the parts being assembled is known perfectly;

‘e the condition necessary for the parts to be touching can be expressed as

a function of the relative position between the touching pérts;

The use of the geometric touching condition of Expression II-4‘with the
simplified measurements model in Expression 1I-2 for the computation of the vectors
(x(n), n=1, N) and b is formally expressed as: ‘

| Find the vectors (x{(n), n=1,...,N) and b that satisfy the relations
of :
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Figure II-1: Geometric Contact Condition,
Two Dimensional Peg and Hole
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x(n) + b = z(n) n=1,...,N

The incorporation of geometric relation in Expression II-4 into the deter-
mination of the relative position vector between the parts has fhe net effect of
reducing the dimensionality of the unknown parameters of Expression II-2 by the
amount kh at every instant a measurement is taken. Formally, if:

| k, is the dimension of the measurement vector z(n); should equal

six for the three-dimension space;

kX is the dimension of the vector L(n), also equal to six;

k, is the dimension of the vector b, also equal to six;

b

kh is the dimension of the vector h;

N is the number of measurements used.

Then the number of unknown parameters in N measurements should be less than

the number of data parameters in N measurements. Thus:

N(k, - k) + ky < Nk,

which yield the minimum number of data points to make the determination at least

physically possible. This is expressed as:
6

ky, * ky = ky Ky

This is a necessary condition. Further conditions have to be imposed on h(x(n))

to make a determined problem. The next section deals with some aspects of this
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determination problem.
-~ _ The removal of the ideal sensor assumption results in additional unknown
parameters to be determined. If the statisticts of the noise term v(n) are assumed

known, the position determination is expressed as an estimation problem as follows:

Estimate the vectors x(n) and b from:
z(n) = x(n) + b + v(n) 11-7

~ with n=1,...,N

The discussion on the minimum number of measurements required in the perfect
sensor case (Expression II-6) holds va]id for the non-perfect sensor case, for-
mulated as an estimation prdb]em, in Expression II-7. It is undérstood that these
measurements have to be obtained for different relative positions between the
parts (x(n)); different measurements of a single re1ative‘position will not con-
tribute information for its estimation.

Methods in Information Theory can be used to solve the estimation problem
stated in Expression II-7. The approach used here is based on the exposition of
these ﬁethods given in Reference II-1,

In summary, this section introduced the concept and consequences of the
bias component in the position measurements and introduced the method of usfng
the geometry of the parts in conjunction with the position measurements in order

to determine the actual position between the parts being assembled.

- 3. PERFORMANCE EVALUATION OF THE POSITION ESTIMATION
The previous section discussed the necessary conditions and the procedure
P for calculating the relative position between the parts under no measurement noise,

and postulated a procedure for evaluating this position in the presence of measure-
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ment noise. This section discusses a theoretical performance evaluation of the
method outlined in the previous section for computing the relative position in the
presence of measurement noise.

The performance of the estimation of the position vectors (x(n)), n= 1 N) is
evaluated in detail in Appendix C. This section outlines the procedure and concept
used in that evaluation.

The statistics of the noise term in the measurement model is assumed known.
Thus the joint probability density of the random process (z(n), n=1, N), given the
values of the vectors (x(n), n=1, N) and b, can be computed. Let us denote this

probability by:
pL(z(n), n=1, N) / b, (x(n), n=1, N)] 11-8

Concéptua]]y, this expression gives the probability of obtaining a sef of measure-
ments (z(n), n=1, N) when the values of the vectors Q_énd (x(n), n=1, N) are given.
The eStimation'of the vectors b and (x(n), n=1, N), on the other hand; fnvo]ves
finding the values of these vettors that yield a set of true measurements denoted
here by (z. (n), n=1, N). An intuitively Togical estimation procedurebfor the set
of vectors (x(n), n=1, N) and b is the so-called maximum 1ikelihood estimator.
This estimation consists of finding the set of vectors (z(n), n=1, N) and b that
maximizes the conditional joint probability of Expression II1-8 evaluated at the
actual measurements, (z,(n), n=1, N). |

The joint conditional probability, Expression II-8, evaluated at the actual
measurement ﬁoints (g¢(n), n=1, N), can be interpreted as a function of the vectofs
(x(n), n=1, N) and b. This function represents a hypersurface in fhe space of the
variables (x(n), n=1, N), b, and the probability density. The maximization opera-
tion consists of finding the crest of this hypersurface. The performance of the
estimator can thus be measured by the curvature of this hypersurface at the actual
value of the veétoré (x(h); n=i. N) and b. In essence, the curvature of the
hypersurface measures the sensitivity of the estimation process to the perturbat1ons

caused by the measurement noise.
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This method of determining the performance of the estimator is based on the
ambiguity function concept. This concept is explained in Reference II-2 and the
actual calculations are detailed in Appendix C.

The error is expressed in terms of the difference between the estimated
values of the vectors (x(n), n=1, N) and b, denoted here by (gjn), n=1, N) and E,

and the true values of these vectors, denoted by (gi(n), n=1, N) and gt. The

respective errors are written as:

sb=b-b
sx(n) = x(n) - x,(n) n=1, N

The measure of the performance calculated in Appendix C is given in terms of
a hypervolume in the space of the errors (sx(n), n=1, N) and éb. A reasonable scalar
representation of the error is obtained through the longest linear dimension of this
hypervolume. This linear measure will be denoted by the scalar e. Figure II-2
shows the performance of this linear measure of the estimation problem., In it the
ratio between the Tinear performance measure and the noise term of the measurement
is plotted against the number of measurement points used for obtaining the esti-
mation. In essence this diagram shows the measure for the estimation error to be
directly proportional to the noise term in the measurement, inversely proportional
to the square root of the number of measurements used, and inversely proportional
to the total disb]acement uéed for obtaining the meésurements. _

In summary, this section discussed the theoretical performance of the de-
termination of the actual position between the pérts being assembled when the
measurement of these positions is given by the model of Expression II-1. This
measure gives a tool for evaluating the trade-offs between the need for good re-
solution in the measurements, represented by the noise term in Expression I1I-2, and
the time spent in obtaining this estimate, linked here to a number of measurements

“and the travel used for obtaining these measurements.
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Figure II-2: Theoretical Performance of Position Estimation

4, POSITION ESTIMATORS IMPLEMENTATION
This section explains the concepts behind the implementation of the relﬁtive
positfdn estimation between the parts assuming the measurement model in Expression
II-i. The details of the implementation are given in Appendix F. The purpose of
this discussion is as follows: | |
e conceptually explain the implementation;
e verify the results of the theoretical evaluation detailed in
Appendix C and conceptually explained 1n‘Section Three of this
chapter; v ’
# prove, through an assembly experiment, the validity of the position

measurement model of Expression II-1,
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The estimation of the vectors (x(n), n=1, N) and b from the measurement data
(z(n), n=1, N) can be visualized as the search for the vectors that satisfy the
geometric conditions of Expression II1-4, and best fit the position measurement data.
The concept of "best fitting" presumes some sort of performance to measure the fit.
The procedure outlined here uses the minimum square error criteria.

Two different approaches were used for implementing the estimator. These are:
® a smooth estimator, that basically uses the whole time series of the
position measurements to evaluate the time history of the relative
positions and the constant bias vector. This procedure requires
that the position data be collected before proceeding with the

estimation (See Figure II-3). It is of little practical value

for the actual real time assembly, although its application

is of potential use in calibration of jigs, fixtures and measuring
devices. This procedure was implemented for two basic reasons:
first, it is a simpler approach to implement and second, it is

a more stable procedure and thus gives a good understanding of

the problem at the development stage;

® a recursive implementation of the estimator that gives an

estimate of the vectors x(n) and b at each time step n using
the measurements z(n) up to time n (See Figure 1I-4). This
procedure makes use of the extended Kalman filter technique.

The actual details and code are shown in Appendix F.

Two sets of experiments were performed to test baoth the recursive and smooth
estimation implementations. The first set of experiments used data generated by
a two-dimensional simulation of the transition from gross to fine motion of a peg
into a hole. The second set of experiments used data generated by a computer-
controlled manipulator performing a peg-and-hole assembly.

The objective of the simulated data experiment was to eva]uaté the validity

and performance of the estimators under controlled conditions and to verify the
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the performance prediction of the theoretical analysis of the previous section. The
N ) objective of the computer-controlled assembly experiment was to evaluate the perfor-
mance of the three-dimensional implementation of the estimation and to verify the
validity of the position measurement model postulated in Expression II-1.
Figure II-5 shows schematica]]y the process invp]ved»in the generation of the
simulated position measurements. This process involved the following steps:
e the geometric model for the two-dimensional transition, from gross
to fine motion, of the insertion of a peg into a hole, shown in
Figure II-1, was used to generate a time series of actual position
vectors (x(n), n=1, N). These vectors will satisfy the geometric
condition of parts touching;
¢ a controlled bias vector, b, was added to the position vector
(x(n), n=1, N); the vector b simulates the uncertainties intro-
duced in the measurements due to error in jigs, gripper, tolerances
in the parts, etc. The resulting vector, (y(n), n=1, N), simulates
= the position measurements that could be obtained with perfect
position sensors;
e a white zero mean random Vectar, (v(n), n=1, N), produced by a
random number generator was added to the time series of vectors
(y(n),n=1, N) to create the position measurement vector (z(n), n=1,
N). The vectors (v(n), n=1, N) simulate the imperfections of
position measurement sensors. Different resolutions at the
- position measurement sensor were simulated through changes in the

standard deviation of the random vector (v(n), n=1, N).

The computer-controlled assembly experiment was executed in the following
- steps:
o the assembly of a peg into a hole (Figure II-6) was attempted;
¢ the data generated during the attempted assembly was recorded;
o the implementation of both the smooth and recursive filters were
used to process the data off-line.
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Figure II-6: Big Peg and Hole Being Assembled by Computer
Controlled Manipulator

The estimation procedure and the correction of the position error necessary
to complete the assembly task were not implemented on-line. The lack of capacity
in the processor that controlled the arm and the early dismantling of the experi-
mental test apparatus did not allow this implementation. The validity of the
results obtained from the estimation procedure had to be tested through the use of
statistical checks on the results.

The position measurements were obtained from the manipulator itself., The
set of position values of the axes of the manipulator at each measuring instant
were transformed into the relative poﬁition measurements between the parts at that
instant (Figure 1I-7). The kinematic procedures used in these transformations a}é
developed in‘Appendix A; the details of these positioh measurement calculations are

given in Appendix E.
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The estimation algorithms call for position measurements while the parts are
touching. This was realized by closing a force Toop fhrough the computer that
guaranteed that the parts would stay touching once they made contact; details about
this procedure are also given in Appendix E.

The resolution of the position measurements obtained by this method depends
on the resd]ution of the axes of the manipulator. The calculation of the resolution
of the particular manipulator used was done in Reference I1I-3, and the numerical
values taken from this reference are given in Figure E-1, .

The result of the performance evaluation of the estimator done in Appendix C,
and conceptually explained in Section Two of this chapter, state that, fof a re-
asonab]e'number of measurement points, the expectedvaccuraéy bfbthe estimation is
at best on the same order of magnitude as the resolution of the position measure-
ments. Parts to be assembled, a peg into a hole in this particular case, havé to
be located within certain clearances. In typical parts, Reference 11-4, fhese
clearanées are at least two orders of magnitude smaller than the characteristic
size of the parts. Thus, in order to have a representative set of measufements_
for the implementation of the estimatidn calculation, oversized pafts to had to
be used. This artifice simulated a high resolution positioning device. The size

of the parts used are:

Diameter of peg 188.2 mm

Diameter of hole 190.5 mm
difference of diameters

Clearance ratio = diameter of hole

= .012

5. SUMMARY OF RESULTS

The smooth estimator was used only on the data generated by the manipulator
and big parts experiment. The recursive estimator was used on both the simulated
data generated by the manipulator experiment.

The four figures beginning with Figure II-9 show the results of the recursive

implementation on the simulated data. Figure II-9 shows the estimated value of
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the lateral off-set (52” in Figure II-8) versus the number of measurements; the

- figure also shows the actual value of lateral off-set. Figure II-10 shows the
estimate of the two-component of the bias vector b for three different simulated
noise values as a function of the number of measurement points. Figure II-11 and
Figure I1-12 are statistical tests of the behavior of the estimation, the first
showing the measurement residue of the estimation for the two-component, and the
second showing the result of the filtered implementation of the normalized log

Tikelihood function; both are functions of the number of measured points.

v mmmmm =y .-

Figure II-8: Peg and Hole Frames, Notation

For a good model of the measurement data, the residues of the measurement
(Figure II-11) should be a white random process and normalized log 1iké1ihood
function (Figure II-12) should converge to a number equal to the degrees of freedom
of the model, or, in this case, one.

Figure II-13 shows the result of the implementation of the smooth estimator
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on the data generated from the manipulator experiment. The components two and three
of the estimated vector for the position between the parts are plotted against the
number of measurement points.

Figures II-14 to II-16 show the results of the recursive imp]eméntation on
the manipulator experiment data. Figure II-14 shows the time history of the one
and two components of the estimation of the relative position between the parts;
Figure II-15 shows estimation fesidues of the five-component of the measurement;
and Figure II-16 shows the normalized log 1ikelihood function.

The estimator's performance rapidly degraded for large values of measurement
noise (/r /radius > .1); this was not predicted by the lower bound performance
evaluation made in Appendix C. For smaller values of the measurement noise, the
predictions of the theoretical performance evaluation were verified by the simulated
data experiment (see Figure II-10). On the computer controlled experiment data, the
performance of the recursive estimator proved to be better than the performance of
the smooth estimator; this was due to the fact that the recursive filter allows for
slow time drifts on the bias term to accommodate for incomplete knowledge of the
manipulator k{nematics.

In summary, the experiments that used simulated data proved that the estima-
tion of the actual position from bias measurehents, as generated by the position
measurements model, can be realized. The experiments using data generated by the
manipulator and big parts gave statistical evidence of the feasibi1ity of the imple-
mentation of the estimation procedure in three dimensions, and also gave statistical
evidence that the measurements of positions during these experiments conform to the

general position model of Expression II-1.

6. SOME REMARKS

- The method developed in this chapter uses the touching conditions (Expression
11-4) and position measurements while the parts are in contact to determine the
actual relative position between parts. The touching conditions were introduced to

solve for the bias in the position measurements model postulated in Chapter I. An
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alternative method, proposed in Section 2 of Chapter II, consists of an increase in
the dimension of the measurement vector through inclusion of different physical mea-
surements, specifically force measurements. This approach should Tnc]ﬁde force-
position models that relate the measured forces to the actual relative position
between the parts. This modelling is difficult, if not impossible (see Reference
11-2).

In Reference II-2, a method was proposed in which the information of two force
sensors (one attached to each of the mating parts) in conjunction with position
measurement is used to determine the relative position between the force sensors.
This method could be used in conjunction with the method developed in this chapter.

Reference I-4 and Reference I-5 approached the transition from gross to fine
motion with methods that are conceptually similar to the method developed in this
chapter. In all of these methods, position information and force information (for
detecting contact) are used in conjunction with geometry information on the mating
parts. The main differences between the first two methods and the present method
are:

o Where the methods in Reference I-4 and Reference I-5 use a physical search
to find the relative position between the parts, the method here processes
the information numerically.

o Where the methods in Reference I-4 and Reference I-5 use the geometry in-
formation implicitly in the algorithm that does the search, the method here
uses the geometry information explicitly.

e Where the methods in Reference I-4 and Reference I-5 use only a discrete
number of measurement points, the method here uses the whole time history
of measurements.

These differences make the present method:

e More general: only the geometry model has to be changed for a different
application instead of changing the search algorithm.

o Potentially more efficient: the use of the whole time history of measure-

ments makes a more powerful "event detection" scheme; the first two methods
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rely on forcing events that are easy to detect, while the present method is
only used when the transition from gross to fine motion is unsuccessful and

corrections are needed.

In summary, the outcome of this chapter is a proof of the technical feasi-
bility for solving the gross to fine motion transition through the use of position
and geometry information on the parts. Further refinement of the method developed
in this chapter is required in order to prove its engineering feasibility.

‘The main drawback of the method is its slow speed in its present implementa-
tion formf it takes two .to three seconds to process every new measurement point. At
1eést one order of magnitude reduction should be achieved before its practical im-
plementation is seriously considered. For the present implementation, the goal was
to prove its feasibility and thus no major effort was made to make it speed-
efficient.

The satisfactory performance of this position estimation method can be con-
sidered as statistical evidence for the validity of the position measurement model

postulated in Section 2 of this chapter.
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CHAPTER III

FINE MOTION ASSEMBLY

1. INTRODUCTION

In the fine motion assembly trajectory, the parts are nested within their
geometries. Changes in the relative position between the parts that deviates from
the trajectory needed to assemble the parts will cause them to touch and thus pos-
sibly impede further relative motion between them., Under near-perfect position
control, fine motion assembly is conceptually straightforward. The use of infor-
mation generated at the assembly interface to perform fine motion assembly under

hon-perfect position control is analyzed here.

2., NATURE OF THE INFORMATION

Chapter II concluded that the use of position information for generating
the necessary corrections in the assemb1y trajectory requires the measurement of
successive positions. In unsuccessful fine motion assembly, the interaction between
the parts will not allow relative motion between them; thus, there are no consecu-
tive relative positions from which to obtain measuréments. If successive relative
position can be generated, the fine motion assembly is successful and thus cor-
rections are not necessary, Basically, then, position informationvis not useful
in solving fine motion assembly.

In Chapter II, force information was described as being the result of contact
between the parts. This chapter will concentrate on using force information to
generate the necessary position correctfons for successful fine motion assembly.

The study of force information in fine motion assembly is done through the

analysis of a two-dimension peg-and-hole insertion. The concepts and results of
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the analysis are shown here and the details of the analysis are shown in Appendix

B.

3. FINE MOTION ANALYSIS OF A TWO-DIMENSION PEG~AND-HOLE INSERTION

The basis of the analysis is the equilibrium between the force appliéd on the
parts by the positioning device and the reaction forces that are generated between
the parts at their contact point. Figure III-1 shows the applied forces as mea-
sured on a frame located at the tip of the peg, as well as a particu]ar set of

reaction forces at contact points A and B.

Figure III-1: Applied and Reaction Forces, Notation
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Proceeding under the assumptions that the process is quasi-static, that the
parts are quasi-rfgid, and that the contact forces behave according to Coulomb's
friction laws, the equilibrium between applied forces and reaction forces, for
different configurations yield the conditions on the applied forces that guarantee
that the parts will slide. These conditions are summarized in’Figure III-é. In ) .
essence, these sliding conditions state that the ratio between applied 1étera1 and
axial forces and the ratio between applied moment and axial force multiplied by the
radius of the hole has to fall inside the region defined by the four lines in the
figure. The parameter x that determines the distance between the lines 1 and 2 ‘
and therefore the size of the sliding region is a non-dimensional measure of the
penetration of the peg into the hole.
In terms of the fine motion assembly, parts are understood to be quasi-rigid N
if their deformations under assembly forces are small compared to the trajectory
deviations allowed in the finé ﬁotion. The deformatioﬁ of the parts will allow
reaction forces in the absence of applied forces due to stored elastic energy in
the parts. This phenomenon, shown in Figure III-3, is referred to as wedging, It
can only occur for values of A smaller than unity.
Through the combinatioh of the sliding conditions (Figure III-2) with the
wedged condition (Figure III-3), this analysis concludes that: -
e the necessary and sufficient conditions to execute fhe ffne motion '
insertion for values of A greater than unity is to control the
forces to satisfy the sliding conditions of Figure [I1-2.
e the above condition is only necessary for values of A smaller than
unity. A force Iéve1, dependent on the stored elastic energy in the

wedged situation, makes that condition also sufficient.
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Figure III-3: Reaction Forces in Wedge Configuration

4, IMPLEMENTATION OF THE FINE MOTION CORRECTIONS
The general conclusion of the simple peg-and-hole analysis is that the cor-
rections fequired for performing fine motion assembly can be generated through the
use of only force information. The specific conclusions from that analysis are:
e under perfect force control, a jam-free fine motion insertion will
result if the lateral forces and moments are controlled to zero;
¢ under imperfect control of forces, the acceptable margin of
error on the lateral forces and moments becomes wider with large
penetration of the peg into the hole (larger A);
® given near rigid parts, a bigger axial force will widen the

margin of acceptable lateral forces and moments.
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The correction of position errors between the parts being assembled through
the control of forces is conceptually equivalent to the implementation of an
impedance between the parts. The implementation of this impedance can be synthe-
sized by all passive elements or by a combination of active and passive means.

The purpose of the passive impedance is to absorb the error in the relative
position between the parts, that is, to solve for the difference between the
position of the parts and the position where the positioning dévice requires them
to be. This impedance has to be designed so that its deformation will generate
forces that satisfy the sliding conditions of Figure III-2,

The active impedance or direct control of assembly forces for the peg-and-
hole case will simply consist of controlling the lateral forces and moments to
zero while applying a force in the insertion direction. The axial force overcomes
the effect of the lateral residual forces and moments due to imperfections in the
lateral forces and moments control scheme.

In Appendix B, Section Four and Section Five,a static analysis on the effect
of the impedance (a compliance for the static case) on both the active and passive
" cases concludes that for the peg-and-hole fine motion assembly the best design
is achieved by designing the compliance totally symmetric with respect to the tip
of the peg. This requires that the compliance will dn1y generate moments when
rotated in any direction around the tip of the peg, the moment and the rotation
being co-linear, and will only generate forces co-linear with the displacement
when deformed in any direction around the tip of the peg. These requirements
are not necessary but are very desirable when dealing with difficult assembly pro-
blems such as assembly of parts with sharp edges or tight clearandeifits; These
results can be extended to the interference fit problem by superimposing the force

control strategy to the forces caused by the interference.
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5. SUMMARY

In summary, this chapter concluded that the fine motion trajectory position-
ing problem can be solved through the use of force information, at least for the
case of peg-and-hole insertion. Position information used in the form described
in Chapter II would be useful as a diagnostic and supervisory tool for detecting
transitions and problems during the fine mot%on,assemb]y.

A secondary conclusion, related to the need for controlling the forces and
moments, concerns the control through the design of the comp]iange in between the
parts being assembled. This is imperative when dealing with dfff{cu1t assembly

tasks such as assembly of parts with sharp edges, zero clearance assembly, etc.
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CHAPTER IV

SUMMARY OF CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK

i. CONCLUSIONS
The assumption is made that an assembly system, designed to be flexible and
programmable, will have to use positioning means that are inherently inaccurate.
The error in the relative position between the parts being assembled that results
from these inaccuracies will have to be corrected for in order to achieve the
assembly. The use of the information generated during the assembly process to
produce the necessary corrections was studied by analyzing the parts mating process.
The parts mating study concluded that both position and force information is
needed to correct for the position error between two parts being assembled. High
resolution position information is needed to correct for the error in order to
perform the transition from gross to fine motion. Force information is needed to
maintain contact while gathering position information in the transition from gross
to fine motion, and is needed to correct for the error when performing the fine
motion assembly trajectory. Information on the geometry of the parts is needed
in the processing of the position information during the transition from gross
to fine motions and is needed when using the force information in the fine motion

trajectory.

2. RECOMMENDATIONS FOR FUTURE WORK

The methods and results developed in Chapter II and Chapter III demonstrate
the technical feasibility of the information processing approach to the programmable
adaptable assembly problem. Further evaluation of the methods and further develop-

ment of the necessary system to support the methods are needed to demonstrate the -~
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engineering feasibility of this approach.

Some of the»deve]opments in the supporting system needed to implement the
methods in this work in a real assembly system are:
| e capability of high speed and high resolution position control.
Most of the assembly hardware available and in development stages
lacks this capability. The development of a limited motion add-on
device would make this capability viable on the medium term;
® the péfa]]e] processing capability, conceptually described in
Reference 1V-1, would allow fast real time implementation of
control and information processing functions that use the common
information generated at the assembly interface;
o full real time implementation of a complete kinematic manipulation
package, of the versatility of the one developed in Appendix A;
e dynamic force measurements implementation. These would allow isolation
of the effect of inertial forces from the force information generated

during the assembly process.

The implementation of the methods developed in this work requires further
development in the following areas:

o develop a more generic solution to the geometric modelling of the
contact conditions;

o develop the necessary checks and implementations to allow for
parallel estimation and identification of alternative touching
configurations;

e develop a generic method for generating the nominal assembly path.
This would allow a generic way of determining the force control law

in the fine motion assembly.
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3. SOME REMARKS

The conceptual outpUt of this work is that absolute positioning acéuracy in
assembly can be replaced, in vérying degrees, by high positioning resolution com-
bined with processing of the information generated during the assembly process.
Accuracy is measured here in relation to the error allowed by the parts to be
assembled. Conceptually, the system could be one of the following:

® an accuracy-based assemb]yisystem, in which the expected error
between the parts being assembled will allow the mating to proceed
without the need for corrections. An example of this‘is the fixed
automation assembly system in widespread use in industry today;

e a medium-accuracy-based assembly system capable of force control, in
which the expected position error between the parts being assembled
will allow for the transition from gross to fine motion to occur
without the need for corrections. The force control capability
will allow the system to correct for the position error in the fine
motion trajectory. An example of this family of assembly systems
is the assembly demonstration of the automotive alternator developed
at the C.S. Draper Laboratory (References IV-2 and IV-3);

e a low-accuracy-based assembly system capable of high resolution
position control and force control. In this system the expected
position error between the parts being assembled will have to be
corrected for in order to execute both the transition from gross
to fine motion and the fine motion assembly trajectories. Methods
of the type developed in this work would have to be implemented in

such a system,

In the design of an assembly system for a particular application, the costs
associated with the methods based on high resolution positioning and information
processing have to be compared with the cost of the position accuracy that they re-
place and theyloss of opportunity cost of the flexibility that they add to the

system.
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APPENDIX A

KINEMATICS OF RIGID SOLIDS IN SPACE

1. INTRODUCTION
This appendix concentrates on the notations, definitions and relations needed
for the manipulator of force and position variables in order to develop a tool to
be used in the parts mating study.
Iﬁ the assembly of rigid parts the following three situations are of special
concern: &
e The relative position between the two parts being assembled has to be
controlled through a controllable positioning device (See Figufe A-l);
e The position readings given by a position measuring device have to be
translated into relative positions between the parts being assembled;
e The forces and moments generated during the assembly process and measured
by a force sensor have to be expressed in terms of the parts being assembled.
‘The nomenclature and variables needed for the type of manipu]atfons described
above are defined in the next section of this appendix; Section Three derives the

transformations and Section Four derives the incremental relations for these

transformations, both for position variables and force variables., Finally Section

Five 1ists the FORTRAN code for the transformation relations of Sections Three and

Four.
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Figure A-1: Schematics of an Assembly System

2. . DEFINITIONS, NOTATIONS

The relative position between two rigid bodies in space is expressed in terms
of coordinate frames defined in each body; for convenience these frames are chosen
tri-orthogonal and right handed. Forces and moments are defined in terms of a co-
ordinate frame on the parts or on sensors. In subsection 2-g and 2-h a set of'tenSOr
operators are defined; these operators are used in the derivations of Section Three
and Four of this appendix.

The upper indexes used on the variables defined in this section make refer-
ences to the specific frames they relate to. These.upper indexes may be dropped in
either of the following situations:

o the reference frames in question are self evident;
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o the specific reference frames are not important.

(a) Unit coordinate vector "i" on frame "o" (Figure A-2)

& i=1,2,3 A-1

o~
- &
o~ 9?
Figure A-2: Vector Notation
~
™
(b) Relative displacement vector for frame "8" with respect to
frame "o" (Figure A-2)
o~ Lﬁot r?a —OlL + Y,Sa Ec2>t " rga eg A-2
- (c) Relative rotation matrix of frame "g" with respect to frame
"a" (Figure A-2)
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NOTE:

el g

(d) Relative rotation vector of frame "g" with respect to frame

"a", in terms of frame "o

0B =

¢Ba ﬂﬁa A-4

The unit vector QFG defines the axis around which the frame
" is rotated onto "g",¢°® is the rotation angle. Also g?“ is

the eigenvector of ABY for eigenvalue 1 and, o is the argu-

ment for the complex pair set of eigenvalues of B,

(e) Generalized position matrix of frame "g" with respect to
frame "a"
1 0 0 0
af  _
B = 393 AGB A-5
(f) Generalized relative position vector of frame "g" with respect

to frame "o

rPe

Ba

"

h=
1

o

|

o™

The six dimensional vector xP® and the four by four matrix BB are two
different respresentations of the same information, namely the six
dimension relative position between the two frames o and g. The
vector xB® is a compact representation of this information, the matrix
B8 is uUsed because of its properties in coordinate frames manipu-

lations.

(g) Kronecker delta
1 if i=7]
8ij= . A-7
0 if i# ]
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3.

(h) Epsilon third order tensor

1 if subindices are in cycle order

€k " 0 if any subindex is repeated A-8

-1 if subindices are in inverse cycle order

(1) Forces and Moments
f* = 5 %7
- i1 A-9
m = r.msel

Forces and moments measured in terms of frame "a"

(j) Generalized force vector
The six dimensional generalized force vector that contains
all the information necessary to define the force and moment

is defined as follows.

%= A-10

NOTE: In general any vector that is defined only in terms of one frame
of reference will have only one upper index.

POSITION AND FORCE RELATIONS

The previous section established the notation for force and position variables;

this section develops the tool for manipulating these variables. Many of the re-

lations given in this section are Tisted without derivation or proof; these are

generally obtained directly from the definition of the variables involved and/or

direct expansion. For more detail the reader is directed to Reference A-1 and

Reference A-2.

NOTE: The symbol Zy indicates summation over the index k,j, etc, The sum-

mation over these indices is done from 1 to 3 unless it is otherwise
stated.



(a) . Properties of the third order tensor

No proof or explanation of these relations is given here:

¥ €45k Eipq = Gjp 6kq - qu ka i=1,3 A-11
— ) 0 -

UX Y= By Sigk Ui Vg & Tadsk = 1,2,3 A-12

ij Eijk ajp akq =3I, epqr air A-13
0 n3 '“2

f -
np .m0

(b) Upper indices permutations

The permutation relations of the upper indices in the rotation
vector, rotation matrix, position vector, generalized position
matrix, and generalized position vector are direct from the

definitions listed in Section Two. Thus:

¢aB - _¢Ba
AQB = (ABC'.)T
08 . _pfa g A-15
1 0 0 ¢
BC!B - (BBG)-]. -
_AaB OB (ABa)T
Ba
A 0
EFB - . iﬁa
0 I
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NOTE:

These relations are implemented in the subroutines "INVA" that
computes the inverse of the matrix rotation A, "INVB" for the
inverse of the matrix B and "INVX" that computes the upper
indices permutation of the vector X. These subroutines are
shown in Section Five of this appendix.

{c) Multiple frames relations
The necessary relations for doing relative position manipu-
lations are listed below. These relations are direct ex-
tensions of the definitions of the position vector, rotation

matrix and generalized position matrix.

ay _ rBY + AYB 2B

-

A%Y = poB . pBY A-16

Bay - BaB. BBa

The multiple frame relation for both the matrices A and B is simply
done by concantenating the upper indices as shown in Expression A-16.
These relations allow us to express the position of any frame in
terms of relative position of combination of frames. For example,
from Figure A-1 the generalized position matrix between part « and g
can be written as follows:

o8 = gaH. gHO, 0P A-17

where:
o H is the frame located on the gripper of the positioning device;
® 0 is the reference frame;
o P is the frame of the Jigs
® o and B are the frames located on part o and g respectively.

If BHO is our controllable position, controlled through the positioning
device, Expression A-17 gives the relation for the resulting controlied
position BaB, If, on the other hand, BRU is the reading of the pos-
ition measuring device, then Expression A-17 gives the relative pos-

ition between o and g.
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(d)

Rotation vector to rotation matrix transformation

Expression A-17 gives us the tool for concantenating relative
position between frames in terms of the generalized position
matrix B. It is desirable to perform this operationtwith the
generalized position vector x since it and the matrix B, as
noted in Section Two of this appendix, are different re-
presentations of the same position information. This is done
by first computing the transformation between the rotation
vector ¢ and the rotation matrix A. The next subsection

finds the inverse of this transformation and the subsequent

‘subsection integrates this transformation into the trans-

formation of the vector x to and from the matrix B.

The expression for the transformation of the three -dimensional
rotation vector g?a to the three by three rotation matrix
AB“ is found by first computing the rotation of an arbitrary

vector u around a unit vector n on an angle ¢ (Figure A-3).

»Figure A-3: Rotation of a Vector Around an Axis
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This expression used on all three coordinate vectors g? of the
frame a yields the direction cosines of the coordinate vectors
of the resulting rotated frame B; these direction cosines
constitute the elements for the rotation matrix AS® between
the two frames.

The increment of the vector u product of an incremental

rotation d¢ around the unit vector n is given by:
du=nxude=)z €5k "k}.! d¢ A-18

Integrating Expression A-18 and denoting v, the resulting

vectorswe have:

Replacing u and v for gg and gg respectively, denoting the
vector n by n°® denoting the angle ¢ as ¢f® and using the
Definition 2-e and Definition 2-d for the rotation matrix

and vector, respectively (Expression A-3 and Expression A-4),

we get:
ABC’- = {E_IB . gg‘} = exp [{Zk e_ijk ¢E°¢fj‘ | A-20

The individual elements of the matrix ABY aye obtained
through expansion of the matrix exponentiation of the

above expression, Thus:

A-21
Ba _ Ba _ Bay Ba  Ba i L BO Ba
a1J cos ¢ Gij + (1 - cos ¢ )"i nj + sin ¢ Iy €5k Mk
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In terms of the vector ¢

A-22
Ba . Ba
1 - cos ¢ sin ¢ 8
aB = cos 9 6, + P g8y — 5 ey b
1] 1 ( Ba)2 1 J Ba 1
¢ ¢

This transformation will be denoted by:
ABQ = ABU(iBOL) . A-23

A subroutine that computes this expression is shown in
Section Five of this appendix under the subroutine name
"FITOA", This subroutine works as follows:

e given the vector QFQ, compute the angle 3?“ through

the following expression:

= Ba  Ba -
o= VI, o5 ¢ , A-24

e compute the unit vector n®%;

B = gfay 480 A-25

o compute the element of matrix pBe through Expression A-21,
This subroutine has a provision that avoids numerical

errors when dealing with small angles.
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(e)

Rotation matrix to rotation vector transformation
The expression for the rotation angle is obtained through the
trace of the matrix AB“; in Expression A-21 adding over the

index i when i equals j we get:

L, ab®

= Ba
iy s 2 cos ¢° +1 A-26

Thus the angle is giVen by:

0% = arcos [1/2 (z; % - D] A-27
The components of the vector EBQ are computed by subtracting
off-diagonal terms of the matrix A located symmetrically
opposed. In detail this is done by multiplying the compo-
nents of matrix AB“, given by Expression A-21, by the third
order tensor, defined in Expression A-8, and doing a double

addition on their indices, using Relation A-11,we have:

A-28
Ba _ _. Ba

T..e .. ab® o Ba _ i
ij Spij 243 = sin ¢ Ziik €pij 5 ik nk“ = 2nsa sin ¢8%
and
Ba 1 Ba
n =S ———— J.. € .. a. .
p 2 sin ¢Ba 13 p1J 1 A-29
and the components of the vector $ are given by:

¢Ba - QBa 5 Ba

P 2 sin 0P (13 “pij %j A-30
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(f)

This transformation is denoted as:
Ba _
85 = B (AP A-31

The subroutine "ATOFI" Tisted in Section Five computes this

transformation through the following steps:

o computes the angle ¢ through Expression A-27. This angle
is chosen in the range zero to Ii;

0 ‘computes the sine of ¢ and through Expression A-29
calculates the components of the vector n;

® the rotation vector is computed using Expression A-25.

This routine has a provision for small angles rotations.

~ Transformations between matrix B and vector x,

The transformation from the vector 5?6 to the matrix B®® is
done in two steps as follows:

B on the vector x is inverted

e the position partition r?
by using Expression A-15;

8 is transformed

o the rotation angle partition of x*
into the matrix A°‘B through the use of Expression A-21.

This transformation is denoted by:
B8 = B*B(x*F) A-32

This is implemented in the subroutine XTOB Tisted in Section
Five. This subroutine uses subroutine FITOA and INVB.

This is denoted by:

x*® = x*8(88) A-33
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This transformation is implemented in subroutine BTOX; this

~
. subroutine uses subroutines ATOFI and INVB. A listing of
this subroutine is given in Section Five.
(g9) Force and moment transformation
- .~ By directly applying the definition of the rotation matrix
VAB“ and the definition of moment on forces, the frame trans-
formation of the generalized force vector L is given by:
Ba
A 0
~ 8 a
L= L A-34
Ba Ba Ba
A Zk €3k ’k A
-~
or, in short term:
- EB = PBa La A-35
~
4, KINEMATICS OF INCREMENTAL MOTIONS
A tool for manipulating incremental position variables is required for both
~ generalized positioning error analysis and information processing techniques. This
section develops the algebra of incremental position variables. Part(a). of this
section formulates the kinematics of incremental rotations and Part(b)formulates
the kinematics of generalized incremental positions; Part(c)analyzes the effect of
~ position increments on generalized forces.
Notation
A general tensor V function of a tensor U has been denoted by (e.g. Expression
A-31, Expression A-33):
o~
vV = V(U) A-36
A
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(a’)

In general, the relation between the increments of U and V

will be denoted by:

av = 2 qu .
DU - BT
DV
Where the tensor — transforms the increment of U into the
DU DV
increment of V. The order of the tensor — is equal to the

sum of the orders of the tensors U and V.DU

Incremental Rotations

The incremental relative rotation between two frames can be

expressed in terms of:

(i) The incremental change of the relative rotation matrix
A between the frames; this increment is denoted here by

the matrix dA.

(ii) The incremental change in the relative rotatioﬁ
.vector ¢ between the frames; this incremental
vector is denoted here by d¢
(ii1) The instanteous incremental rotation vector
between the frames; the notation used for this
increment is dw
The instanteous incremental rotation vector dw is used for
physical interpretations of incremental analysis. The vector
d¢ and the matrix dA measure the incremental changé in the
respective representation of rotation information between
the frames concerned. _
First, the transformation between dw and d¢ is constructed;
the transformation between dA and d¢ is derived from the

other two transformations.

78



5, _

AN
1Se,

!
o

Figure A-4: Incrementally Rotated Frame

In Figure A-4 frame o is rotated to o' by the incremental
angle dw then, using Expression A-16, the rotation matrix

between frames o' and g is given by:

Aa'B - Aa'a AaB

For an incremental rotation dw, the increment of the rotation

matrix A*® is defined by:

dAaB - Aa'B_ Aa'a= (Aa'a_ I)AaB A-38
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From Expression A-20, for a small angle dw:

Aa'a

= exp(zk eijk dwk) =1+ Zk Eijk dmk A-39
Thus, combining with A-38:

da%t = 15 A%R

k Sigk 99 A-40

The incremental rotation vector dw will be denotéd by dg?“;
this angle represents the instanteous incremental rotation of
the frame o with respect to frame g expressed in terms of
the frame a.

Using the above notation in Expression A-40 and writing

. this expression in terms of its components we have:

af _ Ba aB
dA™" = zk €45k dwk A
A-41
da%® ab du®B

i T Tkp Fipk %py ek

The expression of dwf® in terms of dA®® is obtained by

multiplying both sides of Expression A-41 by a:? and €4

qt
and adding over the indices q, j and i. This gives:
Ba _ . a%B 408 A-
dog” = 1/2 Tq55 Ctig % ij 42
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Repeating the above procedure on the incremental rotation of

the frame 8 with respect to the frame ¢ we get:

1 af
dn®® = A%P 1y gy duy - A-43

thus:

A-44

dw®® = AR g,B

For notation convenience Expression A-44, Expression A-41 and

Expression A-42 will be written as:

aB
aet = g
Dmsa -
DwBa A-45
dea = — dAaS
= pA%®
aB
dman -D—w'— deu
- DwBa -

where the third order tensors of the above expressions are

given by:

aB
S P A-t6
DwB p “ipk “pj



Du*®
o "
Y ;[gp “ijp apk]
A-46
Du®

= _ABG'

Dg?a

These three tensors are implemented in subroutines DWDA, DADW
- DWDW srespectively. The listing of these subroutines are given

in Section Five of this appendix.

The rotation information between the frames « and g has been

expressed in terms of the vector angle Q?B. The next step is

to express the incremental rotatidn between both frames in

terms of the increment of the vector angle 293. The relation

is found by first computing the‘increments of the unit vector

g?e, defined in Expression A-4, and the increment of the angle

o*8. |

We know that the unit vector n is the eigenvector of the

matrix A for unit eigenvalue. Thus:

An

n A-47
differentiating both sides:

dAn + Adn = dn

Using Relation A-21 we have:

du x n = (cos ¢ - 1)dn + sin ¢ dn x n A-48
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Thus, equating the increments dn and dw respectively we have:

dn = 1/2 rﬁ‘;‘—fﬁ (do-nn - du) - do x
and

do = (cos ¢ - 1) n x dn + sin ¢ dn + do n

Since

d¢ = d¢ n + ¢ dn

and

¢ = zi¢i¢1

then

de = L Z:¢:do
¢ “i7i49%4

A-49

A-50

A-51

A-52

Combining Expression A-49, Expression A450, Expression A-51

and Expression A-52, we get for the vector dw, in terms of

the vector d¢:
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A-53

du = cos ¢2- 1 oxdp + sin ¢ dp + 12 [1 _sin ¢ ] o v -
¢ ¢ 0 0 B :

or in terms of components

_ A-54

k Sijk Pk | 99;

do, = z.| SN 5 4 172 (1 - sin ¢ ) 6.9, - S05 ¢ =1,
i J ij 0 itj ¢2

And, from Expression A-49, Expression A-51 and Expression A-52,

the vector d¢ in terms of the increment dw is given by:

2 sin ¢ ¢ sin ¢ _er
d$=(1/¢+2¢cos¢-1)ildﬂbg-zcos¢_1)d2+1/2£xd2 ASQ

or in terms of components:

A-56 _
2 sin ¢ __¢sing ) N _ i
Zj :¢1 d’j ( AR 2¢(cos ¢ - I)) 2(cos ¢ - 1) 51j 1/2 Ly €3k 0 } de

The incremental transformation of Expression A-54 and Expres-

sion A-56 are written in short form by:

apf
dg*® = R a
Dw -
A-57
DwBa
dea = — dfe
- DE?B -
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where:
A-58
i -1
2 ( sn ¢) aB LaB _ cos ¢ of
Sij ¥ Ve \L - i 95 7 T €93k %k
¢ ¢
sin ¢ ¢ sin ¢
3‘3 (l/q»2 + ) - ' ~— §.. - 1/2 DI ¢§Bl
2¢(cos ¢ - 1) 2(cos ¢ - 1) W J ’
Remarks:
Combining Expression A-45 and Expression A-57 we have:
aB
et - dy™
Dg*P
o A-59
aB
0 - % o8
DA%E
with
DA%P DA%®  puPe
Dg%® T b Do*?
A-60
Dias D_QGB DgBa
DA%t puB® paf
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(b)

Generalized position increments

We are interested in analyzing the effect caused by a small

variation of the relative position between any two frames on
the relative position between the frames of interest. From

Relation A-16 we know:

g8 - goB gBY pY$

Differentiating at both sides assuming B*® and BY$ fixed, we

have:
dB®® = B ggBY pod A-61

Separating the rotation matrix partition of the above

expression yields:
da® = p9B gpBo pYs A-62

Using the incremental form of the rotation matrix and

Property A-13, we get:

Sa _ aB . yB
dwk = Z_i aki dwi A-63

Or, in terms of the matrix notation:

dgéa - AaB dBYB A-64
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Thus, using the tensor transformation notation for incre-

mental motions:

= :a“B = p%B . A-65

Separating the displacement partition of Expressioh A-61:

dr®® = A°B(dr?® + gaPY (BY) A-66

Using the expression for the incremental rotation matrix we

have:

drb® = a8 g YE | pBY rSY pYE g,Y8 A-67

k %ijk "k

Thus using the notation defined at Expression A-37, we have

Sa
Dr
dr’® = _;6 dr¥® A-68
Dr
Sa
Dr ,
dr®® = —7 du’® A-69
w
where:
Sa
DL = Aas A-70
Dr'YB
Sa
Dr ( |
= _p0Y Sy !{ avB
I T TR A-71
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Using Relation A-58, we can express all in terms of the in-

crements of the rotation vector ¢ . Thus:

: Sa
D¢
DY
A-72
Sa
Dr
arde = = de®
where:
D 16(1 D i<‘5(x Dg&a D_YB
D_QYB DEGU DQYB D_QYB
A-73

D¢YB DQYB DﬂYB

If the increment of the generalized position vector x is

constructed by the increments of r and i_we can write:

drﬁa Sa
Sa - D.)i B
dx dx’ A-74
DXYB -
di&a -
where:
—Drda Dﬁda ]
s DLYB D_(P_YB
Dx°*
- A-75
DXYB D¢6a
0 -
DiYB
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(c)

The tensor of Expression A-75 is implemented in subroutine
DXDX; thi§ subroutine uses subroutines DADW, DWDA, DFIDW and
DWDFI that implement Expressions A-46 and A-58. These sub-
routines are listed in Section Five of this appendix.
Compliance and stiffness matrices

In general, a linear elastic structure will deform when
lToaded with moments and forces. The relation between the
deformations and forces measured in the same reference

frame "o" is written::

where C is the compliance matrix and K is the stiffness
matrix.
The transformation of the matrices from o to frame B
is given by (See Expression A-34 and Expression A-35):
cB = (pe8)T ¢ poB

A-77
KE = pBa k@ (pB)T |

For the case of real e]éstic structures, both the matrix C
and the matrix K have to be symmetric and positive definite
matrices. The matrix C can be partitioned into its rotational-

translation-force moment elements as follows:
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91 %22

The matrix C is said to have a center h, called center of
compliance, if it can be reduced to a block diagonal matrix
through a transformation of the form of Expression A-77.
The center of compliance h is obtained from Expression A-77

when the matrix Coq is equated to zero.

al _ -1
{Ek € ki hk{ = Cy €21 A-79

This requires that the matrix product in Expression A-79
yields a skew matrix for the center of compliance to exist;

if so, its expression is given by:

_ -1
h=1/2) 25 e (G2 Co1) g A-80

5. IMPLEMENTATION OF THE KINEMATIC TRANSFORMATIONS
» The code of the transformations developed in this appendix is listed in this
section,

NOTE: For computational expediency the general position matrix B, defined
in Expression A-5, has been reduced to a three by four matrix by
eliminating its first row. Thus, all the expressions that use this
matrix have been implemented with the following permutation:

b.. > b1'-1

ij J
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Caaknnnkkanaxr FITUA,SS wakiwaddrant

[

[oNeEs Nel el

coooonc

THIS PROGRAM GENERATES THE RTT, MATRIX A’ CORRESPONDING
10 A RIT, VECTOR 'FI’

SUBROUTINE FITOA(FILA)
COMPILER DOUBLE PRECISION
DIMENSION F1I(3),a(3,3),FI(3)
DATA EPS/TF=3/

F2=0,

no 1 1=1,3%
FRsFe+FLl(I)*FI (1)
F=SURT(F2)
CC=COs(¥)

[F(F ,GT, EPS) GO 10 6
$5=s1,=F2/6,
3C=.,5=F2/24,

G0 TO 7
S=SIN(F)/F
3C=(1,=CC)/F2

no $ 1=1,3
A{l,1)=CC
KzI+1=((1+1)/74)x3
Lsl+2=((1+2)/4)*3
A(K,L)SFI(I)=®S
A(L,K)s=A(K,L)

DO 4 I=1.,3

DD 4 J=1,3
A(I,J)SACI J)+FI(J)*FI(I)*SC
RETURN

END

anhkakehkkrhk ATOF] ,SS wakadhkthdkhd

THIS PRUGKAM COMPUTES THE RYT, VCTR, ‘FI' CURRESPONDING
TU A ROTATION MATRIX 'A'

SUBROUTINE ATOFI(A,FI)

COMPILER DOUBLE PRECISION
DIMENSION A(3,3),FI(3)

OATA PI,H,EPS/3,14159,,5,1.,E=4/

CC=-1.

D0 { [31,3
CC=CC+A(I,1)

CC=CCwH

§=1,=CC»CC :

IF(S .GT, EPS) GO TO 4
FEHx(1,¢5/6,)

GND TO0 S

S=SURT(S)

FSATAN(S/CC)
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IF(F.LT,0) F=FePI
FSH*F/$
5 Do 2 I=1,3
) Kel+1=((I¢1)/74)*3
L=l+2=((1+2)/74)%$
e FI(I)sFa(A(K,L)=A(L,K))
CC=CC+1,
IF (CC 6T, EPS) GO T0 6
F=0,
DO 7 I=1,3
7 Fef+F I (1)#FI(1)
F=SIRT(F)
IF (F LEG, 0) GU T0 9
FS(PI=F)/F
: Nnp 8 1=1,3
8 FL(I)SFI(I)*F
Gu TU 6
9 DO 10 I=1,3
FICI)= 0.
10 IFCACL, L) «GT, 0,9 FI(I)s PI
6 CONTINUE
RETURN
END

ChRhwmANRAAAhARaeARdd [NVB,SS Aaanadnkawikn

THIS SUBRT INVERTS THE MATRIX "812" INTO MATRIX "B2i"

ocacoo

SUBRUUTINE INVB(B12,821)
CUMPILER DOUBLE PRECISION
NIMENSION 8(3,4),812(3,4),B21(3,4)

nu 2 1=1,3
00 2 Jse2,4
2 B(I,J)sBl2(J=1,1+1)
po 1 I=1,3
B8(I,1)=0,
DO 1 L=1,3 '
1 B(I,1)s68(I,1)=B(I,L*1)2B12(L,1)
0O 3 1=1,3
Do 3 Js1,4d
3 821 ([, Jd)=B(1.,])
RETURN
END

Chhnkadhkhkdk bk A krhhh XT0OB,.SS ttt*tt-tntgttttc

THE SIX DIMENSION VECTOR "x" IS COVERTED
INTO THE 3x3 POSITION MATRIX "B"

coOooOOcoOoO

SUBROUTINE XTOB(X,B)
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COMPILER DOUBLE PRECISION
DIMENSIUN Xx(6),Y(3),8(3,4),A(3,3)

vo 1 I=1,3
1 Y(I)YsXx(1+3)
CALL FITOA(Y,A)
NOo 2 I=1,3
d(l!lJ=00
N0 2 Js2,4
A(1,J)2A(1,0=1)
2 3(141)28(I1,1)=A(I,d=1)aX(J=1)
RETURN
END

Crkannnanank BTOX,SS wxrvbnadkdbatanC

THIS SBRT CONVERTS THE MTRX "B" INTO A
S3IX DIMENSIUN PUST VECTOR "Xx*

oaconoo

SUBROUTINE BTOX(8,X)
CUMPILER DOUBLE PRECISION
DIMENSION B(3,4), x(6), Y(3), A(S5,3)

DO 1 I=31,3
x(1)=0
DO 1 L=1,3
. X(I)=X(I)=B(LyIl+1) %3 (L,1)
1 ACIL,L)=B(1,L+1)
CALL ATOFIC(A,Y)
DO 2 I=4,6
2 X(I)=Y(1=3)
RETURN
END

Cruunnhknkhahndddn ITNVX,SS waxaandanhdhknns

TIHIS SBRT, INVERTS THE COORDINATES OF VECTOR "xi2"
INTO THE VECTOR "x21"

aocooao

SUBROUTINE INVX(X12,X21)
COMPILER DOUBLE PRECISION
DIMENSION X(3),a(3,3),X12(6),%21(6)

DO 1 I=1,3
1 X(I)sX12(1+3)
CALL FITOA(X,A)
DO 2 I=1,3
Xx(1)s0
Do 2 L=1,3
2 XCI)sx{I)=A(I,L)«x12(L)
nn 3 [=1,3
K=1+3
x21(1)=x(1)
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Xe1(K)=eXx1e2(K)
RETUNN
END

Crakamrkkhnpunkhnn HHB , 5SS hhwkeahhnw

s NeNeNeoNe!

SART CUMPUTES THE PRODUCT OF THE 3X4 MATRICES "Ble & B23"
AND GIVES THE RESULTY IN THE 3X4 MATRIX "B13" .

SUBROUTINE BeB(B12,823,813)
COMPLILER DQUBLE PRECISION
DIMENSION b(3,4),B12(3,4),823(3,4),B13(3,4)

PO 1 I=1,3

wo 1 J=e,d

BL1,J)=0,

DO 1 L=1,3
B(1,J)=8(I,J)+B812(I,L+1)*B23(L,J)
DO 2 1=1,3

8(I,1)=8B12(I,1)

DO 2 L=1,3 .
H(l,1)=8(I,1)+812(1,L+1)*B23(L,1)
DO 3 1=1,3

DO 3 J=st,4

B13(1,J)=B(1,J)

RETUKN

END

CHUARARA AR RN A AR RN RNk XXX SS A AN AN R RANNNA R RN RN AN AR AR ARk

oOonoocoOooOoOoO0OCO00

COMPUTES THE EXPRESSION X13 =3 X13( X12 , X23 )

SUBROUTINE XXX (X12,X23,X13)
COMPILER DOUBLE PRECISION _ .
DIMENSION X12(6),X13(6),X23(6),B12(3,4),B23(3,4),813(3,4)

CALL xTOB(X12,812)
CALL XTOB(X235,823)
CALL BBB(B12,823,B13)
CALL BTOX(B13,Xx13)

RETURN
END
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S EEEFARRERARREERERRED DADW,SS 2 E 2SR RRIERSRR RSS2SR 2228 R0 0

COMPUTES THE THIRD ORDER TENSOR " D = DA12/DW21 (X12) "
USING EXPRESION A=dl

oo ooOooCcOocooO0o00

SUBROUTINE DADW(X12,0)
COMP]ILER DOUBLE PRECISION
DIMENSIUN x12(6),812(3,4),0(3,3,3)

CALL XxTUB(Xx12,B12)

Do 1 13=1,3

DU 1 I=1,53 :
[1213+1=((13+1)/74d)*3
12=13¢2=((13+2)/4) %3
n(11,1,11)=0,
D(IL1,1,13)=812(1I2,1+1)
D(I1,1,12)="B12(I3,1+1)

) =

RETURN
EwD

Chrmkankkhhhwhhhhaknnkrdhhbnkt DFIOW,SS Auavhadrnddthnadthdkktdhbktrtind

C

C

C

C

c

C

C COMPUTES THE SECOND ORDER TENSOR " D = DFIi2/DW21 (Xig) "

C USING EXPRESIONS A+*S6 AND A=S8

C

c

C

o

C

C
SUBROUTINE DFIDwW(X12,D)
COMPILER DOUBLE PRECISION
DIMENSION Xx12(6),0(3,3)
DATA EPS,PIMEP/1,.,E=2,3,13/

C
Fies 0.
00 1 Is4,6

1 Fl12= FI2+Xx12(I)«X12(1)

FI=SURT(FIC)
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IF ( FI = EPS)10,10,11

10 S5==1,+Flers1e2.
C= (1.+F12#%7,/60,)712,
GO0 TO g2
11 IF(FI=-PIMEP)14,14,13
13 S= FI*SIN(FI)/(2.,%(COS(FI)~=1,))
GO0 TU 1S
14 §5==(1.+COS(FI})*FI/(22SIN(FI))
19 C= (1.#8)/F1I2
12 DU 2 I1=1,3

I2= 11+1=((11+1)/4)x3
I3= 1l+2=((I1+%2)/74)%3
D(L1,11)=e$

DCI1,12)==x12(13+38)/2,
0(I1,13)= xX12(I2+3)/2,

DO 2 1=1,3
2 DEIY,I)= DCIL,1)+CaxX12(11¢3)aXx12(1+3)
o

RETURN

END

ChRrkhkaxnrb Ak Ak kak bk harn DADF] ,SS A dn At et v ARk ANk kA&

COMPUTES THE SECOND ORDER TENSOR " D = DW21/DFI12 (xi2) "
USING EXPRESIONS A=54 AND A=~S8

OCcoO0Nncooocmn

SUBROUTINE DWDFI(X12,D)
COMPILER DOUBLE PRECISION
DIMENSION X12(6),D(3,3)
DATA EPS/T7,E=3/

Fl1e = 0,
DO 1 1=4,6

1 F12=FIZ+X12(I)!K12(I)
FI=SART(FI2)
IF ( FI = EPS) 10,10,11

10 5=1.=Fle/6,
C==,5+F12/24,
SC= (1.~F12/20.,)/6,
GO 10 12

11 S=SIN(FI)/F1
C=(CUS(FI)=1)/F]I2
SC=(1=S)/FI2

12 DO ¢ I1=%,3
[e=T1¢1=((I1+1)/74)*3
[3=11+42=((11+42)/4) %3
v(lt,I1)= 8§
D(I1,12)==X12(13+3)%C
D(I1,1I3)= X12(12+3)+«C
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(@]

00 2 J=1,3
DCI1,J)= D(11,J)+SC#X12(J1+3)%xX12(J+3)

RETURN
END

Chkmdrkahkhakh kA ke kh kb k& DWDW,SS S22 23222223 32338322222 X2 QR

cocococoocOCco o

—

ooOoOcCconDoOoacCcoOoOoOOae

COMPUTES THE SECOND ORDER TENSOR ™ D = Dw2i/sDwie2 (xie2) "
USING A=d4

SUBROUTINE DwDwW(x12,0)
COMPILER DOUBLE PRECISION
DIMENSION X12(6),812(3,4),D(3,3)

CALL XTOB(X12,B12)
Lo 1 1=1,3
Do 1 J=t1,3
D(I,J)=~Bl2(1,J+1)

RETURN
END

' SEXSXEEERIES RS RS R RSS2SR0 2SR DWDA.SS RRARRRANNRAR AR AR AN

COMPUTES THE THIRD ORDER TENSOR " D = Dw21/DAt2 (xie2) "
USING EXPRESION A=d42

SUBROUTINE DwbA(X12,0)
COMPILER DOUBLE PRECISION
DIMENSION X12(6),812(3,4),D(3,3,3)

CALL XTOB(Xx12,812)

DO 1 I1=1,3

Do 1 Js1,3
I12=s11+¢1=((11+1)/74)%3
13=T1+2=((I1+2)/4)*3
D(I1,11,J)= 0.

N(I1,12,J)3 ,S5*B12(I3,J+1)
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0CT1,I5,J)==,5%B12(12,J+1)

KRETUKRN
END

Crransrwkhehaxhkawhhnnhkbnk DFIDA,SS AakAnaanrdwddddbdhh kb kA h kAR

coOoocoCcoOoO0QOo OO0

-

COMPUTES THE THIRD ORDER TENSOR "™ D = DFIie/sDAate (xie) "
USING EXPRESION A=60

SUBKOUTINE DFIDA(X12,0D)
COMPILER DOUBLE PRECISION
DIMENSION X12(6),D1(3,3),02(3,3,3),0(3,3,3)

CALL DOFIDw(X12,0D1)

CALL DwDA(X12,D2)

DO 1 I=1,3

Do 1 J=1,3

Do 1 K=1,3

D(I,JsRr)= O,

DO 1 L=1,3

DCLsdoeK)s D(IsJsKI*DLI (1, L)*D2(LsJsK)

RETURN
END -

Chkdnamke Rk kR ARk R xhd vk kv ek DADF]  SS Adnadddpdadadahddvirndnw

oOoCcCcOOO0OO00oO0O0O

COMPUTES THE THIRD ORDER TENSOR " 0 = DAj2/0FIl2 (Xi2) *
USING EXPRESION A=60

SUBROUTIME DADFI(X12,0)
COMPILER DOUBLE PRECISION
DIMENSION Xx12(6),D1(3,3,3),02(3,3),0(3,3,3)

CALL DADW(X12,D1)
CALL UWDFI(X1R2,D2)}
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PO 1 L=1,3
D(IsJsK)= D(1sd,K)#DICI,JoL)*D2(L,K)

RETURN
END

Cuanhnhkukhhnkakkknohhanr DHDX,3S Y 33320222222 222233 222222222 R R 23]

COMPUTES THE THIRD QRDER TENSOR *0 = DB12 / Oxi12 (x12)"

coocaomnmon

SUBROUTINE DBOX(X12,D0)
COMPILEK LUOUBLE PRECISION
DIMENSION X12(6),0(3,4,6),D3(3,3,3),D6(6,6)

CALL INVLX(X12,06)
CALL DADFI(X12,03)
DO 1 1I=1,3
DO 2 K=1,6

4 D(Ir1,K)= DBLI,K)
uo 1 J=e2.,4
Lo 1 L=1,3
L3=L+3
D(LsdrL)=0,

1 D(I,JolL3)=D3(I,J=1,L)
RETURN
END

ChhkkahhnhhAhdhkrwhhhhhdd DXDB,SS whakadndhdbddkdddrddprddkbdhn

c

C

o COMPUTES THE THIRD ORDER TENSOR "D X122 s D Bi2 (xi12)"

c

o

c
SUBROUTINE DXDB(x12,D)
COMPILER DOUBLE PRECISION
DIMENSION X12(6),D(6¢3,4)
DIMENSION D3(3,3,3%5),812(3,4)

c

CALL DFIVA(X12,D3)
CALL XTnB(xie2,8i2)

vo 1 I=st,3

13=1+3

Do 1 J=1,3
D(IsJst)==B12(J,1+1)
D(I3,J,1)30,

DO t K=2,4
D(I3sJeK)=03(1sdsK=1)
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1 D(I,JeK)SeX12(K=1)xB12(J,1+1)
RETURN
END

Chrmhhukkkhhkroannanrar JNVDX,SS 2222223222223 2320 22228 ]t

COMPUTES THE TENSOR THAT INVERTS THE VECTOR DXie
SUCH THAT "D = Dx21 7/ Dxie (xi2)"

acooooOocCcoOcoO0

SURRUUTINE InvDX(X12,D)
CUMPILER DOUBLE PRECISION
DIMENSION X12(6),812(3,4),03(3,3),0(6,6)

CALL XTDB(X12,812)
CALL OWDFI(X12,03)
D0 1 1s1,3
13s1+¢3
JeI+1=((I+1)/74)%3
K=I+2=((I*2)/4)*3
D0 2 L=1,3
L3zL+3
D(I,L)==B12(1,L+1)
D(I3s,L)=0,
D(I3,L3)=0,
2 DCL,L3)=B12(J,1)%D3(K,L)=B12(K,1)*D3(J,L)
| V(I3,13)=-1,
RETURN
END

ChRrAkhkk kA kAR ARk A Adk DXDXN,SS aAwAdn v urartdrd kA wa R d

COMPUTES THE SECOND ORDER TENSOR " D = DX41/0X32 (x41,X43,x32) "
USING EXPRESSION A=75 S

oOocoocoo0oO0o0onNnoO0oO0

SUBROUTINE DXDX(Xx41,Xx43,%X32,0)

COMPILER DOUBLE PRECISION

DIMENSION X431(6),X43(6),x32(6),B41(3,4),B43(3,4),832(3,4)
DIMENSION B14(3,4),B13(3,4),B12(3,4)

DIMENSION D(6,6),D1(3,3),02(3,3)

TALL XTOB(x41,B41)
CALL XTOB(X43,843)
CALL xTOB(Xx32,832)
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CALL INVB(B41,B14)
CALL BBB(B14,B43,B13)
CALL 6HB(813,832,812)

FIRST COMPUTES DR41/DR32 IN EXPN A=7S5 , USING EXPN A=70

DO 1 I=1,3
Lo 1 J=1,3
D(I,J)=812(1,J+1)

COMPUTES DR41/Dwe3 USING A=71 AND
USING DWDFI COMPUTES DR41/DFI32 IN Ae7S
ALSO MAKES DFI41/0R32 = 0,

vl 2 12=1,3

132 12+1=((12+1)/4)%3

T1= J2+2=((12+2)/74)*3

Do 2 J=1'3

01(J,J12)= B13(J,I1+1)aXd43(I3)wBI3(J,13¢1)a%X43(11)
CALL DWDFI(X32,02)

00 3 I=1,3

20 3 Jsd,6

0(l,J)=0,

0(J,I)= 0.

N0 3 L=1,3

DCIyJd)= D(I,J)+DI(I,L)*D2(L,J"3)

COMPUTES OFI41/DFI USING A=73

CALL DFIDW(X41,01)

20 4 I=4,6

00 4 Js4,6

U(IIJJ= 0.

DO 4 kK=1,3

0O 4 L=!,3

DC(L,d)= D(1,J)+D1(I=3,L)*BU3(L,K*1)aD2(K,J=3)

RETURN
END
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APPENDIX B

TWO DIMENSION ANALYSIS OF A PEG-IN-HOLE INSERTION ‘ -

1. INTRODUCTION
The following definitions, which appear elsewhere in this work, are repeated
here in order to clearly define the objectives of this appendix:
o Trajectory is the condition under which all degrees of freedom in the space
concerned are a continuous function of a single independent parameter.
o Assembly path is the trajectory, defined in the six degrees of freedom
space of the relative position between the parts being assembled, that
takes the parts from theiﬁ initial relative position to their final
assembled state. | | ‘ S
e Fine motion path, segment of the assembly path characterized by small
allowable deviations for the nominal trajectory. These deviations
from the nominal trajectory are constrained by the geometry of
the parts. |
e Gross motion path, segment of the assembly path where deviations
from the nominal assembly trajectory are not critical to the

execution of the assembly task. -

The purpose of this appendix is to analyze exclusively the fine motion path
under the following set of conditions:
® The positioning device used for executing the assembly path has a
positioning error envelope bigger than the allowable deviation for
the fine motion path of concern.
o The parts will be assumed initially within their fine motion region

of the assembly path.
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-~ Without the first condition the problem is, at least in principle, straight-
forward. The transition from gross to fine motion, avoided here by the second

condition, is dealt with in detail in Chapter II.

-~ The fine motion analysis js done on the two dimension insertion of a round
peg into a round hole, Figure B-1. The peg-and-hole case and the planar assumption
were chosen for the simplicity in the geometry configuration. The goal of this

analysis is to determine the usefulness of the force information, generated by the

- parts touching, in the execution of the fine motion assembly. The following assump-
tions are introduced in the analysis:
e Low speed. Quasi static analysis, inertia forces are considered to
- be small.
e Static and dynamic coefficient of friction are assumed equal, This
restriction can easily be removed.
e Rigid peg and hole. The deformation of their geometry is assumed
-~ small,
e Perfect control of applied forces. This requires a perfect reading of
forces and moments, measured at the tip of the peg, and an infinite
-~ resolution in the position control. These constraints are 1ifted when
- the design criteria are analyzed.
e Two dimensional analysis, all forces and position displacements are
assumed contained in one plane, moments and angular positions are
- considered qn]y perpendicular to the plane.
-~
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Figure B-1: Notation of Two Dimension
Peg and Hole Insertion

The relative position between peg and hole is expressed in terms of the
relative position between the frame P, defined at the tip of the peg, and the
frame H, defined at the mouth of the ho1e‘(Figure B-1). The "one" axes are chosen
to coincide with the respective symmetry axis of the peg and the hole, the "three"
axes are chosen perpendicular to the plane of displacements and forcess and the

"two" axes form right handed triorthogonal frames with the respective other two

axes. For this configuration of reference frames the planar assumption results in:
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ry =Xz = 0
PH _ PH _
¢1 - X4 - 0
PH PH .
by = xg =0

In the next section the different systems of forces acting on the parts are

discussed; Section Three analyses the different equilibrium situations and Sections

Four and Five discuss some of the conclusions of this analysis.

2. FORCE ANALYSIS
For the analysis the peg is considered under two sets of force systems:
applied forces or measured forces, which can be controlled; and reaction forces
or contact forces, caused by thé interaction of the parts at assembly.
(a) Applied Forces
Let f? and m? be the applied force and moment on the peg.
Due to the planar assumption, the components f3, m and m,
are identically zero (See Figure B-2). The system of
applied forces can be equivalently represented by the
force f acting along the line of action given by the

vector equation

P P

rC x =m B-1

This equation is written in terms of the components of the

vectors, for the planar assumption as:

rlf2 - r2f1 =mj B-1
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Figure B-3: Notation of
Reaction Forces

(b)

Figure B-2: Notation of Applied
Forces and Moments

Reaction Forces

Let A be the contact point between the tip of the peg and
the hole's wall and B the contact point between the mouth
of the hole and the peg's wall. Figure B-3 shows one
possible configuration for these contact points. The
vector a denotes the force acting through A and b the
force through B. The vectors and a and b are decomposed
into their normaf and tangential components to the wall
of the hole and to the wall of the peg respectively as
follows:
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FORCE EQUILIBRIUM

H
are,

S]]
n

sign (¢§H); a

[
|

-
|

.

b, = 2.'55 sign (¢§H); by =b-e

If we denoted by Ma and ubthe coefficient of friction
and Na and Ny the friction angles at A and B, then

Coulomb's friction Taw is simply written as:

t

— < u, = tann
a, a a
B~3
b
t =
E; < wp = tanny

Point A and B are contact points between the parts,
Tnis implies that the normal forces, as defined in
Expression B-2, have to be positive; negative contact

forces require adhesion between the parts.

a_ > 03 b >0 B-4

For the case of only one point contact, a or b is zero.
For zero ¢§H, the contact between the pea and hole is
along a line; the reaction force could be anywhere
along that contact 1ine and within the friction cone

as defined by Expression B-3.

Since it has been assumed that the positioning device cannot be controlled

within the position margins required for the fine motion path, the peg will be

touching the hole's wall during the mating process. The method used in this

section is to find the conditions on the forces acting on the peg that will guar-

antee the sliding of the peg into the hole.
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The quasi-static assumption, that considers the inertia forces to be negligi-
ble, guarantees that the forces on the peg are either zero or must be in an equili-
brium condition. Under this quasi-static assumption, a non equilibrium situation
between the forces will instantaneously, through movements of parts, evolve to an
equilibrium condition. Thus, if the applied force can be controlled so as to
force a non equilibrium configuration, the parts will slide in order to maintain a
marginal equilibrium situation. |

The equilibrium or non equilibrium conditions of the forces on the peg is
analyzed for three separate cases: first, for the case of zero applied forces;
second, for the case of one reacting force and lastly, for the case of both reacting

forces and a non=zero applied force.

Figure B-4: Reaction Forces with Zero Applied Forces
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Equilibrium between reaction forces with zero applied can only be attained
- ~ when both reaction forces are opposed on the same line of action. Both reaction
forces, as expressed on Relations B-3 and Relation B-4, are restricted to their

respective friction cones. Thusan equilibrium condition is only possible when

contact point B is inside the friction cone at point A and vice versa, when point A

is inside the friction cone at point B. Figure B-4 shows a case in which both re- -
action forces are in equilibrium with no applied forces. Through geometric manip-
ulations, this condition is expressed as a restriction on the penetration of the
-~ : peg into the hole by:
xEH p sin xZH
< u (1 - c) (cos x. +
R~ P P
: b B-5
and
~
xEH (1 - c) sin XEH
<ug(l+
2R Mg
- where:
° x?H and xgH are the penetration and misalignment angle between peg and hole
measured in the frames defined in Section One of this appendix.
- e c is the é]earance ratio between radius of hole and peg. See Figure B-1,
c=R-r B-6
R
- LT and ny are the coefficient of friction at points A and B respectively.
Considering that the clearance ratio ¢ and the angle xgH are small in re-
lation to unity, and assuming that both coefficients of friction are numerically
equal, the equilibrium conditions in Expression B-5 become simply:
A~
X
A= <1 B-7
. 2Ry
-
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The condition just described, where in the absence of applied forces reaction
forces are not zero, will be referred to here as "wedging", Thus wedging can only
occur when Relatijon B-5, or simply Relation B-7, is satisfied.

In practice, real parts are not infinitely rigid. The presence of reaction
forces implies some elastic deformation of the parts and thus stored elastic energy.
For the case of wedged parts, the stored energy has to have been supplied by a pre-
viously applied force or some other phenomena, such as inertia forces.

For the case of an applied force and one reaction force, equilibrium can
only occur when both these forces are on the same line of action with opposed
“directions. Reaction forces are restricted to their friction cone. Thus equilibrium
for this case (Figure B-5) can only occur if the line of action of the applied force
is fully contained inside the friction cone at the reaction force. Considering
that the misalignment between the peg and the hole is small, the non-equilibrium
condition between the applied force and one reaction force is given simply by:

_u<-f_2 < u B-8
f1 :

Equilibrium of three forces in space can only be obtained when these forces
are coplanar and their lines of action intersect at a single point in space.
Figure B-6 shows five possible equilibrium situations between an applied force
and two reaction forces. Configurations labeled zero and four in the figure are
impossible equilibrium solutions because the reaction forces violate the friction
cone restriction, Relation B-3, or the positive normal force restriction, Relation
B-4; any configuration of reaction forces between configurations labeled one and

three in the figure are possible equilibrium solutions.
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Figure B-5: Equilibrium Between Applied Force and One
Reaction Force

Since parts are not infinitely rigid, the reaction forces will take the con-
figuration that minimizes the stored elastic energy. For the case where the re-
action forces are only products of the applied force, solution one in Figure B-6
represents the equilibrium configuration; if the reaction forces are caused by the
applied force superimposed by a wedging situation, when the geometry Relation B-7
js satisfied, the equilibrium solution could be anywhere between the configurations
labeled one and three in Figure B-6.

Thus, from the above argument we conclude that:

(i) Equilibrium is only possible if the applied force goes
through the region defined by the intersection of both
friction cones.
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(i) If equilibrium is present without wedging, the stable
equilibrium configuration will be given by the intersection
of the applied force line of action with the boundary of the
region defined by both friction cones.

(iii)  If wedging is superimposed over the applied forces, the
equilibrium configuration does not necessarily lie at the
boundary of the region defined by the intersection of the
friction cones. The equilibrium point can be driven to

the boundary of the friction cones region by increasing the

magnitude of the applied force.

Figure B-6: Equilibrium Between Applied Force and Two
) Reaction Forces
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If the equilibrium point is at the boundary of the region defined by the
intersection of the friction cones, at least one of the points of contact is in
marginal sliding condition. From Figure B-3, only point A can slide; point B is
physically constrained by the geometry of the parts.

Thus we conclude that the peg will slide only when the moment of the applied
force around the point I, defined by the intersection of the boundaries of the
friction cones, Figure B-6, has opposed sign to the misalignment angle between peg
and hole., Assuming that both coefficient of friction are numerically equal and
that the misalignment angle is small compared to the friction angle, the components

of the point I in the peg's frame are

Xl/Y‘ = ()‘ + 1)
B-9
Xo/r = -sign (¢§H)x
where A = XEH/Zru
And the moment condition around point I is given by:
Mmh
f.r f
1L 4 1)\ <1 B-10
YT I

Figure B-7 shows the sliding and jammed regions generated by the conditions

in Expression B-8 and Expression B-10.

4, CONTROL OVER THE APPLIED FORCES

A force control scheme designed to satisfy the s1liding conditions (derived
from the peg-and-hole analysis) will automatically allow the insertion of the peg
into the hole. Control can be accomplished direcf]y through the control of the
complete force vector, indirectly through the use of a passive impedance, or
through the control over some of the components of the force vector in combinatioﬁ

with passive impedance.
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Under direct control of the forces, the objective is to make the lateral force
and moments (f2 and my in the two-dimensional case) equa] to zero and to increase
the axial force (fl) until the parts slide. The magnitude of the axial force re-
quired to make the peg go in will be determined by the residual forces and moments
on the lateral direction. For the two-dimensional case, the axial force needed
(from Expression B-10) to make the insertion is given by:

m
f = y 3 B-11
A

>
—
+]>]ro
Y

u

NOTE: For the direct control of forces a compliance is needed
to stabilize the force loop (Reference B-1).
Under indirect control, the contact fbrces will generate fhe necessary cor-
rections through a passive impedance constructed in between the parts being assem-
bled. For the two-dimensional quasi-static case, the impedance will take the form

of a compliance. From Expression A-76, this compliance is written as:

] ey,

€12 g fl f1
} |
6x2 = c21 c22 c26 f2 = K f2 B-12
Sug 61 Ce2 66 m3 m3

In order to analyze the best form for this compliance, a peg in a jammed
configuration is assumed (point P in Figure B-8). Letting p be the distance from

the sliding condition Tine to the point P, the Expression for this distance is

given by:

), (#)
L
. =‘/LL_ a0+ &N e AT
% A AV AV B-13
+1)

where v = sign (xgH).
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The compliance should correct for the jamming during the insertion. As the
jammed peg is driven into the hole the compliance will absorb the movements in the
insertion direction (increase of -8Xg in Expression B-12). The change in force
pattern generated by the déformation of the compliance should drive the point P,
in Figure B-8, into the sliding region. This is measured by the change of the
distance p due to changes in le. In£roducing Expression B-12 and differentiating

on 6x1 results in:

k k k
61 21 11
dp = (A,v — + A v —— - A, —== ) d{(sx,) B-14
P =1 g2 ¥ 1
where . '
1 p(x + 1) 2’ 1
Ve (HEn
A A ra
1 ()\+1)2j (A + 1)
A2 =YY= (“ « K — > 0
D A

A

2]
1 h+1)
p+fT+(_) >0
3 A A

The compliance will force the sliding conditions when the coefficient of

p=]
n

d(dxl) in Expression B-14 is positive. This is better achieved by setting

k21 = k61 =0 B-15
In terms ofvthe‘comp1iance matrix

€1 =61 =0 B-15

This implies that the compliance is symmetrical with respect to the axis of
the peg.
For the case where only some of the components of the force vector are

directly controlled, the analysis and results for the totally passive approach
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are also applicable.

t -
f.r
| X P
’
’
’p
’ .
jammed
region
sliding
region

Hh | Hh
- Ihs

Figure B-8: Peg in Jammed Condition

5. COMPLIANCE EFFECT ON THE FORCE CONTROL SCHEME

The analysis done on the fine motion trajectory of simple insertion tasks
suggests that the prbb1em can be reduced to a basic force control problem. A
fact, well known by instrument designers, is the second order effect of the compli-
ant elements in a force measuring configuration. The purpose of this section is
to relate these second order effects to the design of the compliant element to be
used. The results are expressed in terms of relations suited for three different
strategies, namely: totally active, totally passive, and partially active approach-

es.
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One fundamental assumption used in the analysis is that the compliant
elements are assumed to be completely linear throughout the range of their de-
formations. This restrictive assumption could be removed given a particular con- -
figuration of compliant elements. For a configuration in which the displacement
deformation is small compared to the size of the elements and the angular defor-
mations are also small, this constitutes a reasonable assumption. In the course
of the analysis, depending on the particular case studied, other assumptions are
made, such as: symmetry of the compliance along a particular axis, accuracy in
Tocating the compliance center, two-dimensional approximation, etc.

Appendix A deals with displacement and rotation transformations as well as
their small increments approximations. From Expression A-34 the transformation

of a force measured in frame "1" to frame "2" is given by:

A21 0 i1
B-16
12 =721
21 21 21 1
A {Zkeijk red A m
and for small deformations
A2l o 1w 5, e, dol?)
: k “ijk Tk
' B-17
21 21, _ : 21
A {Zk €53k 'k } = {Eijk drk }

'The second order influence in frame "2" as a function of forces applied at

frame "1" is then given by:

12
k

2 _ 1
dfi = ij €i3k dw fj
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12 1
+ dmk mJ:I eijk B-18

NOTE: The upper indexes are omitted in the rest of the analysis. It is
understood that the incremental terms refer to forces and moments
measured at the displaced frame and the finite terms correspond
to the undisplaced frame.

The use of the linear compliant assumption gives:

dr; = 3, [dij fi+ by mj]

B-21

oy = 25 [ 55 5 + 035 m]

v Introducing Expression B-21 into Expression B-18 yields a general expression

for the second order effect of the deformations of the compliant element:

dfs = Ty Sk [hvk ff5t 9 ™y fj]
B-22

ams = Ziey S45k [dkv Fofs * Py MFy * by fums + g, mvmj}

119



Since the fine motion sliding has been formulated for the two-point contact
planar case, the analysis will focus on this problem. It is assumed that the
contact points are in the (1,2) plane; the analysis is done over the 2 force and 3

moment. The 1 and 2 moments and the 3 force are assumed to be zero. Thus:

m = m, = f3 =0

) B-23
dfy = -hy3f1fy - 933fm;

dng = dp1fyfy * dopfyfp = diyfyfy - dyyfafy + hysfimg - hygfomg
From the compliance transformations in Expression A-34 and the definition of

the center of compliance in Expression A-80 , the expression for the compliance sub-

matrices in terms of the center of compliance h is given by:

) + hlc, + he -hih -hsh )
€1 T h3Cg * hoCe 1"2% 113%5
-h,h,C Co + hzc + h2c -hsh,c
D = 1°2~6 2 3-4 176 2374
-h,h,C -h,h,c C, + h2c + hzc
135 2374 3 2°4 1-5
- - — -1 B-24
E = h3c4 0 -hlc6 G =" 0 Cs 0
-h2c4 h1c5 0 0 0 c6

From the results of the previous section the compliance will be assumed

symmetrical with respect to the axis of the peg and perfectly constructed. Thus:

h2 = 0 and hy =0 B-25
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The effect of the compliance in the direct force control scheme is to intro-
duce terms to the force and moment ratios (Expression B-10)} that do not vanish for
large magnitudes of the axial force fl‘ These terms, obtained from Expression B-22

» and Expression B-24, are:

B-26

7 *Tcs)fz'r_ce’%

where f2 and my constitute the marginal errors in the control of the lateral force
and moment. This suggests locating the compliance center at the tip of the peg
(h1 ? 0) and making the compliance equally compliant in the axial as well as the
lateral direction (cy = ¢,).

The compliance effect on the passive control scheme is obtained from writing

Expression B-26 in terms of the deformations of the compliance.

?
‘?‘I--ﬁw3
B-27
S T S SN T I
1" r c, c, r w3

This expression also suggests designing the compliance with its center at the
tip of the peg and equally compliant in axjal and lateral directions.
These results can be extended to the case where only some components of the
force vector and direct]y controlled.
NOTE: Expression B-26 and B-27 do not include terms from variation of the

axiq] force due to the deformation of the compliance. These terms
vanish for large values of the axial force (fl) and thus were omitted,
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APPENDIX C

THEORETICAL PERFORMANCE EVALUATION

1. INTRODUCTION

The purpose of this appendix is to obtain a measure for the performance of
the class of position methods described in Chapter II. The approach used for
obtaining this measure is to cbmpute the Tower bound of the error in the estimate
of the relative position between the parts being assembled. The analysis»is done
on the planar insertion of a peg into a hole; this analysis uses the three dimensio-
nal, axial and lateral displacements and angular alignment, versions of the
position measurement model and the geometric relations for the peg and hole mating.

The independent variables in this performance analysis are: the resolution
of the position measurements, the number of measurements used in the estimation and
the total displacement of the movements measured. The statistics for the error-
on the position estimation is expressed in terms of those variables.
2. GEOMETRY MODEL

The realtive position between two parts is represented by the relative position
between reference frames placed on each part. For the peg and hole case analyzed
in this appendix, the locations of the frames and the components of the vector of
relative positions x, are shown in Figure C-1.

NOTE: The upper indexes used in the notation definitions of Appendix A

have been dropped.
For the conditions of the two bodies touching, shown in the figure, the

following condition has to be met:

(xg - x%) sinxg + 2 X; X, COSXg = (rﬁ - rﬁ) sinxg c-1
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where ™ and rp are respectively the hole and peg radii.
Normalizing the displacement component with respect to the hole's radius and

using the clearance ratio defined as:

Expression C-1 becomes:

2 . ' L
(x2 - xl) sinxg + 2 X1 X5 COSXg - (2 -c)c sinxg = 0 c-3

For the purpose of this simplified analysis it will be assumed that the peg
does not slide into the hole but only rotates around point L in Figure C-1.
3. MEASUREMENT MODEL |

The form of the three dimensional measurement model used in this appendix is
much simpler than the general six dimensional version. The position measurement,
that in the general six dimensional case is a product bf geometric transformations
between a bias term, the actual position between the parts and a measurement re-
so]utidn noise term, becomes the result of simple addition between these terms.

Thus, the measurement model is written as follows:
z(n) = x(n) + b + v(n) C-4

where:
n denotes the time dependence of the variables;
z(n) denotes the position measurement at time n;
x(n) is the actual relative position between the parts at
mating at time n. The first and second components of the

vector are the displacement components, the sixth component
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is the angular rotation between the parts;

b is the bias term, fixed in time. For the purpose
of the analysis this bias will be assumed totally
unknown;

v(n) represents the noise resolution term. In this
analysis this will be assumed to be a white random

Gaussian vector with covariance matrix given by:

E [!jn) !T(m)} = snm R c-5

The measurement vector z, the position vector x, the bias term b and the noise
v are assumed normalized with respect to a characteristic dimension of the parts,
in this case the radius of the hole. The algebraic manipulation is greatly simpli-

fied if the covariance matrix R is assumed diagonal with equal terms, thus:

Where I is the three by three identity matrix. This assumption means that the
angular resolution noise is numerically equal to the ratio of the position resolu-
tion to radius of the hole; this is a reasoﬁab]e assumption that does not limit the
generality of the results,
4, ESTIMATOR LOWER BOUND

The concept behind the position measurement method is simply to fit the time
series of measurements z(n) to both the geometry and measurement models. This fit
yields the estimate of -the time series of actual positions x(n) and the estimate of
the bias vector b.

A reasonable criteria to use for this fit is the maximum likelihood criteria;
the maximum 1ikelihood estimate for the vectors x(n) and b is defined in the follow-

ing paragraphs.
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For convenience let's define the following expanded vectors:

z(1) b | v(1)
z(2) x(1) , v(2)
. _ x(2)

; = . ’ _X_ = . ’ ! = - C'7
2(N) x(N) v(N)

[ _ B _ L -
In terms of X, Z, and V the measurement equation becomes:
Z=ax+\ c-8

And the covariance of the noise term is written as:

z=E[1f] C-9

Given a set of measurements Zt’ the maximum Tikelihood estimate of X is the
value of this vector that maximizes the probability density of_z, evaluated at the
actual measurement Zt and, at the same time, satisfies the geometric model at all
times considered. The maximization just described can also be performed on a mono-
tonic function of the probability density‘function, the logorithm of the probability

density function is defined as the log likelihood function, denoted here as:
g(N @ X) = In(p(Z : X)) - c-10
The log Tikelihood function is a function of the variable Z and thus is random,

its average is called the ambiguity function and is formally defined as:
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where lt denotes the actual true value of the vector X.
If i_denotes the estimate of the vector X, that will be assumed to be an un-
biased estimate for the purpose of this analysis, and measuring I the covariance on

the error of this estimate we have:

E[i]=1t | C-12
P = E[Q(_t - R - gﬂ] s

From Reference C-1, a Tower bound for this estimated error is given by:

> Bt c-14
where B is:
* ( )
B=|—, 2v(X, : X Cc-15
xe A

The matrix B'1 is the performance measure used in this appendix for the
estimation of the vector X. This matrix represents a lower bound to the error on
the estimate, this means that a good performance index does not necessarily guarantee

a good performance of the estimator, it only implies that a good performance esti- »

mator exists.
5. PERFORMANCE MEASUREMENT EVALUATION

For clarity the construction of the matrix B'1 is done in three steps. First,
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through the measurement model, the ambiguity function is evaluated. Second, the
expression of the matrix B is obtained by imposing the constraints given by the
geometry model, Section Two, and computing the second derivatives of the ambiguity
function, Expression C-15. Finally partitions of the matrix B'1 are computed and
analyzed in terms of the performance of the estimation problem.

Ambiguity function evaluation: It is assumed that the noise term in Equation

C-4 is Guassian the probability density and the log likelihood function respectively

becomes:

p(Z: X) = [(zn)3N |&|]’1 exp[ ‘120z - )" Hz - 91)] c-16

2¢(Z : X) = -3N log(2n) - Togle| - (z - ax)T 27L(Z - ax) c-17
Using Expression C-9 and Expression C-6 we have:

[2] = r3N c-18

T -1

z-a0" 2l (z-ax) = 1rz (z(n) - x(n) - B)T(z(n) - x(n) - b)) C-19

— ™M=

Y(Ls_x_t) = Yb'ias(L’Lt) + YObS(L")'(‘t) C-20
where:
2 Ypiag(XoXg) = =3N 1n (2av) - C-21
N T
2 vypg(Kaky) = 1/r 2 E[ (2(n) = x(0) = BT (z(n) - x(n) - )] c-22
obs*==t 1 =
denoting:

sx(n) = x(n) - x,(n) C-23

{cont)
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&b = C-23

|or
[}
o

and we know that:

v(n) = z{n) - x(n) - b

. C-24
kE[_\LT(n) l(n)] = trace E[y_(n) y_T(n)]= 3r

then:

e(2(n) - 1) - 07200 - a(0) - )] = e[tun) - extn) - o) (uin) - sxn) - ev)]

3r + E[((s_x_(n) + 5Q)T(65(n) + ag)]
and:

N
: -[2 Yobs (X @ X) ¥ 3N] r= ?(GQ + Gi(n))T(GQ + 6x(n)) C-25

Matrix B evaluation: From the expressions of the émbiguity function Expres-'
- sion C-20, Expression C-21 and Expression C-25, only Yobs yields terms to the de-
rivatives of the ambiguity function. The differentiation defined in Expression
C-15 has to satisfy the geometric constraint imposed by Expression C-3, this is

done by introducing the following change in variables:

xl(n) = p(n) sin xﬁ(n)
xz(n) = q{n) - o(n) cos x6(n) C-26
with:
_ q%(n) = c(2 - ¢) + o%(n)
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The parameter c is the clearance ratio and was defined previously in Section
Two. This change of variables satisfies Expression C-3 automatically. The simpli-
fying assumption, stated in Section Two, that the point L (Figure C-1) is fixed,
makes both q(n) and p(ﬁ) independent of the parameter n. If the, now constant,
zarameter q is added to the component b, of the vector b a new generalized vector

X can be defined as follows:

f>= e
1
°

n
" in the vector X, defined in Expression C-27, will

The upper “"similar to (~)
be omitted herein. The differentiation is performed with respect to the components
of this newly defined vector, thus the geometric constraints are always satisfied.
From the expression of the ambiguity function (Expression C-20, Expression C-21 and
Expression C-25) and the change of variables given in Expression C-26, the second
derivatives of the ambiguity function with respect to the components of the vectof

N
X, defined in Expression C-27, are given by:

C-27



2 [
Y — | -ry(x, : -
y(x, @ x) NI
= oty )]
2 [
P — -r‘y(l(_t :x)| =N .
&L
2 sin x.(n)
§ 2 T 6
5 -ry(xy @ x) | =1+ 0" + (sb + s8x(n)) cos xg(n)[»p C-28
6x6(n) 0
Y
52 ] sin XGEH)]
-ry(x, @ x)|=1z_|-cos x.(n)
§bso t n 06 J
o)
52 p €OS x6(n)
-r~y(xt : x)| = o sin x6(n)
8bexg(n) 1
£
N 52 . cos x6(n)
—ry{x x)| = (6b + 8x) -sin x.(n)
8p6x.(n) to= -7 6
PO%s 0
F]
To form the matrix B defined in C-15, the derivatives have to be evaluated at
) « 2 .
X = X, this cancels all the terms containing sb and sx(n) as a factor. The matrix
B is then given by:
A
- .
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1
0

1
0

zncosxs(n) psinx6(1) psinx6(2).

N 0 0 Znsinx6(n) pcosxs(l) pcosx6(2)°
0 N 0
0 0 N 1

_Zn sinxﬁ(n) -zncosxﬁ(n) 1 N

. 2
B pcosxs(l) ps1nx6(1) 1 0 P
pcosx6(2) psinx6(2) 1 0
pCOSX6(N) psinxs(N) 1 0

Performance evaluation: The inverse of matrix B has to be evaluated

obtain the performance of the estimator, as defined in Section Four.

Only

pcosx6(N)
psinx6(N)

to

the

1
0

left

top four by four partition of the matrix B'1 will be computed, for doing so we use

the formula for the inverse of a partitioned matrix (See Reference C-2). Thus:

“1y-1 -1
(B17)7" = Byy - Byp(Byp) ™ By

Where Bij and B;; are the matrices on the ;th
from partitioning the respective matrices B and B'l.

row and jt

C-

30

column resulting

The matrix 822 js diagonal and thus has a direct inverse. The matrix Bi%

is the lower bound to the error covariance of the vector formed by the three

components of the bias vector b and the parameter .o:
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For notation convenience the following change in va?iable X6(n) is introduced:

xe(i) =¢; 1+ 1,N C-32
. -1,-1 . .
The expression of (Bll) is then:
— 2 2 -
N ° I 2 ) - Z.s8in ¢ ) -~ b i
- —— L.CO0S . —— Z.S1n ¢. COS ¢. .COS ¢ I.sin ¢.
p2+1 i i p2+l i i i 6841 i i i i
2 2
-0 . N p .2 0 Y
L.sin ¢. €OS ¢ - —— L.sin” ¢, —— L.sin ¢, =I.cOS ¢,
D2+1 i i i p2+l i i p2+1 i i i i
-1,-1 _ 1
(B ) = =
11 r -0 . 02
—— 5.C0S ¢. .
2,.71 i z.sin ¢. N —— -%:C0S ¢,
p +1 02+1 i i p2+1 i i
Zis1n ¢1 -Zicos ¢; 0 N
L -

The inverse of this matrix is computed by partitioning it in four two by two
matrices. The two by two left top partition of the matrix Bi% represents the lower
bound to the error on the estimate to the position bias (b;,b,), the eigenvalues
of this matrix give a good measure of the error on the estimate of the bias position.
The other two diagonal elements to the matrix BI% (third and fourth) give the Tower

bounds on the errors to the estimates of the bias angle (bs) and the parameter p

respectively. The following notation is introduced to avoid proliferation of

sub indexes:

-1 _
1= C C-34
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Then, using the same formula as in Relation C-30 for the partitioned matrix

inversion we get:

RS R RS BN B |
(C19)77 = 37 - Cqp (C5)77 €3 €-35
~1 1
(Cqi7) * W -
11 Nr(p2+1) C-36

where:

2
NS - Zij cos(<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>