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ABSTRACT

The RCA VideoDisc system can permanently store up to
two hours of television programming on a& vinyl disc, This
thesis describes experiments which were performed to charac-
terize the utility of the VideoDisc system as a storage
medium for digital information. For all studies in this
report, a developmental version of the Videoblisc that stored
one half hour of television programming per side was used.
The methods and results of these experiments are presented
as well as necessary background material concerning the
operation of the VideoDisc system.,

The work reported includes the design and implemen-
tation of a testing waveform used as an input to the system,
detection methods used on the output signal, and the forma-

tion of statistics ot characterize the system's performance.



Experimental results include error rete and correlation
studies as well as the characterization of error mech-
anisms which affect the retrieval of adata. As & result
of these studies, the information capacity of a one half
bour VideoDisc as a read-only memory is estimated to be

in excess of four billion bitis.
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Electrical Engineering and
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INTRODUCTION

This thesis deals with experiments performed at the RCA
David Sarnoff liesearch Center in Princeton, New Jersey dur-
ing the summer and autumn of 1977 as part of the Electrical
Ingineering and Computer Science Depariment co-op program.
The goal of these experimenis was to characterize RCA's
experimental VideoDisc system as a storage/retrieval system
for digital data.

The VideoDisc system was developed by RCA for consumer
use, In these tests¥ the system uses a coated vinyl disc
which employs an extremely fine phonograph-like groove on its
surface to record one half hour of television programming.
The video signal is reproduced using a sapphire stylus which
rides in the groove. The recording system was designed to
store picture information in video format. The video signal
has been modified for efficient recording on the disc, and
the player has been designed to use the qualities of this
signal to eliminate noise and other distortions in the
detection process.

The experiments described in this tlhesis were not
intended to explore changes in recording format (groove
depth, modulation methods, bandwidih, ete.) but rather to
indicate a reasonable method of storing digital information
on the dise using the current format, and to give some

indication of how well such a storage method would perform.

*¥ As of June 1978, new materials were being used for the disc
and stylus and the recording time lhad been increased,
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Preliminary calculations for the system give an in-

credible storage capacity. OSpecifically, assuming a
bapndwidth of 3MHz, with two signal samples per llertz of
bandwidth and up to 22 distinct levels implies that a

30 minute recording might hold:

(3x10%0z ) x (22HLE2 ) x (5 EE ) x (0282 ) x (30 R— ) =54x10 b ts
These calculations are overly oplimistic because they
neglect various requirements of the VideoDisc system, such
as synchronization, and details of the noise processes
encountered in detection of the data. The experiments
performed for this thesis were designed to determine
how to change the capacity calculation to accurately re-
flect the characteristics of the VideoDisc system.

To understand the experimentel results, video
signals and the VideoDisc system must be understood.
For this reason, the thesis has been divided into four
chapters. The {first chapter provides the necessary back-
ground in video signals and the VideoDisec. Chapter two
describes the test signals which were recorded on the
test disc, and the equipment constructed to detect them.
Chapter three explains the actual experiments performed
with the test equipment, and some of the results obtained.
Finally, these results and their implications are dis-

cussed in chapter four.
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1. VIDLU SYSTEMS AND Tlik VIDEGDISC

1.1 Video Systems

In order to describe tie operution of the Videoblisc,
several facets of video signals must be understood; this
section provides a review of these facets,

1.1.1 Momochrome (Black and White) Video Signals

The VideoDisc signal format is a variation of the
standard (N.T.5.C.) video signal used in broadcastingIT
The NTSC signal is designed to iransmit one frame of a
moving picture thirty times a second. The frame is
divided up into two interlaced fieclds. Each field con-
tains information about the entire picture, but with
only half the resolution of the frame. PYicture iufor-
mation cousists of an array of the brightness level of
every point in the picture (figure 1). These brighiness
levels are read out in the same way as words are read
from a printed page (see figure 1). liach horizontal
line has a sequence of words (brightness points) read
out from left to right, each page (frame) has 525 hori~
zontal lines of iuformation read from top to bottom.

The interlacing of fields causes the 263 odd numbered
lines to be read out before the 262 even numbered lines.

The NTSC signal is intended for asynchronous recep-

tion. Synchronization information must be transmitted

1% National Television System Committee standards. All
references are listed at the end of the thesis.
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in the video signal iiself. A new frume is transumitted
every 33.3 milliseconds, so one horizontal line is trans-—
mitted every 63.5 microseconds. Ten microseconds of
this period is reserved for the horizontal synchronizing
pulse (sync). This pulse makes use of the fact that
negative brightness cannot exist. The electronic rep-
resentation of tlie video waveform assigns a voltage
to a reference white level and another to represeut
no light (blanking). These are given the designations
100 IRE and O ILRE respectively2 (the Institute of Radio
Lngineers standard unit for video signals can be thought
of as the perceuntage of full brightness). The IRE scale
is linear with respect to voltuge levels. 1In practice
O IRE often equals 0.0 velts and 100 ILL equals 0.7 volts
but. the voltage.assignment is arbitrary.. The horizontal
sync pulse uses a voltage level of =0.3 volts, or -40 IRE
(less than no light). A 5 microsecond pulse of =40 IRL
is embedded in a 10 microsecond blanking interval (see
figure 2). The leading edge of sync indicates the start
of a new horizontal line; the 8 microsecounds that follow
provide time for the video display flyback.

Vertical syunc also uses =40 1RE to identify the
beginuing of each field. This pulse 1is sigunificant

in the Videolisc system only because it takes up 7% of
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the time in each [ield; neither the player, uor the
digital data storage system make use of it,and it 1is
fed through the system to the video display without
modification., JImportant details of the video systiem

are reviewed in the following table:

Level Time 'requency
Freme 40 - 100 1kk 33.3msec, 3V Hz.
Field same 16.7msec. oo Iz,
tlorizontal line same G3.5usce. 15.75kil=z.
lHorizontal blanking ¢ IRL (%0uscc. rincluding sync)
florizontal sync -40 1Kk 5 usec. 15.75kiiz.

Visible portion (0 -
of horizental line 100 1RL) 52 usec.

1.1.2 Color Video Bignals

Color video signals differ from monochrome signals
in that tiree quantities must be specified for each
point in the picture., In addition to the luminauce
(brighiness), two chrominapnce quantities (hue and satu-
ration) must also be specified. The bLrigitness of a
scene can be determined by the lhuman eye with wmuclh
higher resolution than the color or saturation. To
provide four lundred brightness array points ou cach
horizontal line, 4 MHz, signal bundwidth is required
(2 g?%%gi x 4x10%Hz. x 52x10_6sec.). Chrominance sig-
nals only require one eighth of this resolution, and

therefore need only .5MHz. bandwidith. The two chromi-
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nance signals are modulated onto a subcarrier at 3.58MHz¥
The hue signal determii2s the phase of tlie subcarrier
and the saturation determines the subcarrier amplitude
(a grey area, with zero color saturation, has czero
amplitude subcarrier)., This subcarrier is directly added
to the baseband video signal (see figure 3). To deter-
mine the hue a reference phase color subcurrier (3.58MHz.)
burst is also included in the signal during what is cal-
led the horizontal period's "back porch" (sce figures 2,3).
While the proper saturation of a colored ares is often
a subjective decision, the hue of objects in a picturc
is much more critical. For this reason the phase of
the reference wust be detectable to within four or five
degrees. {5 nanoseconds resolution}.

1.2 Videobisc Format

The VideoDisc has a modified NISC color signal
recorded on it. The threc¢ modifications are. (see figure 4):
1) The bandwidth of ihe luminance channel is limited

to 3 MHz., instead of just over 4 Mliz.

2) The chrominance signals are moved from a 3.58biz.
subcarrier to a 1.53MHz subcarrier by a simple
heterodyning process. The frequency of the color
burst is also moved to 1.53Mliz in this process.

3) The high frequency portion of the luninance signal

*The exact frequency is 3,579,545 Hz. For conveniencg, in
this thesis we will round off this and many other frequen-
cies, For exact values refer tc the appropriate Standaids.
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is pre—emphasized before recording to compensate
for the characteristics of the detection system's
frequency modulation detector,

1.3 VideoDise System Configuration

The VideoDisc system, shown in figure 5, includes
recording apparatus, replication processes, lhe VideoDisc
player and a television set. The recorder modifies the
NTSC color signal as described in section 1.2 and fre-
quency modulates this signel onto a 5 Mliz. carrier.
This FM signal controls the intensity of an electron
beam which in turn countrols the groove depth on a
master disc. This disc is replicated by a process
similar to the phonograph replication process. The
replicated disc is coated with a thin layer of metal
and a layer of insulating styrene. Detection of groove
depth is done with a ithkin me;al strip deposited on the
trailing edge of a sapphire stylus. The capacitance
between this strip and the bottom of the groove is the
parameier which represents the groove depth? A capaci-
tance to voltage converter recreates the 1-9 Mlz. fre-
quency modulated signal.

The FM signal is then demodulated using a zero-

crossing type frequency to voltage converter. This
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produces a replica of the modified NTSC signal., Here
one major problem with disc recording is corrected.
The VideoDisc must be centered very precisely to main-
tain timebase stability. A centering deviation of about
7 mils {(0.18 mm} leads to a timebase excursion of about
50 microseconds.4 To use the color subcarrier, the
timebase stability must be on the order of a few degrees
of phase at 3.,58MHz. (a few nanoseconds).

There are two feedback systems which reduce the
instability, The first, called the arm stretcher,
physically moves the stylus along the groove; it modu-
lates the effective rotationel velocity. compensating
for most of the time variation. To use the arm stretcher,
the magnitude of the time variation must be known. The
1.53MHz. burst provides an excellent measure of timebase
excursion. The tracking voltage in a phase locked loop
locked to the 1.53Mllz, burst integrates the velocity
variation. This voltage controls the distance the arm
stretcher is extended. This arm stretcher 100p stabili~
zes the timebese for the entire video signal to within
150 nsec or so.

To further stabilize the timebase, another closed
loop system is used (shown in figure 6). In heterodyning
the NTSC subcarrier a 5.11MHz., local oscillator is employed.

In reconstructing the video signal, the 1,53MHz, chro-
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minance. signal is: heterodyned up to about 3.58MHz.. by

a 5.,11MlIz, voltege controlled oscillator. The hetero-
dyned 3,.58Mllz, burst signal is phase locked to a 3.58Mllz.
crystal oscillatur, using the 5.711Mlz voltage controlled
oscillator to compensate for the burst's phase varia-
tions, Unlike the arm stretcher, this correction only
changes the chrominance signal phase, and does noi
affect absolute.time reference., It does, however,
provide & method for recreating a t«p3 MHm,: signal
which tracks any disc timebase variation to within a
few nanoseconds, This final factor is instrumental in
the implementation of non+«self-clocking waveforms for

digital data storage.
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2. TESTING METHOD

The approach used to charactierize the VideoDisc as
a data storage/retrieval system invelved four steps:
1) Defining what portions of the VideoDisc system
would be modeled as the communication channel,
2) Designing a set of tesl signals for transmission
over this chaunel,
3) Designing and building equipment to send (record)
and receive (playback) these test signals, and
to derive relevant characteristics from the re-
ceived siguals.
4) Performing experiments with the equipment to
characterize and evaluate the clharacteristics
of tlie channel.
The first three of these steps will be dealt with in
this chapter.
2.1 The Channel

The input end output points of the Videolisc chunnel
are not well defined. 1In its most general form, the
channel has,as an iuput,a voltage which modulates the
recorder electron beam which,in turn,medulates groove
depth on the master disc. The output is a voltage pro-
duced by the capacitance to voltage converter in the player,
At the other extreme, the channel input could be con-

strained to be a 4. MHz. bandwidth video-like signal, with
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horizontal and vertical syne¢ and color burst pulses in-
cluded. The voltage waveforms in lhe visible portion
of the horizoutal period, which carry the data to be
communicated, would be constrained to lie between O IRE
and 100 IRE, Signal componeuts which iooked like cliro-
minance signals would be heterodyned down to 1.53Mliz.
from 3.58MHz., The bandwidtk would be limited to 3 MHz.
and pre-emphasis filtered. The received voltage would
only be available alter frequency demodulation, chromi-
naunce remodulation, arm stretcl.er timebase correction and
several other video processing stages.

Neither of these channel definitions were suitable.
The first was too general and the second too comnstrained.
Instead a definition in between these two was cliosen.
The desirable characteristics, such as use of the arm
stretcher, the 1.53MHz oscillator which tracks any
variations in the timebase, and the use of thé existing-
frequency modulator and demodulator were retained from
the more restricted channel description. Useless or
complicating restrictions such as the chrominance re-
modulation, vertical sync, video pre-emphasis, and other
video processing stages were removed.

The channel, as tested for this thesis, consists of:

1) A frequency modulator which accepts voltage levels

between -50 IRE and +120 IRE with a bandwidth of 3MHz.
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2) The Videolisc master production equipment and
all stages of replication.
3) The stylus, capacitance to voltage converter,
IM signal demodulatmf, arm stretcher and phase‘
locked loop {1.53 = 3.58 - 5.11Mlz,) ecircuitry.
Input signals are restricted to include horizontal sync
and 1,53MHz. burst. The data signals must be between
0 IRE and 100 IRE and occur in the visible portion of
the horizontal period. Output signals comprise the fre-
quency demodulator output and the demodulator's anomaly
detector (the anomaly détector, or defect gate, is turned
on whenever the interval between adjacent zero crossings
corresponds to a voltage level of more then about 180 IRE
or less than -60 IRE). Also,timing signals such as the
1.53MHz. signal which is phase locked to the color burst
recorded on the disc, and horizontal sync pulse are avail-
able as outputs.

2.2 Test Signals

To reproduce quality video signals, the VideoDlisc
system must meet certain performance slandards. Two of
the most stringent standards which the system must main-
tain are the phase linearity and signal-to-noise ratio
standards. The phase linearity standard requires that
the brightness value for each point in the brightness

array be kept separate from adjacent brightness points in
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their video signal representation. This implies that
time orthogonal signaling methods (such as bit-by-bit
signalss) can be used on lhe channel, even at signaling
rates close to the sampling limit of twice the signal
bandwidth. A signal-to-noise ratio in excess of 404D

is required to keep the noise from being visible when
the video is displayed? The channel's high signal-to-
noise ratio implies that a multi-level signaling scheme
might be usable. N bits of information would be encoded
onto a pulse, causing its amplitude to be one of 2N
levels. TLe receiver would sample this pulse to deter-
mine which level wus transmitted.

The test signals are designed to probe the issues
of pulse duration {(signaling rate) and the number and
structure of levels in a multi-level signaling system.

The pulse shape is not & variable in ihese tests--a
square pulse signal, bandlimited to 3 MHz. is used
throughout.

Preliminary investigation iuto the channel's churac-
teristics indicated several factors for concideration
Noise on.the channel seemed to be primarily due to two
sources. The first source appéars to be Gaussian distrib-
uted, . and arises from the inherent roughness of the
vinyl surface and the coatings. This creates variations

in the capacitance seen by the stylus and it is demod-
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ulated along with the desired video signal causing zero
crossing jitter. The second noise source is due to vinyl
defects and dust or other substances in the groove.

These create anomalies, completely eliminating the recorded
signal for anywhere from a few hundred nanoseconds to
several microseconds., Neither of tliese nuise processes
arc completely independent of the signal (Lrightness)
level. A signal near 100 1RE may have a higher proba-
bility of anomaly and higher Gaussian noise than a signal
near O 1uE, A problem eguivalent to studying the per-
formance of the channel for digital data storage is to
study the effect of these two types of noise oun square

pulse signals of various amplitudes and durations.

2.2.1 Two Level Signals

The two level signals are the primary test signals
used in the system. They provide performance informa-—
tion as a function of signal amplitude (distance
between: levels ),. signal offset (base IRE level),and
pulse duration (clock rate). Using the two-level signal
set we can simulate the performance of a more general mulii-
level signal set by choosing the amplitude separation
between the two levels to be a separation found in a
multi-level signal. For example, if adjacent levels
are sepurated by 12 IRE, eight levels could be contained
in the interval between O IRE and 100 IRE.
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The aim of the two level signals is to encode a
known binary data sequence onto the visible portion of
the video format using square pulses of various ampli-
tude and offset levels., Figure 7 shows the general two
level signal waveform before the 3 Mlz. bandlimiting
filter. The data sequence is identical for every hori-
zontal line. For each test signal, particular values of
delta, Ao' and T are chosen. The pulse amplitude, delta,
assumes values of 4, 8, 12 and 16 IRE. The offset, A
is either 0, 32, 64 or 80 IRE. The pulse duration, T,
is chosen such that the clock frequeney is directly
related to the 1.53 MHz. burst frequency. Taking 7~
to be twice 1,53Mlz, or 3,06 MHz, yields 195 full cycles
per horizontal period (exact value). Of these 195 cycles,
160 are in the visible portion of the video format, Values
of T corresponding to 3.06, 1.53, .76, and .38 Mlz. data
rates (or 1, 2, 4, and 8 cycles per clock pulse) were used,
The binary data sequence encoded in these signals
is a maximal length, or pseudorandom, sequence. These
sequences are easily generated and are deterministic.7
¥hen the signal is played back and detected, the received
data sequence can be compared with the original pseudo-
random sequence to produce an error sequence. Pseudo-
random sequences accurately simulate the random nature

of data sequences. Therefore, the error sequence charac-
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terizes lhe errors which an actual dats storage system
would make.

2.2,2 Pour Level Sipgnals

¥hile the 64 different two level signals charac-
terize the channel in many ways, they provide no in-
formation about intersymbol interference, To examine
this problem, which multi-level signal sets are quite
sensitive to, 32 waveforms which accentuate this sensi-
tivity are produced (figure 8). These waveforms substi-
tute a pulse of amplitude much greater than delta for
every other occurence of a one or zero. For ones in
the data sequence, the higher level pulse has amplitude
delta + 32 IRE. TFor zeroes in the data sequence the high
level pulse is 32 IKE below the normal zero level (A -
32 IRE)., These signals serve one other function in ad-
dition to evaluating intersymbol interference., The high
level pulses can be regarded as a separate signal set,
with 'delta'= 68,72,76 and 80 IRE. This would provide
performance information on very large signals. All four
data rates were used with the four level signals, but
only two offsets were recorded.

2.2.3 Test Sequencing

To put all 96 test signels on one VideoDisc and to

be able to determine which is which on playback, some
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form of automatic test sequencing and identification

is required., The VideoDisc can hold thirty minutes of
video format signals, recorded at radii between 5.75
inches and 3.3 inches. The characteristics of the chan-
nel may vary as a function of disc radius, To evaluate
this relationship each of the 96 tests should be recorded
several times on one disc, . Eaech: test lasts twe
seconds, the automatic sequencing method permits all

96 tests to be recorded in a little over three minutes.
Each test signal is recorded at least nine ﬁimes on a
single VideoDisc.

The format for the test signal progression is shown
in figure 9. Iiach two second test period begins with a fixed
16 H (where 'H' is the horizontal period) sequence of
levels, each of which is constant for the entire visible
portion of a horizontal period. This sequence is used
in synchronizing the two sccond test periods. The
sequence of values chosen has an autocorrelation func-
tion similar io that of a Barker coded

A Barker code is a sequence (Cﬁ(n)).whichnassumes
values in the binary set (+1,-1) and has an autocorrela-

tion function R, (k) which satisfies:
N-k

‘ +1, for kf O
Z . CN(n) x Cﬁ.(né‘-k) =
n : N for k= 0
The synchronizing sequence length desired (N=16) was

B e H . - . N L -
bz ity voooo - . - J--',',"' T S R



24

longer than the longest known Barker code. The code
employed was designed to be similar to a Barker code in
that it its autocorrelation function contains an N unit
high pulse at k=0 and does not fake on large positive
values for k#O.

The autocorrelation funétion's positive pulse is
designed to signal the start of the parameter data se-
quence, which takes up the next eight horizontal lines.
The eight bits of parameter data are encoded one bit per
H . They specify what test parameters are used in the
next test period¥*., The decoder will store this sequence,
recording it with the statistics gathered from the test
period. The test parameter sequence is followed by
32,744 lines of actual test signal waveforms. The initial
204 lines allow the decoder's automatic level alignment
equipment to fingd the test signal’s average level. This
average level will be used to set the signal delection
threshold.

2,2.4 Test Signal Review

As a review, we will now list the important features
of the test signals:
The test signals last for 32,768 Horizontal periods.

The initial 128H are used for test identification

PR - P PR . ,
b : - FERT ALy 1

Ml LR r-_uu,, . R TR TN e ' RPN . e

ﬁmCloaplyT—oaly 96 of the 28 p0531b1e test parameter
sequences arg used.‘

T e Coa e e s S

. ';_;!-_‘,“r'_'. ' A PR A
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and alignment, the remaining 32,640 horizontal periods
in a particular test are identical waveforms used for
statistical sampling,

Every horizontal period begins with a =40 IRE
sync pulse and 1.53MHz. burst signal,

The visible portion of the horizontal period, that
follows &ync and burst, contuins the test waveform,
which lasts for 160 cycles of 3.06MHz. or ebout 52 usec.

The waveform in the visible portiomn is controlled
by a pseudorandom data sequence, The clock rate is either
3.06MHz,,!1,53MHz., 0.76MHz,, or 0,.38Mliz.

For all signals with a particular clock rate, every
horizontal period countains an encoding of the same data
sequence, only the offset and level separation (delta) . .-
between ONE and ZERO levels change.

Four level signals differ from two level test sig-
nals in that ONEs are represented by two different
pulse sizes, one of which is 32 IRE larger than the other,
ZEROes also are represented by two diff2rent level pulses
one of which is 32 IRE farther awey from the ONE levels,
These pulses are called high level pulsgs because of their

large, 64.+ delta IRE, separation from each other,
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2.3 Testing Equipment

Three major pieces of equipment are required to per-

form experiments on the VideoDisc channel. The first
piece, the encoder, produces the test signal as speci-
fied in the previous section. The second device, the
decoder, takes the signal which has been reproduced by
the VideoDisc player, and converts it into a binary data
stream. The decoder also performs all synchronization
and timing functions for the test system., The error
registers convert the binary data stream into a set of
statistics which can be stored in a computer and analyzed
further,

The test setup block diagram is shown in figure 10.
The VideoDisc recorder feeds the encoder block a 1.53Mlz.
sine wave. From this timing signal the encoder creates
the test signals, including the video format of the test
signal (sync and burst) and the pseudorandom data sequence
S(n)*, The encoder also counts the 32,768 horizontal
lines which make up one two second test period, inserting
the test synchronizing sequence and the test parameter
sequence at the proper times.

Just as the encoder éncodes the pseudorandom data

onto the video waveform, the decoder must take tlie re-

*The index n denotes the time interval nT <€ t+< (n+1)T
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created video waveform from the VideoDisc player, along
with horizontal and color subcarrier timing signals, and
from it produce an: estimate of the transmitted data se-
quence. this estimate, §(n), can be compared to whut was
actually transmitted by using another pseudorandom sequence
generator to recreate the binary sequence, S{(n). An
error sequence, I(n), is produced to indicate when
g(n)#S(n), i BE(n)=(S(n) exclusive-Ok S${n) ). The pseudo-
random sequence generator in the decoder alsc produces
a binary sequence HL{(n) which takes on the value ONE when
a high level pulse was transmitted. Another sequence,
D{n), gives the state of the defect gate in time interval n.

The characteristics of E(n) and D(n) and their rela-
tionships to S(n) and IL(n) are measured statistically inu
the error registers. These four sequencés make: up the
inputs to the error register block., The error register's
configuration allows a wide range of statisticel experi-
ments to be performed with the. sequences. Correlalions
and cross-correlations as well as other effeets produced
in the channel,are measured statistically and recorded
at the end of every two second test period.

Some understanding of each of tlhese three pieces
of test equipment is required to interpret experimental

results. The next three sections of this chapter will
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explain their operation in greater depth. Circuitry
details will be omitted except when they are critical
to the analysis of system performance or when the imple-
mentation of a functiomal block is not straightforward.

2.3.1 Encoder

There are four functions which are performed in the
encoder (figure 11). The first is timing, i.e. generating
the horizontal period, the test period and the progres-
sion of the signal's parameters., The second is the genera-
tion of the test synchronizing sequence and parameter data
sequence to indicate the beginning of, and the parameters
used in,a test period. The third is the generation of
the pseudorandom data sequence, S{(n), and the high level
flag, HL(n). The fourth takes the digital signals which
bave been produced by the other three sections and gener-
ates an analog waveform from them.

The three blocks at the top of figure 11 perform
the horizontal period timing, the test period timing and
parameter sequencing. The horigontal timing block has,
as outputs,pulses which indicate the location of sync
and burst as well as the four data clocks ( 3.06MHz.,
1.,53MHz., 0.76MHz. and 0,38MHz.). The clock frequency
parameters from the parameter sequencing block determine
which one of these clock rates is used in the pseudoran-
dom sequence generator. The pseudorandom seguence gener-

ator produces a 31 bit long repeating sequence, containing
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16 bits in which S(n)=1 and 15 bits with S{(n)=0. The
circuit uses five flip-flops and one exclusive-0R gate9.
From S(n}, HL(n) is created in a straightforward maunner.
The test synchronizing sequence, C(h), end parameter
sequence, Gp(h), are generated at the start of each test
period (the index h is incremented at the horizontal rate,
15.75 kllz,). The video former uses the test parametcrs
to set delta and Ao. Which circuits in the digital to
analog converter receive the data sequences S(n) and HL(n)
is determined by the signal type, delta and offset param-
eters., The entire system works automatically, inserting
the test synchronizing sequence and parameter sequence
at the proper intervals. The only control (not shown)
is a reset button, This continuous video signal is
bandlimited to 3*MHz. and fed into the frequency modu-
lator in the VideoDisc recorder.

2.3.2 Decoder

In theory, all the decoder must do is make scme
evaluation of the received waveform, judging whether
the transmitted data in the time period nT&€t< (n+1)}T
was a ONE or a ZERO, thus creating a detected data se-
quence, §(n). This sequence need only be compared with
the true data sequence, S(n), to produce the error se-
gquence, E(n). In practice much more is required of the

decoder. Four synchronizing systems are needed to deter-
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mine: the value of T, the wvalue of n, the location of

n x T, and the proper way to judge the received signal.
Assuming the synchronization systems exist and pro-

vide this information, detection proceeds by the following

method. The received waveform, r(t), can be modeled as

the transmitted waveform, X(t), plus some noise process,

n(t). X(t) can be represented* in the form:

X(t) = Z'Bn x (u(t-nT) ~ u(t~(n+1)T) )

where u{t) is the unit step function and B equals

A+ delta when S(n)=1 and B =A  when S(n)=0. "o produce
an estimate of the data sequence, S(n), the most likely
value of Bn given r(t) must be determined. The decoder
uses a correlation detector to perform this operation,
For square pulse signals, the correlation detector per-

forms_a'gated integration:

_ (n+1)T
K(i:):‘/ r(t) dt

hT
Expanding r{(t) we have::
(n+1)T (n+1)T
K(n)= K(t) dt + n(t) dt
nT nT
£ e, TTx”Bn + N

Where Nn is defined by the second equation. It is assumed

* Clearly, this form does not hold oeutside the visible
portion of the horizontal line,
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thet Nn is approximately Gaussian distributed and zero
mean. Therefore, if T x Bn>T x (A°+ -d—e—é—tﬁ) then B
is more likely to have been A + delta than A/ imply-
ing that §(n)=1 is the maximum likelihood estimate of S(n)
(and visa-versa for S(n)=0).

The quantity Ao + QE%LE is called the detector
threshold. In view of the variation of thé parameters
Ao and delta, sixteen different values of the threshold
are used for the various different tests. Instead of
worrying about maintaining all of these thresholds, the
system finds the threshold automatically. This number
is found by everaging the data level over several hori-
zontal periods. Because S(n) is ZERO almost as often
as it is ONE, and because Nn is zero mean, r(t) is very
close to A0+ QE%EQ, the correct value for threshold.

The average of r(t) is made over the visible portion of
the video signal (the interval which contains the data),
so a visible portion low-pass filter is used. This is
a simple (resistor-capacitor) one pole filter, but with
a variable wvalue for R; during tlie visible portion of
the signal, R x C = 5H, during sync and burst R x C = €D
By design, the four level test signals also have an
average level whieh is the optimum threshold, so tihe
sequence §1n) can also be derived from the four level

signals using the detector desctibed above. An estimate

of HL{(n) is not produced.
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The floating threshold is one of the four synchroni-
zation systems used in the decoder. For this signal detec-
tion scheme to function properly, two other forms of syn-
chronization are required., First, the integration limits
must be aligned to the beginning and end of the trans-
mitted square pulse. This is accomplished by adding a
variable, wideband delay te the demodualted wvideo output,
as was: shown in figure 10. The delay is varied until
the phase difference observed on an oscilloscope is zero
and there are minimum errors. The second synchroniiation
is the horizontal period synchronization process, needed
to define the visible portion of the horizontal period
as well as choosing the proper starting point for the
recreated pseudorandom sequence, S(n). Fortunately,
the VideoDisec player also requires a horizontal timing
pulse, so the timing pulse for the decoder is taken
directly from the player, This signal is aligned to the
demodulated video using another variable delay line.

This conceptually simple method of producing horizontal
synchronization caused a few problems when experiments
were performed, as will be mentioned in the next clLapter.

The fourth synchronization system produces a pulse
at the start of each two second test period by scanning
the received signal for the test synchronizing sequence.
To detect this signaul another correlation detector (which

integrates over one horizontal period and had a fixed
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threshold) generates'a binary series, G(h), which in-
dicates the average signal level during horizontal period
number h., A shift register and resistive summing network
produce the correlation function between the received
sequence G(h) and C(h) as deseribed in section 2.2,3.

R takes on a large positive value when the received

GC
sequence is aligned with the test synchronizing sequence
(even allowing for one or two detection errors). This
positive pulse occurs at 16 H into the two second tlest
period. Ii{ indicates that the next eight values of G(h)
will corespond to the test parameter sequence, GP(h).
An eight bit shift register stores these values of G(h)
for output to the computer. If RGC also had a large
pulse 32,768 horizontal periods earlier, tlen the system
has probably been functioning properly. If this was not
the case then a locked groove or a skip has occured and
the statisties taken in the previous test are probably
incorrect.

The block diagram of the decoder system is shown
in figure 12. The data sequence deteetor comprises the
two blocks in the upper right hand side. Detection of
the test synchronizing sequence and itest parameters is
performed in the three blocks at the lower right. The
defect gate signal, d(t), is a continuous analog signal,
-Circuitry at~tﬁ§‘right..converts d{t) into a binary series,

D(n), using a gated comparator and a flip-flop. The test
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parameters and lock/skip flag are ouiput directly to Lllie
computer interface, whereas the four sequences: E(n),
S{n}, HL(n), and D(n) are fed to the error registers.,

2,3.3 Error Kegisters

The previous pieces of equipment are designed to be
aligned and used as they are. The error registers, on
the other hand, have no set configuration. The gates
and counters dre designed to be arrangeable in mauny dif-
ferent ways so that many different statistical quantities
can be measured. Each new configuration constitutes a
new experiment. Twenty-nine experimental configurations
were used in pathering information about channel opera-

tion for this thesis.

> TTL

The error registers comprise six modulo 10
counters which serve as event counters, and an event
patehboard, which includes gates, shift registers and
counters. This patchboard accepts as inputs the se-
quences S(n), E(n),P(n), and HL(n). The event patchboard
can be used to create event indicator functions from the
detector cutput sequences, An example of this is:

Y(n)= E(n) and E(n-1) and D(n-1)

This function (or event) is ONE whenever iwo errors
oceur in sequence and a defect occurs at the same time

as the first error. Every occurence of this event in

a two second tkst period increments the event counter.
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At the end of the test period, the counter's value is
transmitted to a computer file and the counter is reset
to zero.

.The error registers are shown in figure 13, Experi-
ments can investigate coincident occurences of two con-
ditions (using AND gates), scquential occurences c¢f a
condition (using the shift registers) or occurences of
a condition during a specific time period (using the
presettable down counters)., Two simple and useful
configurations are:

Y(n)= E(n) (errors)

Y(n)= E{n) and HL(n) (high level errors)
In one experiment, the existence of very long bursts
of errors was being investigated. The measured event
occurs at the start of every burst of errors; also two
events can not occur within 89 bit of each otlier. Essen-
tially, the experiment classifies all bursts of errors
(6ribursts 6L bursts of lerrors) ithet last less than 89 bits
as one event. The circuitry wired on the patchboard
is a hardware implementation of the flowchart or PL/1
routine in figure 14. With E{(n) as an input, this rou-
tine counts how many disjoint segments of the sequence
E(n) contain an error in ihe first position of the 89 -
bit segment.

There are six event counters, so up to six experi-
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ments can be performed at one time. Counters can also

be put in tandem to count to higher than 10,000 (the curry
signal from one counter being used as the event for another
counter), The patch boards are able to generate hundreds
of statistical quantities, ouly a few of which were used

in the thesis research. Only the configurations which
produced interesting and useful statistics will be out-

lined in the discussion of the actual experiments,
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3, EXPERIMENTS

A total of 29 different experiments were performed
with the foregoing equipment over the period of about
two months., These tests were of two different types.
The first type gave statistics of events which served

to charecterize the channel in a mathematically concise

manner. The second type investigated situations which

were not explained easily using simple mathematical
characterizations. This chapter is organized into two
sections., The first discusses the characterization
experiments, while the second will deal with methods
of investigating other factors in the channel.

3.1 Characterization

As stated in chapter two, the noise processes which
distort the test waveform are of two main {types, additive
Gaussian-like noise and enomalous noise. The Gaussian
noise is more likely to cause errors in the lower energy
test waveforms (smaller values for delta and T). The
anomalous noise (defect gate detected nocise), by contrast,
affects all test waveforms of a given duration equally.
Gaussian noise is always present, while anomalous noise
is bursty, only affecting a small portion of the signal,.

To aid in the characterization of the channel, we
can conceptually lump all the modulators, sync systems,
end processing into one block called an error generator.

This error generator, shown in figure 15, generates an
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error sequence, E{(n), and a defect sequence, D{(n).
Within the scope of this thesis, characterization of
1he error generator is equivalent Lo characterizing
the channel. The characteristics of a well designed
generator model can-be used to design an error correction
system for an actual data storage/retrieval system,

The simplesi generator model would make E(n) a
Bernoulli process and make D(n) independent of E(n}.
A Bernoulli process is totally characterized by the
per increment probability of being ONE¥, i.e. Prob(E(n)=1).
This is simply the probability of error or error rate,
which the error registers can measure by setting Y(n)=
E(n). Figure 16 shows this probability as a function of
clock rate and delta (probability is plotted on a log,,
scale, clock rate on a log2 scale). This graph also
includes Prob(L(n)=1), the probability of defects, and
Prob( (E(n)=1) and (HL(n)=1) )}, high level signal error
probability. For error rates greater +ihan 10-3 the.error
curves are similar to those derived theoretically using
the noise power spectrum measured on the disc. These
thecretical error rates are derived in appendix 1 and
shown in figure 17,

This first model for the noise process can be used

* In a Bernoulli process Prob(E(n}) is independent of
E(m) for all m#n.
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to indicate the disc's data storage capacity. Channels
which are disturbed by Gaussian noise alone are well
understood and a large number of formulas exist for eval-
vating signal performance on such a channel!o Using the
assumption that all errors were caused by Geussian noise,
one can estimate what noise level caused the error rate.
This noise level determines the maximum data rate of a
signal set constrained to lie between O IRE and 100 IRE,
The error probabilities in figure 16 can be used to com-
pute a form of channel capacity in this way. A partial
table of the maximum data rates so derived is shown in
the following table:

Capacity (Mb/s) High
Clock rate 41IRE 81RE 12IRE 161IRE Level

3.06MHz, 7.68 7.68 6.18 8.08 5.04
1.53 5.216 4.4q 4.18 4.4

.76 3.432 2'316
0.38 1°964

These values are tihe maximum information storage capacity
of the VideoDisc in Megabits per second for signals

using the test systemds waveshapes, clock rates and
detection methods. The number does not include capacity
lost to sync and burst intervals (which would decrease
the capacity by 18%). Each value has a subscripi which
indicates how many different levels the waveform assumes

3
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in the optimum storage system. As an estimate of actual
performance, the 12 IRE signal's calculated capacity is
probably the most reliable. It proposes a multi-level
system with eight levels and an adjacent level separation
of 14 IRE. The delta= 12 IRE signal is a reasonable simu-
1ation.of this signal.

Below error probabilities of 10-3, factors other
then Gaussian noise begin to dominate E(n). The high
level error rate, for example, should always be less

than 10712

if Gaussian noise were the only factor in-
fluencing E(n)., In this range the Bernoulli model is
no longer accurate. TFor these signals a new error gener-
ator model is required.

The next model which might be used keeps D(n) in-
dependent of E(n), but E(n) is now related to E(n+m)
for small m. This generator can be characterized by the
correlation function:

REE(m) = Prob( E(n)=E(n+m)=1)
The values of this function for T= 1/0,76MHz and delta=
16 IRE are plotted in figure 18.( this perticular test
waveform was chosen for illustiration because it has a
iow error rate and a moderately high clock rate)., The
exceedingly high correlation of errors for this waveform
is evident, If the generator were a Bernoulli process
) would be Rgg(0)? (less than 107°). This im-

plies that almost all of~ the errors occur in bursts.
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The next logical step would bring the defect gate,
D(n), into play. The defect generator correlation
funetion, RDD(m), is plotted in figure 19, These two
generators are cross—correlated, as shown by the graph
of RDE(m) in figure 20.

RDE= Prob( D(n)=E(n+m)=1)

Clock rates of O0.76MHz. aud 0.38MHz. are plotted here,
with Ryn plotted as a percentage of RDD(O). The delay
from the video filter and delay lines are evident in the
time lag of the cross-correlation peak.

All of these results create a confusing picture of
the error generator. If we define an error burst as a
period in which Prob(E(n)=1) = 1, and assume that the
error rate takes on some constant low value at all other
times, and define a defect burst as a period during which
D(n)=1, then we can deduce several characteristics.

The first concerns the distribution of error burst lengths.
Using only the correlation function at m=6, REE(G), it

cen be shown (see appendix 2) that at least 50% of all
errors (for T= 1/ .76MHz., delta=16 IRE) are part of
bursts of length nine or greater. The defect correlation
function, on the other hand, yguarantees that over 50%

of the defects last less than four cyeles of the 0.T76Mliz

data clock. One of two conclusions can be drawn. The

first says that defects affect the test signal's wave-
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form for a period much longer than the actual defect.
The second blames the high error correlation on sone
other, unknown, error mechanism, not related to defects.
Further characterizations (higher correlations, etec.)
might have shed some light on the question, This route,
however, would be very indirect. A more direct procedure
would be to hypothesize generators which included specific
mechanisms for the creation of errors, Lxperiments which
explored critical characteristics of the generators could
be used to eliminate false hypotheses, This is the method
of experimentation used in the nexl section.

3,2 Investigative Experiments

While the characterization of the channel involved
a wide variety of pulse amplitudes and clock rates, the
investigative experiments concentrated on understanding
details of channel operation for the two most promising
signal waveforms. The first signal is the high level
3.06MHz, clock rate signal. It is the highest data rate
signal which is not affected by Gaussian noise. The
second signal is the delta=12 IRE, 3,06MHZ. clock rate
waveform. This signal has almost the same level separa-
tion as an eight level signal set (three bits per sample).
which' was: found.to ! be.the optimum. numben of déveds. 1=
for the Gaussian noise-Bernoulli error sequence model.

The 3,06MHz. high level signal is only affected by

defect noise and the unknown noise source. Experimental

T T e N 3 SANLE DU N IRV
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results showed that the number of errors correlated with
defects made up less than 25% of the total number of
errors; this: number did not have a large variance. The
number of errors caused by the unknown noise was much
1a£ger, and it had a much higher deviation from iis mean
value, Observation of the signal on an oscilloscope
suggested that the "unknown noise" problem could be due
to the horizontal sync pulse misfiring. If the system
was badly synchronized then ihe pseudorandom sequence
would be misaligned for the horizontal period. Like
Barker codes, pseudorandom sequences' have an autocorrela-
tion function which is approximately impulsive; mis-
aligned sequentes will have a 50% error rate. There-
fore, &f horizontal synchrénization were the culprit,
errors should occur in c¢lumps of forty (there are 80
high level pulses per horizontal period).

An experiment was designed ito test the wvalidity of
this model.. The number of lines containing over 28
high-level errors was measured, as was the .total .number
of -high level errors. . : The: ratio of the second number
to the first ranged from 43 to 40 with an average of
41, Very strongly implying that this was the cause of
the unknown noi#e.

Several efforts were made to improve the horizontal

sync pulse's stability, These included putting a faster
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comparator at the timing circuit input, taking the sync
signal directly from the FM demodulator output and using
a phase locked loop to generate an averaged sync pulse.
None of these techniques solved the problem. No matter
what was tried, between 50 and 500 horizontal lines in
each. two second test generated a sync signal which was
more than 160nsec. away from the proper location. As
the problem could not be overcome using the test system,
an experiment in which the number of errors not caused
by sync could be extracted and estimated was used.

The next experiment measured the number of 89 bit
long disjoint segments in the error sequence which started
with an error (see section 2.3.3 and figure 14)., A line
with bad symc would have a 160 bit segmeut which contained
frequent errors, and would therefore tuke up two segments,
Every burst of errors caused by a defect would also start
off a new segment, except when it occured immediately
after another error or was coincident with a badly syn-
chronized line (which would be rare). A plot of the
number of high level errors versus the number of seg-
ments is shown in figure 21. Unly eight data points
were taken, but these eight points cluster around a
line with a slope of 21 high level errors per segment
and an X intercept of about 250 segments in the two second
test period. As two segments would occur in every badly

synchronized line, the slope of 21 again indicates that
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42 errors occur per badly synchronized line and 250 or
so errors are caused by other,sources, which produce
errors in much .shorter bursts,

To find out if these other errors were caused by
defects, a very broad trap was set, counting all high
level errors which occured within seven time increments
after a defect. Three hundred to four hundred defect
correlated high level errors were observed in each test
period, making defects a likely cause for almost all of
the remaining high level errors.

If defects could be considered the major source
of errors, more study of their characteristics was
desirable. Using & setup similar to ithe 89 bit error
block test, a measure of defect lengths was obtained.
Pigure 22 is a plot of the probability that the defect
gate stays on longer than a certain number of micro-
seconds (measured as length in clock pulses). The
ratio of defective bits to defects, or average defect
length, was 2.25 microseconds.

These tests revealed several charactekristics of
the channel., Near the outside of the disc¢ (radius near
5 inches) defects were twice as likely to occur when the
signal offset was near 100 IRE as when the offset was
O IRE. At smaller radii this effect became more pro~
nounced, the ratio being four or five to one near 3.5".

R I S A
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Determination that defects were the source of most
errors and rough characterization of that source was the
extent of investigation done on the high level 3.06Mlz.
clock rate signals,

The other waveform, delta=12 IRE and T= 1/ 3.06MHz.,
was studied in a different way. Because most errors were
caused by Gaussian noise for this level separation, cor-
relation functions would not yield interesting data (REE(1)
was measured and found to be very close to the error rate
squared)., This left only three measurable quantities:
variation with disc radius, variation with offset and
intersymbol interference., Moving from the outside to
the inside of the disc increased tlhie error probability
about 40%. Moving from O IRE to 80 IRE did not signif-
icantly change the error probability. The error prob-
ability for the delta=12 IRE waveform was much higher
with a four level test signal than with a two level test
signal, There seemed to be a lower limit to ihe error
probability of .09 ., The large pulses in the four level
signal also affected the delta=16 IRE signald, with the
lowest measured error probability being .05 . These
figures imply that an eight level, 3.06Miiz. square pulse
signal may not perform as well as estimated previously.
Because no signal effectively simulated equally spaced

four level signals (delta=32 IRE), the performance of
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this signal set can only be guessed at. Theoretical
error analysis shcows that Gaussian noise should cause

an error rate of 10™%. Defect related errors would also
occur at a rate near 10-4. Intersymbol interference
would be less severe (how much less is unknown), making
this signal set the one which might yield the highest

data storage capacity.
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4 CONCLUSIONS

The results in this thesis are not as far-reaching
as they might seem. .A brief review of what the exper-
jiments have not shown may clarify this issue.

4,1 Limitations

Perhaps the most important limitation on the results
is the fact that only one disc was tested. This statis-
tical sample of one was known to meet several perform-
ance specifications, but it was not compared directly
wi*h other discs. It cannot be inferred that the error
and defect probabilities found on the disc would be typical,
better, or worse ilhan those found on any other disc. Also,
only one experimental VideoDisc player and stylus were
used; these were known to be functional, but not neces-
sarily typical.

If we assume that the disc, player and stylus are
typical, then the results obtained from the particular
encoder and decoder used in the experiments represent a
lower bound on what can be done with a .storage syatem.

Many design variables were arbitrarily restricted, making
this far from an exhaustive search for the optimum system.
Other waveforms may have less intersymbol interference.
Different filtering and pre-emphasis might reduce errors.
Another syne¢ system could probably lower the error prob-

ability for large emplitude signals. There are several
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other parameters which might improve the channel per-
formance, but varying them was beyond the. scope o6f this
project,

4,2 Inferences

It is ‘the lower bound aspect of the experiments which
gives the most useful inferenrces. Results of the inves-
tigative experiments imply strongly ithat a 70 IRE separ-
avion two level,square pulse signal will have an error
rate near 10-4, The capacity11.in'bits per clock=-peériod-
contain;ngédata is at least .994% , Using the defect gate
signal to indicate when an error is likely might simplify
the decoding hardware, but it could not increase capacity
by more than ,0055%%, Thus a two level signal is capeble
of storing over 2.5 Megabits per second in the wvideo
format. Four «<r eight level signals may increase this
value, If the problem of intersymbol interference is
solved, up to 5 Megabits per second could be stored on
the disc, It may be that the four level (0 IRE, 33 IRE,
66 IRE, 100 IRE) waveform would be the best choice, but
no concrete evidence 1is aveilable,

Before this project was begun a preliminary estimate

set the disc siorage capacity at 54 billion bits., The

* 5x10~% was used as an overbound on P Eg. The value
given is one minus the entropy of P(E
** For the erasure channel, C= 1- P(defect gate ON).
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assumption that thirty-two levels could be used reliably
was wrong. Instead of five bits of information per
sample, only one or two can be stored reliubly. The use
of a 6 MHz. clock rate, possibie in theory, was judyed
impractical; a 3.06 Miz clock was used iustead. In ad-
dition, the estimate ignored issues of sync and time

base stabilization, which further reduced the capacity

by 20%, leaving a realizable digital data. storage capacity

of over 4,5 gigabits on & half=hour VideoDisc.
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PRUCEDURL 89BIT_ERROR_CLUMPS;
COUNTER =03
LU N=1 to 32640x195; /* 195 bits per line at 3.06.%/
IF COUNTER=0 TiikN
DO; IF L(N)=1 TULN DO;
CUUNTER=89;
EVENTS=EVENTS+1;
LEND;
END;
ELSE CUUNTLR=CUUNTLEK-1;
END;
OUTPUT EVENTS;

END;

~
R SR
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| COUNTER

COUMTER= 99

| NCREMENT
N

!

thure 4. EXPER\MENT ALGORITHM
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APUVENDIX 1. Analysis of error probability in Gaussian
noise.

Computation of noise output energy:

Assume that the received noise spectrum, SN(f),
is a filtered form of a theoretical white Gaussiau process,
S,(£).
. Ng
E)w(f):: 5
S (f)= H, (£)°xS. (f)
N 1 w
N, (f)= £/f

Where f0 and Nf are arbitrary constants, set such that:
- N
Sye)= St = N
The decoder system processes Sn(f) in two ways. First it
passes it through a lvw pass filter, H2(f), then it inte-
grates the filter output, performing a filter function,
H3(f). Neglecting plase terms,
Hz(f)"/%l(#"{:ﬂ) -M., (‘r';m)
faz30Mue | H,(0)=1 > Lnry GAM
T
H;(f)=)(ws zrrf’é‘ﬂ_

T

Hy(od= 1 - ONITY GAIN

S (0= W -H @ H3 ) S
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€L
Sper(f)= 5 (4 F+ie) - A;(f"fm))(s‘:r;:?)

Where SDET(f) is the detected signal's noise power per llz.
fuu

— Ng 2
= swe nfT df
nuT z-l-\ ng'l
= Fm
- 3x0° Ne
2N e T
For the specific test signals recorded, T=
6

1/3.06x10%, 2/3.06x10%, 4/3.06x10°, and 8/3.06x10° sec.
_r.\'z‘“is the variance of the detected signal. To determine
when an error occurs on the channel, we must calculate the
mean of the detected signal as well. If we know the
voltage produced in the detector at t=0 (all phase delays
were dropped) due to the transmitted signal (VSIG)’
we can dctermine the probability that the instantaneous
noise voltage will exceed the deltected signal at t=0.

If ¥ represents convolution and Vin is the recorded

a
pulse signal with height \/p= dle:l:d.

Vo= Vin (8D % h,_ (£) % hy (O

k=0

- [VQ"(qu(t" :5) -"él(t_ji- ))*
fm

i '-%: (4, (rE)—A (%7 Z)ﬂltfﬂ
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T
g™ z\lf sin 214, + _av (K £t
VG oo = dt ___]SII'\QT:' Tdt

: A
Setring 8= 21tf 1 - oK hT
Vare = 2 { s &
i Rl Tda - O
v
= "-*—T—r‘ﬁ" Si(zuf,T)

Computing this function for data rates:

3,06Mb/s  1.53kb/s .T76Mb/s

.38Mb/s
2T T = ~2M ~4TT

From tubles:12

Z35i( )

~ QT ~ 1T

903 .94¢ 974 9%
X

] 2

So we have a Gaussian distribution with meantX'V, und vari~

ance 306018 N'F . The probability that an error occurs is
am i T2

the integral of the Gaussian distribution: o Vo
Q l‘s.“l;h&

2yt o’
o T

As measured on my disc, lhe signal to noise ratio

for a 140 IRL p-p signal, measured with an ideal 10kllz.

bandwidth filter is 50.5 dB at 500kllz.
gnal ey ~-& !
Ne = SRR 2 250 EXE

- 5
llere is a partial table of o Ve (where Vo=‘2—€§1 .
NOISE Pul,
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B.06Mv 1,53Mb, DR MW, 0.3FMu/

v.= LIRE .5 /.05 215 L4
° oy /.0 2.1 43 7.8
645 /.5
8 2.0

There is also some additional noise in the system
which is white. This noise was measured at 55.5dB below

the 140 IRE p-p signal., (the real value muy be higher).
JobMH2

fT1
&) H(f) = Nw S in el df
fS H o Hy J TFT
- p&“ﬂt .
This is upproxlmd,.,c.lyg_ N sw@-ﬁ d@
LR
T
o Nw
o= ¥ )
= J4o* ZRE = 5 Ix16
Ny = @x 10KH: X o557 '
-2 -2 -z
oot = Pper 7 B
he L0? ,5Y .27 .13
;:_ET -+ ’2,? 2.19 .80 20
[ 173.9 3.7 Lo? .33
so “-Vo -
\,NMSEm
Vo = 2IRE | . 9% .99 1,89 3.4¢
I f L I3 199 3,78 4.03

6IRE} 2 wy 2.9% 5.6% lo.31
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These values give the following error rntes!3

DEI;:’“-‘« 2,06 1,53 0.7 %Ly
~ 314 Jél L0299 2. Py bt
@ 169 0239 A#c’ 2102
12 07§ nEx16° It s
16 | 027  3s® ol 15

The noise level measurements were made at the out-

side of the recording. OUne could expeclt some increcase

in noise for smaller radii.
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APPENDIX 2: Burst length limits from correlation statistics

1) Error burst length lower bound.

The object of this calculation is Lo find the largest
value of N such that the statement: "llalf or more of the
errors are in error bursts of length greuter than N" is
still true.

To find N, assume equality in the statement above
and maximize the correlation, REE(k)'

I'ut 50% of the errors inm bursts of length N, put all
thie rest in one burst (length#»e), Tihe correlation lor

bursts of length N alone is:

Fa:éﬁg)sziesigj)i h;:? for % &N

This can be verified by listing all possible bursis of
length N and countiung how many times the correlation
function is oue. Tor the long burst:

R':‘(K)_ 7% Reet )
If REE(O) 1, then the correlation for linear combinations

of events 1s the linear combination of the correlations.
N oo
REECK) = ';REE (k) + .ERfE (&)
- 1 Ia-K !
= Ree (o3 (5 (%5)+ i)

Ree(k)  \ fan-«
REECO)- 4 ( N )

N K/ __"IRetc"))
(’“ Reg Cod
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Therefore, REE(6)/ REE(O) = .35 implies that N»O.

Half of all errors are imn bursts longer than 9 bits.

2) Defect length upper bound.
Here we are trying to find +the smwallest N where:
" Half or less of the defects are in bursts of length N",
To minimize R (k), put all defects by themselves or
in defects of length N.

For defects of lenygth N:
N = (05 ¥ N-K

R;D (Y= O K#O

1f Ry (0)4<1 then:

N—-K
Rpp (&) = o5 Rop(ed = =
| 4
N = |- 11"5 (w)

R;ﬁ(ﬂa
For k=2, RDD(k)/ RDD(O) = .227. So N 4. [lalf of the

defects last less than four clock pulses at .76MHz. (A
much more accurate distribution i1s found in the investi-

gative tests section.)





