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ABSTRACT

The RCA VideoDisc system can permanently store up to

two hours of television programming on a vinyl disc. This

thesis describes experiments which were performed to charac-

terize the utility of the VideoDisc system as a storage

medium for digital information. For all studies in this

report, a developmental version of the VideoDisc that stored

one half hour of television programming per side was used.

The methods and results of these experiments are presented

as well as necessary background material concerning the

operation of the VideoDisc system.

The work reported includes the design and implemen-

tation of a testing waveform used as an input to the system,

detection methods used on the output signal, and the forma-

tion of statistics ot characterize the system's performance.
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Experimental results include error rate and correlation

studies as well as the characterization of error mech-

anisms which affect the retrieval of data. As a result

of these studies, the information capacity of a one half

hour VideoDisc as a read-only memory is estimated to be

in excess of four billion bits.

Name and title of thesis supervisor:

Jeffrey H. Shapiro, Associate Professor of

Electrical Engineering and

Computer Science.
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INTRODUCTION

This thesis deals with experiments performed at the RCA

David Sarnoff Research Center in Princeton, New Jersey dur-

ing the summer and autumn of 1977 as part of the Electrical

Engineering and Computer Science Department co-op program.

The goal of these experiments was to characterize RCA's

experimental VideoDisc system as a storage/retrieval system

for digital data.

The VideoDisc system was developed by RCA for consumer

use. In these testst the system uses a coated vinyl disc

which employs an extremely fine phonograph-like groove on its

surface to record one half hour of television programming.

The video signal is reproduced using a sapphire stylus which

rides in the groove. The recording system was designed to

store picture information in video format. The video signal

has been modified for efficient recording on the disc, and

the player has been designed to use the qualities of this

signal to eliminate noise and other distortions in the

detection process.

The experiments described in this thesis were not

intended to explore changes in recording format (groove

depth, modulation methods, bandwidth, etc.) but rather to

indicate a reasonable method of storing digital information

on the disc using the current format, and to give some

indication of how well such a storage method would perform.

* As of June 1978, new materials were being used for the disc
and stylus and the recording time had been increased.
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Preliminary calculations for the system give an in-

credible storage capacity. Specifically, assuming a

bandwidth of 3MHz, with two signal samples per Hertz of

bandwidth and up to 25 distinct levels implies that a

30 minute recording might hold:

(3x1lO6Iz)x( 2 samples)x(5bits )x(60s )x(30pn )=54x109bits
liz sample min Thour

These calculations are overly optimistic because they

neglect various requirements of the VideoDisc system, such

as synchronization, and details of the noise processes

encountered in detection of the data. The experiments

performed for this thesis were designed to determine

how to change the capacity calculation to accurately re-

flect the characteristics of the VideoDisc system.

To understand the experimental results, video

signals and the VideoDisc system must be understood.

For this reason, the thesis has been divided into four

chapters. The first chapter provides the necessary back-

ground in video signals and the VideoDisc. Chapter two

describes the test signals which were recorded on the

test disc, and the equipment constructed to detect them.

Chapter three explains the actual experiments performed

with the test equipment, and some of the results obtained.

Finally, these results and their implications are dis-

cussed in chapter four.
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1. VIDLO SYSTEMS AND TILE ViDEODISC

1.1 Video Systems

In order to describe the operation of the VideoDisc,

several facets of video signals must be understood; this

section provides a review of these facets.

1.1.1 Monochrome (Black and White) Video Signals

The VideoDisc signal format is avariation of the

1*
standard (N.T.S.C.) video signal used in broadcasting

The NTSC signal is designed to transmit one frame of a

moving picture thirty times a second. The frame is

divided up into two interlaced fields. Each field con-

tains information about the entire picture, but with

only half the resolution of the frame. Picture infor-

mation consists of an array of the brightness level of

every point in the picture (figure 1). These brightness

levels are read out in the same way as words are read

from a printed page (see figure 1). Each horizontal

line has a sequence of words (brightness points) read

out from left to right, each page (frame) has 525 hori-

zontal lines of information read from top to bottom.

The interlacing of fields causes the 263 odd numbered

lines to be read out before the 262 even numbered lines.

The NTSC signal is intended for asynchronous recep-

tion. Synchronization information must be transmitted

I4 National Television System Committee standards. All
teferences are listed at the end of the thesis.
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in the video signal itself. A new frame is transmitted

every 33.3 milliseconds, so one horizontal line is trans-

mitted every 63.5 microseconds. Ten microseconds of

this period is reserved for the horizontal synchronizing

pulse (sync). This pulse makes use of the fact that

negative brightness cannot exist. The electronic rep-

resentation of the video waveform assigns a voltage

to a reference white level and another to represent

no light (blanking). These are given the designations

100 IRE and 0 IRE respectively2 (the Institute of Radio

Engineers standard unit for video signals can be thought

of as the percentage of full brightness). The IRE scale

is linear with respect to voltage levels. In practice

0 IRE often equals 0.0 volts and 100 11E equals 0.7 volts

but.the voltage.assignment is arbitrary.. The horizontal

sync pulse uses a voltage level of -0.3 volts, or -40 IRE

(less than no light). A 5,microsecond pulse of -40 IRE

is embedded in a 10 microsecond blanking interval (see

figure 2). The leading edge of sync indicates the start

of a new horizontal line; the 8 microseconds that follow

provide time for the video display flyback.

Vertical sync also uses -40 iRE to identify the

beginning of each field. This pulse is significant

in the VideoDisc system only because it takes up 7% of
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the time in each field; neither the player, nor the

digital data storage system make use of itand it is

fed through the system to the video display without

modification. Important details of the video system

are reviewed in the following table:

Level Time Freguency

Frame -40 - 100 11L 33.3msec. 30 Hz.
Field same 16.7msec. 60 11z.
Horizontal line same 63.5usec, 15.75Khz.
Horizontal blanking C 1RE (1Ousc. including sync)
Horizontal sync -40 LkL 5 usec. 15.75Kz.
Visible portion (0 -
of horiiontal line 100 iRE) 52 usec.

1.1.2 Color Video:Signals

Color video signals differ from monochrome signals

in that three quantities must be specified for each

point in the picture. In addition to the luminance

(brightness), two chrominance quantities (hue and satu-

ration) must also be specified. The brightness of a

scene can be determined by the human eye with much

higher resolution than the color or saturation. To

provide four hundred brightness array points on each

horizontal line, 4 MHz. signal bandwidth is required

(2 points 4x106 Hz. x 52x10- sec.). Chrominance sig-cycl1e

nals only require one eighth of this resolution, and

therefore need only .5MHz. bandwidth. The two chromi-
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nance signals are modulated onto a subcarrier at 3.58MIzt

The hue signal determi 3-s the phase of the subcarrier

and the saturation determines the subcarrier amplitude

(a grey area, with zero color saturation, has zero

amplitude subcarrier). This subcarrier is directly added

to the baseband video signal (see figure 3). To deter-

mine the hue a reference phase color subcrrier (3.58Nhz.)

burst is also included in the signal during what is cal-

led the horizontal period's "back porch" (see figures 2,3).

While the proper saturation of a colored area is often

a subjective decision, the hue of objects in a picture

is much more critical. For this reason the phase of

the reference must be detectable to within four or five

degrees.(5 nanoseconds resolution).

1.2 VideoDisc Format

The VideoDisc has a modified NISC color signal

recorded on it. The three modifications are.(see figure 4):

1) The bandwidth of the luminance channel is limited

to 3 MHz., instead of just over 4 Mhz.

2) The chrominance signals are moved from a 3.58Mhz.

subcarrier to a 1.53MHz subcarrier by a simple

heterodyning process. The frequency of the color

burst is also moved to 1.53M4hz in this process.

3) The high frequency portion of the luninance signal

*The exact frequency is 3,579,545 Liz. For convenienc9, in
this thesis we will round off this and many other frequen-
cies. For exact values refer to the appropriate tandatds.
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is pre-emphasized before recording to compensate

for the characteristics of the detection system's

frequency modulation detector.

1.3 VideoDisc System Configuration

The VideoDisc system, shown in figure 5, includes

recording apparatus, replication processes, the VideoDisc

player and a television set. The recorder modifies the

NTSC color signal as described in section 1.2 and fre-

quency modulates this signal onto a 5 Mlz. carrier.

This FM signal controls the intensity of an electron

beam which in turn controls the groove depth on a

master disc. This disc is replicated by a process

similar to the phonograph replication process. The

replicated disc is coated with a thin layer of metal

and a layer of insulating styrene. Detection of groove

depth is done with a thin metal strip deposited on the

trailing edge of a sapphire stylus. The capacitance

between this strip and the bottom of the groove is the

3
parameter which represents the groove depth. A capaci-

tance to voltage converter recreates the 1-9 MHz. fre-

quency modulated signal.

. The FM signal is then demodulated using a zero-

crossing type frequency to voltage converter. This

.-t~ ~
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produces a replica of the modified NTSC signal. Here

one -major problem with disc recording is corrected.

The VideoDisc must be centered very precisely to main-

tain timebase stability. A centering deviation of about

7 mils (0.18 mm) leads to a timebase excursion of about

50 microseconds.4 To use the color subcarrier, the

timebase stability must be on the order of a few degrees

of phase at 3.58Mhz. (a few nanoseconds).

There are two feedback systems which reduce the

instability. The first, called the arm stretcher,

physically moves the stylus along the groove; it modu-

lates the effective rotational velocity, compensating

for most of the time variation. To use the arm stretcher,

the magnitude of the time variation must be known. The

1.53M11hz. burst provides an excellent measure of timebase

excursion. The tracking voltage in a phase locked loop

locked to the 1.53M11hz. burst integrates the velocity

variation. This voltage controls the distance the arm

stretcher is extended. This arm stretcher loop stabili-

zes the timebase for the entire video signal to within

150 nsec or so.

To further stabilize the timebase, another closed

loop system is used (shown in figure 6). In heterodyning

the NTSC subcarrier a 5.11MHz. local oscillator is employed.

In reconstructing the video signal, the 1.53MHz. chro-
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minance signal is heterodyned up to aboat 3.58Mz. by

a 5.11MHz. voltage controlled oscillator. The hetero-

dyned 3.58MIlz. burst signal is phase locked to a 3.58i41hz.

crystal oscillator, using the 5.11MHz voltage controlled

oscillator to compensate for the burst:'s phase varia-

tions. Unlike the arm stretcher, this correction only

changes the chrominance signal phase, and does not

affect absolute time reference. It does, however,

provide a method for recreating a t153UMHm. signal

which tracks any disc timebase variation to within a

few nanoseconds. This final factor is instrumental in

the implementation of non'self-clocking waveforms for

digital data storage.
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2. TESTING METHOD

The approach used to characterize the VideoDisc as

a data storage/retrieval system involved four steps:

1) Defining what portions of the VideoDisc system

would be modeled as the communication channel.

2) Designing a set of test signals for transmission

over this channel.

3) Designing and building equipment to send (record)

and receive (playback) these test signals, and

to derive relevant characteristics from the re-

ceived signals.

4) Performing experiments vith the equipment to

characterize and evaluate the characteristics

of the channel.

The first three of these steps will be dealt with in

this chapter.

2.1 The Channel

The input and output points of the VideoDisc channel

are not well defined. In its most general form, the

channel hasas an inputa voltage which modulates the

recorder electron beam which,in turn,modulates groove

depth on the master disc. The output is a voltage pro-

duced by the capacitance to voltage converter in the player.

At the other extreme, the channel input could be con-

strained to be a 4.1MHz. bandwidth video-like signal, with
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horizontal and vertical sync and color burst pulses in-

cluded. The voltage waveforms in the visible portion

of the horizoutal period, which carry the data to be

communicated, would be constrained to lie between 0 IRE

and 100 IRE. Signal components which looked like chro-

minance signals would be heterodyned down to 1.53M11Hz.

from 3.58MHz. The bandwidth would be limited to 3 MHz.

and pre-emphasis filtered. The received voltage would

only be available after frequency demodulation, chromi-

nance remodulation, arm stretcLer timebase correction and

several other video processing stages.

Neither of these channel definitions were suitable.

The first was too general and the second too constrained.

Instead a definition in between these two was chosen.

The desirable characteristics, such as use of the arm

stretcher, the 1.53MHz oscillator which tracks any

variations in the timebase, and the use of th6 existing-

frequency modulator and demodulator were retained from

the more restricted channel description. Useless or

complicating restrictions such as the chrominance re-

modulation, vertical sync, video pre-emphasis, and other

video processing stages were removed.

The channel, as tested for this thesis, consists of:

1) A frequency modulator which accepts voltage levels

between -50 IRE and +120 IRE with a bandwidth of 3MHz.
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2) The VideoDisc master production equipment and

all stages of replication.

3) The stylus, capacitance to voltage converter,

FM signal demodulator, arm stretcher and phase

locked loop (1.53 - 3.58 - 5.11Mh1z.) circuitry.

Input signals are restricted to include horizontal sync

and 1.53MHz. burst. The data signals must be between

0 IRE and 100 IRE and occur in the visible portion of

the horizontal period. Output signals comprise the fre-

quency demodulator output and the demodulator's anomaly

detector (the anomaly detector, or defect gate, is turned

on whenever the interval between adjcent zero crossings

corresponds to a voltage level of more than about 180 IRE

or less than -60 IRE). Alsotiming signals such as the

1.53Mz. signal which is phase locked to the color burst

recorded on the disc, and horizontal sync pulse are avail-

able as outputs.

2.2 Test Signals

To reproduce quality video signals, the VideoDisc

system must meet certain performance standards. Two of

the most stringent standards which the system must main-

tain are the phase linearity and signal-to-noise ratio

standards. The phase linearity standard requires that

the brightness value for each point in the brightness

array be kept separate from adjacent brightness points in
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their video signal representation. This implies that

time orthogonal signaling methods (such as bit-by-bit

signals5 ) can be used on the channel, even at signaling

rates close to the sampling limit of twice the signal

bandwidth. A signal-to-noise ratio in excess of 40dB

is required to keep the noise from being visible when

6the video is displayed. The channel's high signal-to-

noise ratio implies that a multi-level signaling scheme

might be usable. N bits of information would be encoded

onto a pulse, causing its amplitude to be one of 2N

levels. The receiver would sample this pulse to deter-

mine which level was transmitted.

The test signals are designed to probe the issues

of pulse duration (signaling rate) and the number and

structure of levels in a multi-level signaling system.

The pulse shape is not a variable in these tests--a

square pulse signal, bandlimited to 3 MHz. is used

throughout.

Preliminary investigation into the channel's charac-

teristics indicated several factors for concideration, .

Noise on.the channel seemed to be primarily due to two

sources. The first sonrce appears to be. Gaussian distrib-

uted,, and arises from the inherent roughness of the

vinyl surface and the coatings. This creates variations

in the capacitance seen by the stylus and it is demod-
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ulated along with the desired video signal causing zero

crossing jitter. The second noise source is due to vinyl

defects and dust or other substances in the groove.

These create anomalies, completely eliminating the recorded

signal for anywhere from a few hundred nanoseconds to

several microseconds. Neither of these noise processes

are completely independent of the signal (brightness)

level. A signal near 100 IRE may have a higher proba-

bility of anomaly and higher Gaussian noise than a signal

near 0 liE. A problem equivalent to studying the per-

formance of the channel for digital data storage is to

study the effect of these two types of noise on square

pulse signals of various amplitudes and durations.

2.2.1 Two Level Signals

The two level signals are the primary test signals

used in the system. They provide performance informa-

tion as a function of signal amplitude (distance

between' levels )-,. signal offset (base IRE level),and

pulse duration (clock rate). Using the two-level signal

set we can simulate the performance of a more general multi-

level signal set by choosing the amplitude separation

between the two levels to be.. separation found in a

multi-level signal. For example, if adjacent levels

are separated by 12 IRE, eight levels could be contained

in the interval between 0 IRE and 100 IRE.
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The aim of the two level signals is to encode a

known binary data sequence onto the visible portion of

the video format using square pulses of various ampli-

tude and offset levels. Figure 7 shows the general two

level signal waveform before the 3 MHz. bandlimiting

filter. The data sequence is identical for every hori-

zontal line. For each test signal, particular values of

delta, A0, and T are chosen. The pulse amplitude, delta,

assumes values of 4, 8, 12 and 16 IRE. The offset, A0 ,

is either 0, 32, 64 or 80 IRE. The pulse duration, T,

is chosen such that the clock frequency is directly

related to the 1.53 M11Hz. burst frequency. Taking T 1

to be twice 1.53Mlz. or 3.06 MHz, yields 195 full cycles

per horizontal period (exact value). Of these 195 cycles,

160 are in the visible portion of the video format. Values

of T corresponding to 3.06, 1.53, .76, and .38 M1Hz. data

rates (or 1, 2, 4, and 8 cycles per clock pulse) were used.

The binary data -sequence encoded in these signals

is a maximal length, or pseudorandom, sequence. These

sequences are easily generated and are deterministic.7

When the signal is played back and detected, the received

data sequence can be compared with the original pseudo-

random sequence to produce an error sequence. Pseudo-

random sequences accurately simulate the random nature

of data sequences. Therefore, the error sequence charac-
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terizes the errors which an actual data storage system

would make.

2.2.2 Four Level Signals

While the 64 different two level signals charac-

terize the channel in many ways, they provide no in-

formation about intersymbol interference. To examine

this problem, which multi-level signal sets are quite

sensitive to, 32 waveforms which accentuate this sensi-

tivity are produced (figure 8). These waveforms substi-

tute a pulse of amplitude much greater than delta for

every other occurence of a one or zero. For ones in

the data sequence, the higher level pulse has amplitude

delta + 32 IRE. For zeroes in the data sequence the high

level pulse is 32 IRE below the normal zero level (A0 -

32 IRE). These signals serve one other function in ad-

dition to evaluating intersymbol interference. The high

level pulses can be regarded as a separate signal set,

with tdelta'= 68,72,76 and 80 IRE. This would provide

performance information on very large signals. All four

data rates were used with the four level signals, but

only two offsets were recorded.

2.2.3 Test Sequencing

To put all 96 test signals on one VideoDisc and to

be able to determine which is which on playback, some
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form of automatic test sequencing and identification

is required. The VideoDisc can hold thirty minutes of

video format signals, recorded at radii between 5.75

inches and 3.3 inches. The characteristics of the chan-

nel may vary as a function of disc radius, To evaluate

this relationship each of the 96 tests should be recorded

several times on one disc. ilEaah test lasts two

seconds, the automatic sequencing method permits all

96 tests to be recorded in a little over three minutes.

Each test signal is recorded at least nine times on a

single VideoPisc.

The format for the test signal progression is shown

in figure 9. Each two second test period begins with a fixed

16 11 (where '11' is the horizontal period) sequence of

levels, each of which is constant for the entire visible

portion of a horizontal period. This sequence is used

in synchronizing the two second test periods. The

sequence of values chosen has an autocorrelation func-

8tion similar to that of a Barker 'ode.

A Barker code is a sequence (CN(n)) .which assumes

values in the binary set (+1,-i) and has an autocorrela-

tion function Rcc (k) which satisfies:

N-k f+1.' for k 0
. CN(n) x CN.(frnk) =

N N for k= 0

The synchronizing.sequence length desired (N=16) was

t. -
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longer than the longest known Barker code. The code ,

employed was designed to be similar to a Barker code in

that it its autocorrelation function contains an N unit

high pulse at k=O and does not take on large positive

values for k0.

The autocorrelation funttion's positive pulse is

designed to signal the start of the parameter data se-

quence, which takes up the next eight horizontal lines.

The eight bits of parameter data ire encoded one bit per

H . They specify what test parameters are used in the

next test period!. The decoder will store this sequence,

recording it with the statistics gathered from the test

period. The test parameter sequence is followed by

32,744 lines of actual test signal waveforms. The initial

204 lines allow the decoder's automatic level alignment

equipment to fin4 the test signal's average level. This

average level will be used to set the signal detection

threshold.

2.2.4 Test Signal Review

As a review, we will now list the important features

of the test signals:

The test signals last for 32,768 Horizontal periods.

The initial 128H are used for test identification

tCtr-yoaly 96 of the 28 possible test parameter
seqgences arp 1usd,
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and alignment, the remaining 32,640 horizontal periods

in a particular test are identical waveforms used for

statistical sampling.

Every horizontal period begins with a -40 IRE

sync pulse and 1.53MHz. burst signal.

The visible portion of the horizontal period, that

follows sgtc and burst, contains the test waveform,

which lasts for 160 cycles of 3.06MHz. or about 52 usec.

The waveform in the visible portion is controlled

by a pseudorandom data sequence. The clock rate is either

3.06MHz.,!1.53MHz., 0.76MHz., or 0.38Mhz.

For all signals with a particular clock rate, every

horizontal period contains an encoding of the same data

sequenc6, only the offset and level separation (delta)

between ONE and ZERO levels change.

Four level signals differ from two level test sig-

nals in that ONEs are represented by two different

pulse sizes, one of which is 32 IRE larger than the other.

ZEROes also are represented by two different level pulses

one of which is 32 IRE farther away from the ONE levels.

These pulses are called high level pulses because of their

large, 64.+ delta IRE, separation from each other.
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&..3 Testing Equipment

Three major pieces of equipment are required to per-

form experiments on the VideoDisc channel. The first

piece, the encoder, produces the test signal as speci-

fied in the previous section. The second device, the

decoder, takes the signal which has been reproduced by

the VideoDisc player, and converts it into a binary data

stream. The decoder also performs all synchronization

and timing functions for the test system. The error

registers convert the binary data stream into a set of

statistics which can be stored in a computer and analyzed

further.

The test setup block diagram is shown in figure 10.

The VideoDisc recorder feeds the encoder block a 1.53NIIz.

sine wave. From this timing signal the encoder creates

the test signals, including the video format of the test

signal (sync and burst) and the pseudorandom data sequence

S(n)*. The encoder also counts the 32,768 horizontal

lines which make up one two second test period, inserting

the test synchronizing sequence and the test parameter

sequence at the proper times.

Just as the encoder encodes the pseudorandom data

onto the video waveform, the decoder must take the re-

*The index n denotes the time interval nT 4e t<C (n+1)T
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created video waveform from the VideoDisc player, along

with horizontal and color subcarrier timing signals, and

from it produce an; estimate of the transmitted data so

quence. this estimate, 5(n), can be compared to what was

actually transmitted by using another pseudorandom sequence

generator to recreate the binary sequence, S(n). An

error sequence, E(n), is produced to indicate when

S(n);S(n), ( E(n)=(2 (n) exclusive-OR S(n) ). The pseudo-

random sequence generator in the decoder also produces

a binary sequence HL(n) which takes on the value ONE when

a high level pulse was transmitted. Another sequence,

D(n), gives the state of the defect gate in time interval n.

The characteristics of E(n) and D(n) and their rela-

tionships to S(n) and IL(n) are measured statistically in

the error registers. These four sequences make;up the

inputs to the error register block. The error register's

configuration allows a wide range of statistical experi-

ments to be performed with, the. sequences. Correlations

and cross-correlations as well as other effects produced

in the channelare measured statistically and recorded

at the end of every two second test period.

Some understanding of each of these three pieces

of test equipment is required to interpret experimental

results. The next three sections of this chapter will
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explain their operation in greater depth. Circuitry

details will be omitted except when they are critical

to the analysis of system performance or when the imple-

mentation of a functional block is not straightforward.

2.3.1 Encoder

There are four functions which are performed in the

encoder (figure 11). The first is timing, i.e. generating

the horizontal period, the test period and the progres-

sion of the signal's parameters. The second is the genera-

tion of the test synchronizing sequence and parameter data

sequence to indicate the beginning of, and the parameters

used ina test period. The third is the generation of

the pseudorandom data sequence, S(n), and the high level

flag, IIL(n). The fourth takes the digital signals which

have been produced by the other three sections and gener-

ates an analog waveform from them.

The three blocks at the top of figure 11 perform

the horizontal period timing, the test period timing and

parameter sequencing. The horizontal timing block has,

as outputspulses which indicate the location of sync

and burst as well as the four data clocks ( 3.06MHz.,

1.53MHz., 0.76MHz. and 0.38MHz.). The clock frequency

parameters from the parameter sequencing block determine

which one of these clock rates is used in the pseudoran-

dom sequence generator. The pseudorandom sequence gener-

ator produces a 31 bit long repeating sequence, containing
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16 bits in which S(n)=1 and 15 bits with S(n)=O. The

circuit uses five flip-flops and one exclusive-OR gate9.

From S(n), HL(n) is created in a straightforward manner.

The test synchronizing sequence, C(h), and parameter

sequence, GP(h), are generated at the start of each test

period (the index h is incremented at the horizontal rate,

15.75 kl1z.). The video former uses the test parametcrs

to set delta and A0 . Which circuits in the digital to

analog converter receive the data sequences S(n) and IL(n)

is determined by the signal type, delta and offset param-

eters. The entire system works automatically, insetting

the test synchronizing sequence and parameter sequence

at the proper intervals. The only control (not shown)

is a reset button. This continuous video signal is

bandlimited to 3hMHz. and fed into the frequency modu-

lator in the VideoDisc recorder.

2.3.2 Decoder

In theory, all the decoder must do is make some

evaluation of the received waveform, judging whether

the transmitted data in the time period nT4t.< (n+1)T

was a ONE or a ZERO, thus creating a detected data se-

quence, S(n). This sequence need only be compared with

the true data sequence, S(n), to produce the error se-

quence, E(n). In practice much more is required of the

decoder. Four synchronizing systems are needed to deter-
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n x T, and the proper way to judge the received signal.

Assuming the synchronization systems exist and pro-

vide this information, detection proceeds by the following

method. The received waveform, r(t), can be modeled as

the transmitted waveform, X(t), plus some noise process,

n(t). X(t) can be represented* in the form:.

X(t) =Z Bn x (u(t-nT) - u(t-(n+1)T)

where u(t) is the unit step function and Bn equals

A + delta when S(n)=1 and Bn=A0 when S(n)=O. To produce

an estimate of the data sequence, S(n), the most likely

value of Bn given r(t) must be determined. The decoder

uses a correlation detector to perform this operation.

For square pulse signals, the correlation detector per-

forms a gated integration:

(n+1 )T

R(n)= r(t) dt
iT

Expanding r(t) we have:z

(n+1) T(n+1 )T

K(n)= X(t) dt + n(t) dt

nTnT

, 

TDx B + N

a a

Where Nn is defined by the second equation. It is assumed

* Clearly, this form does not hold outside the visible
portion of the horizontal line.

30
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that Nn is approximately Gaussian distributed and zero

mean. Therefore, if T x Bn>T x (A0 2delta) then Bn ~2 n

is more likely to have been A0+ delta than A. imply-

ing that S(n)=1 is the maximum likelihood estimate of 3(n)

(and visa-versa for S(n)=0).

The quantity A + delta is called the detectoro 2

threshold. In view of the variation of the parameters

Ao and delta, sixteen different values of the threshold

are used for the various different tests. Instead of

worrying about maintaining all of these thresholds, the

system finds the threshold automatically. This number

is found by averaging the data level over several hori-

zontal periods. Because S(n) is ZERO almost as often

as it is ONE, and because Nn is zero mean, r(t is very

close to A + delta the correct value for threshold.

The average of r(t) is made over the visible portion of

the video signal (the interval which contains the data),

so a visible portion low-pass filter is used. This is

a simple (resistor-capacitor) one pole filter, but with

a variable value for R; during the visible portion of

the signal, R x C -= 511, during sync and burst R x C =0

By design, the four level test signals also have an

average level which is the optimum threshold, so the

sequence S(n) can also be derived from the four level

signals using the detector desctibed above. An estimate

of HL(n) is not produced.
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The floating threshold is one of the four synchroni-

zation systems used in the decoder. For this signal detec-

tion scheme to function properly, two other forms of syn-

chronization are required. First, the integration limits

must be aligned to the beginning and end of the trans-

mitted square pulse. This is accomplished by adding a

variable, wideband delay to the demodualted video output,

as was.. shown- in figure 10. The delay is varied until

the phase difference observed on an oscilloscope is zero

and there are minimum errors. The second synchronization

is the horizontal period, synchronization process, needed

to define the visible portion of the horizontal period

as well as choosing the proper starting point for the

recreated pseudorandom sequence, S(n). Fortunately,

the VideoDisc player also requires a horizontal timing

pulse, so the timing pulse for the decoder is taken

directly from the player. This signal is aligned to the

demodulated video using another variable delay line.

This conceptually simple method of producing horizontal

synchronization caused a few problems when experiments

were performed, as will be mentioned in the next chapter.

The fourth synchronization system produces a pulse

at the start of each two second test period by scanning

the received signal for the test synchronizing sequence.

To detect this signal another correlation detector (which

integrates over one horizontal period and had a fixed
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threshold) generates a binary series, G(h), which in-

dicates the average signal level during horizontal period

number h. A shift register and resistive summing network

produce the correlation function between the received

sequence G(h) and C(h) as described in section 2.2.3.

RGC takes on a large positive value when the received

sequence is aligned with the test synchronizing sequence

(even allowing for one or two detection errors). This

positive pulse occurs at 16 H into the two second test

period. It indicates that the next eight values of G(h)

will corespond to the test parameter sequence, G (h).

An eight bit shift register stores these values of G(h)

for'output to the computer. If RGC also had a large

pulse 32,768 horizontal periods earlier, then the system

has probably been functioning properly. If this was not

the case then a locked groove or a skip has occured and

the statistics taken in the previous test are probably

incorrect.

The block diagram of the decoder system is shown

in figure 12. The data sequence detector comprises the

two blocks in the upper right hand side. Detection of

the test synchronizing sequence and test parameters is

performed in the three blocks it the lower right. The

defect gate signal, d(t), is a continuous analog signal.

Circuitry at Abthright converts d(t) into a binary series,

D(n), using a gated comparator and a flip-flop. The test
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parameters and lock/skip flag are output directly to the

computer interface, whereas the four sequences: E(n),

S(n), IIL(n), and D(n) are fed to the error registers.

2,3.3 Error Registers

The previous pieces of equipment are designed to be

aligned and used as they are. The error registers, on

the other hand, have no set configuration. The gates

and counters are designed to be arrangeable in many dif-

ferent ways so that many different statistical quantities

can be measured. Each new configuration constitutes a

new experiment. Twenty-nine experimental configurations

were used in gathering information about channel opera-

tion for this thesis.

The error registers comprise six modulo 105 TTL

counters which serve as event counters, and an event

patchboard, which includes gates, shift registers and

counters. This patchboard accepts as inputs the se-

quences S(n), E(n),D(n), and IIL(n). The event patchboard

can be used to create event indicator functions from the

detector output sequences. An example of this is:

Y(n)= E(n) and E(n-1) and D(n-1)

This function (or event) is ONE whenever two errors

occur in sequence and a defect occurs at the same time

as the first error. Every occurence of this event in

a two second that period increments the event counter.
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At the end of the test period, the counter's value is

transmitted to a computer file and the counter is reset

to zero.

.The error registers are shown in figure 13. Experi-

ments can investigate coincident occurences of two con-

ditions (using AND gates), sequential occurences of a

condition (using the shift registers) or occurences of

a condition during a specific time period (using the

presettable down counters). Two simple and useful

configurations are:

Y(n)= E(n) (errors)

Y(n)= E(n) and H1L(n) (high level errors)

In one experiment, the existence of very long bursts

of errors was being investigated. The measured event

occurs at the start of every burst of errors; also two

events can not occur within 89 bit of each other. Essen-

tially., the expetiment classifies all bursts of errors

(Criburits'bfcburstsi ofloerrbris).that last lbss than.89 bits

as one event. The circuitry wired on the patchboard

is a hardware implementation of the flowchart or PL/1

routine in figure 14. With E(n) as an input, this rou-

tine counts how many disjoint segments of the sequence

E(n) contain an error in the first position of the 89

bit segment.

There are six event counters, so up to six experi-
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ments can be perforned at one time. Counters can also

be put in tandem to count to higher than 10,000 (the carry

signal from one counter being used as the event for another

counter). The patch boards are able to generate hundreds

of statistical quantities, only a few of which were used

in the thesis research. Only the configurations which

produced interesting and useful statistics will be out-

lined in the discussion of the actual experiments.
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3. EX1E1IMENTS

A total of 29 different experiments were performed

with the foregoing equipment over the period of about

two months. These tests were of two different types.

The first type gave statistics of events which served

to characterize the channel in a mathematically concise

manner. The second type investigated situations which

were not explained easily using simple mathematical

characterizations. This chapter is organized into two

sections. The first discusses the characterization

experiments, while the second will deal with methods

of investigating other factors in the channel.

3.1 Characterization

As stated in chapter two, the noise processes which

distort the test waveform are of two main types, additive

Gaussian-like noise and anomalous noise. The Gaussian

noise is more likely to cause errors in the lower energy

test waveforms (smaller values for delta and T). The

anomalous noise (defect gate detected noise), by contrast,

affects all test waveforms of a given duration equally.

Gaussian noise is always present, while anomalous noise

is bursty, only affecting a small portion of the signal.

To aid in the characterization of the channel, we

can conceptually lump all the modulators, sync systems,

and processing into one block called an error generator.

This error generator, shown in figure 15, generates an

. . .
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error sequence, E(n), and a defect sequence, D(n).

Within the scope of this thesis, characterizatioh of

The error generator is equivalent to characterizing

the channel. The characteristics of a well designed

generator model can.be used to design an error correction

system for an actual data storage/retrieval system.

The simplest generator model would make E(n) a

Bernoulli process and make D(n) independent of E(n).

A Bernoulli process is totally characterized by the

per increment probability of being ONE*, i.e. Prob(E(n)=1).

This is simply the probability of error or error rate,

which the error registers can measure by setting Y(n)=

E(n). Figure 16 shows this probability as a function of

clock rate and delta (probability is plotted on a log10

scale, clock rate on a log2 scale). This graph also

includes Prob(D(n)=1), the probability of defects, and

Prob( (E(n)=I) and (IL(n)=1) ), high level signal error

probability. For error rates greater than 10O the;error

curves are similar to those derived theoretically using

the noise power spectrum measured on the disc. These

theoretical error rates are derived in appendix 1 and

shown in figure 17.

This first model for the noise process can be used

* In a Bernoulli process Prob(E(n)) is independent of
E(m) for all min.
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to indicate the disc's data storage capacity. Channels

which are disturbed by Graussian noise alone are well

understood and a large number of formulas exist for eval-

10
uating signal performance on such a channel. Using the

assumption that all errors were caused by Gaussian noise,

one can estimate what noise level caused the error rate.

This noise level determines the maximum data rate of a

signal set constrained to lie between 0 IRE and 100 IRE.

The error probabilities in figure 16 can be used to com-

pute a form of channel capacity in this way. A partial

table of the maximum data rates so derived is shown in

the following table:

Capacity (Mb/s) High

Clock rate 41RE 81RE 12IRE 16IRE Level

3.06MHz. 7.68 7.68 6.18 8.08 5.0

1.53 5.216 4,48 4.18 4,18

0.76 3.432 2.316

0.38 1.964

These values are the maximum information storage capacity

of the VideoDisc in Megabits per second for signals

using the test systemAs waveshapes, clock rates and

detection methods. The number does not include capacity

lost to sync and burst intervals (which would decrease

the capacity by 18%). Each value has a subscript which

indicates how many different levels the waveform assumes
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in the optimum storage system. As an estimate of actual

performance, the 12 IRE signal's calculated capacity is

probably the most reliable. It proposes a multi-level

system with eight levels and an adjacent level separation

of 14 IRE. The delta= 12 1EE signal is a reasonable simu-

lation of this signal.

Below error probabilities of 103, factors other

than Gaussian noise begin to dominate E(n). The high

level error rate, for example, should always be less

than 1io12 if Gaussian noise were the only factor in-

fluencing E(n), In this range the Bernoulli model is

no longer accurate. For these signals a new error gener-

ator model is required.

The next model which might be used keeps D(n) in-

dependent of E(n), but E(n) is now related to E(n+m)

for small m. This generator can be characterized by the

correlation function:

REE(m) = Prob ( E (n)=E (n+m)=1)

The values of this function for T= 1/0,76MHz and delta=

16 IRE are plotted in figure 18.( this particular test

waveform was chosen for illustration because it has a

low error rate and a moderately high clock rate). The

exceedingly high correlation of errors for this waveform

is evident. If the generator were a Bernoulli process

then REE(1) would be REE(0)2 (less than 10-6) This im-

plies that almost all of othe errors occur in bursts.
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The next logical step would bring the defect gate,

D(n), into play. The defect generator correlation

function, RDD(m), is plotted in figure 19. These two

generators are cross-correlated, as shown by the graph

of %E(m) in figure 20.

RDE= Prob( D(n)=E(ntm)=1)

Clock rates of 0.76MHz. add 0.38MHz. are plotted here,

with RDE plotted as a percentage of RDD(0). The delay

from the video filter and delay lines are evident in the

time lag of the cross-correlation peak.

All of these results create a confusing picture of

the error generator. If we define an error burst as a

period in which Prob(E(n)=1) = 1, and assume that the

error rate takes on some constant low value at all other

times, and define a defect burst as a period during which

D(n)=1, then we can deduce several characteristics.

The first concerns the distribution of error burst lengths.

Using only the correlation function at rn=6, REE (6), it

can be shown (see appendix 2) that at least 50% of all

errors (for T= 1/ .76MHz., delta=16 IRE) are part of

bursts of longth nine or greater. The defect correlation

function, on the other hand, guarantees that over 50%

of the defects last less than four cyeles of the 0.76Mhz

data clock. One of two conclusions can be drawn. The

first says that defects affect the test signal's wave-
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form for a period much longer than the actual defect.

The second blames the high error correlation on some

other, unknown, error mechanism, not related to defects.

Further characterizations (higher correlations, etc.)

might have shed some light on the question. This route,

however, would be very indirect. A more direct procedure

would be to hypothesize generators which included specific

mechanisms for the creation of errors. Experiments which

explored critical characteristics of the generators could

be used to eliminate false hypotheses. This is .the method

of experimentation'.used in the next section.

3.2 Investigative Experiments

While the characterization of the channel involved

a wide variety of pulse amplitudes and clock rates, the

investigative experiments concentrated on understanding

details of channel operation for the two most promising

signal waveforms. The first signal is the high level

3.06MHz. clock rate signal. It is the highest data rate

signal which is not affected by Gaussian noise. The

second signal is the delta=12 IRE, 3.06MHz. clock rate

waveform. This signal has almost the same level separa-

tion as an eight level signal set (three bits per sample).

thicht was f oundrtoK Qbe othe optipiiw numberv of levbls.e I

for the Gaussian noise-Bernoulli error sequence model.

The 3.06MHz. high level signal is only affected by

defect noise and the unknown noise source. Experimental
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results showed that the number of errors correlated with

defects made up less than 25% of the total number of

errors; this.number did not have a large variance. The

number of errors caused by the unknown noise was much

larger, and it had a much higher deviation from its mean

value. Observation of the signal on an oscilloscope

suggested that the "unknown noise" problem could be due

to the horizontal sync pulse misfiring. If the system

was badly synchronized then the pseudorandom sequence

would be misaligned for the horizontal period. Like

Barker codes, pseudorandom sequences have an autocorrela-

tion function which is approximately impulsive; mis-

aligned sequences will have a 50% error rate. There-

fore, if horizbntil synchr6nization were the culprit,

errors should occur in clumps of forty (there are 80

high level pulses per horizontal period).

An experiment was designed to test the validity of

this model. The number of lines containing over 28

high- level errors was measured, .as was the ,total, number

of.high level errors.t-The- ratio of the second number

to the first ranged from 43 to 40 with an average of

41. Very strongly implying that this was the cause of

the unknown noise.

Several efforts were made to improve the horizontal

sync pulse's stability, These included putting a faster
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comparator at the timing circuit input, taking the sync

signal directly from the FM demodulator output and using

a phase locked loop to generate an averaged sync pulse.

None of these techniques solved the problem. No matter

what was tried, between 50 and 500 horizontal lines in

each.. two second test generated a sync signal which was

more than 160nsec. away from the proper location. As

the problem could not be overcome using the test system,

an experiment in which the number of errors not caused

by sync could be extracted and estimated was used.

The next experiment measured the number of 89 bit

long disjoint segments in the error sequence which started

with an error (see section 2.3.3 and figure 14). A line

with bad sync would have a 160 bit segment which contained

frequent errors, and would therefore take up two segments.

Every burst of errors caused by a defect would also start

off a new segment, except when it occured immediately

after another error or was coincident with a badly syn-

chronized line (which would be rare). A plot of the

number of high level errors versus the number of seg-

ments is shown in figure 21. Only eight data points

were taken, but these eight points cluster around a

line with a slope of 21 high level errors per segment

and an X intercept of about 250 segments in the two second

test period. As two segments would occur in every badly

synchronized line, the slope of 21 again indicates that
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42 errors occur per badly synchronized line and 250 or

so errors are caused by othersources, which produce

errors in much -shorter bursts.

To find out if these other errors were caused by

defects, a very broad trap was set, counting all high

level errors which occured within seven time increments

after a defect. Three hundred to four hundred defect

correlated high level errors were observed in each test

period, making defects a likely cause for almost all of

the remaining high level errors.

If defects could be considered the major source

of errors, more study of their characteristics was

desirable. Using a setup similar to the 89 bit error

block test, a measure of defect lengths was obtained.

Figure 22 is a plot of the probability that the defect

gate stays on longer than a certain number of micro-

seconds (measured as length in clock pulses). The

ratio of defective bits to defects, or average defect

length, was 2.25 microseconds.

These tests revealed several charactekistics of

the channel. Near the outside of the disc (radius near

5 inches) defects were twice as likely to occur when the

signal offset was near 100 IRE as when the offset was

0 IRE. At smaller radii this effect became more pro-

nounced, the ratio being four or five to one near 3.5".
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Determination that defects were the source of most

errors and rough characterization of that source was the

extent of investigation done on the high level 3.06iMlz.

clock rate signals.

The other waveform, delta=12. IRE and T= 1/ 3.06MHz.,

was studied in a different way. Because most errors were

caused by Gaussian noise for this level separation, cor-

relation functions would not yield interesting data (REE(

was measured and found to be very close to the error rate

squared). This left only three measurable quantities:

variation with disc radius, variation with offset and

intersymbbl interference. Moving from the outside to

the inside of the disc increased the error probability

about 40%. Moving from 0 IRE to 80 IRE did not signif-

icantly change the error probability. The error prob-

ability for the delta=12 IRE waveform was much higher

with a four level test signal than with a two level test

signal. There seemed to be a lower limit to the error

probability of .09 . The large pulses in the four level

signal also affected the delta=16 IRE signali, with the

lowest measured error probability being .05 . These

figures imply that an eight level, 3.06MHz. square pulse

signal may not perform as well as estimated previously.

Because no signal effectively simulated equally spaced

four level signals (delta=32 IRE), the performance of
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this signal set can only be guessed at. Theoretical

error analysis shows that Gaussian. noise shoid cause

an error rate of 1O4 . Defect related errors would also

occur at a rate near 1O4 . Intersymbol interference

would be less severe (how much less is unknown), making

this signal set the one which might yield the highest

data storage capacity.
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4 CONCLUSIONS

The results in this thesis are not as far-reaching

as they might seem. .A brief review of what the exper-

iments have not shown may clarify this issue.

4.1 Limitations

Perhaps the most important limitation on the results

is the fact that only one disc was tested. This statis-

tical sample of one was known to meet several perform-

ance specificitions, but it was not compared directly

with other discs. It cannot be inferred that the error

and defect probabilities found on the disc would be typical,

better, or worse than those found on any other disc. Also,

only one experimental VideoDisc player and stylus were

used; these were known to be functional, hut not neces-

sarily typical.

If we assume that the disc, player and stylus are

typical, then the results obtained from the particular

encoder and decoder used in the experiments represent a

lower bound on what can be done with a storage system.

Many design variables were arbitrarily restricted, making

this far from an exhaustive search for the optimum system.

Other waveforms may have less intersymbol interference.

Different filtering and pre-emphasis might reduce errors.

Another sync system could probably lower the error prob-

ability for large amplitude signals. There are several
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other parameters which might improve the channel per-

formance, but varying them was beyond the. 8copedf -thi s

project.

4.2 Inferences

Itiis the lower bound aspect of the experiments which

gives the most useful inferences. Results of the inves-

tigative experiments imply strongly that a 70 IRE separ-

ation two level,square pulse signal will have an error

rate near 10 4 The capacity in bits per'clock-period-

containingadata is at least .994* . Using the defect gate

signal to indicate when an error is likely might simplify

the decoding hardware, but it could not increase capacity

by more than .0055**. Thus a two level signal is capable

of storing over 2.5 Megabits per second in the video

format. Four or eight level signals may increase this

value. If the problem of intersymbol interference is

solved, up to 5 Megabits per second could be stored on

the disc. It may be that the four level (0 IRE, 33 IRE,

66 IRE, 100 IRE) waveform would be the best choice, but

no concrete evidence is available.

Before this project was begun a preliminary estimate

set the disc storage capacity at 54 billion bits. The

* 5x10'4 was used as an overbound on P(E). The value
given is one minus the entropy of P (E)

** For the erasure channel, C= 1- P(defect gate ON).
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assumption that thirty-two levels could be used reliably

was wrong. Instead of five bits of information per

sample, only one or two can be stored reliably. The use

of a 6 M11z. clock rate, possible in theory, was judged

impractical; a 3.06 M1Iz clock wits used instead. In ad-

dition, the estimate ignored issues of sync and time

base stabilization, which further reduced the capacity

by 20%, leaving a realizable digital data.storage capacity

of over 4.5 gigabits on a half-hour VideoDisc.
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PROCEDUBE 89B1T_ERROR_CLUMPS;

COUNTER =0;

tO N=1 to 32640x195; /* 195 bits per line at 3.06,*/

IF CUUNTER=0 THEN

DO; IF E(N)=1 TIILN DO;

COUNTE1=89;

EVENTS=EVENTS+1;

END;

END;

ELSE COUNTLR=COUNTE-1;

END;

OUTPUT EVENTS;

END;

YES
(M)=1 **DECREMEN4T

Cov"ER-ft-94

N

EVEWS- EVE I

Fgur 14:EX PER \\MEW AL(OR \TH M
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Figure 15: Error Generator. Model of encdcr, VideoDisc,

channel and correlation (etector as a single unit.
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Ai'iENDIX 1. Analysis of error probability in Uaussian
noise.

Computation of noise output energy:

Assume that. the received noise spectrum, SN f '

is a filtered form of a theoretical white Gaussian process,

SO O . N

S W(f)=2

SN(f)= III (f)2xSW(f)

11 (r)= f/fo

Where f and Nf are arbitrary constants, set such that:

The decoder system processes Sn(fL) in two ways. First it

passes it through a low pass filter, 112(f), then it inte-

grates the filter output, performing a filter function,

13(f). Neglecting phase terms,

fP= 3.0MH1 , H1,(O)= I-> dNTY4AIN

wr/.
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Where SET M) is the detected signal's noise power per 1iz.

For the specific test signals recorded, T=

l1/3.6x1O6, 2/3.06x106, 4/3.06x106, and 8/3.06x106 sec .

ithe variance of the detected signal. To determine

when an error occurs on the channel, we must calculate the

mean of the detected signal as well. If we know the-

voltage produced in the detector at t=O (all phase delays

were dropped) due to the transmitted signal (VSIG),

we can determine the probability that the instantaneous

noise voltage will exceed the detected signal at t=O.

If * represents convolution and V is the recordedpam

pulsae rrsignal uwith nheight hnel Vout acuae h

VSI ofthVIetdhzt)4ch3(t)swelIfw io th

-rf."-
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VsTiJS6je - o
.S 2.1T T 6-I

IT T)

Computing this function for data rates;

3.06Mb/s 1.53b5 .76Mb/s .38Mb/s

2 JTMT = ~-T -gnrr ~C -- iur
From tables:12

T
Ca

So we have a Gaussian distribution with meanOC-V0 and vari-

ance 3..n10 N; * The probability that an error occurs is
21TZfF t

the integral of the Gaussian distribution:

As measured on my disc, the signal to noise ratio

for a 140 IRE p-p signal, measured with an ideal 10klIz.

bandwidth filter is 50.5 dB at 500k11z.

Wie

Here is a partial table of 0"6 (where V 0 -- ).
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There is also some additional noise in the system

which is white. This noise was measured at 55.5dB below

the 140 IE p-p signal. (the real value may be higher).
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These values give

I? .3I60
6 .6f
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13the following error rates.

1150. 0 ,'0+60011f?

,1SI

00Z39
Ohs

SOXo
14if x l

.. 97

.iter

Y, 1r 9

2.1viC
tv 1 2

,atxr

-"~V

The noise level measurements were made at the out-

side of the recording. One could expect some increase

in noise for smaller radii.
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APPENDIX 2: Burst length limits from correlation statistics

1) Error burst length lower bound.

The object of this calculation is to find the largest

value of N such that the statement: "Half or more of the

errors are in error bursts of length greater than N" is

still true.

To find N, assume equality in the statement above

and maximize the correlation, %E(k).

Put 50% of the errors in bursts of length N, put all

the rest in one burst (length0e). The correlation for

bursts of length N alone is:

RZ(k) Rce-Q(o) N2C{' t4N

This can be verified by listing all possible bursts of

length N and counting how many times the correlation

function is one. For the long burst:

If ItfEEl(0) 1, then the correlation for linear combinations

of events is the linear combination of the correlations.

R gr k)=)-

fl; K(f&L()S

SN < L L Rer (K

AILEC ON
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Therefore, REE (6)/ REE(O) = .35 implies that N> 9.

Half of all errors are in bursts longer than 9 bits.

2) Defect length upper bound.

Here we are trying to find the smallest N where:

" half or less of the defects are in bursts of length N".

To minimize RDD(k), put all defects by themselves or

in defects of length N.

For defects of length N:

R;D(K) Pbo K9t 0j

If RDD(0)<(1 then:

N ~ S

For k=2, R D(k)/ RDD(O) = .227. So N 4. Half of the

defects last less than four clock pulses at .76MHz. (A

much more accurate distribution is found in the invest>-

gative tests section.)




