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ABSTEA.XT

The minimum cost ship routing system, consisting of a series

of computer programs to prepare the input aata, perform route

optimization and retrieve the expected trajectories was deve-

loped around a stochastic dynamic programming algorithm.

The input environmental data is derived from the directional

wave spectra and other weather products forecasted by the

Fleet Numerical Central of the U.S. Navy. The ship motion

response characteristics are in the form of Response Amplitude

Operators calculated by the M.I.T. 5-D ship motion program

developed at the Department of Ocean Engineering.

The routing optimization program implemented on an IBM 370/168

computer at the Information Processing Center requires 170 K

core region and 2.5 CPU minutes which amounts to $40 per run

at M.I.T. price for a typical Trans-Atlantic voyage. By incor-

porating a modified open-loop control strategy to update

the recommended route several times during a voyage, the

system is economically feasible if 1% of the fuel cost saving
can be realized.

The algorithm has retained enough flexibility for carrying
out sensitivity studies on the feasible state space discre-

tization. Ways and means for model calibration under real

operating conditions are outlined. Test and evaluation

methods are also recommended for future real-time implemen-
tation.
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ABSTRACT

This thesis summarizes an approach to the problem of mini-

mum cost ship routing under uncertainty. The problem is

essentially treated as a multi-stage stochastic dynamic

control process under the constraint of ship operational

requirements, probablistic ocean environmental conditions

and ship dynamic response characteristics in seaways. A

stochastic dynamic programming algorithm was developed

to compute the ship's trajectory and its corresponding

power output and heading based on the minimization of the

expected total voyage cost.

The ship routing system consists of a series of computer

programs to prepare the input data, perform optimization

and retrieve the expected ship trajectories. The input

environmental data is derived from the directional wave

spectra and other weather products forecasted by the Fleet

Numerical Weather Central of the U.S. Navy. The ship

motion response characteristics are in the form of Response

Amplitude Operator calculated by the MIT 5-D ship motion

program developed at the Department of Ocean Engineering.

The routing optimization program developed on an IBM 370/168

computer at the Information Processing Center requires 170 K

core region and 2.5 minutes of CPU time which amounts to

$40 per run for a typical Trans-Atlantic voyage at M.I.T.

price. By incorporating a modified open-loop control strategy

to update the recommended route several times during a voyage,

the system is economically feasible if 1% of the fuel saving

can be realized.

The algorithm has retained enough flexibility for carrying

out sensitivity studies on the feasible state space discre-

tization. Ways and means for model calibration under real

operating conditions are outlined. Test and evaluation methods

are also recommended for future real-time implementation.
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Chapter 1

INTRODUCTION

1.1 BACKGROUND

Historically, the concept of ship weather routing has been

practiced for a long time. Navigators and explorers who had

sailed a particular route would select a track on the basis of

the expected weather pattern rather than following standard or

seasonal tracks. The first weather routed vayage could con-

ceivably be dated back to the fourteenth century when Henry the

Navigator learned how to benefit from the Trade Winds. He led

his fleet to the equator while trying to find a way around the

Cape into the Indian Ocean in order to oust the Venetians and

Arabs from their lucrative trading position in that area.

Over the past decade, there have been some advances in

the state-of-the-art of ship weather routing. Various manual

and computer aided weather routing methods have been practiced

and some of them are commercially available at the present.

These methods* usually work on the principle of minimum time

of transit and storm avoidance, rely largely on human exper-

iences and empirical data to derive the best ship trajectories

with the limited available resources. Even though some of the

models tend to be simplistic and do not guarantee the optimal

track, the strategic and economic advantages of ship routing

are okviously recognized and confirmed by the large number of

ship operators who subscribe to the services.

More recently, there are several major advances in the field

of ocean wave forecasting, naval architecture and shipboard

 ¥* For an excellent review of the history and recent development

of weather routing techniques please refer to James' paper,
Ref. [1]. The reference list starts on page

-10-



instrumentation which have enabled us to realistically and

accurately predict the ship speedkeeping and seakeeping per-

formance at sea. Specifically, the sophisticated Spectral

Ocean Wave Model (SOWM) developed by the U.S. Navy's Fleet

Numerical Weather Central (FNWC) forecasts ocean wave spectra

at 12 hour intervals up to 72 hours. The forecasted direc-

tional wave spectra in fifteen frequency bands and twelve

directions are now available on a regular basis for the major

oceans in the world [2].

In parallel to this major development, the studies sponsored

by the U.S. Maritime Administration (MARAD) on seakeeping

performance of ship carried out by the Massachusetts Institute

of Technology (M.I.T.) has resulted in the successful development

of a computer program to predict ship motion responses and sea-

keeping characteristics at sea [3]. For a given ship geometry,

the program can predict the magnitude of bending moment,

absolute or relative motion, velocity and acceleration in five

degrees of freedom plus the added resistance in head seas, in

long crested regular sea as well as in irreqular seas described

by their wave spectra.

In view of these major developments, it is believed that

further advances in ship routing techniques are possilbe.

In particular, it is hoped to develop a powerful ship rout-

ing algorithm which will account for the stochastic varia-

tions in the forecasted environment and be adaptable to

satisfy a variety of pre-selected ship motion criteria and

set functions related to ship's safety and operation at sea.

-]l]-



1.2 SHIP ROUTING AS AN OPTIMIZATION PROBLEM

When a ship sails in the open seas, it encounters various

environmental disturbances such as wind, wave, current, ice

fog, etc. which will effect its safety and operating performance.

For the merchant marine, this results in changes of ship

operating economy ,while for military application, it changes

the vessels tactical effectiveness.

Ship routing is concerned with the choice of the most suitable

strategic trajectory or route and the corresponding control

options from the voyage origin to destination so that a

desired objective function or performance index is optimized.

In the modern commercial ship operation, the following is a

list of criteria that are most commonly used:

Ship safety

Prevention of damage to hull, cargo, deck equipment, etc.

Economy in navigation, e.g. Minimum cost, transit time,etc.

Crew/passenger comfort

Maintenance of fleet schedule

1.

Other criteria in logistics of interests to military operations

may include:

1.

2.

3.

4 .

Minimum probability of detection

Minimum time of intercept

Maximum combat effectiveness

Optimum search and rescue effectiveness

In practice, more than one of the above criteria are relevant,

as a result, we have to select the most suitable one as our

objective function to be optimized while the other criteria

would serve as system constraints in our optimization problem.

-]12-



In commercial applications, usually, the most important

objective function for the ship routing problem is to

minimize the total voyage cost. The voyage cost may consists

of two parts, operating cost (mainly fuel cost) and terminal

cost (cost of delay at the destination). The system constraints

in this case relate to ship motion seakeeping criteria which

ensures crew/passenger comfort and avoids cargo ship damages.

From this viewpoint, the problem is to find the ship route

and the corresponding controls such that the total voyage

cost is minimized while all the constraints on the ship

motion limits are satisfied.

1.3 NEED FOR A REALISTIC ROUTING ALGORITHM

The major part of research and development in mathematical

ship routing has been performed in the United States by the

U.S. Navy (at the Naval Post-graduate School in Monterey,

California) [4,5,6,7,8], and the Fleet Numerical Weather

Central [9]. Commercial services based on manual or semi-

manual routing methods are also available from Oceanroutes

[10], Bendix[11l] and other routing companies.

Considerable amount of work has similarly been done abroad..

Fugitsu Company, Ltd. of Japan [12] has developed an onboard

Optimum Ship Route Setting System complete with hardware.

With the help of French Bureau Veritas, Empresa Nacional

Elcano, also equipped one of its ships with a system for route

optimization [13]. In Britian, a team of scientists and

engineers is working on Weather Routing of Ships in the North

Atlantic [14]. On the software side, two major studies were

cited; one by a Dutch engineer, deWit [15], and the other by

an Italian, Zoppoli [16].

-] 3



Table 1.3-1

COMPARISON OF SOLUTION METHODS FOR OPTIMUM SHIP ROUTING PROBLEM

CLASS

rT

q

ITI

re

METHOD

Mathematical

Heuristics

Variational
calculus 2nd

derivative
methods

lst Derivative

Methods

Scatter-gunning
extremals

Dynamic
Programming

HANDLING OBJECTIVE EXTENSION TO COMPUTATION

CONSTRAINTS FUNCTION STOCHASTIC MODEL REQUIREMENTS

As pa

method

dia

of the Minimum

time only
Lack of mathemati~-

cal prooi
Minimal, should
be completed
with graphic

display

Sometimes conver-

gence problem ;

particularly when
there are high

seas which vary

rapidly with time

Imbeddedin the speed Minimum time
function then use

feasible direction
search

Stochastic prog-

ramming techniques
available but the

complexity of
mathematics puts
restriction on the

objective function
and type of
constraints

As above or use

penalty function
Minimum time

or simple

cost function

Slow convergence

require substan-
tial CPU time.

Feasible direction

search and inter-

polation

Checked directly

Minimum time

only

Same as above Faster convergenc

Any function-
al that can be

decomposed into
a multi-stage

form

Basic recursion

functional form

remains the same

for Expected value

decision making.

May require sub-
stantial CPU time
if full model is

desired



Generally speaking, the methods that have been developed so

far can be classified into four categories . Table 1.3-1

shows the comparisonofvarioussolution methods for the

ship routing problem. At present, all the models are

deterministic which may be unrealistic in view of the un-

certainties in the wind and wave conditions along the route.

Furthermore, because of the difficulties in handling complex

functional forms, the models has been restricted to the

minimization of transit time rather than that of cost, thus

completely ignoring the real tactical and economic reasons

for ship routing from an operator's point of view.

1.4 OUTLINE OF THE THESIS

An algorithm for solving the stochastic minimum cost ship

routing is described in this thesis. In chapter 2, the

problem is formulated as a dynamic program or a multi-stage

decision process. The deterministic and stochastic equations

are then derived and their properties are discussed in the

context of overall uncertainties and accuracies of the input

data. Based on the discussions, a closed open-loop control

stragegy was adopted for the proposed ship routing system.

Finally, sensitivity studies in state space discretization

were performed on a Trans-Atlantic voyage using simulated

data, their implications on computing cost, solution

accuracy and overall uncertainty are also presented in the

section on model calibration.

Chapters 3 and 4 treat the two major required input data

sources in detail. First, various Dynamic Ocean Environmental

Conditions which have significant effects on ship performance

are outlined and their final level of detials as well as

the suitable data format for the routing model are recommended.

~185~



Following the specification of the input environmental para-

meters, a methodology for analyzing the ship seakeeping,

speedkeeping characteristics is proposed.

A summary of available seakeeping criteria recommended for

commercial operation is also presented and their lack of causal

contents to ship, cargo, damages are discussed. It is hoped

that with the help of onboard ship instrumentation, a set of

new seakeeping statistics will be developed in the future

to realistically reflect a ship operator's criteria for

voluntary speed reduction.

Finally, a computerized Ship Routing System is proposed in

Chapter 5 with a complete systems programming structure

and data management consideration. Based on the preliminary

experiences of running the model, Chapter 6 contains a con-

clusion and recommendations for a three step test and

evaluation procedure before future real-time implementation.

&lt;1 Bw



CHAPTER 2

A DYNAMIC PROGRAMMING APPROACH TO

SHIP ROUTING PROBLEM

2.1 PROBLEM FORMULATION

2.1.1 PROBLEM STATEMENT

The kinematics of a ship sailing in the ocean can be basic-

ally described in terms of its position as time progresses.

The ship's position as specified by the longitude X and

latitude Y plus the time T determines the ship's trajectory

in a ship routing problem. To completely describe the ship

system, however, we need to introduce the dynamic responses

of a ship in a seaway. They are introduced into the system

by a control vector, U specifying the ship's heading { and the

power output P, plus a generalized ship motion seakeeping

constraint vector M.

It follows therefore, the evolution or DYNAMICS of the system

can be expressed in a general functional form as:

( K,Y,T ) = £( X',Y'.T'.U.M )

ceese(2.1)

where T'= T - AT, Or in words: The ship would arrive at

the present position X,Y, and present time T if controls 0

were applied AT units of time ago, provided that during the

transition ship motion did not exceed the limit M.

Thus the minimum cost ship routing problem can be simply

expressed in mathematical terms as:

~17



Minimize :

Y( pe YT ) =

T

[ ol X,Y, U,M,7t]dTt +8 Xr Yn T ]

T._.

for all possible time of arrival T

 (2.2)

where,

Ty = starting time

+ = dummy variable for integration

ao = scaler functional for cost per unit time before

arrival

vector functional for cost of arrival at various

time T

Xnr Yn = coordinates of the destination

The optimization problem can now be stated as following:

Given:

Find:

1. An initial ship position specified by its longi-

tude and latitude, and initial time Toi

Constraints on inadmissible areas such as land

mass, shallow water, navigation hazards, etc:

on 2amissible controls Poin &lt; P &lt; Pax and
0 &lt; ¢ &lt; 360; and on admissible ship motion

seakeeping limits;
A function describing the ship's transition from

one position to another, i.e., eq. (2.1);

Afhoperating cost function g, and a terminal

cost function g

?

3

4

The ship trajectory or route which comprised of

( X,Y,T )y for k = 1,2,...N and the corresponding

controls Up so that the total voyage cost is mini-

mized, while all the constraints on admissibility

are satisfied.

-71 R~



2.1.2 CHOICE OF STAGE VARIABLE

Let us now see the problem graphically. Fig. 2.1-1 shows

a grid covering a band along a typical Trans-Atlantic

great circle route. The vertical and horizontal axis des-

cribe the increments in latitude and longitude respectively.

The other dimension, time, is not shown here, but one can

picture similar grids staged on top of another representing

different time increments. Our mission is then to find the

ship trajectory which comprised of a set of feasible grid

points linking origin to destination through time and posi-

tion so that the sum of operating cost and terminal cost

is minimized.

To solve the ship routing problem via dynamic programming

approach [20], we have to formulate the problem as a multi-

stage decision problem. There are clearly two choices of

stage variable, time and a measure of progress of the voyage.

Both of them are monotonically increasing and would lead

to the derivation of a recursive computation procedure

which can be implemented on a digital computer. However,

the recursion equations do have some distinct differences

regarding the limitation and interpretation of the control

policies in the respective feasible state spaces and the

resulting computation efficiency.

Let us first consider the choice of time as the stage

variable. This has been often used in solving many classi-

cal optimal control problems via the dynamic programming

approach. [22,77] The choice is a logical one when obser-

vations or control thanges in the system are limited at

regualr intervals and the performance of the system is

state dependent (eg. chemical plants).

~10-
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For the ship routing problem, however, the situation is quite

different. First of all, we do not have the problem of

limited state observations or control modifications. In fact,

with modern navigation equipments and powerful ship control

devices, the state of the system can be continuously moni-

tored and changed if necessary. Secondly, recalling eq. (2.2)

the operating cost is only dependent on the controls U and

dT, the length of time during whichUwere executed, but

explicitly independent of the state ( X,Y ) until the ship

reaches its destination, ( Xp Y, ) as a boundary condition.

This property of our problem unfortunately leads to serious

consequences in the required computation efforts to solve

the recursion equation.

Since the operating cost cannot be explicitly expressed as

function of the state variables (i.e. ship's position X,Y),

it creates serious difficulties and ambiguity in interpola-

ting the optimal value function between the discrete grid

points. In other words, we have no way of finding how the

optimal value function would behave over a large area rep-

resented by a grid point. As a result, we may be forced to

use a finer grid system and assume the optimal value function

remains constant over a representative area of each indiv-

dual grid point.

To get a rough estimate of the required computation effort,

let us consider a typical Trans-Atlantic voyage of around

3,500 nautical miles by a 20 knot ship which takes less

than 200 hours of voyage time. If we make the stage

variable at a 2 hour interval, the feasible state space

has 100 stages. At each stage, the area of interests is

again described by a grid covering a bound, say, 500 nauti-

cal miles across the great circle route. Suppose, we use

91-



a grid system so that each grid point represents a 20 x 20

square miles area or require less than 1 hour to sail from

one boundary to another, then the total number of states

would add up to 200,000. At each state, if 15 sets of

control options (5 heading times 3 power settings) are

applied, it would result in a total of 3 million calculations.

Suppose each calculation requires 100 computer operations

Or approximately 10”4 CPU seconds, then to solve the deter-

ministic ship routing problem, it would require about 5

minutes of CPU time.

As far as the core memory requirements are concerned, it has

not yet caused any problem. The main obstacle seems to be

the excessive computation burden, expecially if we extend

it to the stochastic ship routing problem. It seems, there-

fore, that the multi-stage decision problem formulation using

time as the stage variable would not yield fruitful results

for our stochastic ship routing problem.

The next choice of the stage variable is a measure of the

voyage progress. This choice is perhaps more subtle since

it is not explicitly defined. Let us again refer to the

grid system in fig. 2.1-1l. Suppose, we let the changes

in the X direction (i.e. longitude) be considered as a

measure of the voyage progress and we allow transitions

to be taking place from one longitude to another, then we

have in effect defined the latitude Y and time T as state

variables. More generally, we may use the incremental dis-

tances in the general direction of travel (e.g. using the

great circle route as a reference) as the stage variable

and the incremental distance perpendicular to the reference

route together with time as state variables.

lhe number of grid points increases from stage to stage

as the voyage progresses. On the average, the feasible state

space per stage is half the size of the entire area.

Ty
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Again, we have formulated the ship routing process as a

multi-stage decision problem as shown in figure 2.1-2.

Notice that we now have a more restrictive problem for-

mulation than the previous one. First of all, by predefin-

ing the allowable transitions, we can not specify the headings

explicitly. Since the ship's headings are determined by

the grid point spacings DX and DY from one stage to another

and the number of such transitions allowedt the level of

ship's power output becomes the only explicitly defined

control variable. In comparison, the previous formulation

allows any combination of power and heading as control polices.

In practice, this limitation on allowable transitions means

that the ship will travel in a forward direction. No

matter how severe the sea condition is, it will not turn

back and attempt to run away from the storm, except to

reduce speed and maintain steerage (i.e. directional con-

trolability). Such policy has traditionally been taken

and is believed to be effective from past experiences.

Secondly, since the ship trajectory is now comprised of a

sequence of predefined grid points rather than the dis-

cretized longitudes and latitudes in the feasible state

space, the formulation further requires the system to be

perfectly controlable in the transition between grid points.

In other words, with the continuous dead-reckoning of its

track by modern navigation equipments and the ability of

feedback control modifications by the onboard crew, a modern

ship with powerful control devices should be able to reach

the next grid point sooner or later.

1: rectangular coordinate system, AY = tan”! (DY/DX) .
Under normal operating conditions, the maximum course

, Changing is less than 35° from ship's original heading.

‘Private communication with Captain A. Fiore, head of Nautical

Science department, U.S. Merchant Marine Academy, Kings Point.

72



orick

Or "es

pd oO

hid)

[0

age = ug

DY

DY

reference route

3

SX
7 nestination

OO”

~

~

\
wu- 0 hon

\

allowable transitions

indicated by the arrows

o

\'¢ &gt; 0 O J

\,  NN 7

Stages 1 /]
&gt; 1 + 3

Fig. 2.1-2 Ship routing as a multi-stage decision problem using

predefined grid system.

4

jogt 3



On the positive side, by defining arrival time at a grid

point as a state variable,wehaveeffectively removed

the ambiguity and difficulty of interpolating the op-

timal value function in the feasible state space. Since

both of our cost functions (operating cost as well as

terminal cost function) are time dependent with ship

positions appearing only in the state transition equation

(2.1), a simple one dimensional interpolation scheme in the

time domain would be sufficient to determine the optimal

value function between the discretized time intervals at

each grid point.

More importantly, since we can generate different grid system

by using different values of the spacings DX and DY, sensi-

tivity studies can be performed to calibrate the routing

algorithm. For example, the size of DX determines the

total number of stages or decision points to change controls

in order to ensure the cost minimization during a voyage.

Together with DY, they also determine the number of control

options and magnitude of course diversion to ensure a

smooth trajectory. Obviously both DX and DY as well as the

time step will have major effects on the accuracy of the

solution which will be investigated later.

To repeat, with the second choice of Ehe Sedge variable,

we have defined:

STAGE variable: i = A monotonically increasing integer

variable related to the headway and

consistent with the set of allowable

forward transitions at each stage.
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STATE Variable:

CONTROL Variable:

CONSTRAINTS:

X = (G,t), where G denotes the navigational

coordinates of a grid point on a predefined

grid system; t is a quantized state vari-

able for time.

0 = (y,P) where §y now becomes a

set of allowable forward transitions

between present state and the states

in next stage; P is a set of dis-

cretized power output.

M =A generalized ship motion and

seakeeping index same as before.

OBJECTIVE FUNCTION: Minimize the total voyage cost

N
&amp; -&gt; -&gt; -&gt;

ciX, N+1) = Io XD), Ui), M1 + BIXg,,]

2 3)

Subject to constraints:

X €X_(i)a (1

=p &gt;
c .

U u, (1)

Moe M_(i)

Within the predefined grid system

Allowable transitions between grids

Allowable motion

2. 2 SOLUTION ALGORITHM

2.2.1 DETERMINISTIC DYNAMIC PROGRAMMING RECURSION EQUATION

Having formulated the ship routing problem as a dynamic pro-

gramming Problem, we are now in a position to derive the re-

cursive computation procedure for finding the optimum solu-

tion based on Bellman's Principle of Optimality

26 --



Recall that equation (2.3) our objective is to minimize the

total voyage cost.

N &gt; &gt; = -

X,N+1) =&gt; BM] +B {Xygiq)

Where the first term represents the

second represents the terminal cost.

operating cost and the

Let us define the minimum cost function

Ne

~
Se

N

, k) = Min {I o,[X,0,M]}
0 (k)i=k

y9 k=N,N-1. - .- ody 2,1

aaoa (2.4)

can also rawrite the oD 3ion as the following:

Ne

ho K Rey
: N

Min vn [X,0,M]+ I a, [X,0,HM]}.
Uk) k i=k+1

According to the Principle of Optimality, the minimization

operation can be split into two parts. One involving the

present stage k, the other over the remaining stages k+l,

k+2 ® ® e eo -N

-&gt; _ Min Min &gt; N

CX, k) = Fk) O(i) (ofX,TU,M+2 a, (X,0,0)
i=k+1.  .N i=k+1

It can be seen that the first tern in the brackets depends

only on U (k) and not on any other 0(i), i=k+l....N. There-

fore, the minimization over U(i) for i&lt;k has no effect on

this term

-27—



Min Min +&gt; &gt; &gt; _ Min we we

Gk) Oi) [XO MOY = gi leg (X,U,M))

For the second term, on the other hand, it does not explicitly

depend on U(x). It is only related to U (kx) through the

state transition Dynamics of eq. (2.1).

&gt; +&gt; &gt; &gt;

SY = £, (X,U,M,k)

Therefore it reduces to-

. N

Min {x a. (X,0,M))
uli) i=k+1l 1
i=k+1...N

But this is exactly the definition of our minimum cost function

for C(X,k+1). Hence, we have derived the recursive relation-

ship which enables us to find the minimum cost function at

the present stage based on the minimum cost function derived

at one stage ago.

. -»

x,k)= ve (a, [X,T,M]+C(X,k+1))
a

ees (2.5)

k=N,N-1. ® «2,1

To carry out the computation of the optimal value function

c(X,k), we must also prescribe a boundary condition at N+1

and that is our terminal cost function on arrival at the

destination.

&gt; &gt;

C(Xc,N+1) = B (Xe, N+1) {2.6)

By using equations (2.5) and (2.6), the minimum cost from

any state defined by the grid point as well as time of arri-

val to the final destination can be calculated by stepping

backwards stage by stage to the original position and star-

ting time. Once the entire optimal value function has been

evaluated, the minimum cost route and its corresponding con-

trols at each stage can be easily traced out by going forward.

~97R.



2.2.2 EXTENSION TO STOCHASTIC SHIP ROUTING MODEL

The stochastic routing model is a direct extension to the

deterministic model presented in the previous sections. The

major difference is that it takes into account some of the un-

certainties in ocean environment forecasting and hence the

resulting probablistic travel time. Since our objective

is to minimize the total operating cost plus a terminal

cost,both of which is a function of time, the stochastic

variation of the forecasted environment and the resulting

distribution of time may significantly effect the choice

of optimal control policies as compared with deterministic

models.

In order to introduce the stochastic variation of ocean en-

vironment into the model, let us assume that the seaway may

be characterized by a random vector R, where R is defined as

a set of parameters which will sufficiently describe the sea

severity in which the ship is operating The state vector X

(position as well as time) thus becomes a random vector as a

function of R and a given set of control u.

The resulting stochastic variations in the state variables

have also changed our objective function which is no longer

the minimization of deterministic costs. There are several

types of decision criteria which can be incorporated in

Dynamic Programming algorithm without expanding the state

lpor example, the parameters may be significant wave height,

peak frequency which are often used to fit a two parameter

spectra;plus a predominant wave direction. More detailed

representation is possible at the expense of more computing
affort.
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space . They are the expected value and constant risk aver-

sion decision making. Both these decision rules are of

interest to us in the stochastic ship routing problem. The

former assumes that the ship-owner is an Expected Value

Decision Maker who would like to minimize his total voyage cost

'on the average', see Ref. [23] whereas the latter takes

account of his risk preference behavior and requires the

calibration of his utility function in an exponential form.+

The general recursion equation has been developed for this

type of problem, see reference [24].

For the purpose of our study, we will use the former decision

rule. i.e. to minimize the expected value of the total

voyage cost over the probability distribution of R at all

stages i = 1,2...N. state j =1, 2......

”s

&gt;

N

“k) = Min BE [Zo (Xx, G0, M)]
U Rj; i=k J

(2.7)

To derive the stochastic recursion equation, it is necessary

to assume that the state of the system (grid position as

well as the time in getting there) at any stage depends

only on the state of the system at the previous stage and on

known probabilities. This is essentially a first degree de-

pendence property similar to the first order, time invariant

Markov Process, Ref. [25]. In which case the probability

distribution of X. is given by P. (X., X. ) 1 =1,2....N.
i ii i+l

Each degree of dependence adds another state variable and

makes the recursion equation more unwieldly. For our ship

routing problem involving many states it seems suitable to

use the first order model which does not increase the

original state space in the deterministic model.

Lhe linearity of expected value operation and the separable

property of the constant risk aversion allows us to retain

the original state space.
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The first order model assumes that the random variables Ry

are independent from one stage to another. Under this assump-

tion, the joint probability density function P(Ry,Ry...Ry)

can be written as the product of the individual probability

density functions.

+
D | -  . Ry] = P(R,)P(R,) ceo PRY) ceee (2.8)

The dynamics which describe the state tranc.tion become in

this case:

¥ &gt; &gt; D&gt; a

esq = Ei [X,U/MR,] 9)

Notice that it is no longer possible to minimize the original

deterministic cost function, because the present state X,

and the controls from thereon Uj, keen do not completely

specify the future states Xs k+1&lt;j&lt;N but instead determines

only the probability distribution of these states. The

objective function in this case has to become the minimiza-

tion of the expected value of the total voyage cost as

specified in the equation (2.7).

More importantly, the first order model also implies that

our control algorithm is a non-adaptive one. This is a so

called "open-loop" control stragegy which determines the

entire ship trajectory based on the forecast environmental

condition Ry 2... N+1° Any observation: of the sea severity

during a voyage after deriving the minimum cost control

policies will not change the probabilistic distribution of

future states or their corresponding controls and minimum

expected costs. The use of the observed sea severity and

_



and system responses can only be made at the next update of

the entire optimal value function using the most recent

information of the actual ship position, time and the re-

vised forecasts of environmental conditions. The "continuous"

update of the "open-loop" control stragegy is sometimes called

a Closed Open-Loop Control. Fig. 2.2-1 shows a flow chart of

this kind of strategy.

The derivation of stochastic recursion equation follows very

similiarly as in the deterministic case. First, let us

define the expected minimum cost function:

7 X,k) =1

N

Min { [Z a. (X..,0,M F..)1)
O(i) £, j=x * J Tid
i=k...N J

i=k...N

i=1...M
. (2.10)

Since the probability density function of R, is independent

from one stage to another we may rewrite the expression..

- | N

c(X,k)=Min {E * E [ a (X,.,0,M,R .)+ I a. (X:.,0,M,R..)]]}
&gt;. kkq kj" ._ i713 ij
Uu((i) Ry R. . i=k+1

i=k..n J [1]
°c i=k+l1l..N

i=1,...M

Since the expectation is a linear operator and also the in-

dependence assumptions in equation (3.5), it may be carried

out inside the bracket term by term. By applying the

Principle of Optimality to the minimum expected cost function,

and proceed very much as in the deterministic case except

the deterministic cost becomes the expected cost. We may

derive the stochastic recursion equation as the following:

= ] &gt; &gt; &gt; &gt; A

C(X,k) = Min E [oy (X,U,M,R)+C (X,k+1)]
u. R, .3

 a. 2.11)
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Fig.2.2-1 Closed Open-Loop Control Strategy

for minimum cost ship routing under uncertainty
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The computation procedure is very similar to that of the

deterministic model. The random vector R is quanterized with

corresponding discrete probability densities

P(r ,), £=1,2,3...1; ¥ p€ R, then the expected value operation

is just a simple summation:

v
)

la, (X,0,4,R) + C(X,k+1)]

L, &gt; &gt; ~

Eo opl(ry) - [o, (X,0,M,r)) + cX(ry)),k+1)] .... (2.12)
i=1

Once this quantity has been computed for each state and contrel,

the procedure is exactly the same as in the deterministic case.

It can be seen that the introduction of stochastic variation in

the system increases the computation effort by a factor of L

if we were using only one wave parameter, e.g. wave height, as

a random variable; not increasing the original feasible state

space.

To rewrite the stochastic equation more exvlicity we have:

C (
G

1

G TG

» k) = Min {E [oy( ¢ » U.M.R,) + C( | » k+1)

- . {( 2.13)

1)

By assuming the ship's controls are powerful, G is no longer

a random variable, only ty has a probability distribution_

depending on the stochastic sea severity Ry 5 and the deter-

ministic quantities of G,U,M. However, Ry 5 itself is time

dependent and to a certain extent on Th To properly de-

rive the probability density function of ts therefore, would

involve as many simultaneous equations as the number of

possible tys at every grid point. Obviously, such large com-

putational undertaking would not be permitted for the size

of our problen.

 - 24



In order to carry out the expected value operation in the

recursion equation and solve our optimization problem, we

propose a method to derive an approximated probability

density function using the expected value of arrival time ts.

Recall that the major difficulty encountered in deriving the

probability density function of ty was because of its inter-

dependence with Rese In the deterministic case, obviously,

we do not have the problem at all. Since the environ-

mental condition is known for certain, there is a one to

one correspondence of the environment and t. for a given

set of G,U and M. Now, let us bear in mind’that the deter-

ministic model is just a degenerated case of our stochastic

model with known state transition probability of unity.

Suppose we could relax this unit probability and assume that

the variance assocoated with ts is small in the real stochastic

environment, then we may be able to replace the random state

variable ty by its expected value ty thus avoiding the
solution of large sets of simultaneous equations. (for mathe-

matical justification see APPENDICES A).

In practice, to make the variance associate with ty small,

it is necessary to reduce the required transition time be-

tween grid points or increase the number of stages’

Thus, we have finally derived the approximated recursion

equation for the stochastic minimum cost ship routing

problem.

kK) « Mn Eo S ~
 PT 0m) RM Er UM) + CL

..a-(2.14)

lyere we assume that with the onboard feedback of the

actual arrival time, the variance does not propagate

from one stage to another.
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By using the above recursion equation and the boundary con-

ditions in eq. (2.6), the entire optimal value function can

be evaluated in a manner similar to the deterministic case.

However, since it is no longer possible to calculate the

state transitions deterministically due to the stochastic

variations of random environment, the derived control

policy based on the expected cost is itself stochastic

except for the first set of controls after the stochastic

state variable__time of arrival at the grid point becomes

known. The remaining control decisions obtained from the

recursion equation cannot be expressed deterministically in

terms of state variables until the stochastic states that

proceeds them are revealed. In other words, there is no

optimal trajectory as such in the stochastic model. The

closest analogy to the optimal trajectory in the determinis-

tic model is the track based on the expected state values.

The practical implication is therefore to retain the entire

optimal value function on a direct access disc file. The

recommended control policies (heading and power output) are

only revealed one at a time as the ship's actual progress

have been identified. In our non-adaptive control algorithm,

the optimal value function at all the states and the corres-

ponding controls are retained until the next update with the

new forecasted environmental conditions.

23 CALIBRATION OF THE STOCHASTIC MODEL

During the development of the stochastic ship routing

algorthm, various simplification and assumptions have been

made in order to make the problem solvable. Let us now see

to what extent can these approaches be realistically used

in reducing the computation effort and more importantly,

what are their effects on the accuracy of the final solution.
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To calibrate the model, the algorithm was programmed and

sensitivity studies were carried out using simulated input

data resembling a Trans-Atlantic voyage by a LASH ship.

The ocean environmental: conditions (only wave, height,

and direction) were generated by a computer program. The

following are some major results from the investigation.

l. Feasible State Space Reduction

A grid system was constructed covering a band of approximately

3,300 x 450 nautical miles along the great circle route

from the strait of Gibraltar to Charleston U.S.A. See fig.

2.1-1. The width of the band should be a function of the

length of the voyage and the expected wave conditions. If

a widespread storm is expected during the voyage, it is

necessary to increase the width of the band in order to

include more alternatives for course diversion. On the

other hand, when the voyage is short or the sea is rela-

-tively calm, then the band width may be reduced to save

computation cost.

In the time domain, the same principle for state space re-

duction can be applied. By using the expected maximum and mini-

mum ship speed along the voyage, the earliest and latest arrival

time at a certain grid point can be calculated as a function of

the distance from the origin. Figure 2.3-1 shows an example -

of the heuristically defined feasible time intervals as a func-

tion of voyage distance and max/min ship speed. Notice that

the required time interval increases rapidly for the low ship

speeds and the long voyage distances. Thus requiring more

computing effort.

This set of heuristically generated bounds on feasible time

of arrival at a certain grid point should be consistent with

the available power output options and expected sea severity.
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Theorectically, there is always a possibility of arriving

at the grid point later than the "latest time" due to the

non-zero probabilities of extremely severe sea conditions.

To ensure the bounds are large enough, a penalty method

approach derived in APPENDIX B was carried out. Essentially,

we impose a high penalty cost whenever the bound is ex-

ceeded in a single transition. In effect, by imposing a

large penalty cost for the states that have non-zero

probability of going outside the bounds, the algorithm

will automatically force the controls of the previous

stages to stay away from this state because of the poten-

tial High cost. However, due to the nature of the re-

cursion equation, if the effect of the penalty did not

diminish quickly and change a large part of the optimal

value function, and hence the corresponding control policies,

then it will introduce substantial errcrin the final

solution. To check whether the bounds are large enough,

we have derived the following set of necessary conditions:

1

ii.

The probability E,,, of starting from an admissible

state and ending outside the bounds after apply-

ing n successive control is small.

The expected value of penalty i.e. P.,~M is also

small for sufficiently large penalty M.

In our test runs, we have allowed a time interval of 12 hours

either earlier or later than the scheduled departure time.

The extra computation effort was to make sure that the ex-

pected trajectory would stay within the bound as well as to

facilitate sensitivity study of ship scheduling from the

management point of view.

- 20



2. The Effect of Discretization in the Time Domain

Having defined the feasible state space by a band along

the nominal track and a suitable time interval, the next

step is to investigate the effect of different size of

time steps (DT) in discretization of the state variable,

time. Figure 2.3-2 shows a plot of the optimal value

function along the great circle route at various time

relative to the original departure schedule. The time

bounds corresponding to the ones in Fig. 2.3-1 were set

from -12 hours to +12 hours at the origin of the voyage

and from 162 hours to 215 hours at the destination. Using

the terminal cost function as derived in APPENDIX F, the

optimal value function was evaluated for both the problems

with 25 times steps’ and 50 time steps. The doubling of

the size of DT at this level did not introduce substantial

changes in the optimal function as shown in Figure 2.3-3.

This is perhpas due to the relatively smooth nature of the

input terminal cost function and a slow moving storm sys-

tem. Thus for a discontinuous terminal cost function or

relatively fast moving storm system, it may be necessary to

reduce the size of the time steps in order to closely appro-

ximate the optimal value function.

From the computation point of view, doubling the number of

time steps would nearly double the required computation

effort and core storage for the same problem. Evidently,

the suitable choice of the discretization in the time domain

will be one of the issues under actual implementation con-

ditions when the ability to provide detailed forecasts.

computer hardware availability etc. are taken into considera-

-ion.

lror our test runs, the time step size varies from 2.4 hours

at the destination to 1.0 hour at the beginning of the voyage.
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During the execution of the recursion equations, a large

penalty cost of two orders of magnitude larger than the

actual cost was imposed on the states which may have non-

zero probability of going out of bounds in a single tran-

sition. The optimal value function was calculated with and

without the expected penalty. The difference between the

two were printed out for each state. For the present simu-

lated routing exercise, the differences diminish rapidly

with the number of stages away from the penalty states.

At the origin, the optimal value function was completely un-

affected by the penalties incurred in the previous stages.

This shows that the probability of going out of the bounds

from the initial position time is very small and the al-

gorithm has forced the controls to stay away from the in-

admissible states. Therefore, we can be relatively con-

fident that our predefined bounds were large enough. How-

ever, when there are substantial effects of the penalty

which still remains in the optimal value function, then

the computation should be repeated by increasing the latest

arrival time bound at each stage.

The same type of penalty method are also implemented for

those states which exceed the ship motion constraints’.

By the same token. if the probability of getting into

one of these motion constraint states is high and the

expected penalty cost has significantly changed the optimal

value function and control policies, then the optimal value

function should be recomputed using a different grid away

from the expected storm area and perhaps with a larger time

interval.

Lae present, due to the lack of causal relationship between

ship motion and damage cost, it is considered as hard

constraints. Future effort is required to incorporate

them into the operating cost function.
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3. Effect of Discretization in the Space Domain

There are two dimensions which need to be discretized in

the space domain for the ship routing problem. A simple

algorithm was developed for automatically generating a

grid covering the band of feasible state space. Two im-

portant inputs which specify the distances between grid

points are DX and DY. DX may be considered as the average

distance between grid points along the nominal track

dscribed by the user in terms of a set of coordinates,

and DY is the distance between grid points perpendicular

to the track. Thus in our formulation, the number of in-

crements in the DX direction becomes the stage variable

and that of DY becomes one of the state variables (the

other is time increments).,gee Figure 2.1-2.

Although both variables are used to discretize the feasi-

ble state space and approximate the optimal value func-

tion continuum by a grid system, the sizes of DX and DY

have entirely different implications on the final solu-

tion in this formulation .

In the DX direction, since there are transitions taking

place from stage to stage by using the optimal controls,

the size of DX determines the accuracy of the solution.

In other words, with the smaller values of DX, there would

be more chances to modify the controls and ensure the

minimization of the total voyage cost. On the other

hand, there is no such transition taking place in the DY

direction. Besides the accuracy of the solution the

other concerns here are to provide sufficient number of

control options for course diversion and ensure a smooth

trajectory.
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To show the sensitivity of the algorithm on state dis-

cretization, several test runs were carried out with

different sizes of DX and DY using the same simulated

environmental data. First, to investigative the effect

of changing DX, two separate runs using DX = 100 nautical

miles; DY = 30. n.m; and DX = 200 n.m; DY=30 n.m. were

carried out. Figure 2.3-4 shows a comparison of the mini-

mum cost function at various stages and time increments.

Notice that the differences between the coarse grid (DX=

200 n.m. dotted line and the finer grid DX= 100.n.m.

solid line) increases as the distances increases from the

destination. For the example shown here, this difference

amounts up to 5% of the total voyage cost at the beginning

of the voyage. Aaparantly, the case with the larger size

of DX, hence fewer stages”, did not provide enough opportunities

for the control modifications to ensure the cost minimiza-

tion in solving the recursion equation. This is also confirmed

by the frequent jumps of the recommended power outputs

along the ship trajectory. Theorectically, this 5% difference

will diminish with the successively smaller DX when the

actual minimum cost has been reached.

Two separate runs were also carried out for testing the

sensitivity of the final solution to the size of DY.

As mentioned before, besides the question of accuracy,

the size of DY is also responsible for providing a smooth

trajectory which is considered to be important by the on-

board personnel.

To see the changes in the optimal value functions using

the two different grid systems (DX=100, DY = 60) and

{(DX=100, DY=30), the minimum costs were plotted for various

stages and a typical time interval as shown in fiaure 2.3-5.

lrotal number of stage in the DX =200

versus 33 in the DX = 100 n.m. case.

n.m. case equals 16
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Notice that the results are similar for the stages near the

destination. The simulated storm was somewhere between the stages

10 and 15. The high waves forced the controls to divert

from the original great circle route to a southern route

as shown in Figure 2.,3-5. In this case, there is a

difference of up to 3% in the expected voyage cost at

the beginning of the voyage.

Evidently, the size of DY also has a substantial effect

on the final solution and the expected ship trajectory.

The difference comes from the fact that we are approxi-

mating the optimal value function continuum by discrete

points in the feasible state space. The limited power out-

put and course changing options from a coaser grid

system cannot accurately represent the actual optiwal and

its related controls. As a result, the expected ship traj-

ectory may exhibit the zig-zag characteristics as shown

in figure 2.3-6 for the DY=60. nautical miles case.

More importantly, this 3% or 5% changes in the objective

function may seem small percentagewise. It really represents

a large portion of what could have been saved when one

realized that the minimum cost along the great circle route

in calm water situation would amount to at least $70,000.

In other words, it is actually a change of 25% of what could

be saved. Furthermore, from a ship owner's point of view,

this 5% saving, if realized, would translate into thousands

of dollars. For comparision, even though the computation

cost increased 100%,when the number of stages was doubled,

it amounts to $40 from the original $20. Suppose the ship

tracks requires updating once every day in our Closed open-

loop control strategy. The total computing cost would be

around $2007. It is quite obvious that the use of a finer

line number of stages will decrease as the voyage continues,

hence less computation effort for the later updates. The $200

is an average figure and would be substantially less if a

special purpose computer is used.
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grid system is always preferred even only 1% of the saving

could be realized.

In conclusion, the calibration studies show that the

algorithm is sensitive to the discretization in the

space domain and less sensitive in the time domain for the

type of cost function considered. The algorithm seems

quite efficient when the required computing cost is com-

pared to the expected savings in the actual voyage cost.

2.4 DISCUSSION

In this chapter, a Dynamic Programming algorithm using the

closed open-loop control strategy has been developed for

the ship routing problem under uncertainty. The results

from the calibration exercise have shown that the

algorithm is economically feasible for real-time imple-

mentation.

It is interesting to compare with the mathematically

elegant Calculus of Variation approaches that have been

investigated in many previous studies [4,5,6,7,8] for

minimum time ship routing. In the Calculus of Variation

methods, attention was focused upon the function that

yields the minimum value rather upon the numerical values

of the minimized functional itself. In these algorithms,

any likely trajectory is chosen. The feasible solution

then is improved according to the gradients of the objective

function until the optimum has been reached and the boundary

conditions are satisfied. The procedures require the solu-

tions of either a set of linear homogeneous differential

equations called ajoint or the Euler Hamiltonian equation

in the vector form. One major difficulty of these methods
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is the evaluation of the partial derivatives of the ship

speed function with respect to the geographic positions

and the ship's controls. The solution procedure generally

breaks down (convergence problem) if the derivatives are

mutually dependent as it is often the case in the ship

routing problem.

Whereas from the dynamic programming viewpoint, the algorithm

centers its attention upon the optimal value function and

upon its attributes-optimal controls. When we adopt this

point of view, the state variable becomes independent of

each other. Any changes in the state variables during the

recursion procedure means that we are changing the initial

boundary conditions and consequently considering a new

variational problem from there on. The procedure continues

until the entire problem is solved.

From a theoretical point of view, the algorithm is, by

definition, an approximated one. When comparing it to the

classical optimal control approach using time as a stage

variable, the algorithm is somewhat restrictive and relies

quite heavily on assumptions with regard to modern ship

control devices and operational practices. However, the

present approach removes the ambiguity in the interpolation

of the optimal value function between geographical position

and more importantly, its lack of generality is far outweighted

by the computation efficiency which makes the stochastic

model to be economically attractive.

One of the very critical assumptions we made in deriving

the stochastic recursion equation was the first order

Markov property on the random environmental conditions.

Such an assumption obviously is not realistic knowing that

the ocean wave is naturally a correlated time and space process.
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To avoid the use of higher order models and also account

for the inaccuracy of the long range weather forecasts,

we have recommended a so-called 'closed open-loop'control

strategy, rather than going for an adaptive one. The

choice was made in view of the limited computing capa-

bility onboard and our inability to specify the probablistic

change of weather patterns in a quantitative manner.

The other less realistic assumption is the expected value

decision-making rule we imposed on a ship owner. The

criteria essentially assumes that he would like to mini-

mize the total voyage cost on the average for the given

uncertainty on the wave conditions. It does not imply

any risk preference on the decision maker's part. i.e.

he is risk neutral. He chooses his control policy by

comparing the expected cost of the alternative policies

under uncertainty’. Since the ship operating cost consti-

tutes a relatively small portion of the multi-million dollar

investment, the risk preference in making the ship routing

decisions would not make much difference even for the most

daring or the most conservative ship owner.

lpor ar axiomatic development of the utility theory and a

vigorous justification of the expected value decision making

criteria see Ref. [27].
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CHAPTER 3

DYNAMIC ENVIRONMENTAL CONDITIONS

3.1 MODELLING OCEAN ENVIRONMENT

Both the atmosphere and ocean have dynamic properties that

strongly influence the performance of a ship in a seaway.

Sea severity not only effects the ship speed during a voyage,

but also induces ship responses such as motion, acceleration,

slamming, etc., which may violate the system constraints M

of the routed ship for reasons of cargo, ship crew safety

and other operation criteria. It is therefore most impor-

tant that an accurate description of the ocean environmental

condition is provided as inputs to our routing algorithm for

evaluating ship speedkeeping, seakeeping responses.

To compute the ship response and seakeeping statistics, it

requires a knowledge of the ship's responses to all individual

wave components that may be encountered in the ocean. Since

by linear theory, the response of the ship to any particular

wave component is the product of the wave component times

the corresponding frequency response of the ship, an adequate

representation of the seaway is absolutely essential besides

the characterization of the ship responses in the frequency

domain. These two requirements can be pursued with varying

degrees of sophistication depending upon the accuracy and

resolution desired in the output data. for a particular appli-

cation.

The purpose of the chapter is to suggest various ways of

modelling the dynamic ocean environments for ship routing.

Starting from a full detailed approach to a much simplified

parameter approach, the advantages and disadvantages of various
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representations of seaways are discussed in view of the

required data management, online computing time, inter-

polation scheme and other practical implications.

3.2 OCEAN WAL, rN
Be

3.2.1. DIRECTIONAL SPECTRA REPRESENTATION

The most useful descriptionofaseaway for evaluating ship

responses by frequency domain analysis is in terms of its

spectral representation. The most complete information on

ocean waves for the purpose is in terms of its directional

spectra, Fig. 3.2.-1 shows a three dimensional plot of the

concept. To provide such information, FNWC of the

U.S. Navy has developed an operational Spectral Ocean Wave

Model (SOWM). Ref. [2] to forecast directional spectra at

various ocean grid points up to 72 hours.

The model, was developed for Northern hemispheres and used

an icosahedron to depict the shape of the globe as shown in

Fig. 3.2-2. An icosahedron is a twenty sided polygon with

equilateral triangles for its faces. The SOWM uses seven

triangles for the North Pacific Ocean, six for the North

Atlantic Ocean, and one for the Indian Ocean. Each triangle

has 325 grid points with a spacing of approximately 350 km

at the point of tangency and 194 xm at the vertices. At°

each grid point, the wave energy is the sum of all the energy

in terms of a twelve direction by fifteen frequency band

matrix. Table 3.2-1 shows a typical output of the SOWM.

Each number represents the incremental mean square wave height

Ae? contained in an elemental band of wave frequency Aw and

direction Ax. The sum of the 12 x 15 elements gives the mean

- 5A—
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15X12 matrix of the wave energy content in a directional
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square wave height and is also related to the significant

wave height, Hy /3 by definition

H = 4.0 n r

J

-otal 9. 1)

The direction intervals Ax corresponds to 30 degree of

compass spread, the frequency interval is not uniform. The

band width at the lower frequencies (may be interpreted as

swell) are smaller than those at the high frequencies (sea).

To incorporate the full directional spectra into our ship

routing model, storage space must be provided for the 12 X 15

matrixes at all the wave grid points up to 72 hours in 12

hour intervals. For the North Atlantic which has a total of

1950 grid points, a disk data file of at least 10,000 k bytes

of storage space must be available for updating and main-

taining the directional spectra. During the computation of

optimal value function for each state, the directional

spectra is accessed and interpolated over space as well as

time. Then, various ship motion indices can be calculated

online according to the procedrues outlined in the next

chapter.

The advantage of this approach using the full directional

spectra representation in calculating the ship responses

is that it provides the capability to obtain the complete

power spectra and cross-spectra of the responses for ocean

systems which are highly critical and sensitive to changes

of encounter frequencies, e.g. drilling ship operation, air-

craft carrier landing problems, the ability to predict the

system responses at various wave frequencies and directions

is absolutely essential. The disadvantage is obviously the

excessive online computation and storage that are required

to perform these calculations. In addition, due to the wide

~-5R~



Central Central

Frequency (rad/sec) Period (Seconds)

Frequency

Bandwidth [H,]

HL

0.164

0.153

0.133

0.117

0.103

0.092

0.083

0.078

0.072

0.067

0.061

0.056

0.050

0.044

0.039

1.030

0.961

0.836

0.735

0.647

0.578

0.522

0.490

0.452

0.421

0.383

0.352

0.314

0.276

0.245

Table 3.2-2

5.1

6.5

7.5

8.6

9.7

10.9

12.0

12.9

13.8

15.0

16.4

18.0

20.0

22.5

25.7

Frequency definition of

SOWM Spectra Matrix

,164 —-

.142 - .164

125 - .142

.108 - .125

.097 - .108

.086 - .097

.080 - .086

.075 - .080

.069 - .075

.064 - .069

.058 - .064

.053 - .058

.047 - .053

.042 - .047

.036 - .042
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spacing between SOWM's grid systems as well as its large fore-

cast interval, severe difficulty may be encountered in trying

to derive the spectra for other non-standard time and positions.

In conclusion, it seems that while this full detailed approach

would provide the most accurate evaluation of ship responses

in a seaway, the amount of computation and storage reguire-

ments is not feasible at the present level of computer tech-

nology. Furthermore, such accuracy deteriorates rapidly due

to the unavailability of sophisticated wave interpolation

model and the present state-of-the-art of weather forecasting.

3.2.2 SWELL, SEA SPECTRA REPRESENTATION

One of the approaches to evaluate ship responses that is

most commonly used in design studies is the utilization of

theoretical sea spectral formulae. These formulations which were

derived from a large number of measured point spectra, repre-

sents the most probable spectral shape for a given sea severity.

The most common form that has been widely accepted and

recommended by the International Towing Tank Conference

is a two parameter Bretschneider spectral formulation:

gs ( w)
-a

= Qu exp (-Bw = {
-

Py

pre 2)

[30]

a = 5/16 w (H) ,3)°

B = 5/4
ilo]

Ns

a = 5.0

b = 4.0
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Where S(w) is the spectral density as a function of wave

frequency w. Hy 3 is the significant wave height as de-

fined in eq. (3.1) and “y is the peak frequency often re-

lated to the characteristic wave period.

It follows therefore, by utilizing the two-parameter theore-

tical spectral formulation, we can summarize the full direc-

tional spectra by a few parameters. From eq. (3.1), the

magnitude of significant wave height Hy /3 can be calculated.

To locate the peak frequency, one simplv has to search for

the frequency band which contains the highest energy per

unit frequency. To account for the directionality and

shortcrestness, a spreading function is usually employed.

One of the most common form is as follows:

y (u) = —
2
 -— Cos

2
u ri. )

where u wave direction relative to predominant wave direction.

Hence, the full directional spectrum is approximated by a

point spectrumin conjunction with a spreading function.

S (wu) = S;(w)s, (un)

for  OO ££ ww o™

- 7+ € 0 1/2

2} 2)

This data reduction procedure drastically reduces the

storage requirement for the wave data file. Instead of

storing 180 pieces of information, it only requires about

four for each spectrum. Furthermore, since the spectra are

~h]-



parameterized, we can pre-compute the responses for all

combinations of Hy /3 wg and ship-wave angle, then store them

offline. The comparison of the ship responses to a pre-

defined motion constraint criteria M only involves a simple

read operation online once the parameters are known.

Unfortunately, there are a couple of problems with this simple

procedure. First, it is a single peaked spectrum which can-

not realistically represent a seaway when distinct swells

are present. Secondly, the formulation assumes a constant

spectral broadness measure or shape. (i.e. the variability

of the frequency content is constant). In reality, the shapes

of wave spectra measured in the ocean vary considerably (even

though the values of Hy /3 are the same) depending on environ-

mental condition suchasstageofgrowthanddecayofa storm,

duration and fetch of the prevailing wind, depth of the

water etc.

Figure 3.2-3 from [69] illustrates dramatically the variability

of spectral shapes which essentially have the same parameters.

One major improvement over the simple two-parameter spectra

approach may be the use of separate spectral formulations

and directions for the primary as well as the secondary wave

components.

In most cases, when a point spectrum has double peaks, it

usually indicates that there is two distinct trains of wave

energy travelling in different directions. The concentration

of energy in the area of low frequency bands especially in

a direction greater than 30° from the existing wind direction

would indicate the existence of swells. Whereas for high

frequency components, the energy spreads over a larger band

and it is usually referred to as sea.
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SUMMARY OF SOME THEORETCIAL TWO PARAMETER SPECTRAL

FORMULATION AND THEIR PROPERTIES

SPECTRAL TYPES b
i Spectral width or broadness

€ q
—

Bretschneider 5/16 * wp® (Hy ,4)° 5/4 Wp

Neuman 1.46 s 2

Oh (Hy /3)
3 wD?

Noznesenski-Netsvetayev 0.457 wp® (Hy 5) 1.51 wp" A 1

Daviddan-Lopatukhin 6 Mo wp: 1.2 wp’  fA

Jdarbyshire

5 (w) = a Hy,3exp1- 57065 (w-0 70.26)

Q a. 0 214 0.26 &lt; (w-w_) &lt; 1.65

Generalized Two-parameter Spectra

Sw) = aw exp ( -Ruw
-y

Spectral width or

broadness measure Pe =[ 1- —

”
An 1/2 M2 1/2

M M
a 9

4
ER

J q

D.E4

D.816

0.2908

0.3888

0.3157

0.2997

PS

a “]



To identify swell components in a directional spectrum, one

must first locate the direction by inspecting the angular

distribution of mean square wave heights. See Table 3.2-1. If

there are two separate high energy components traveling at

directions more than 30° apart. There is a high possibility

of swell existence and the resulting double peakness in the

point spectra.’

By finding the largest wave energy per unit frequency in each

direction and choosing the one with lower frequency as swell

components, the directional spectrum is represented by two

parts: one swell component and one sea. Thus the original

double peak point spectra is "decomposed" into a unidirectional

long-crested swell spectra and a short crested single peak

sea spectra.

The spectral

Scwell {w, x)

density

(s (w.

cont.1

X

ution

FOr

irom swell is

fi}  Ad Ww 2 a) &lt;

given

(1) +

by

Aw

Ty

0)

(3.5)

where w,X are the central frequency and direction; Aw,AY

are the bandwidths respectively.

For the "sea", the usual two parameter Bretschneider spectral

formulation may be used to fit the point spectrum and a simple

cosine square spreading function to account for short crest-

ness.

a—————————————A—————————————

private communication with Mr. Norm Stevenson, FNWC.
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Figure 3.2-4 shows an example of the above data reduction method

applied to the directional spectrum presented in Table 3.2-1.

The advantage of the approach is that it reduces the effect of

the two major shortcomings in the previous simple two para-

meter representation of ocean waves. By separating the sea

and swell components according to their energy contents and

directions, the directional ocean wave spectra is approximated

more accurately. Although the question of spectral broadness

or shape of the 'sea' spectra, still has to be resolved if

a two parameter formulation is used to fit the remaining ‘sea’

spectrum, the variation due to swell components have been taken out.

The biggest advantage from data preparation point of view

is that it not only reduces the input description of wave

conditions to [w,Xx,S(w,x)] swell, [Hy 3.05%] sea, six pieces

of information, but also more importantly allows us to pre-

compute the ship responses offline, and store them on a direct

access disc file. Thus by using the two-parameter Bretschneider

formulation in conjunction with a cosine square spreading

function, the ship motion response may be calculated for the

sea and tabulated according to combinations of the discrete

intervals of significant wave height, peak frequency and

wave direction. For the responses due to swell, since it is

a unidirectional longcrested wave component, no spreading is

required. Hence the combined response is given by the sum of

the mean square responses due to sea and swell. l The details

of ship motion analysis will be discussed in the next chapter.

Cemsi  mt at cllh

lohis is only true for linear systems. In ship motion theory,

it is assumed that linear superposition is valid for most of

the responses.
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3.2.3 CHARACTERIZING THE UNCERTAINTIES IN OCEAN

WAVE FORECASTING

Having condensed our forecasted directional spectra into

swell and sea spectral parameters, it is relatively easy

to characterize the uncertainties in the wave forecasting

from which the state transition probabilities are derived.

Recall that in section 2.2.2, we defined R as a random

vector describing the ocean wave conditions. Let us

consider the following scenario: at the beginning of the

voyage, the severities of the waves in the feasible state

space have been forecasted by point estimates of Rp; For

example, the vector R may be the significant wave height

and peak frequency condensed from the directional spectra

at various wave grids forecasted by FNWC at 12 hour inter-

vals. As the time of forecasts increase into the future,

the accuracy of the point estimates of R deteriorates and

the uncertainty in terms of its variance also increases.

Figure 3.2.4 shows a typical plot of the mean error and

variance of forecasted significant wave heights d The values

also vary with the sea severity as shown explicitly in

Fig. 3 .2-6. The problem is how to characterize the distri-

bution of R from which the probability density function

of transition time is derived in order to carry out our

stochastic recursion equation.

For the purpose of illustrating the mathematics and also due to

the availability of data, let us only consider one parameter;

the significant wave height H, and assume that H is normally

distributed! for a given forecasted wave height parameter H

at a particular forecast period DT(e.g. 0,12,24,36...hours

later).
~ 2

20a

1. .

This data was obtained from a wave buoy located somewhere

in the North sea. Similar data should be obtained along

commercial ship routes for verification of the wave model.
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The later measured actual wave height is H_. When H aren

such independent observationsfrom the assumed normal popula-

tion given H and DT. To estimate the parameter of the distri-

bution, Baysian Approach is used.

If little is known about the mean and standard deviation of

such distribution, then the prior distribution before taking

the observation can be respresented as:

1

P (uy. og) dudo « oy dudo

i.e. we have assumed yp and ¢ to be independently distributed,

a priori, with u and log o each uniformly distributed. Then

it can be shown [26] that after observations, the joint

posterior p.d.f. for uw and 0 is

pu, o|H)« p(u,0) 2( u,olu

(n+l) exp {- ro [vs? + n (up) 1}

-n 1 n

where ¢ (u,0|H_) « exp [- 5F LE (Hy - u)
i=

.c..(3.6)

is the likelihood function

\) —il

u

Gg 2 =

LI H. / n

-1

il ~

i z (Hy - Mu)
v 1=1

2

-

 -— x

c.- (3.7)

To find the p.d.f. of u alone, we integrate out ¢ and it can

be shown that the marginal posterior p.d.f. for u is in the

form of a student t p.d.f. with mean equal to u.

A———— Ate et AS————————— A ——at——

Lie is a symmetrical distribution about the mean. The assumption

is reasonable only for all positive value of H. For the nega-

tive H's the probability is cummulated at H=0 and H is also set

to zero accordingly.

~{ .



similarly, to find the p.d.f. of o we integrate out u and the

resultant marginal posterior p.d.f. for o is in an inverted

gama form with mean standard deviation:

J B (a |.) _ Yv/2 T ((v-1)/2]
T'(v/2)

=~Ra. J) &gt; 1

{ 3.8)

where I' is the gamma function

Hence, by obtaining enough observations, the probabilistic

variation of significant wave height for a given predicted

wave height and forecast time can be characterized. Such

p.d.f.s, when discretized, will be used in calculating the

p.d.f. of the state variable (time, position) and the

corresponding expected value of objective function in our

stochastic model.

Similar procedures can be applied when the p.d.f. of more

than one parameter is required (e.g. wave height and wave

direction). In this case, the p.d.f. is assumed to be a

bivariate Normal distribution whose mean and covariance matrir

can be calculated by the same Bayesian approach.

With the limited data available, the preliminary analysis

leads us to assume the following functional form for the

standard deviation of the wave height parameter:

y 1.0 + 0.12 * H + 0.035 =» DT +s (3.9 )
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For the mean error, there is not enough evidence to suggest

that the error varies with the forecast time in a consistent

way. However, the data shows a definite relation with the

wave height parameter H (see Fig.3.2-4. A curve is therefore

drawn through the data points to represent the assumed rela-

tion which is independent of DT.

Although consistent wave spectra forecasts for times beyond

72 hours are not present, it seems reasonable to extrapolate

the standard deviation with eq. (3.9). An alternative method

to derive the transition probabilities based on analogue

forecast is presented in APPENDIXC.

3.13 OTHER OCEAN ENVIRONMENTAL CONDITIONS

PERFORMANCE

EFFECTING SHIP

WIND

Ocean surface wind is not only the largest source of wave

generation but it also directly contributes to the wind

resistance of the ship's superstructure. For large tankers,

such resistance can be quite substantial, and may consume a

significant amount of the ship power besides the power re-

guired to overcome resistance due to wave making and skin

friction. FNWC forecasts the wind speed and direction as a

part of the output of the directional spectra. For periods

beyond 72 hours an analogue model takes over. Fig. 3.3-1 show

an example of the model output.

OCEAN SURFACE CURRENT

The ocean surface current plays an obvious role in determin-

ing the ship's gound speed. It is generally believed that the

actual ground speed is vectorially affected by the surface

current.

Ocean currents are caused by the combined action of several

physical environmental forces such as thermhaline, wind and

-7-~-
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mass transport by waves, and the tidal effects are the most

important. The movements of ocean current over the years

as specificed by speed, direction and season at a particular

location are compiled in the form of current tables[46].

A forecasting model to assist day-to-day analysis and progno-

sis is also available from FNWC. Fig. 3.3-2 shows an example

of its product.

OTHER HAZARDS AND DANGERS

Other factors, such as fog, ice and ship wreckage, etc.

which would effect the safety of a ship and force it to re-

duce speed can be represented in codes and specified by

location.

3.4. A SIMPLE INTERPOLATION SCHEME

The present form of SOWM's grid system and forecasting inter-

vals raises difficulties in providing the data fields between

standard grid points as well as time increments. It seems that

until a much finer grid system is incorporated into SOWM, some

interpolation schemes are always required to evaluate the

environmental conditions for the much finer state discriptions

in our routing model.

The most sophisticated approach to interpolate the environmental

data would probably be relying on a small scale theoretical

model, i.e. by formulating wave growth, dissipation propagation

mechanism using nearby spectra as boundary conditions, such

an approach is in effect building a much larger wave model along

the ship's track during the most likely voyage time. It is in-

evitably a very time-consuming technique, since we cannot

practically use the full directional spectra in our routing

algorithm, its usefulness is enhanced.
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It seems numerical interpolation is more suitable for our

application. The possibility of using some powerful curve

or surface fitting technique such as Bi-cubic spline have

been considered. These methods, while giving numerically better

interpolations, often tend to be very sensitive to inputs.

With our simplified parameter representation in wave condi-

tion such level of detail may not be fruitful, considering

the computing efforts that are required to fit the surface.

To avoid numerical difficulties and massive computing efforts,

an approximation to the surface fitting techniques is

adopted so that it is at least compatible with overall so-

phistication of the algorithm.

Instead of using simple linear interpolation, a plane is

constructed through three surrounding grid points. The

interpolation through space is achieved by assuming that the

required data value are on this plane which passes through

three surrounding grids. For a given specific location, the

required data value can be evaluated for all the standard

forecast times. The interpolation over time is done by

a parabolic interpolation scheme. This assumption is justi-

fied when the area under consideration is small, and the data

field is varying smoothly. From general obseservation,

most of the energy fields, such as mean square wave heights,

is of this nature. In essence, the data field surface is

approximated by many discrete small planes.

Equation of plane passing through points (x,,¥;,2;),

(X,,Y5025) (X3,¥3/23) is given by:

|Y27Y) 2_ _ x=x.) +

|Y3 Y, 237% 1

12572, Xo—Xy

2772 X37X,y

{y — -

X27Xy Y37Yy
(z-z,) = 0
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In our case x, y are longitude and latitudes at which a

particular data is to be interpolated. A flow chart showing

the proposed interpolation scheme is presented in Fig. 3.4-1.

Notice that above linear interpolation scheme may be reasonable

only for data fields which are scalers e.g., mean square

wave heights. For those data with a magnitude as well as

directions, e.g. current, wind swell etc., a more sophisti-

cated approach may have to be developed in the future.

In the present interpolation scheme, they are simply weighted

by respective distances to the three nearby grid points.
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Fig. 3 .4-1 Flow Chart Showing the data summary and the

interpolation procedure.
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CHAPTER 4

SHIP SEAKEEPING SPEEDKEEPING PERFORMANCE ANALYSIS

4.1 SHIP'S DYNAMIC INTERACTION WITH ENVIRONMENT

The accurate prediction of seakeeping and speedkeeping per-

formances of a routed ship under various forecasted ocean

environment along the route is extremely important to the

final result of our optimization. The former establishes a

set of constraints in terms of ship motion, seakeeping sta-

tistics etc. which the system cannot violate; the latter

concerns the ability of the ship to maintain speed in a seaway.

Thus, it directly ihfluences the operating cost as well as

the terminal cost of our model.

In the past, statistical curve fitting using the data from

ships log books were generally used to represent the average

performance of a vessel under various observed environmental

~onditions (e.g. James speed curves). Very often, due to the

lack of accurate and complete environmental data, such curves

tend to be misleading since it does not explain the causal

relationship of the ship's dynamic interaction with the en-

vironment. Furthermore, the lack of proper criteria for

‘voluntary speed reduction’?! creates difficulties in esta-

blishing the maximum speed that a ship could sustain in a

heavy sea.

With the present-state-of-the-art of Naval Architecture and

wave analysis, it is possible to look more fundamentally at

the speed-power relationship in an arbitrary seaway. In

particular, with the development of the powerful ship motion

seakeeping computer program [3], it is now possible to pre-

dict the ship motion in almost any seastate, thus providing

an accurate and consistent input to our ship routing model.

lpecause of excessive ship motion, slamming etc., the captain
is forced to reduce speed for the safety of the ship and its

crew, even though there is ample power to maintain a higher

speed.



The ship speed, in a generalized functional form, may be

expressed as:

iJ
&gt; &gt; &gt;

ER U, E, M). L 2! - L)

where:

D = Vector specifying ship geometry and loading condition

U = Control vector e.g. power output, heading

E = Environmental information, e.g. parameteri-ed sea

spectra, wind, current, etc.

M = Generalized ship motion index

In this chapter, we will first outline the procedure to

evaluate the ship motion seakeeping responses M of a ship

under various loading condition D. A proposed methodology

is then presented to be used for predicting the power require-

ments of maintaining speed at an arbitrary sea, thus obtain-

ing the speed function without motion constraints. Finally,

a set of seakeeping statistics is introduced as system con-

straints to establish the maximum permissible speed without

endangering the ship, cargo, and its crew. The statistics

serve as routing criteria which is a function of the ship

type, cargo and its mission requirements of the specific

ship under consideration.

4.2 SHIP MOTION SEAKEEPING RESPONSE EVALUATION

4.2.1 SHIP RESPONSE CHARACTERISTICS EVALUATION FOR SHIP

ROUTING

The evaluation of the complete dynamic characteristics of

ship motion in a seaway was made possible by successful

theoretical developments in the area of Naval Architecture.

The theory of seakeeping and ship motion can be found in
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references [47,48, 49 ]. The existing M.I.T. 5-D ship motion

program can predict ship responses specified with the necessary

inputs of ship geometry, weight distribution and environmental

conditions in terms of ocean wave spectra. The output may

be either in the form of Response Amplitude Operator for long

crested waves or final motion spectra and seakeeping events

for irregular short crested seas described by directional

spectra or point spectra together with a spreading function.

There are perhaps several ways in which the ship responses

can be numerically computed. The sophistication of the compu-

tation procedure depends upon the accuracy and resolution of

the desired output information as well as the available in-

put data.

For our routing purpose, where operating economy is an essen-

tial feature of a practical system, it is necessary to reduce

the on-line computation effort for evaluation of ship responses

as much as possible. To accomplish this, it is desirable

to express the final seakeeping results in terms of a few

environmental parameters such as the ones that have been

described in the previous chapter.

Since ship routing is essentially a strategic planning tool

rather than tactical decision making once it gets into a storm,

some measure of average statistics and mean square

values of the responses (areas underneath the response spectra)

rather than the actual details of response spectra would be

sufficient for the purpose. Furthermore, according to the

linear ship motion seakeeping theory, the total re-

sponses due to swell and sea may be obtained by adding the

Separate mean square responses together.

Thus, the total mean square of the response of, under a sea-
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way described by sea, (Hy /34 wp, 'X)

and swell (S(w_/,Xg) 10 0X) can be expressed as:

52 = g° + gl
ii swell sea

{4 2)

where 0 2__ is the mean square response obtained by using an

assumed theoretical spectra with the same Hy /3 and «vp, plus

a cosine spreading function about the predominant wave direc-

tion x. (Details of mathematics, see Appendix F). On the

other hand, the mean square responses due to swell can be

directly computed with the known Response Amplitude Operator

(RRO, ;) at the same frequency of encounter.

w 2

© =lwg- — V cos u| Hr

Where uy is the relative angle between the ship's heading and

swell direction Xg* To obtain the spectral density in the en-

counter frequency domain, it is necessary to multiply the

corresponding values in the wave frequency domain by the

Jacobian (3w/%w).

+J  Ww Hm) = Slug, Xo)
3 WA

30) {A i|

Since only the mean square value is calculated,the computation

is somewhat simplified because there is no longer a need for

frequency mapping, and it is simply given by

3
= 2 .

swell ~ RAO;(uw/H)-Slo,u) ba

A (wg, 1) : 5 (a, , Y  J Aw
a 1

 Cc .... (4.5)
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Where Aw is the frequency interval in which the swell is

present with mean square wave height per unit frequency equal

to S(wgrXg)-

The above procedure for calculating mean square responses

allows us to drastically reduce the amount of on-line compu-

tation requirements. Since the values of ol. can be pre-

calculated for all reasonable combinations of Hy /30 wp and u

by using theoretical spectra and spreading function, the on-

line computation for ship motion constraints would only in-

volve some simple multiplication to calculate the value of

52 11 if necessary and obtain the total mean square response

from which other seakeeping statistics are derived.

To summarize, the complete ship motion response characteristics

are computed and stored in the following from:

i

)

Mean square responses at several positions along the

ship (e.g. bridge, cargo hold for acceleration, midship

for bending moment, bow for slamming, deck wetness etc.)

A computer program has been developed to take the out-

puts from 5-D program in terms of RAOs at several head-

ing and speeds as input and calculate the mean square

response by using two parameter spectra andacosine square

spreading function. Figures 4.2-1 shows an example

of some typical mean square responses

RAOs at discrete heading and speed

This would essentially be the output from 5-D program

except the data may be reduced to contain only the low

frequency components (swell).

Hence, during the execution of our routing algorithm, once

the sea amd swell information are known, the mean square

-R
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values of various pertinent responses and other seakeeping

statistics can be readily calculated and compared with the

preset motion constraints to obtain the maximum ship speed

without endangering the cargo, ship and its crew. The question

of what constitutes the most appropriate routing criteria and

the derivation of some seakeeping statistics will be discussed

later in the chapter.

4.2.2 EFFECTS OF LOADING CONDITIONS ON MOTION RESPONSES

The U.S. Merchant Marine today consists of a wider variety of

ship types then ever before. From the point of view of comput-

ing motion responses for our model inputs, it is most important

to consider the effect of loading condition on the responses

of each type of vessel which inevitably has its own operating

requirements.

There am generally six major types of vessels currently

under U.S. flag.

i

)

Tankers have essentially two loading conditions,

full and ballasted. As a result, two sets of

ship motion response characteristics must be

calculated for the two fixed standard loading

conditions.

Dry bulkcarriers like tankers have essentially

two loading conditions, full and ballasted. For

OBO's and other similar combined carriers, we may

need three different conditions, one for each of

two alternative cargoes and one for ballasted.
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4

5

6

General cargo ships loading conditions vary about

many standard loading conditions. As a result of

this and changes in cargo distribution, there are many

combinations of metacentric height GM, longitudinal

center of gravity LCG. longitudinal radius of gy-

ration about LCG., longitudinal center of floatation

LCF etc. Thus sensitivity must be performed to investi-

gate the changes of these variables around perhaps

three to four loading conditions.

Container vessels usually carry appreciable deck cargo.

The variations of loading conditions can usually be

defined by a few loading standards because these vol-

ume intensive vessels are generally ballasted to

obtain a certain desirable GM independent of the

loading. To obtain standard loading conditions,

average inbound and outbound loading plans can be used.

Barge carriers like containerships usually carry

appreciable deck cargo. Although operators attempt

to maintain GM within certain small limits, this is

seldom possible because of the large percentage

of pseudo-bulk high density cargo carried by barge

carriers on many routes. As a result, loading

conditions vary about several standard loading con-

ditions. Review of actual barge carrier operating

conditions indicate that three to four standard

conditions will probably suffice.

Roll-on/Roll-off carriers even more than container-

ships are highly volume intensive. As a result and

because of the nature of their cargo, Ro-Ro vessel

loading conditions always aim at a very close range

of GM and other loading condition variables.

QR-



Due to the inevitable variations in ship's departure condition

from the few calculated ones, ship responses must be modified

due to small changes in Koy? LCB, LCF, GM etc. For each

specific ship, sensitivity study must also be included in

characterizing the ship responses by varying the inputs to

5-D ship motion program. Figures 4.2-2 derived from Ref. [50]

shows the effect of changes in Roy on ship responses. Figure

4.2.3,4,5 froml 50] also shows the variations of LCB, LCB-LCF

separations on response characteristics for some standard

series type ships.

Hence, the complete ship responses data file may consist

of the pertinent ship motion, seakeeping statistics for several

standard loading conditions. The results from the sensitivity

study can either be plotted or kept in file for modifying the

actual response according to the exact loading condition at

departure.

4.3 SHIP SPEEDKEEPING PERFORMANCE MODEL

4.3.1 SHIP SPEED-POWER RELATIONSHIP IN CALM WATER

Recall the generalized speed function in equation (4.1).

In the absence of waves and other environmental distrubances,

(i.e. the random vector E becomes deterministic with its

elements all equal to zero), ship speed is simply a function

of its geometry and power output.

Generally speaking, the present state-of-the-art in Naval

Architecture enables us to estimate fairly accurately the re-

quired horsepower for various speeds in calm water. By con-

verting the required effective horsepower (EHP) into shaft

horsepower (SHP) with a set of known hull, propeller, relative

-Q7-
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rotative and shaft transmission efficiencies, the speed func-

tion may be derived numerically by equating the available

SHP to required SHP.

The effective horsepower required by a ship operating in

calm water to maintain at a speed is the result of two

sources of resistance:

1. Calm Water Resistance (EHP Calm)

For a first order approximation, the bare hull calm water

resistance at various speeds of a given ship geometry and

load condition can be computed from the standard hull form

series, e.g., [51,52]. The estimate is then augmented

about 3% to account for the presence of appendages (single

screw - twin screw and side thruster equipped vessels have

a larger percentage appendage drag) and so on. Usually,

more accurate estimates are carried out by a model test in

a towing tank. Figure 4.3.-1 shows a typical plot of the

bare hull resistance as a function of ship speed derived

from model tests.

2. Resistance DuetoHullFouling(EHPFoul)

To account for yearly increase! in hull fouling which induces

additional resistance, the extra EHP required may be esti-

mated by the following expression as suggested by [55].

_ 0.00015 - op v3. (1.6889) 3 * Wetted Surface Area
EHP ER SE REI a EE A ale

foul J) - A189)

(4.6)

where

V = ship's speed in knots

p = sea water density in slugs/ft&gt;

Le is assumed that the ship is drydocked every year

qQ~-



Ship Type __LASH CARGQ SHIP. _____ _

Mode! No. ___ 5132______

Prcpeller No. ___ wm

Displacemnnt _ 32,612 __ _ tons Draft 28.0 _ Ft

Trim _ EVEN KEEL = ____ Date APRIL AL

Wet:od Surface 79.995 Sq. *t.

Appendage, installed: BARE HULL

EHP TEST 7

NO TURBULENCE STIMULATION USED

AC :00002 TTC

’ ES dL

i 3
3

i
rye

vii, Le

bed.ih
- edt

 Zz

I er)

ro,
ioe .

i]; .vba Beis

po

cesfiiitp sey een,
coeds val beeiefeiil a)

- ++ —
’ cv bi hen -

cophhedee vrwed Seed
vhs “re I . .

"goede fear tert
. ceed oo.

BRI oa
Phectoerre oe

‘eto freee it

icy + nlm — y
-. “e

aly 23seed. oe

cee :

ES.
—

- — 10

—- ——
-

.

coe ad

oon

Pn&amp;

oe.

&gt;}
£5

Ch

1
BEET)

w v wil

.-

qh
poy doar -

ei Tole eaefenia
wn cafes hoe FR

——r ns’ J mpi rele LL =

———— 4 Vg

oC
1

3 wnsx

LL!
tu
:  NH

|

55

_

.

 on
i

se

1:
oor

. +

‘0

ye

= | 3.
ver

.é

cp *y
4

pn

~~

ot ho

A) ee jriI)Ren$I ial gis

: a} Ei obo
ax i. Pal ps [

iy rn 83 Rud ERIE Wg Pimper Bus Ha vee beea dees 223 -ere ee ebfei hear heeds bead .

sosdoe ofeecnyieie) wed aped ves Beloifiesteiifenci]e is
 tir—-te tes vesey med)

andthe = ihe Shbnbhihk ih

Hope Tang Cob ene dai
stair hl tig rr TOYA;
cae cea = Cees ho Al rar
&gt; HN mown wie .. see. om wil wom Fa boot

apie} id Ji pred agen dC
- St a deed | eat tote pie ESI ——

spond oir cpt oy boon

Samar tegp — Rm i bm — vain

rbot bi ro LE,

———— ame need - tse ——fe

lagen vob CTT allt.

i 4 22 l

I{
a

Sov

1.
I

zd.

bor
’

.

&gt;

che ae

7

ben .
EEPE
chee

 -—
ol .

—

rs ..

TE.
v re - wow. - - 20

Sabina,
 trade

«a. esse bose be ao

— tn . “5

oh. Coed. Eg. i.

 leyfpr2tm m

or AW N- 14

2* 3 i
---]

- 1

oh
——trereaneg

a
“

ww
——

illi
4

ed

Tl
ve es

ad

"mw3wd

a

a

in

i Lo

eB
Por pie, |
HT 1 LE

+ We kd
«3 TTT FRICTIONAL
bor ee

SG adeRL.
ia) ee
of

tL

LL,

ae

My

cee

—

—A tan
 -

q

B
Co

.

Ch

—a doa 1 |

|
J . | Sl

]

|
— oo] :,-—t  _—

o  &gt; and

ig
a

I

ne mdi
ad
SH

Ce

+

-—

-

4

_ Uy —— Cl

aad
cb

-

FIGURE 4.3-1

edb

wedilLod BR or
+ hl Hig

19 20 pa) 22 23 24 23 26 "J 28

POWER-~SPEED RELATIONSHIP OF LASH SHIP OBTAINED FROM

MODEL TEST IN CALM WATER [53].

s-

 pe
‘

FS
8

—uiiband

_g2.



The total required EHP without any environmental excitation

is given by the sum of the above components.

BHP
otal = EHP ..1m + EHP 6 ul

To convert from EHP to Brake Horsepower or Indicated Shaft

Horsepower (SHP), the notion of propulsive efficiency is

used.

SHP = EHP/np
..(4.7)

The methods of estimating above efficiency components have

been well established for calm water conditions. Experimentally,

the coefficients can be obtained by model tests in a simulated

environment.

It is now possible, by an iterative procedure of equating

the required SHP with ship's power output, to derive the

speed function of the form

V = V (SHP ; given D)

Alternatively, the power-speed relationship can be more

accurately determined from extensive model tests or directly

from the ship's trial record. In this way, the augmentation

due to appendages, surface roughness, etc. are automatically

included. Figure 4.3-2,3 show a set of typical power-speed

relationships obtained from model tests.

4.3.2 POWERING OF SHIPS IN ROUGH SEAS

In this section, an attempt is made to look at the funda-

rental relationships of ship speed-power in waves and re-

view some available methodology for estimating the added re-

sistance and propulsive characteristics of ship in seaways.

NR+



FIGURE 4.3-2 POWERING CHARACTERISTICS OF LASH SHIP IN CALM WATER

FULL LOAD [54]
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PIGURE 4.3-3 POWERING CHARACTERISTICS OF LASH SHIPS IN CALM WATER

HALF LOAD [54]
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So far, we have only considered the calm water power-speed

relationship. Let us now consider the effect of waves on a

ship's power requirement to maintain speed. The poundering

of waves upon a ship at sea results in two major consequences

on a ship's speedkeeping performances.

il. Added Resistance in Waves

The theoretical development in the area of wave

induced resistances in a seaway has been a major challenge

to ship hydrodynamists during the past two decades. In

many aspects, this is still an unresolved problem.

Various theories [56,57,58,59] developed for regular

and irregular head seas have been quite satisfactory

insofar as comparing with the results obtained from model

experiments.

The theories are mainly based on the principle of linear

superposition and assumed that the major contribution to

added resistance is from ship's heave and pitch motion,

while the lateral ship motion has negligible effects.

The experimental data confirmed this linearity and showed

that the wave induced resistance is in general proportion-

al to the square of the wave amplitude as predicted by

the theory. Ref. [59]. For the case of oblique seas,

the problem is much more difficult. Several recent

attempts [60,61,62] to formulate the second order steady-

state force and moments on a ship moving in an oblique

seaway has met various degree of success with limited

experimental data [63]. It is conceivable, however,

that the problem will be solved in the near future.

Meanwhile, we have to rely on systematic model tests

[64,65,59] and ships’ log data. The most extensive

tests on resistance augmentation in regular and irregular

-9Q7-



waves coming from ahead have been carried out for some

series 60 hull forms [65]. The added resistance in

waves 1s generally expressed as:

= n

“wave Cu? 1/2 pgVv

where Cy’ n are coefficients and their values depend

on hull geometry and wave characteristics.

2 Variation in Propulsive Efficiencies Due to the Unsteady

Flow Field Around the Propelller

This is the second major consequence of wave action upon

ship systems. This variation (in most cases, a degrada-

tion?) results from two concurrent causes:

a. The motion of ship and orbital velocity components

of waves create unsteady flow fields in the vicinity

of the propeller. The presence of cyclic wake changes

propeller operating condition and results in periodic

fluctuations of the instantaneous thrust and torque

values which consequently lead to the change in pro-

peller RPM and actual operating efficiency.

bh. Complex velocity field disturbances caused by combined

hull motions in wave changes the value of thrust de-

duction fraction. Together with the variation in wake

fraction, they result in variations of hull efficiency

from calm water conditions.

The decrease in propulsive efficiency due to these two phe-

nomena are usually treated independently. By considering the

ship motion as a quasi-stationary process Ref. [66] outlines

a procedure to compute the changes in propeller efficiency

due to heave and pitch motion of the ship.

lrraditionally, the design of ship propulsive system is aimed

at near optimum for calm water condition and then added 25%

more power as service margin to account for rough sea conditions.

NR



Insofar as the effect of the ship motion on thrust deduction

fraction t, is concerned, this has not been extensively in-

vestigated. It seems from [67] that the value of t is sensi-

tive to configuration of ship appendages in self-propelled

model tests. Thus, it is plausible to assume the value in

calm water also holds in a seaway. As a result, the varia-

tion in hull efficiency can be found directly for a given

seastate.

The last, but not the least, term of efficiency is the

relative rotative efficiency. This is the residual term

that serves to provide the correlation between a propeller's

performance in open water and its performance behind a ship.

In the absence of any data, it may be assumed that the rela-

tive efficiency is independent of seastate. The assumption

may also hold for the transmission efficiency Nye

Once the efficiencies are computed, the propulsive efficiency

of the ship at a given seastate can be determined:

v ’

np = Ne Dy Np MM

1

y= (=)/(1-w)

» - [~.8)

(4.9)

 WwW = Taylor wake fraction computed for a

given seastate

Ng ~ open water propeller efficiency modi-
fied to account for the effect of

ships motions.

Np
——

ve relative rotative efficiency (([55]
suggests a value of 1.026)

shaft transmission efficiency ([55]

suggests a value of 0.98 for machinery

aft).

To compute the required shaft horsepower to maintain speed

in a given seaway, we have by defintiion:

SUP required ~ EHP (+417 Ny 1 A .10)

- 00



where EHP is the total effective horsepower required and

consists of the following components:

—~

 1
“tal

FHP
~alm

+ EHP. 4
4

EHP.ve * EHP ina

..{4.11)

The effective horsepower required to overcome the mean added

resistance in waves which can be either computed using the

appropriate seakeeping Tables from Ref. [50], or directly

from the estimated mean added resistance,

The added resistance due to wind may be expressed in terms

of ships drag coefficient and the resultant wind intensity

Vo*

R ind
al

AL L/2 p VE

(4. 12)

whe ee

p_, = mass density of air

Vo = resultant wind velocity and ship velocity
by vector addition

[CC4"tly product of the drag coefficient by the frontal

area of the ship exposed to the wind when the

the resultant direction of the latter makes

the angle ao with ship's course.

The value can be approximated L--

(C4AT, = [C Ap] * Cosa + [C AL) * sino
co.(413)

where Cyr Cy are the drag coefficients in head and beam wind

directions respectively. In the absence. of actual data for

the ship, the values of C, and C, have been estimated by using

the multiple regression model [68] and Tables 4.3-45show a

summary of the regression equations and their associated co-

efficients.
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TABLE 4.3-4 LATERAL COMPONENT OF WIND FORCE [68]

2A 2A S C A
Cy = Ba + By — + B, — + p, —oA t By — + Bg — +B, 22, 1-96 S.E.

LEA B2 B Loa Loa A

R Bo

10 0-096

20 0-176

30 0-225

40 0-329

50 1-164

50 1-163

70 0-916

80 0-844

30 0-889

100 0-799

110 0-797

120 0-996

130 1-014

140 0-784

150 0-536

160 0-251

170 0-125

Loa
B

AL

Ay

Aga
~

M

B,

0-22

0-71

1-38

1-82 -

1-26 0-121

0-96 0-101

0-53 0-069

0-55 0-082

0-138

0-155

0-151

0-184

0-191

0-166

0-176 -0-029

0-106 -0-022

0:046 ~-0:'012

B, B, By B S.E.

0-015

0-023

0-030

0-054

0-055

0-049

0-047

0-046

0-051

0-050

0-049

0-047

0-051

0-060

0-055

0-036

0-022

Mean Standard Error 0-044

0-023

0:043

~0-29

n&gt; —0-59
0-242 #095

0177 —0-88

~0-65

0-54

-0-66

0-55

—055 ~~ —

—0'66 0-34

0:69 0-44

—0'53 0-38

- 0-27

= length overall

= beam

= lateral projected area

= transverse projected area

= lateral projected area of superstructure

= Jength of perimeter of lateral projection of model

excluding waterline and slender bodies such as

masts and ventilators

= distance from bow of centroid of lateral projected

area

number of distinct groups of masts or kingposts

seen in lateral projection; kingposts close against
the bridge front are not included.
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TABLE 4. 3-5

FORE &amp; AFT COMPONENT OF WIND FORCE [68]

Cx=Ap+Aal A = I 1OA B2 3 +A, — +A +
5 AM *

+ A 6 + 1:96 S.EA or

 A As

0 2-152 -5-00 0-243 —0-164

10 1-714 -3-33 0-145 —0-121

20 1-818 -3-97 0-211 —0-143

30 1-965 —4-81 0-243 -0-154

10 2-333 -5-99 0-247 -0-190

50 1-726 -6-54 0-189 —-0-173 0-348

50 0-913 4-68 —0-104 0-482

70 0-457 -2-88 —0:068 0-346

80 0-341 —0-91 -0-031

20 0-355

100 0-601

110 0-651

120 0-564

130 ~0-142

140 —0-677

150 —0-723

160 —2-148

170 -2-707

180 —2-529

A, A
~ sE

0-086

0-104

0-033 0-096

0-041 0-117

0-042. 0-115

0-048 0-109

0-052 0-082

0-043 0-077

0-032 0-090

0-018 0-094

-0-020 0-096

-0-031 0-090

—0-024 0-100

~0-028 0-105

-0-032 0-123

-0-032 0-128

1-27 -0-027 0-123

1-81 - 0-115

1-55 —_ 0-112

—0-247

0-372

—0-582

—0-748

~0-700

—0%29

—0-475

Mean Standard Error 0°103
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4.3.3. SHIP SPEED AS A FUNCTION OF ENVIRONMENTAL PARAMETERS

From the above calculations of ship power requirements in

waves, it is possible to establish the functional relation-

ship between ship speed and specific environmental parameters.

By a similar procedure of equating the available power out-

put and the required SHP to maintain certain speed, the

complete ship speed function can be expressed as follows:

J = V(SHP, H, 5°, TT) 5)

where p = wave to ship track angle

HZ = mean square wave height of the seaway

T = predominant wave period

From the ship's log record actual speed versus wave height

can be used to check the accuracy of the calculated speed

function. Some statistical inferences should also be ap-

plied to estimate more realistic ship speed in waves.

For the purpose of the research project, an empirical approach

to model the ship speed in a seaway was adopted in our pre-

liminary routing model. Figure 4.3-6 shows some simple

speed curves for various power setting and headings at

various sea severities characterized by significant wave

heights. The simplification was partly because

our aim was to develop a ship routing model not a ship de-

sign methodology, and partly due to the unavailability of

widely accepted tools for estimating the ship powering re-

quirements in severe seaways.
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Fig. 4.3-6 An example of ship speed function for various

power output, heading under different sea conditions.
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It must be realized, however, that while such statistical

curve fitting through the recorded wave height speed and

power output from the past voyages may serve the purpose of

testing the algorithm, further developments in this area will

invariably increase the accuracy of the results.

4.4 SHIP ROUTING CRITERIA

During the past decade, the application of ship motion sea-

keeping theory has been largely made use of in establishing

proper ship design criteria. Most seakeeping literature

deals exclusively with the extremal value statistics of

the ship responses during its lifetime. Little or no atten-

tion has been paid in establishing a set of sound operational

criteria from a ship operator's point of view.

Various empirical operating criteria have been suggested

in the past [69,70,71]. Table 4.4-1 summarizes some of the

recommended seakeeping criteria for commercial operation.

These criteria are derived from extensive operating experi-

ences of actual ship trials. However, while they serve as

an excellent bounds of the most "safe and efficient operat-

ing region" for similar ship types and loading conditions,

they cannot in general realistically be applied to other

situations when the design, loading and cargo conditions

are significantly different. In order to establish some

causal relationship between operational criteria and human

responses, cargo or structural damages, we will look at

some major issues of ship motion and seakeeping events that

are most concerned by ship operators.
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Table 4.4-1

RECOMMENDED SEAKEEPING CRITERIA FOR COMMERCIAL OPERATION

Response

Slamming rate and

midship whipping
stress

Vertical bow accel.

Lateral acceleration

Bow submergence rate

Bow Impact (just below
deck)

Recommended Criteria

Aertssen [9]

6/100 pitches

2.9 kpsi

He

Cy

57-J 110

Hoffman [70]

1 in 15 min. &gt; 3.5 kpsi

2 in 15 min. &gt; 2.25 kpsi

Lower threshold 1.75 kpsi

,5g max. or .15g rms

.5g max. or 15g rms

15 occ. in 15 min.

Max. &gt; 3.5 kpsi

Lower threshold 1.5 kpsi

Chryssostomidis [71]

Vertical Acceleration

at bridge

Vertical acceleration

anywhere along the

ship's length

Probability of deck wetness

Probability of slamming

1) a 25¢ R.™.
~y

-

: 1/10 highest values &lt; 1.0 g

nro 1.80vY8 mo (1-€° /2)

Ymo € 0.217 , €= broadness factor

&lt; 0.01

&lt; 0.01
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i Acceleration &amp; Roll

Acceleration, both linear and angular, are major concerns

to the onboard safety of the crew as well as cargo

carried. The former leads to motion sickness and direct

damage to cargo. Whereas the latter influences the task

performance efficiency of the crew.

Much of the research that has been conducted is in the

field of human factor research for aircraft and space

vehicle pilots. Current efforts for the Navy are also

reported [72] in developing some motion sickness indices

for use in studies about crew effectiveness due to both

linear and angular acceleration. Figure 4 .4-1 shows

an example of human tolerance to oscillations.

Roll response of a ship in a seaway may be vastly differ-

ent depending on its speed and course. It is generally

a finely tuned response and also very critical to the

capability of the ship as its crew meet the perfor-

mance requirements. From the point of view of crew-work-

ing efficiency, excessive roll will degrade the motor

capability of operating personnel and results in a reduced

rate of effciency. Figure 4.4-2 shows the effect of

roll on personnel capabilities,

As far as the cargo damage is concerned, it depends on

its form, type of packaging and the storage location on-

board. Some general upper limits of shipboard accelera-

tion that various cargo types may be subjected to under

normal operating conditions must be developed in the future.

2 Deck Wetness

The problem of deck wetness concerns a ship operator

~107-
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when he feels that damage tc deck machinery or working

conditions on deck is threatened by water coming onboard

[74]. It is essentially a function of relative motion be-

tween waves and the ship bow with certain freeboard forward,

f. The probability of deck wetness can pe expressed by

the following formula [75).

_ 2

Pret = exp (-£2/20, ) { &lt; .15)

where or = mean square value of the relative motion bhetween

wave and ship bow. It is equal to the area under

neath the relative motion spectrum MS. To account

for the spectral broadness, it is sometimes

modified by a broadness factor es. [47].

oF =(1-e*/2)M,.

By assuming a modified Rayleigh probability law, the

probability density function of pressure due to green water

on the deck gq (psi), are also derived in [75]

2

Fig) = —&amp;

g 0

. (gq + g*)exp { — [{g + g*)*- a+?"

202
m

)

(3.17)

where q = Pressure due to green water on the deck in psi

x =

q £./c

£, = freeboard at the ship bow

a = constant = 2.32(ft/psi)

3 Slamming &amp; Whipping

Another factor which may persuade the captain to take

similar actions is slamming [66]. This is generally

caused by excessive impact pressure on the ship's

bottom shell, particularly when the bow re-enters the

water in large relative motions caused by heavy seas.
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For a ship without stress-monitoring equipment, it is only

detected by the high frequency second order whipping

phenomenon of the main hull girder.

From a statistical point of view, slamming is a phenomenon

very similar to deck wetness. An =ssential difference be-

tween these two seakeeping events is that deck wetness is a

function of relative motion between wave and ship bow,

while slamming is a function of relative motion as well as

velocity. The probability of slamming may be expressed as:

Psiam = €XP [= (£°/20 0 + Voy /205,)] ra

where f = the draft where slam is experienced

0’ = mean square value of the relative velocity be-

tween wave and the slamming location

the threshold critical velocity for slam to

occur. It is assumed equal to 12 ft/sec for

a 500 ft ship and scaled according to Froude

number for other ship lengths.

Propeller Racing &amp; Vibration

To the engineers, propeller racing and vibration are

their main concern. These two seakeeping events often

occur sequentially when the propeller is out of water

due to heavy heave and pitch, especially for a ship of

light load. The instantaneous reduction of loadings

on propeller blades out of the water may cause pro-

peller racing and induce location vibration of stern

structure and shafting.

In the most severe case, the governor may shut down the

engine due to overspeeding. When the possibility of

such an event taking place reaches a certain level, the

chief engineer may request the captain's action to re-

-110-



duce the danger of engine shutdown.

The statistical treatment of propeller racing probability

is identical to that of deck wetness (see ea. (4:16). The

only change is that the formula is now applied for relative

motion at a draft of the propeller plane which the racing

is likely to occur.

Generally, as indicated in [66], deck wetness and slamm-

ing are the dominant parameters which contribute to speed

reduction for the full load condition. Acceleration and

slamming are those for light conditions; while propeller

racing is less critical unless in the very light condition.

All the above ship responses and seakeeping events can be

calculated by the available ship motion seakeeping programs

and expressed in terms of the spectral parameters that we

used to construct the input spectra.

Hopefully, in the future, with the help of the new ship-

board heavy weather monitoring instrumentation [761],

proper criteria and constraints can be established for

various types of ship and cargos. By using these criteria

as inputs to our routing algorithm, upper limits on ship

speed can be imposed when there exists potential danger to

the cargo, ship and its cargo in forecasted sea conditions.

Fig. 4.4-3 shows a pictorial representation of the speed

functions being superimposed by the motion constraints.
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Fig.4.4-3 Required S.H.P. to maintain speed in seaways.
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CHAPTER 5

SYSTEMS IMPLEMENTATION

51 SYSTEM MODULES FOR PREPARING INPUT DATA FILES

To implement the ship routing procedure that has been described,

computer and data processing facilities complete with tele-

communication system seems imperative. Too little automation

may require many highly skilled professionals, while excessive

machine process can result in unnecessary large numbers of

errors which may be vital to ship's safety.

The proposed system calls for standard modules which initially

prepares the necessary input files to the routing optimiza-

tion model. There are five separate standard modules to deal

with the five areas that we have discussed.

a

)

Grid Generation Model

An interactive computer program has been developed

to generate a grid system between any origin-destina-

tion pair in the ocean. The grid will cover a band

alongside any nominal track specified by the user in

terms of a set of co-ordinates. Fig 6.1-1 shows an

example of the program outputs. After the modifica-

tion has been made, the grids will be used in the

routing algorithm as state descriptions. The dis-

tance between grids are based on the great circle

distance calculation. The final results are stored

on a sequential data file.

Environmental Data Interpolation Model

Due to the fineness of our routing grid system,

environmental information provided by FNWC has to
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k GRID SYSTEM GENERATION FOR THE STOCHASTIC OPTIMAL SHIP ROUTING ALGORITHM x

THE GRID WILL COVER A EAND ALONG A TRACK DESCRIRED BY UF TO 12 SETS OF COORDINATES.

THE USER IS ALSO EXPECTED TO SPECIFY THE DISTANCES EETWEEN

THE GRIDS ALONG THE TRACK (DX)» AS WELL AS FERFENDICULAR TO IT (DY)» IN NAUTICAL MILES.

i
ad

KENTIR THE NUMERER OF COORDINATES (N)y FREE FORMAT
&gt;

3

ENTER THE COORDINATES 3 LONGITUDE (E+VEsW-VE), LATITUDE
?

~10.0+,35.9
?

~37.0942.,0

?

~58.0935.0

?

=76.0932.5

YLNTER VALUES OF DXsDYs IN NAUTICAL MILES, AND THE NUMRER OF GRIDS IN EACH COLUMN.
?

100. 230.015

(N+VEsS~-VE) IN DEGREES.

k GRIL' SYSTEM HAS REEN GENERATED WITH

. LONGITUDE LATITUDE

DRIGIN 3 -10.00 35.50 DEGREES.

DESTINATION ¢ ~76.00 32.30 DEGREES.

G.C. DISTANCE = 3227.43 NAUTICAL MILES.

GeCo BEARING = | 207.18 DEGREES,

IX = 100.200 N.M. ny = 30.00 N.M.,

NO. OF STAGES = 32 NO. OF STATES = 15

DISTANCE ALONG SFECIFIED TRACK = 3287.04 N.M

KO YOU WANT THE GRID SYSTEM TO RE FLOTED ? YES/NO

IF YES CLEAR THE SCREEN OR START A NEW FAGE THEN HIT RETURN.

 3 OC

Fig. 5.1-1 (a) Sample ouputs from the Grid generation program GRIDS.



4» iMe. SHIP ROUTING CRID SYSTEM PLOT ¢ @ LATITUDE, # LONGITUDE IN DEGREES INCREMENT. ( 32 X 15

po

-

{

ed

 L

LN
1

POU OS Bb bes $F RES EEE EE HAE £34HEBH

«IS THE RESULT SATISFACTORY 7 YES/NO

IF YES THE GRID WILL RE USED IN CALCULATING THE DISTANCES AND REARINGS RETWEEN STAGES.

E82

Pe tr a aE ed Tt x «fs

cig. 5.1-1 (b) Sample ouputs from the grid generation program GRIDS.



be interpolated over space as well as time. Two separate

computer programs have been developed for this purpose.

First, the FNWC's forecasted directional spectra informa-

tion are reduced to parameter of sea and swell as indicated

in Chapter 3. The summary of wave information plus other

ocean environmental data then becomes the input to the

Data Interpolation Program. Together with the routing grid

system, the average conditions of wave, wind, current, etc.

for each state transition (grid points and time interval)

are interpolated and stored on a direct access data file

to be read-in later by the routing program.

3.

1

Ship Seakeeping, Speedkeeping Performance Model

The procedure for computing the ship motion responses

has been programmed in conjunction with the MIT 5-D

program to evaluate ship performance in various sea

conditions. The mean square responses are evaluated

and tabulated as a function of discrete intervals of

Hy /3/ oH for several speed and loading conditions.

Together with some relevant Response Amplitude Opera-

tors, they are stored on a random access disc file.

The appropriate set of responses can be modified once

the ship's departure conditions become known. The final

modified ship responses file are then transferred in-

to a routing data file ready to be read-in by the rout-

Lng program.

Operating Criteria Selection Model

Based on the type of cargo and operating conditions

of the vessel, a set of operating criteria is recommended

for each voyage. The criteria are tabulated according

-1716-



to cargo types and other mission related factors. This

information hopefully will be developed in the future,

based on the extensive data recorded by the new Ship

Instrumentation Package [76]. The user can then use

it as a default option or modify the criteria for the

specific ship under consideration.

5 Cost Function Derivation Model

The cost function essentially consists of two points;

namely, operating cost and terminal cost function. For

the present model, the former only consists of a fuel

cost? and the latter can be regarded as delay penalty.

A set of empirical relationships have been developed

(see APPENDIXF) to estimate the delay penalty cost

which can be considered as a function of owners capital

opportunity costs, manning insurance costs, stevedoring

schedule and so on. Figure 5.1-2 shows an example

of a typical terminal cost as a function of delay in

hours. The discontinuity exists because of the steve-

doring schedules (assuming 8 hours a shift, 2 shifts a

day). The slope of the line is cost per hour due to

delay. Depending upon the type of the service the ship

is currently engaged in, the competitive market situation

and the financial management practices of the owner, this

figure can vary from a couple of hundred dollars to a few

Lbue to lack of the cost data to relate ship motion, seakeeping

events to possible cargo ship damages, these are not included in

the operating cost function. The motions are considered as hard

constraints. In the future, with the new onboard heavy weather

monitoring system, realistic operating cost functions which

include ship motion may be estimated and used as a part of the

entire cost minimization procedure.

~117-
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Fig. &gt;.1-2 An example of delay penalty cost at the terminal.
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thousand per hour. The appropriate terminal cost function

thus becomes one of the most important trade-offs between

the fuel cost and delay penalty in the minimum cost ship

routing algorithm.

5.2 PROGRAMMING STRUCTURE

Any good theoretical model cannot be successfully imple-

mented without a well planned computer system. For our

routing system which requires substantial input data pro-

cessing and on-line computation, the system programming

structure must provide enough flexibility to achieve the

maximum utilization of the available resources. The re-

sources may be limited in many ways including the size and

availability of computer hardware or shortage of professional

meteorologists and Naval Architects etc.

The proposed routing system and computer file structure

thus attempts to reduce the amount of manual input by

standardization and machine processing while retaining

sufficient man-machine interaction for modifying and

checking the results. Figure 5.2-1 shows a schematic

representation of the programming structure. Each indi-

vidual input files are connected to three integrated com-

puter programs which constitutes our routing system.

1. PROGRAM ROUTE

This is an interactive program which provides an oppor-

tunity for the user to enter and modify any information

concerning the ship, cargo, route and the desired rout-

ing criteria plus the appropriate cost functions.

Figure 5.2-2 shows an example of a session on the

terminal. The routing data file is then stored on a

disc file to be used later by the stochastic dynamic

~119-



Fig. 5:.2-1 Optimal Ship Routing Systems

Programming Structure

/ Ship Motion h Ship Response grid systemSeakeeping CL .

Constraints Characteristic data file Environmental
data file data file .

Data file

\
|

J\.

| Manual Input

\ Cargo, voyage

\ sass. terminal’
cost function

r

PROGRAM ROUTE

Checking &amp; Modifying data
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4 Resulting
\Joute data file

+ Manual Input |
: |
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"time

PROGRAM BEST
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KOK 3 KOK 3K KKK KKK KK KR CORR ROK XOKOK KOK
kK OPTIMAL SHIP ROUTING INPUT INFORMATION x

5 2K 2 OK XK 3K XK 2K 2K 3K 23K 3K 2K XK 0K 3K 5K XK KK3K KK 3 3K KKK 8 3 3KOK 30K XK XK

ENTER VESSEL NAME,»CODE AND AFFILIATION. FORMAT (S5A4r1IS5vS5A4)

* LASH ITALIA ¥ or PRUD. GRACE *

ORIGIN DESTINATION AND VOYAGE CODE. FORMAT (S5A4¢5A4, 15)

*sTR. OF GIBRALTAR ' NEW YORK * 10

INITIAL POSITION ! LONGITUDE AND LATITUDE. FORMAT(2F7.2)

too I

EXPECTED DEPARTURE TIMEYEXPECTED ARRIVAL TIME. (MONTH~-DAY~-HOUR IN GMT)

TOTAL TRAVEL TIME IN HOURS. FORMAT (218sF7.1)

x x x x

03191800 3261800 148.

LOADING CONDITIONS ¢ FULL(1)sHALF(2)»0R BALLAST(3)yMEANDRAUGHsTRIM»GM.

UNITS IN FEET. FORMAT(IS»3F10.2)

x x x

- 35. 3.0 5.

MAX.POWER OUTPUT»SPECIFIC FUEL CONSUMPTION.

« X b¢

32000. 0.45

FUEL ON BOARD IN TONS» FUEL PRICE IN $/TON.

« x x

1000. 86.

CARGO INFORMATION ¢ IN HOLDs ON DECK (SEE CODis3).

Kk * x
100 200

Z CORD. FOR ¢! DECK WETNESS, PROP. RACING. SLAMMING VCR (FT/S)

FORMAT (4F10.2) X% Xx ® Xx
14. 10. 10. 15.

kXX END OF DATA REQUEST. HIT RETURN FOR DISPLAY kkk

Fig. 5.2-2 Sample session of executing Program ROUTE

on a terminal.
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KKK RA KKAORK KKK KKAK AK KK AK KKK Kk Kok Kk Kok Kok ok
kX OPTIMAL SHIF ROUTING INPUT DATA FILE X

KORAORAKAORKK A KAKI AK KK KK HK IO K KKK Fok Kk KKK

1

a

DATA # X CONTENT x

LASH ITALIA CODE= 7 OWNER ! FPRUDs GRACE LINE

2 FROM! STR. OF GIBRALTAR TO! CHALESTON USA. VOYAGE CODE= 1000

INITIAL POSITION ¢! LONG.= ~10.00 LEG. LATI.= 35.50 DEG,

ry

SCH.TIME DEPT.= 3191800 SCH.TIME ARR.= 3241800 TOTAL TR.TIME =168.0 HR.

LOADING CONDITIONS ¢ FULL MEAN DRAUGH=35.00 TRIM= 3.00 GM= 5.00 FT

MAX.POWER OUTPUT= 32000.00 HP. SFC =0.450 LRBS/HF HOUR

FUEL ON BOARD= 1000.00 TONS AV, FUEL PRICE=86.00 $/TON

CARGO INFORMATION ¢ (CODES) IN HOLD = 10 ON LECK = 20

ae

wd

A

7

-

BASED ON THE CARGO INFORMATION AND SHIP CONDITIONS

THE FOLLOWING SEAKEEFING CRITERIAS WERE SELECTED:

RMS VERTICAL ACCELERATION &lt; 0.125 G.

RMS TRANSVERSE ACCELERATION &lt; 0.125 G.

MIDSHIF BENDING MOMENT &lt; .250E+11 LBS FT.

FR ORARILITY OF SLAMMING «&lt; 0.0100

FROEBARILITY OF FROF. RACING &lt; 0.0100

FROEBABILITY OF DECK WETNESS &lt;0.0100

MAX. ROLL ANGLE &lt; 20.0 DEGREES.

A,

Be

Co

De.

Ee

Fo

[3

KANY CHANGES IN THE DATA SET ? IF YES TYPE THE DATA 2 » IF NO MORE TYPE 0.
3)

Fig. »5.2-2 (cond.) Summary of the input data file created bv Program ROUTE.



programming routing algorithm.

) PROGRAM BEST

Having prepared the necessary input data for the route

optimization, program BEST is a batch version of the

dynamic programming algorithm which can be submitted

from a terminal. The program reads in the ship re-

sponse and environmental data, then performs cost mini-

mization with ship constraints according to the recur-

sive equation of our stochastic dynamic programming.

The resulting optimal value function is written onto

a disc file for later tracing out the optimal controls

at each state and other useful information.

) PROGRAM TRACKS

The program TRACKS is again an interactive program to

be called after the execution of PROGRAM BEST has

terminated. There are perhaps two ways that this

program can be utilized. Before the ship's departure

it can be used to carry out sensitivity studies on

the costs of various departure time and the expected

travel time. Once underway, the feedback property

of the dynamic programming algorithm allows us to

trace out the optimal controls at the present time,

position from the nearest state. Besides the recom-

mended optimal controls, other useful information,

such as wave height, etc. along the expected trajectory

are also printed. Figure 5.2-3 shows an example of

the output from PROGRAM TRACKS.

From the operational point of view, the above programming

structure has several advantages.

-12~



HORROR J ok 2K KK KKK RK
x OFTIMAL SHIP ROUTING QUTPUT x

00002202203000800303000K3KokKKKKk

3

mt

ok

SHIP NAME ID, = 1 VOYAGE NO, ID. =

ETD = 3191800 ETA = 32461800

1000

¢ ENTER INDICES FOR THE INITIAL STARTING GRID (IS,»JS)t

A»
¥ INPUTED GRID INDICES ¢ IS = 1 JS =

CORRESPONED TO ¢ LONGITUDE = 1000 W

k IS THE POSITION CORRECT 7 (YES/NO)

ves

a

LATITUDE = 3530 N

* INFUT TERMINAL COST FUNCTION ¢ x

ARRIVAL TIME EARLY ARR. TERMINAL

(GMT) OR DELAY COST ($)

x INITIAL OPTIMAL CONTROL INFORMATION § X

SEQUENCE STARTING TIME POWER OUTPUT NEXT GRID GC. COURSE EXPT.VOY.

¥ (GMT) (X PMAX) LONGI.LATIT., (DEG) COST ($%)

312613

32615

32617

312419

32621

32623

32702

12704

32706 1+»
32708 14.0
12710 16,"

312712 18.4
12715 20.5
12717 37,7

32719 Ta,
32721 7.
12723 9,
32601 1.4
312804 33.6
32006 35.7

312808 37.9
32810 40.1
32812 42,2
32814 44,4

32817 44.6

o

2

¢ n

1044.

3212.

5379.

7546.

9713.

L1881,

14048.

16107.

17191,

18275.

17358,

20884.

23051.

25218.

27386,

29553

31720.

33887.

16055.

38222,

40389.

42554.

31906

31907

31908

31909

31910

31911

31912

31913

31914

3191S

311914

31917

31918

31918

31919

31920

31921

31922

31923

32000

32001

32002

32003

32004

32005

80 Xx

80 X

80 2%

BO X

BO %

BO X%

BO 2

80 %

BO :

BO ¥

BO

80

80 ¥

80 7

BO %

BO X

BO %

80 7

80 Z

80 X

80 %

80 »

80 X

80 ¥

80 ¥%

1208 W 3627 N

1208 W 3427 N

1208 W 3627 N

1208 W 3627 N

1208 W 3627 N

1208 W 3627 N

1208 W 3627 N

1208 W 3627 N

1208 W 3627 N

1208 W 3627 N

1208 W 3627 N

1208 W 3627 N

1208 W 3627 ©

1208 W 3627 n

1208 W 3627

1208 W 3627

1208 W 3627

1208 W 3627

1208 W 3627

L208 W 3627 nN

L208 W 3627 -

L208 W 3627 =

L208 W 3627 N

L208 W 3627 N

1157 W 3I558 N

299

299

299

299

299

299

299

299

299

299

299

299

299

299

299

FAR

299

299

299

299

299

299

299

299

2846

74855.

75063.

75299,

75575.

75902.

76287,

76737.

77236.

77840.

78473,

79144,

79842.

80569.

81301.

82040.

82774,

83504.

64228.

84942.

85636.

86294.

86906.

87478.

88030.

88432.

}

J

23
24

ne

 EF DO YOU WISH TO TRACE QUT THE EXPECTED OPTIMAL TRAJECTORY ? (YES/NO)

JS

kK SENSITIVITY STUDY ¢ ENTER (UP TO 6) OF THE POTENTIAL TRACKS TO BE INVESTIGATED. AND THEIR ASSOCIATED K VALUES

r

501¢5+105159,20¢25

-

a,

1
7

» 3.2-3 Sample output from Program TRACKS executed from a terminal.



i
od

NO

J

TRACED TO STAGE

TRACED TO STAGE

TRACED TO STAGE

TRACED TO STAGE

TRACED TO STAGE

TRACED TO STaGE

TRACED TO STAGE

TRACED TQ STAGE

TRACED TO STAGE

TRACED TO STAGE

FRACED TO STAGE .

TRACED TO STAGE

[FACED TO STAGE ¢

IFaCED TO STAGE ¢

TRACED TO STAGE ¢

TRACED TO STAGE ¢

JEACED TO STAGE ¢

JRACEDN TO STAGE ¢

JRACED TO STAGE ¢

JEACED TO STAGE ¢

TRACED TO STAGE

iRACED TY STAGE ¢

TFACED TO STAGE

TRACED TO STAGE

JRAILED TO STAGE

FACED TO STAGE ¢

FACED TO STAGE ¢

RACED TO STAGE ¢

TRACELC TO STAGE

TRACED TO STAGE ¢

TRACED TO STAGE

{EACED TO STAGE

SEND OF TRACERACK.

fr emma WAVE HT.

. “9

 ou awweesoa

¥ . ° ° -

1 2 3 4

4.2 4,2 4,2 4,2

4,2 4,2 4,2 4,2
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4.3 1,2 a 3
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é

é

o

 6
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‘gf
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FY
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4c

8.°

 4
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8,7
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 bhMy
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A
4q ay

9.¢&amp;
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a,,
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» Fy

a.

5

3

6

1
@

4
3 .8 § , 9.

8 4.8 4. 8c 4,

VP 2.9 4.7 4.9 5.0

3-9 4.9 4,9 5.0 5.0

1.9 4.9 S.0 5.0 5.0

5.0 S.0 9.0 5.0 9.1

5.0 5.0 5.0 S.1 S.1

5.0 5.1 S.1 S.,1 S.1

5.1 5.1 5.1 5.1 S.1

3 a t

‘.8

8

1.8

4
y

i)
-

4.

»

Te

3

T

Se

Se.

SS...

Vv

»
a

a

31

I~

® &amp; -

5 »

» 5 ®

$DO YOU WANT THE FINAL OPTIMAL TRAJECTORIES TO BE PRINTED OUT ON THE TERMINAL 7?

IF NO THE OUTPUT WILL BE STORED ON AN ALLOCATED DISC FILE.
yes

YES/NO

Fig. 52-3 Sample outputs from Program TRACKS executed from a terminal.
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 3oo32 Ac 3 KKK KK KOK A KKOK 0 oK 2 oo 2 KK ok oo ok oo a KKK Kk ok ok ok okok Kkok
x EXPECTED OPTIMAL SHIP TRAJECTORY INFORMATION OUTPUT x

WOK ok Ko dR KK dk KOK Ke dK 3 3k 0 a kk dk ak 3 3k ok ak 35 2k 3 ak ak 3 lk 8 XK ok kk ok ok ok kk ke ok kkk

ROUTE NO. 1 REFERENCE ¢ K= 1 SHIP ID.= 1 VOYAGE ID.= 1000

INITIAL STARTING TIME = 31906 GMT EXPECTED ARRIVING TIME = 32617 GMT

TOTAL VOYAGE TIME = 179.3 HOURS STD. DEVIATION = 3.1 HOURS. DELAY FROM SCHEDULE = -0.7 HOURS.

CSTIMATED TOTAL VOYAGE COST = 74855. $

STAGE TR.TIME GMT LONGITUDE LATITUDE WAVE.HT DIR. POWER AV.SPOD COURSE CURF VOY.COST WARNING

(I) (HR)  (M-D-H) (DEG.MIN) (FT) (DEG) (XZPMAX) (KNOTS) (DEG) (KNOTS) (%%$%) (CODE)

'

jot

No

N
}

Bae

6.2

6.1

6.0

5.9

5.0

4.9

De7

5.4

5.3

3.2

5.2

J.2

5.2

5.4

Je2

5.2

9.2

95.3

Se2

5.3

5.7

9.3

5.5

5.3

349

27 6.0

28 5.7

29 6.0

x0 5.7

31 6.0

32 8.1

13 0.0

iy. 5 72-13

31906

31912

31918

32001

32007

32012

32017

32022

32104

32109

32115

32120

32201

32206

32212

32217

32222

32303

32309

32314

32319

32400

32406

32411

32417

32422

32504

312510

325185

32521

312603

32609

3124617

1000 W

1208 W

L418 u

1627 UW

1836 W

2045 UW
2245 W

2446 W

2654 W

2856 W

3058 W

3300 W

3503 W

3706 W

31909 W

4116 W

4330 W

4543 W

4756 W

5009 W

5220 W

S431 W

5641 W

5849 W

6047 W

6252 W

6445 W

6636 W

4834 W

7020 W

7215 W

7356 W

74630 UW

3530 N

3627 N

3723 N

3817 N

3910 N

4000 N

4020 N

4037 N

4121 N

4134 N

4144 N

4152 N

4157 N

4200 N

4200 N

4158 N

4154 N

4147 N

4138 N

4126 N

4112 N

4056 N

4037 N

4016 N

3924 N

3858 N

3802 N

3705 N

3634 N

3533 N

3458 N

3354 N

3230 N

4,7

4."

4,7

4.2

4,3

4,3

4.4

6.7

7.0

4.8

4,4

4,4

a,c

4.¢

4.°

4.6

4.6

4.6

4.6

4,7

4.7

4.7

4.8

4.8

4.8

4,9

4,9

4,9

5.0

5.0

3.0

5.1

0.0

NNE 80 %

NNE 80 %

NNE 80 %

NNE 80 %

NNE 80 %

NNE 80 X%

NEE 80 %

NEE 80 %

NEE 60 %

NNE 60 Z

NNE 60 %

NNE 60 7

NNE 60 7

NNE 60 %

NNE 60 7

INE 80 %

NNE 80 2

INE 80 7

NNE 80 ¥

NNE 80 #

NNE 80 #

NNE 60 7

NNE 80 7

NNE 80 7

NNE 80 7

NNE 80 7

NNE 60 7

NNE 60 °

NNE 60

NNE 60 °

NNE 60 7

NNE 80 %

0 7

12.0 20° 0.0

19.0 298 0.0

19.0 298 0.0

18.9 298 0.0

18.9 297 0.0

18.9 282 0.0

19.1 281 0.0

18.7 2995 0.0
17.2 278 0.0

17.4 276 0.0

17.5 2735 0.0
17.5 273 0.0
17.5 272 0.0

17.6 270 0.0

17.6 269 0.0

19.0 268 0.0

19.0 266 0.0

19.0 265 0.0

19.0 263 0.0

19.0 262 0.0

19.0 261 0.0
17.5 259 0.0

19.0 258 0.0

19.0 240 0.0

19.0 255 0.0

L?.0 238 0.0

17.5 237 0.0

17.5 252 0.0

17.5 235 0.0

7:5 250 0.0

17.5 232 0.0

18.9 237 0.0

0.0 0 0,0

(continue) Sample outputs from Program TRACKS.

74855.

72220,

67776.

67427.

64904.

62683.

60622,

58807.

56438.

54553.

52716,

50889.

48754.

46874.

45002.

43001.

40783.

38559.

36300,

33998.

31706.

29047.

26996.

24624,

22049.

19603.

16973,

14318.

11837.

9146.

6605,

40835,

0.

0

~~

0

0



psd

ND

1

ROUTE NO, S REFERENCE ¢ K= 20 SHIP ID,= 1 VOYAGE ID.= 1000

INITIAL STARTING TIME = 32000 GMT EXFECTED ARRIVING TIME = 32702 GMT

TOTAL VOYAGE TIME = 169.8 HOURS STD. DEVIATION = 2.9 HOURS. DELAY FROM SCHEDULE = 8.1 HOURS.
ESTIMATED TOTAL VOYAGE COST = 85634, $

STAGE TR.TIME GMT LONGITUDE LATITUDE WAVE.HT DIR. POWER AV.SPD COURSE CURF vOY.COST WARNING

tI (HR) (M-D-H) (DEG+MIN) (FT) (DEG). (XFMAX) (KNOTS) (DEG) (KNOTS) ($$$) (CODE)

1000 W 3530 N

1208 W 3627 N

1418 W 3723 N

1627 W 3817 N

1836 W 3210 N

2045 W 4000 N

2283 W 4049 N

2453 W 4106 N

2654 W 4121 N

2836 W 4134 N

3038 W 4144 N

3300 W 4152 N

35303 W 4157 N

3706 W 4200 N

3909 W 4200 N

4116 UW 4158 N

4330 W 4134 N

4543 W 9147 N

4756 UW 4138 N

5009 W 4126 N

2220 W 4112 N

9431 W 4056 N

9641 W 4037 N

9849 W 4016 N

6047 W 3924 N

6252 W 3858 N

6445 W 3802 N

6636 W 3705 N

6834 W 3634 N Je

7020 W 3533 N 5.1

7215 W 3458 N 5.1

7356 UW 3354 N 9.1

7630 W 3230 N 0.0

18.9 299 0.0

18.9 298 0.0

18.9 298 0.0

18.9 298 0.0

18.9 297 0.0

18.9 297 0.0

18.8 281 0.0
19.4 280 0.0

19.4 278 0.0
18.9 276 0.0

18.9 ~~ 275 0.90

18.9 273 0.0

18.9 272 0.0

12.0 270 0.0

19.0 269 0.0

19.0 268 0.0

19.0 266 0.0

19.0 265 0.0

19.0 263 0.0

20.0 262 0.0

20.0 261 0.0

20.0 299 0.0

20.0 258 0.0

20.0 240 0.0

20.0 253 0.0

20.0 238 0.0
20.0 237 0.0

20.0 252 0.0

20.0 235 0.0

20,0 230 0.0

20.0 232 0.0

19.9 237 0.0

0.0 0 0.0

85636.

83129.

80605.

78233.

75942.

73793.

70850.

68933,

66758,

64521,

63489,

61396.

99190.

96905.

55818.

93239.

91502,

48400,

46597,

44735.

41394.

39473,

35894.

33924.

31573,

27743.

25286,

22795.

20703.

18143.

13910.

11261.

0. 0

Fig. 5.2-3 (continue) Sample outputs from Program TRACKS.



ROUTE NO. 6 REFERENCE ¢ K= 25 SHIP ID.= 1 VOYAGE ID.= 1000

INITIAL STARTING TIME = 320035 GMT EXPECTED ARRIVING TIME = 32711 GMT :

TOTAL VOYAGE TIME = 173.8 HOURS STD. DEVIATION = 3.0 HOURS. DELAY FROM SCHEDULE = 16.8 HOURS.

ESTIMATED TOTAL VOYAGE COST = 88632. $

STAGE TR.TIME GMT LONGITUDE LATITUDE WAVE.HT DIR. POWER AV.SPD COURSE CURF VOY.COST WARNING

(I) (HR) (M~-D-H) (DEG.MIN) (FT) (DEG) (XPMAX) (KNOTS) (DEG) (KNOTS) ($$$) (CODE)

i

—d

ND

0

1-*

J

"

ET

%
27

28

29

30

11

32

13

5.2

6:3

602

61

5.9

5.8

5.8

Y 5

$a

 J

a.

de&amp;
4.2

5.0

Fs

5.2

5.7

5.2

5.2

5.7

5.7

94.7

B®

5.7

5.5

5.5

5.2

5.6

5.3

503

7.7

0.0

32005

32010

32017

32023

32105

32111

32117

312122

32203

32208

312213

32218

32223

32304

32309

32314

32319

32400

32405

32411

32416

32421

32503

32508

32013

32519

32600

32606

32611

32617

32622

32703

12711

1000 W

1157 W

1407 UW

1617 UW

1827 UW

2036 UW

2245 UW

2453 W

2654 UW

2856 W

3058 W

3300 W

3503 UW

3706 W

3909 W

4116 W

4330 W

4543 UW

4756 W

5009 W

5220 W

5431 W

9641 W

5849 UW

6047 W

6252 W

6445 UW

6636 W

6834 W

7020 W

7215 W

7356 UW

2620 W

3530 N

3558 N

3654 N

3748 N

3841 N

39231 N

4020 N

4106 N

4121 N

4134 N

4144 N

4152 N

4157 N

4200 N

4200 N

1158 N

4154 N

4147 N

4138 N

4126 N

4112 N

4056 N

4037 N

1016 N

3924 NT

3858 N

3802 N

3705 N

3634 N

3533 N

3458 N

3354 N

3230 N

4...

4.”

§.2

4.7

g..

4.4

Ten

av

7.8

LE

Lr

by,
eb

v&amp;

o

gw

¢.7

-

Re

g..

4.-

4,

0

Sd

00

5.1

5.1

S.1

Se2

9.2

0.0

NNE

NNE

NNE

NNE

NNE

NNE

NEE

NEE

NNE

NNE

NNE

NNE

NNE

NNE

NNE

NNE

NNE

NNE

NNE

NNE

NNE

NNE

NNE

NNE

MINE

NNE

NNE

NNE

NNE

NNE

NNE

NNE

80 %

80 %

80 %

80 %

80 x

80 %

80 I

80 %

80 «

80 %

80 %

BO %

80 %

80 %Z

80 %Z

80 %

80 %

80 %

80 XZ

80 Z

80 X%

80 Z%

80 XZ

80 %«

BO %

80 7

80 %

80 %«

80 %

80 %Z

100 %

100 %

18.7

18.9

18.9

18.9

18.9

18.9

18.6

18.0

18.2

18.9

18.9

18.9

18.9

19.0

19.0

192.0

19.0

19.0

19.0

19.0

19.0

19.0

19.0

19.9

19.9

18.9

18.9

18.9

18.9

18.9

19.9

19.9

286 0.0

298 0.0

298 0,0

298 0.0

297 0.0

297 0.0

296 0.0

280 0.0

278 0.0

276 0.0

2795 0.0
273 0.0

272 0.0

270 0.0

269 0.0

268 0.0

266 0.0

265 0.0

263 0.0

262 0.0

261 0.0

259 0.0

258 0.0

240 0.0

259 0.0

238 0.0

237 0.0

252 0.0

235 0.0

250 0.0

232 0.0

237 0.0

0 0.0

88632,

86225.

84369,

81452,

79178.

77064.

75017,

72313.

70952.

68923.

67052.

65144,

63153.

61107.

99038,

57636.

54987.

53247.

5C474.,

48632,

46806.

43853,

41934.

40014,

37770.

34593.

32288.

29945,

27919.

25494.

22016.

19572.

0.

0

Y

0

X END OF OPTIMAL SHIP ROUTING OUPUT x

XX GOOD LUCK AND BON VOYAGE XXx

READY

Fig. 52-3 (continue) Sample outputs from Program TRACKS.
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It reduces on-line core requirements. Since the

model is split into three sequential parts, each

of which requires less storage location than the

entire program, a much smaller computer with direct

access devices will be adequate.

It facilitates better scheduling of jobs. The exe-

cution of actual routing algorithm (i.e. program

BEST) can be done sequentially according to the

time of ship departure, whereas input data files

can be prepared at other convenient times before

hand.

It utilizes the computing facilities. Under Mul-

tiple programming with variable number of tasks

operating systems, it is possible to fully utilize

the complete capacities because of the different

core requirements, execution time and mode of oper-

ation of the programs ROUTE, BEST and TRACKS.

PROPOSED SYSTEM SETU»

Figure 5.3-1 shows the entire set-up of the Optimal Rout-

ing System linking communication sattelite and/or radio

transmission. Notice that human inputs should be made

available whenever possible to reduce unexpected errors.
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1
SATELLITE OR RADIO |

COMMUNICATION
 TTT

J

Lo i

J

OPTIMAL SHIP DEPARTURE

TRAJECTORY / CHARACTERISTICS,

EST. cost, / (LOAD, GM, CARGO
ARR. TIME, TYPE, ETD, ETA,

WARNINGS. ETC.

POST VOYAG

NALYSIS

Jetcmensrsmn
FINAL CHECKING : /Grsnn) TRACK MODIFICA-

TION.

OPTIMAL SHIP \ -

WEATHER ROUTING

MODEL.

\

a)

Pp}

-&gt; -_—

ROUTING

CRITERIA,
OBJECTIVES

&amp;
\ MARISAT

memoa nl

se
a nea ay

“

EL

ay “Bla
~~

~~

BMwn

lan ev a. Ty

—

REAL |

TIME SHIP

REPORTS,

[ COMPUTER HISTORICAL

WEATHER DATA FILES
PREDICTION

1 — ua

SHIPS N\
DYNAMIC |

RESPONSESf
 7%

|

SORTING, MERGE DATA, FURTHER
ADDITIONAL INPUTS FROM ANALYS]

FACSIMILE, MANUAL PREDIC- UPDAT

\ TION.

DISPLAY

ENVIRONMENTAL DATA

PROCESSING, INTERPOLATION

OVER SPACE, TIME FOR EACH
TRANSITION.

GRID

SYSTEM

FILE

DISPLAY }—————————

SPECIFIC MODIFIED BY

SHIP RESPONS NAVAL

COEFFICIENTS ARCHITECT

wa

MODIFIED BY |

| PRUFESSIOMAL
{METEOROLOGISTS

ON-LINE

ENVIRONMENTAL

DATA FILE

Fig. 5.3-1 Proposed set-up for a real-time ship routing system.



CHAPTER 6

CONCLUSION AND RECOMMENDATION FOR FUTURE DEVELOPMENT

A dynamic programming algorithm has been developed for solving

the stochastic ship routing problem. The algorithm takes

account of the stochastic varations in the forecasted wave height

parameter and minimizes the expected total voyage cost

under the constraints of ship motion seakeeping criteria.

The algorithm is believed to be more general and realistic

than existing ship routing methods. The preliminary test

runs using simulated data demonstrated that even if a 1%

savings in fuel cost (about $800) on a Trans-Atlantic voyage

would fully justify the use of such systen?, thus establishing

its economic feasibility for possible real-time implementations

in the future.

Before the proposed routing system can be fully implemented

on a large scale, however, there are still many areas where

further tests and evaluation are required. In particular,

further calibration studies should be carried out under the

real-time operating conditions. Questions such as grid

size, coverage, and time intervals should be investigated

in relation to the overall compatibility of the level of

details of various input data and the required output infor-

mation. The analyis should center on the question whether

the additional computation effort is worthwhile in real

dollar terms to achieve a'more accurate' solution which may

have to be updated several times during a voyage.

1 A typical Trans-Atlantic voyage of the LASH ship requires

around 7 days at a fuel cost of $80,000. Suppose the ship

track is updated once every day, the total computing cost is

around $200 and would be considerably less if a special

purpose computer is used.
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The calibration of the complete routing model should also

take into consideration of the type of routing criteria

and objective function. For commercial ship operations,

the factors considered are far less complicated than for a

military application. The primary concern here is to develop

a set of causal relationship between the physical ship motion

responses to expected cargo ship damage as well as human res-

ponse onboard. The present seakeeping criteria in many ways

lack the causal content and tend to be ambiguous. Hopefully,

with the extensive data gathering capability by the new ship-

board instrumentation, further research efforts will provide

realistic ship motion constraints for various types of ser-

vices and operational requirements.

On the whole, it is important to bear in mind that the

decision for real-time implementation should base on the

real advantages in terms of dollars saved over any other

existing routing systems. To help reach this Yes of No de-

cision, the following steps for evaluating the proposed

routing system are recommended.

Step 1 : Route Comparision with Other Existing Routing Methods

This test can be easily carried out with the cooperations

of commercial routing companies. By providing access to

all the input data and cost functions to the routing agencies,

each of them are required to core up with a route using their

system. The output from the Dynamic Programming outputs are

then compared with various other alternative routes in order

to explore the potential savings or lack of "human insight"

by the computer model.

-132-



Step 2 : Route Evaluation Based on Hindcasted Data

Of course, the potential savings or errors made by any rou-

ting system cannot be verified until the stochastic nature

reveals itself for the entire voyage. One simple method

of evaluating various systems without actually risking the

ship is to calculate the total ship motion responses etc.

of the recommended routes using hindcasted environmental data

from the wave model. Such comparison should be done over many

voyages during different times of the year so that statistically

valid conclusion can be drawn based on the large sample.

Step 3 : Actual Testing Implementation on Ships at Sea

If the results from the previous tests show conclusive ad-

vantages of the proposed Dynamic Programming routing system

in real dollar savings over any other existing systems, then

the next step is to carry out actual tests on a ship with

proper instrumentation and communication equipments. This

requires the full cooperation of the onboard personnel to

carry out the recommended control policies along the route

and make detailed records if alternative action is justified.

Other assistance are also required to develop a realistic

delay penalty cost function which is consistent with the

financial and management practice of the ship owner.

Finally, it should be emphasized that efforts lead to a

successful implementation of the proposed ship routing sys-

tem would depend on the cooperation and inputs from ship

operators, the U.S. Navy, commercial ship routing agencies

and the academic establishment. The deci&lt;ion at various

stages of development should be based on the hard performance

statistics in terms of dollars saved under the operating

conditions.
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After all, it is this incentive that has brought any real

improvements in the state-of-the-art of ship routing tech-

niques since Henry the Navigator.
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APPENDIX A

APPROXIMATING STATE VALUE BY ITS EXPECTATION

When the controls are strong, there is little uncertainty

in getting to a state j under control k. In this case, it

is possible to replace the random variable j by its expected

value, N K for each control k, resulting in a determin-

z LA J
j=1 J

istic system.

For the purpose of discussion, consider a one dimensional

problem with a single stage return qk when control k is chosen

in state i. Then, for the probabilistic and the deterministic

system respectively, the gain g and objective function are

given by:

cs k k

Probablistic: g + C; =q; + z Ps C5 i AL)

Deterministic: g*+ c/=ak*+ z PY, c*ruk(i)1... (a2)
3

where uk(i) = Expected state that the system will

in if control k is chosen at state

By Taylor expansion

3 - { *~ =, r P.. C.-C. + 8 0 =

13(C57Cy) + I 2yy (oy-chukin)
+

-

K - k " k/: kya 2

PF (C5=Ch) + £ PK, crv lukR(i)1[5-uk(i)1%21
i

AG+AC=Y pX. (C. C.*)+C*" [1 X(1)] 02 (1) /21
. ij j=" k *

{A3)
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APPENDIX A (continued)

where of (i) = variance of the state that system will be in

if control k is chosen at state i.

i

[—y = the second derivative of C* with respect to j.

Now if the control is strong, there is less uncertainty in

the state transition, i.e. the value of of (1) is small.

Since the difference between the deterministic and stochastic

discription resulted in a change of gain and objective

function, (Ag, AC respectively), as of (i) tends to zero, the

difference between the true optimal value function C and the

approximated value C* becomes very small.
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APPENDIX B

REDUCTION OF STATE SPACE BY PENALTY METHOD

In the stochastic model, the random state variable, time

should have an infinite range in order to completely describe

the feasible state space. This is because there always

exists a non-zero probability, however small, that the ship

is going to arrive at a grid later than the so-called

‘latest time'. This means that we could have a infinitely

large state space to ensure that the system will not go out

of the bounds. In practice, this is obviously not allowed

in evaluating the optimal value function by our stochastic

recursion equation. It is therefore necessary to specify

the bounds of the feasible state space in order to reduce

the problem size. We propose to implement this by a penalty

method which imposes a large penalty cost whenever the system

is outside the bounds.

Because the nature of the recursion equation, the imposed

penalty in a state of stage n could effect the optimal value

function in remaining stages. The following is a derivation

of a set of necessary conditions which ensure the bounds are

large enough so that the penalties on the states which has a

small probability of going out of bounds could not signifi-

cantly effect the true optimal value function.

For the purpose of discussion let us consider a simple one

dimension problem. Suppose that the entire set of feasible

states can be partitioned into three mutually exclusive sub-

sets X,Y,Z of which Z comprises only state known to be out of

bounds. Let Y comprise of the state in which there is a non-

zero probability of transition into Z, where a large penalty

M will be imposed.
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At the start of the recursion, we let the minimum cost

function be Cy+1 (3): also let Pfn... Ky be the probability
that if we start initially in state i and then execute N-n

successive controls k ...k .,....kKy, we will be in state j.

Suppose A or B contains j at N + 1. The recursion equation

is given by

~

—
=

1) = Min Ch + 3

1

k ;

P. Chey (3) 7

(21)

Now, if we split the minimum cost function Cpa (3) into two

parts:

Y
~~ * n=

3) =} I 1

where Lo+1 is the loss at stage n+l then:

SN EPEC y Ts [ec .4 (J) + Lo, )

Furthermore, let g* be the smallest

able at any state then:

sinacle

~~ gs min k :

}

veeee (B2)

stage loss obhtain-

Recall the first order Markov property;we can rewrite the

minimization of expected value cost in two parts, one for

the present stage n, and the other for the later stages.

We have:

i k min, k(n) k A
C.(i)&gt; a* + E(L_,.] + ™M0 (5 pk Iq +5 P.. | (30

n n+l k(n) 5 (n) ij(n) k i(n) 3 (n+l) ij (n+1n+2

Similar mathematical manipulation can be carried out for
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Hence we may derive :

~ 2 na¥* L

~ oa
~

}
k ,k cee ok *

E[Lg] + z Piq n’ n+l N Cae1 (3)

veoo(B.3)

At any stage s,n &lt;s ¢N,if the system goes out of the bounds

into Z, we impose a high penalty cost M. i.e. Copp (3) = M

j € Z, The difference in Cyn(i) after N-s iterations would

be

 —-
}

3 P.. KgroKgppoooky M

ng sg

i r

N

 $5 © (B. 4)

It is also interesting to note that if we let M&gt;«, then

after N-s interaction, all states in Y and Z will he «.

Only the states in X will have finite values which will

converge. In fact, rigorously X is an empty set by defini-

tion of stochastic process.

From equation (D.4), we have derived two necessary condi-

tions to ensure that the bounds on state variable time had

been large enough.

1.

2.

P =
rey

p F.- Ks+1- "Ky is small. 1 &amp;

 DB
rCY

* M is also small for some large M.

7
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APPENDIX C

DERIVATION OF STATE TRANSITION PROBABILITY BASED ON ANALOGUE

FORECAST

When consistent wave spectra forecasts are not available, the

ocean environment conditions are usually forecasted by analogue

methods. The analogue forecasts rely largely on experienced

meteorologists and vast computer data banks of historical

wave information. By searching and comparing similar weather

patterns in the past, the forecaster may be able to estimate

the most likely wave height H, a lower bound H in and a upper

bound H ax on some inherent confidence level.

Based on these three estimates, we postulate that the wave

height parameter distributes with a Gamma p.d.f. The distri-

bution is chosen not because of its closeness to reality which

cannot easily be verified, but rather due to its simplicity and

powerful properties to approximate many situations.

Essentially, we will utilize the extremely rich family of func-

tions which lie on the positive real axis. The parameter of

the distribution can be expressed in terms of the most probable

wave height H and the two extremes: Hin, Hoav

The Gamma p.d.f. in a general form can be written as:

£(H) = aA HP ¢ "CH y im

J(H) = {
1

0

H &gt;

H &lt;

0

D (C.1)
whore

0

[

cb+l

I (b+1)

Gamma Function

 LL 2



The mode, i.e. the maximum f of the function is located at

H = b/c.

The expected value is given by:

"(H]) = _b+l
(C. 3)

and variance

/
Ty b+l

ceo (C4)

To express the parameter b, c¢c in terms of the three estimates,

it is necessary to provide additional information on the

variance of the distribution ¢.2

Let the standard derivation be 1/6 of the range

H 2 =H - H . 1 Then from (E.4)
R max min.

Tu _ _ b+l _ _ 2

H &gt; [1/6 (Hx Ho.1
- ( C.5)

with equation (E.2), it can be shown that the parameters b,

and c¢ are given by

b =H .

~

A

A

 yg AD

v9 H + Hp?

1/6

cr.

(C.6)

Hence, by discretizing the above Gamma p.d.f, we can derive the

state transition probabilities and carry out the recurrsion same

as before.

Lhe normal distribution translated at + 2.66 has standard devia-

tion equal to 1/6 of its range i which corresponds to arround 99%

confidence level. This assumption is also used in PERT to derive

the parameter for Beta distribution, _,,,_



APPENDIX D

PROPERTIES OF THE GENERALIZED TWO PARAMETER SPECTRAL

FORMULATION FOR OCEAN WAVES

The generalized two parameter sea spectrs:

the following form: Ref. [43].

5'w) = a wo exp (-B w
1)

where S(W) is the spectral density as a

frequency w,a,B, a and b are constants

 , .

Moments defined as: M.= [sw x ot dw 1s

n al (kX) /(bB
to

SN
at ier D&gt; I'(«) = Gamma Function

k = (a=- 1 - 1)/b K

formulation has

™

dead” 1)

function of wave

given by

(  DO 2)

0

m_ = al(a-1/b)/[bB (a-1/b),

m, = al (a-2/b) / [bB (a-2/b),

m, = al (a-3/b)/[bB(a-3/b),

MT} = al (a=-5/b)/[bB
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In seakeeping work provided that the wave process is Gaussian

and narrow band, some characteristics wave heights and period

may be defined in terms of these moments [34].

mean square wave heights

significant wave height

2 _

H™ = 8 mj

H 1/3 = 4 m_ 1/2

energy-average period

average mean period

average zero crossing period

T_, = 27 (m=1/m_]

T, = 27 (m_/my

T, = 27 /m_/m,

apparent period between crests T, = 27 /m,/m,

For processes that are not strictly narrow band, the motion

of broadness ewas introduced in [43] and it is defined as:

5

2
m

: (1 - 21/2

mm
 Oo 1 D3)

Then, the characteristic wave heights for processes

other than ideally narrow band process (£&gt;0) are

given by:

32 = g(1 - e?/2)m_

1/3 = 4(1 - e2/2)1/2 pn 1/2H a &amp;

(D.4)

..ID,.5)

Alternatively, a bandwidth parameter may be introduced Ref. [45]

to characterize the dispersion or spread of s(w) about its

central frequency

A (1 -

m? 1/2
—_—)

m, m,

v D .6)
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For Pierson-Moskowitz spectrum and Bretschneider

spectrum, a=5, b=4, then

 Mm
go i1=1/4) Fil-

i/ 4;

m_ = a/48

mm,
= o/agd/?

0, canl/2 41/2

m, = unbounded as w + ©

qd
[1.0 - r(0.75)%,1/2

* T(1)1 (0.5)

) SU Hi4

It has been argued in [44] that Truncation of frequency

beyond three times the modal frequency would only

contribute less than 1% of error. In this case, the spectral

broadness function, ¢, is given bv:

I 1/2
(1.0 m,/m_m,)

} +0

For the Neuman spectrum, a=6, b=2, the value of broad-

ness parameters are given by:
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Broadness or bandwidth measure then becomes:

-

1

i1.0 -

2

m5
m m2

nn 1

 0
] I'((a-3)/b)2

T((a-1)/b) T((a-5)/b)

2
m

(1.0 = =]
oO 2

1 O r((a-2)/b)
r((a-1)/b)T((a=3)/b)

The constant o, B of the parameters can be expressed in

terms of Hy /30 T 5

9A
(a-3)

2 (a-1) I'((a-1)/b) 1/2
1? ,. b/16 (2m/T (-Ua-1)/b)1/3 / &gt; I'((a=3)/b) (3-1)

ees(D7)

7 b I'((a-1)/b),1/2

8 = (27/1) Ir a=5 7B] (D.8)

and peak frequency:

1 = 1/b _ '((a-1)/b),1/2

(bB/a) = b/a 2n/T [+z=37757]
1 F'(a-3 b) aa (D.9)
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E

2
r(3/2) 1/2

= [1.0 ~ F572)Fr(1/2)

a  BN N.6

2
r(2) 1/2

a= [1.0 - vrs/T (3/2)

O.,4p"

For the Nozresenski-Netsvetayer spectrum, a=6,b=4:

[0 - LW? 11/2
° T(5/4)T (3/4)

0. 31573

and the Davidan-Lopatukhim spectrum, a=6, b=5.

J
1.0 - L452 172

ree T(1)T (3/5

 YY. 299"{

For the Darbyshire type of spectrum proposed in [42] and

moments have been estimated by numerical integration [43] and

the value of gq equals:
_ 2 \

q= [1.0 my [moms
1/2

J.47

Notice that for all the above spectral formulations, both

measures of spectral broadness or bandwidth parameters

namely € and q are constant independent of Hy 5 and T. This

is contrary to what is found from the actual measured data

where the value € tended to increase at high value of Hy /37

see Table D.1.
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Although the parameter e€ itself still has some problems

because m, is unbounded, the variations in e€ and g do

indicate the importance of the spread of energy content

in the frequency domain as it differs from formulation to

formulation.
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TABLE D.1 CHARACTERISTICS OF NEW WAVE SPECTRA FAMILY WITH EIGHT SPECTRA PER

GROUP [4]

GROUP HIGHUTS

NO.
H

ow NO. OF RECORDS

IN SAMPLEi

———

RB 2.22 6.97 0.5782 li

3
» 5.20 7.33 0.5784

0.6368

49

6 - Q 7.53 8.46 57

9 -

12-16

16-21

21-27

10.63

14.04

17.83

8.31 0.6345 9

3 9.03

8.80

9.50

0.6806 48

3
0.6803

0.7075

0.7328

46

24.04 31

27-34 28.93 9.93 11

34—42 37.23 11.21 0.7638 3

| ,9 48.08 11.61 0.7870 j



APPENDIX E. Calculaiion of Mean Square Responses Using

Two Parameter Spectra and Cosine Square

Spreading Function

Wave Spectra Fermulation

Recall that in Chapter 4 we haved assumed that the wave

spectrum is considered to be a separable function of wave

frequency and direction.

S{w,u) = S, (0) S. (un). for ocwge

LL II II

E.1) -5 LHL 5

where

5, (w) may have the formulation of a two-parameter

family spectra.

* (0) =a exp (-4a
»

™_J

by definition and assuming the crest-to-trough wave heights

have a Rayleigh distribution, then the parameters

are related to the significant wave height and peek frequency

by:

a = wo (Hy ,5)2 [£t/sec?].

2 mn

li. 5/4 wD sec” 4

al - ®.3)

° * . -1

w is circular wave frequency in [Sec 1}.

The spreading function has been assumed a cosine square fcrm.

lu) = wn
Z

Cos LL a » 1
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whe =

u = wave direction relative to predominant direction ¥

Responses

According to linear superpostion theory, all the responses

in the frequency domain may be expressed simply as the pro-

duct of the transfer function squared.

2
S.; (w,u) = [RAO™,, (w,u)]" S(w,u) ...

where RAO, ; (0,1) = response amplitude operater

{amplitude of response ii per unit

wave amplitude).

Thus the mean square responses is the sum of each response at

different w and u.

3
J %

) - ff Si; (w/in) du
nD =H

3
dw

m/2

=f spf ma0g; 0,008) (0) dw 1du

[ %
2S Cos? wf RAO, (0,1) 8; (0: Hy3replde SF

-
of

Notice that above expression is only strictly true for zero

ship speed. To account for the ship's mean forward velocity

and relative angle between ship and wave, the frequency

has to be mapped into frequency fo encounter hy

w_

2
= |g- 2_

jo 3 V Cos he
£.7)

Since we are only interested in mean square values, the compu-

tation becomes somewhat simplified because there is no need

for frequency mapping, and only the RAO's are referred to by

-156-



the encounter freguency.

Hence,

1 5 5 0 ”

= 7 f Cos “f RAO; (we, u) 8, (wily ,qup)da du ...(E.8)
=T/2

o?

The above expression can be readily evaluated by numerical

integration. APPENDIX contains a listing of the FORTRAN

program for calculating the ship responses for a given set

of Hy 30 o and yx
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APPENDIX F

DERIVATION OF TERMINAL COST FUNCTION

In our model, the terminal cost for a ship on a rarticular

voyage is essentially a function of the trade-off between

the extra fuel cost for sailing at maximum power and the

owner's opportunity cost and related expenses if the

ship arrives later than the schedule.

For owner-operators, e.g. oil company, the opportunity

costs of his fleet is directly related to the tanker spot

market. By reducing the fleet's cruising speed, the oil

company may save considerable fuel cost in their own fleet

operation. While making up the lost ten-mile capacity by

chartering ships in the depressed spot market.

However, for other types of ship operations, such classic

trade-offs in the use of resources can not easily be made.

In particular, for a ship engaging in a liner service, the

derivation of terminal cost becomes very complicated. The

delay penaity for a liner ship should include not only the

owner's opportunity cost and related expenses, but also the

‘user cost' if schedules are not well kept. The 'user cost‘

in the competitive liner business can be very large and has

far reaching effects on a company's future revenue. It is

this kind of uncertainty in the market plus the labour

practices at the unloading port which create difficulties

in estimating the terminal cost function for our routing

model].

On the other hand, if we disregard the intricate market

situation, etc. for a mement and only consider the following:

 ~- 1 (5R~



1. Capital Cost

Depending on the management and finencial arrangements,

the daily finance cost of a vessel ownership can be more

than $10,000/day. If such a figure is not available, the

following is an approximated cost of financing a new ship:

(Owner's Cost Excluding Subsidy (CDS) = Foreign Cost)

General Cargo Ships = 500 R + 30800/H

Container ships = 620 R + 34000/H

Barge Carriers = 670 R + 36000/H

Tankers Small
(10-35000 DWT) = 430 R + 28000VH

Tankers Medium
(36-120000 DWT) = 380 R + 26000/H =K

Tankers Large
(121-500000 DWT) = 300 R + 24000/H

Dry Bulk Carriers
Small (10-35000 DWT) 460 R +

bry Bulk Carriers
Medium (36-120000

DWT)

Dry Bulk Carriers

Large (121-500000
DWT)

H = Sr

330 R + 27000/H = K L.B.D.

R = Cubic Number = 100

To determine U.S. construction or capital costs before

CDS or without CDS the above costs should be multiplied

for 1977 orders 1979 delivery)by

U.S. Cost Multiplier General Cargc Liner = 1.80

Containership = 1,92

Barge Carrier = 1.96

Tanker Small = 1,80

Medium

ee



Dry Bulk Carrier

Small = 1.80

Medium

Large

Considering daily finance cost of vessel ownership,

linear depreciation of capital cost over 20 years with a

4% salvage value and interest on the unpaid balance at

i$ is usually assumed. As a result average depreciation

and interest costs per day are for a vessel equal to:

F=1.3 x 07K ("1 + i) in s/day

where K is first or capital cost of ship

Insurance Costs

Of the total Insurance Cost (premiums) paid for a

general cargo ship (liner) for example, 48% goes for

(H&amp;M) hull and machinery coverage, while the remaining

52% goes for (P&amp;I) protection and indemnity. Different

proportions of H&amp;M and P&amp;I coverage apply to container-

ships, barge carriers, tankers and bulk carriers. Total

daily insurance cost is nearly linear with first or

capital cost of the vessel and can be approximated dy

General Cargo Ships I = 0.2166 x K x 10*$/day

Containerships I =0.,201 x KX 10“ $/day

Barge Carriers I = 0.21 x K x 10 * $/day

Tankers Small I =0.23 xK x10* S/day

Medium I =0.24 x Kx 10* $/day

Large I =0.26 x K x 10“ §/day

Carriers

Small

Mediu

Large

Dry Bulk
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3. Manning or Crew Costs

The crew size of a general cargo, containership, or barge

carrier can generally be estimated using the expression

N = 26.8 + 32 + 0.15/li to the nearest integer

for US practice

Tanker and Dry Bulk Carrier manning size can be

determined by

N = 29 + 4.38 + 0.2/H to the nearest integer

for US practice

It should be noted though that manning is increasingly

subject to owner/union negotiation and only limited by

minimum Coast Guard manning standards. The above should

therefore only be used as a standard.

Average Annual Cost of Crew including all fringe

benefits, repatriation, overtime, compensatory time,

relief, and other payments averaged (1977) to

$44,200/man/year

or $121.10 /man/day

on subsidized (ODS) vessels, basically. U.S. flag liners

on essential trade routes, owners costs or crew are

only about 38% of the above. As a result Daily Crew

Costs can be estimated as follows:

For Cargo Ships, Containerships, Barge Carriers

CL = 3245.5 + 0.042 R + 18,1/H Unsubsidized

CL = 1233.1 + 0.016 R +°6,88/ll Subsidized or

Foreign Fiag

For Tankers and Dry Bulk Carriers

CL = 3512 + 0.036 R + 24.2/0
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4. Additional Operating Costs due to late arrival

Because of the delayed arrival, additional shifts or over-

time for unloading or loading is necessary to make up the

schedule. The added cargo handling costs should be in-

cluded in the terminal cost or delay penalty.

Depending upon the rates and labour practices in different

ports around the world, the additional direct operating cost

may be a certain percentage of the total cargd handling cost.

Bulk Carriers (in $/ship assuming full load handléd)

Import Loading Costs = 2.2DWT(0.63 + 0.278) /a%* arc,

Discharge Costs =17.74pwr/q%+ 43

Loading Costs ws 2. 0pwr/a% 43

Discharge Costs = 2.2DWT (5.6 + 2.4Rr)/q%+43 =DC.,

=DC.,

=LC,

$/ship assuming full load handled)

Loading Costs = 0.8pwr/a%-43 = LC

Discharge Costs = 1.6pWr/a0" 43 = DC

Containership (in $ for number of TEU's handled)

Loading Costs = 2 ° TEU(28 + 52R)

Discharge Costs = 160 * TEU

Loading Costs = 160 + TEU

Discharge Costs = 2 - TEU(28 + 52R)

General Caroo
ESR

Loading or Discharging Costs = 32(0.15 + 0.85R) §/ton

Loading or Discharging Costs = 32 tons (0.15 + 0.85R)
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where

DWT = Deadweight Load in Tons

d = cargo density in 1bs/ft&gt;

R = ratio of port labor cost

to port labor cost in US

TEU = 20' container equivalent

in foreign country

It follows therefore, by adding all the cost components

and converting them into $/hour, a delay cost curve can be

derived. Fig. 51-2 shows a typical example of the cost

function. Notice the inconsistencies in the curve cccur

at the stevedore working shifts. After two shifts at (18002).

the curve levels off with the slope equal to the extra

overtime loading/unloading cost. The whole cycle repeats

for the next day starting at (0600 2). The delay cost per

hour is assumed linear with time and changes its value

according to the shifts.

Obviously, other forms of cost function are also permitted.

For example, by using a quadratic or cubic function, it

increases the delay penalty for later arrivals,
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