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Abstract
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level reconfiguration following changes in aircraft closed-loop dynamics. The guidance
model for the vehicle under study is a maneuver automaton. We discuss reconfigu-
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eration problem. Finally, we implement and evaluate these reconfiguration methods
using numerical examples of Fixed-Wing Unmanned Aerial Vehicles (UAV).
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Chapter 1

Introduction

1.1 Motivation

Most unmanned aerial vehicles (UAVs) are controlled remotely by skilled human
operators. Although UAVs will require human involvement for many years, the need
for skilled pilots could be reduced gradually with improvements in UAV guidance
systems. Currently, most UAV guidance systems do not exhibit the performance and
flexibility needed to allow a non-pilot operator to guide a UAV throughout an entire
mission. In addition, many of today’s UAV guidance systems cannot satisfy task
requirements at every stage of the vehicle’s mission. For example, most UAV takeoff
and landing tasks are performed manually, while unexpected changes in the vehicle’s
operating environment often require the guidance system to be disabled.
Computational limitations are one of many reasons most UAV guidance systems
are unable to command the vehicle through complex tasks during a mission. Since
many systems lack the memory or computational speed to process the data needed
to make rapid decisions autonomously, many computationally efficient techniques
used for on-line trajectory generation are based on simplified vehicle models. For
example, some path planning techniques calculate trajectories in the X-Y plane using
the Dubins Path [6, 8, 21]. Dubins showed that given a vehicle’s starting and ending
conditions, the minimal distance path between any two points can be found using

line segments in either a Turn Circle-Straight Line-Turn Circle (TST) configuration
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or a Turn Circle-Turn Circle-Turn Circle (TTT) configuration. This method has been
used to simplify path planning for UAVs with success in previous work [13, 8, 21].
For example, using this technique, Fowler [8] showed that a “rabbit” could be used to
compensate for differences in the actual and commanded vehicle position as generated
by the TST/TTT algorithm. This method was used to calculate nominal vehicle

trajectories based on the Dubins path to be used in task allocation research.

On the other hand, solutions that account for vehicle dynamics may not be com-
putationally tractable for practical use. For example, to fly UAVs autonomously, the
flight control and guidance systems must account for a large set of state variables
over the vehicle’s entire flight envelope. Since we may want to optimize the vehicle’s
trajectory given mission constraints, the guidance system must consider every vehi-
cle state in planning the optimal path to the goal. Using today’s technology, this

mammoth task is near impossible to calculate on-line in a dynamic environment.

A variety of methods have been introduced to address some of these computa-
tional issues. For example, methods based on an inverse dynamics approach have
been proposed to make the guidance task computationally tractable. These methods
enjoy considerable experimental and industrial success, although it can be difficult to
effectively account for actuator and state constraints. Alternative methods have been
proposed to address these limitations. For example, Faiz et al [7] proposes a transfor-
mation on the system to allow the incorporation of constraints in the generation of
the path. Verma [20] proposes a solution to address system constraints, but relaxes

the differential flatness requirement on the system.

In this thesis, we focus on a value function-based guidance approach. This tech-
nique, proposed by Frazzoli et al. [9, 10], requires little on-line computations and
can account for a broad range of the vehicle’s capabilities. It relies on a motion
primitive representation of the vehicle’s dynamics: The Maneuver Automaton (MA).
The MA is a quantized subset of the feasible trajectory primitives for the vehicle [9].
Though this simplified structure constrains the vehicle to specific operating regions
of its flight envelope, it provides many advantages. Using the MA approach, we can

select the vehicle’s operating states to maximize vehicle performance for a given mis-
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sion. Then using methods like dynamic programming, we can calculate the system’s
guidance value function (a representation of the vehicle’s cost-to-go to a desired des-
tination from its current state) off-line to reduce the vehicle’s on-line computational
load. Most importantly, the on-line guidance problem becomes tractable. Therefore,
though we constrain the vehicle to operate within the MA structure, we gain an effi-

cient method for calculating realistic trajectories based on the vehicle’s capabilities.

In summary, motion planning with a MA is computationally attractive, addresses
system constraints, and can deliver the full vehicle performance. But, how robust is
this guidance technique to changes in the vehicle or its operating environment? For
example, if the vehicle dynamics, mission goals or operating environment changes, is
the vehicle’s nominal guidance value function representative of the system and can it

provide a guidance solution that is tractable?

This question brings us to the issue of guidance system reconfigurability. The
need for reconfiguration is well recognized when dealing with changes in the inner-
loop dynamics, and it has been the subject of much research. Programs, such as
RESTORE [22], have led to inner-loop reconfiguration strategies mature enough to

be considered for implementation on new combat air vehicles such as UCAV [1].

Inner-loop reconfiguration is rooted in well-known results, such as the intrinsic
robustness properties of the Linear Quadratic Regulator. By contrast, guidance-loop
level reconfiguration comes as a much less-studied topic. In the context of this thesis,
guidance-level reconfiguration pertains to updating the trajectory-planning algorithm
in the face of changes in the closed-loop vehicle dynamics. Therefore, guidance-loop

level reconfiguration must occur whenever inner-loop reconfiguration occurs.

To address this question, some researchers have proposed adaptive schemes that
adjust vehicle parameters on-line to account for changes in the vehicle state. For
example, in [15], Schierman et al. discuss an adaptive guidance reconfiguration tech-
nique for landing trajectories for the X-33 Reusable Launch Vehicle which uses Calcu-
lus of Variations to generate a series of trajectory libraries off-line that can be adapted
to produce feasible trajectories on-line. In this document, we focus on guidance-loop

reconfiguration when the closed-loop system under reconfiguration is either a simple
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Linear Time-Invariant system or the Robust Maneuver Automaton (RMA).

1.2 Document Outline

In this thesis, we study reconfiguration issues for a value function-based guidance
system. After a brief introduction on guidance techniques for unmannned vehicles, we
define and describe the Maneuver Automaton and how it is used in a value function-
based guidance system. Then, we focus on some of the theoretical and practical issues
relating to the reconfiguration of these systems.

Using this discussion, we perform reconfiguration case-studies using simple Linear
Time-Invariant (LTI) and Maneuver Automaton (MA) based systems. We use these

case studies to help us understand and explore the following issues:

e Trajectory reconfiguration arising from changes in the guidance-level system

dynamics
e Trade-offs between the system robustness to failure and system performance

e The fundamental theoretical issues relating to the stability and controllability

of the system

e How the nominal value function can be used to develop tractable trajectories

for the reconfigured system

e Practical issues relating to the implementation of this approach on an UAV

platform

Following a discussion of these issues, we illustrate and discuss our reconfiguration
approach using a full non-linear model of a Unmanned Combat Aerial Vehicle system.
Finally, we conclude with a summary of our results and discuss future implementa-

tions and recommendations.
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Chapter 2

Value Function-Based Guidance

Systems

In this chapter, we provide an overview of value function-based guidance systems when
the system under study is the Maneuver Automaton (MA). We investigate system
properties (e.g. stability, controllability, robustness) for these guidance systems, and

define and explore guidance system reconfiguration in this framework.

2.1 Maneuver Automaton (MA) Overview

In [9, 10] Frazzoli et. al. use a motion primitive representation of the vehicle dynamics
to reduce the computational complexity of the real-time motion planning problem.
This Maneuver Automaton (MA) representation of the system can be used to describe
complex non-linear systems in terms of a finite collection of motion primitives. These
primitives are divided into two categories: Trim Trajectories and Maneuvers. The
trim trajectories correspond to equilibria (trim states) of the system, and maneuvers
are defined as finite duration transitions between the trim states [19]. Figure 2-1
shows a graph of a simple maneuver automaton for a fixed-wing aircraft. The trim
states, shown by the ovals, correspond to desirable operating states for the vehicle,
e.g. level flight trim at a set speed, climb and descent trims along set flight path

angles, left and right turn trims at a set speed, etc. The maneuvers are shown as
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Figure 2-1: Examples of trim and maneuver states composing a Maneuver Automaton
for a fixed-wing aircraft

arrows between the trim states. Each maneuver is designed to begin and end at a
specific pair of trim states. In this thesis, we define Q7 as the set of all admissible
trim states for a system H, and (),; as the set of all admissible maneuvers.

The MA’s state and controls contain mixed discrete and continuous variables.
Each trim state is designated by an integer variable ¢ € (Q7; the evolution on a trim
is described by the continuous dynamics corresponding to the trim condition and
parameterized by a continuous coasting time ¢,. Maneuvers are designated by an
integer variable p € Q;/; since different options exist to describe the motion of the
vehicle along maneuvers, they typically exist in the nonlinear range of the vehicle
dynamics. For path planning purposes, maneuvers are described by the pair of trim
conditions they connect, the displacement of the vehicle in space and duration in
time. The actual position of the vehicle in inertial space remains continuous and is a
function of the evolution of the hybrid state (represented by a continuous state vector
z(t) and the current maneuver primitive h) [19, 12].

This MA representation of the vehicle dynamics accomplishes two purposes. First,
it considerably reduces the size of the system state. Second, it changes the motion
planning problem on the continuous space into a discrete sequential decision problem
that can be solved off-line using dynamic programming in a tractable fashion [4, 9, 10].

Then, the optimal value function solution to this problem can be stored in the vehicle’s
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Figure 2-2: Sample trajectory using a Maneuver Automaton for a fixed-wing aircraft

memory and used in real-time applications to guide the vehicle to a destination given
the vehicle’s initial state and position as depicted in Figure 2-2.
Typically, the solution for this type of problem involves the minimization of a cost

functional of the form

J (o, 25) = > g(@,u,t) + Qx(ty), zy).

automaton transitions

The cost function g depends on the state x and the commands u and encapsulates
such notions as fuel consumption, mission execution time, furtivity constraints or
any combination of these. In our context, the optimal cost J* to this problem is
characterized by Bellman’s equation, which must be satisfied over all states

J*(z) = minEy, {g(z,u,t) + J*(f(z,u,w))} (2.1)

ueU

where f(-) is the MA state transition function (e.g. depicted in Figure 2-1) which
depends on the state x, the commands u and external perturbations w. This equation
is typically used along with the boundary condition J(x(t7),zs) = Q(x(ts),xs) to

compute J* via fixed-point iterations.

2.2 Properties of the Maneuver Automaton

Before we can discuss the effects of reconfiguration on a value function-based guidance

system, we must define the notions of controllability and stability for this system.

21



2.2.1 Controllability

From classical control, the general notions of controllability for a system of the form
& = f(x,u) from an initial state z(0) are well-known. As posed in [23], a dynamical
system described by & = f(z, u) is said to be controllable if, for any initial state z(0) =
To, T > 0 and final state 2, there exists a (piecewise continuous) input u(-) such that
the solution of equation & = f(z,u) satisfies (T) = x;. From this statement, we
can derive a similar definition for controllability in the Value-Function based system.
Since we have defined our system as the MA, we can describe controllability of the

MA in terms of its connectivity [9]:

Definition 2.1 (Controllability of M A-based System) A Maneuver Automaton-
based system is said to be controllable if, for any initial trim state q, € Qnr and final
trim state qy, there exists a timeT" > 0 and an connected sequence of maneuver primi-
tives {{qi}, {pi}} such that {¢;} C Qr and {p;} C Qur by which the system transitions
from the initial system state Tiny = [qo, o] to the final system state T pimu = [qf, T ]

in time tp <T.

This definition shows that the maneuver primitives for a Value Function-Based guid-
ance system must be connected in order for the system to be controllable. In other
words, the system must be able to maneuver to and from any trim state in the MA in
order for the guidance system to use the MA for trajectory planning [9]. If this con-
nectivity condition does not exist for our Maneuver Automaton, the guidance system
may plan trajectories using maneuver primitives that move the vehicle into a state
from which it is unable to reach the desired final vehicle state. Finally, notice that we
define the system state and trim state separately in this definition. The MA-based
guidance system uses maneuver primitives to develop feasible trajectories for the ve-
hicle through inertial space. Therefore, the initial and final vehicle states must also
include position and orientation state variables. Otherwise, the vehicle may not be
able to reach a desired location even though it maintains the capabilities to transition

between trim states freely.
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2.2.2 Stability

In order to guarantee the connectivity of the states in the MA, we must also form
a notion of stability. From classical control, the general notions of stability for a
dynamic system of the form & = f(x,u) around initial state £(0) are well-known. To
discuss the stability of a system, we must define an equilibrium point of the system. A
point Z is an equilibrium point of the system & = f(x,u) from time ¢, if f(z,0) = 0, for

all ¢ > t, [5]. Using this definition, we can discuss the notion of asymptotic stability:

Definition 2.2 (Stability of a system around an Equilibrium Point) Given a

system & = f(x,u):

e i is called stable around its equilibrium point T if for every R < R, there exists
an r where 0 < r < R such that if ©(0) is inside S(z,r), then z(t) is inside
S(z,R), for allt >0

e 1 is called asymptotically stable around its equilibrium point T if its stable and

there exists R > 0 such that if (0) is inside S(z, R), then x(t) — Z ast — oo

where S(x, p) is a n-dimensional sphere of radius p > 0 centered around state x [11].

From this definition, it becomes obvious that the trim states of our MA must be
relative equilibria for our system. In addition, maneuvers must also ensure the system
remains stable in the transition from the between vehicle states which is robust to
perturbations in the system.

To make these guarantees, we must first select trim states, where the state z(t)
will always remain inside S(Z%,, R,) even under system perturbations. Second, we
must ensure that every maneuver p;; € QQy which transitions the system between
trim states ¢;, ¢; € Q7 ensures that the vehicle state at the end of the maneuver x(t,)
will always remain inside S (:qu,l?qj) even under system perturbations. This set of
trims {{q},{p}} C {{Qr},{Qun}} is our Robust Maneuwver Automaton (RMA) [9].
Figure 2-3 shows an two-dimensional example of a maneuver between two trim states.

Here we note that the image of the r,, under the maneuver p;; must map to an area

inside r,; to guarantee that the state trajectories around ¢; will remain inside R, .
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Figure 2-3: Example of Robust Maneuver p;; from Trim g; to g;

Next, from [11] we know that given an equilibrium of the system, we can cre-
ate a non-negative, real-valued, continuous function V'(-), called a Lyapunov func-
tion, defined over a region () in the system’s state space with a unique minimum at
the equilibrium point Z,, such that for any system trajectory with z(0) € © where
V(2(0)) < oo, then V(z(0)) > V(z(t)) for all ¢ > 0. We can use these functions to
provide us with a good understanding of the trim trajectories of the system given an
initial condition near an equilibrium state. The problem is that though a Lyapunov
function may exist for each trim state ¢ € Qr, a closed form for this function may be
difficult to find.

In this thesis we will assume that each trim state is an equilibrium point for the
system and the maneuvers are well-defined, i.e. each maneuver is robust and meets

the criteria defined in [9].

2.3 Robust Value Function

This Robust Maneuver Automaton (RMA) representation of a system can be used
to describe a complex non-linear system in terms of a finite collection of motion

primitives. Since we are interested in the vehicle guidance problem, we can use
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Value Horation Resuits:

Figure 2-4: Example of Value Function for the Level Flight Trim of 15 Trim Longi-
tudinal MA

these motion primitives to create achievable trajectories for the vehicle. The vehicle
trajectories are represented by a hybrid control variable {(7,, p)x, k =1, ..., N}, where
k is a decision counter, 7, is the coasting time for the vehicle in trim state ¢, and p is
the maneuver from the current trim state to the next trim state [12].

Since there may be more than one combination of maneuver primitives that can
be used to reach a desired state/destination, we want to optimize the vehicle’s tra-
jectory to reach the goal over a desired parameter. Problems of this form can be
solved using dynamic programming and the value function J*(z) can be calculated
using Eq. (2.1). This value function is an expression of the optimal cost to reach the
intended destination as a function of the current system state and can be used to
navigate the vehicle to the desired destination and vehicle state. An example pro-
jection of the value function for a level flight trim state from a 15-Trim Longitudinal
Axis Maneuver Automaton calculated using a sample RMA is shown in Figure 2-4.
This function is non-increasing with a finite cost in the vehicle’s “achievable” region
(i.e. the region from which the vehicle can reach the desired goal) and has a value
zero-cost at the destination point. In fact, we find that along system trajectories,

these value functions calculated using Eq. (2.1) meet the following definition from [3]:
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Definition 2.3 (Lyapunov-like Function) Given a strictly increasing sequence of
times T in R (resp. Z), we say that V' is a Lyapunov-like function for function f and

trajectory x(-) (resp. x[]) over T if
o V(z(t) <0 (resp. V(x[t+1)) < V(z[t) VteT

e V' is monotonically non-increasing on T’

This definition provides a link between the value functions calculated for the RMA
and Lyapunov functions. It enables us to apply many of the traditional tools used in
nonlinear systems analysis to investigate changes in the RMA and its effects on the
guidance value function. From these definitions, we seek to gain an understanding
of how changes in the RMA will affect the value function. In addition, we seek to

understand whether the value function can be used after there is a change to the

RMA.

To better understand this topic, we can look at previous results from Linear
Systems analysis. In [14], Safonov and Athans showed that for the Linear Quadratic
State Feedback (LQSF) regulator, a system that could be formulated in terms of

min, J(z,u) subject to:
i(t) = Az(t) + Bu(t) where 2(0) =z, z(t) € R*,u(t) e R", A € R**" , B € R*™*™
with the performance index given by
J(z,u) = /OO[xT(t)Qx(t) + u” (t)Ru(t)]dt where Q@ = QT >0, R = RT > 0.
0
The optimal control u*(¢) and associated state-trajectory z*(t) are given by

©(t) = Az*(t) + Bu*(t) where 2*(0) = z

! ).
u*(t) = —Hz*(t) = —R 'BTKz*(t)
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Here, we find that K = KT > 0 satisfies the Riccati equation,
KA+ ATK - KBR 'BTK+Q =0
and has a minimal value of the performance index given by

J(z*,u*) = 2" Ky

where perturbed versions of ¥* given by (i) are stable, even under large perturbations
in the plant. Safanov and Athans were able to generalize the result that single-input
LQSF regulators have infinite gain margin and at least £60° phase margin and at
least 50 percent gain reduction tolerance. In addition, this property could be extended
to any open-loop system with similar behavior to (X) [14]. Here, the performance
index J(z*,u*) for this linear system is a Lyapunov function that can stabilize the
system despite changes or perturbations in the plant (). Therefore, J(z*, u*), which
could be calculated using DP, could be used to help control the system when there
are significant perturbations to the plant.

This result provides some insight into how changes in the RMA may affect the
stability of the Value Function-based guidance system. Since we have established the
Robust Value Function as Lyapunov-like using Def. (2.3), changes in the RMA can
be thought of as perturbations to the system. Under this assumption, the Robust
Value Function, calculated using Eq. (2.1), may still be valid after drastic changes in

the structure of the RMA, and thus could guide the system to the desired state and

destination.

2.4 Reconfiguration of the Robust Maneuver Au-
tomaton (RMA)

In the real-world, many systems experience changes (both expected and unforeseen),

which may require modification to its existing model. Whenever the system model
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is adjusted or modified to fit the current state of the system, we term this action as
a reconfiguration of the system. Note that reconfiguration in this context does not
imply a failure in the system; instead, the system can be reconfigured to enhance the
system performance during a mission without implying a degradation of the system’s

capabilities.

2.4.1 Guidance-level reconfiguration

In the Robust Maneuver Automaton (RMA) framework, the reconfiguration question
refers to how changes in the structure of the nominal RMA, defined by {{Q7}, {Qu}}
affect the generation of feasible trajectories. The structure of the RMA can be
changed in two ways: we can add a motion primitive (e.g to improve vehicle perfor-
mance), or remove a motion primitive (e.g for a system failure) resulting in reduced
performance. After talking about basic controllability issues, we focus our attention
to the main object of this thesis, which is to rely heavily on guidance value functions

as a central tool for guidance-level system reconfiguration.

2.4.2 Maintaining RMA Controllability under Reconfigura-
tion

Several properties, such as controllability and maneuver primitive connectivity, need
to be examined when changing the RMA structure. We must guarantee that from
a given initial trim ¢, and vehicle position in inertial space x,, it is possible to find
an admissible sequence of primitives to guide the vehicle to any desired destination
state ¢ and vehicle position in inertial space zy in finite time 7" [9]. Next, we must
insure that the reconfigured RMA contains a minimum set of motion primitives that
make the RMA controllable. Any motion primitives not connected to this set must
be discarded from the reconfigured RMA to satisfy controllability requirements.

For robustness and reconfiguration concerns, we can separate all maneuver prim-
itives meeting our requirements into two categories [19]: Those which satisfy the

controllability constraints, and those which provide enhanced performance. The first
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set of trims that satisfy our controllability criteria are known as the “controllability
core.” This “core” set of maneuver primitives define the achievable destination region
of the vehicle. If any of these primitives are removed from the RMA, the vehicle will
lose the capability to reach the goal from some of the achievable regions identified
by the associated primitives. Therefore, if a failure occurs in our system, we want to
ensure that all trim states are connected to our controllability core. The second set
of maneuver primitives, known as the “performance set,” add vehicle performance
by taking advantage of the vehicle’s capability throughout the flight envelope. These
primitives may be essential to a particular mission element or segment, but will not
affect vehicle controllability in the event of a failure. Combining the controllability
core with the performance set conditions the robustness properties of the RMA to

system failures and disturbances.

Though in theory we can select any trim and maneuver set that satisfies the
connectivity and controllability requirements, in practice we have found that it is
helpful to build some properties into the structure of the maneuver automaton to
deal with issues related to reconfiguration. For example, one approach is to promote
trim and maneuver selection based on system requirements, such as performance

requirements and failure considerations (airframe and control system characteristics).

2.4.3 Reconfiguration and the Guidance Value Function

After we develop a nominal MA that meets connectivity and controllability require-
ments, we must determine if the nominal value function is valid for guidance for a
reconfigured RMA. It is clear that the performance of a diminished RMA may be
reduced, and thus the value function will underestimate the cost-to-go for some trim
trajectories. Likewise, we know that by adding performance to the nominal RMA,

the value function will overestimate the cost-to-go for some trim trajectories.

We propose to reconfigure the trajectory generation system by relying on the guid-
ance value function. Consider the nominal system under nominal optimal guidance.

The behavior of the system is unambiguously specified by the nominal value function
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corresponding J*  satisfying Bellman’s equation

nom

Assume for example the new dynamics are represented by a new state transition
function f,., and by a new set of available controls U,,. Instead of recomputing the
corresponding guidance value function, efficient guidance may simply be achieved by

using the nominal guidance value function, so as to provide the guidance law

Upefg = arguénUin E, {g(z,u,t) + J(frew(z,u,w))}. (2.2)

new

Thus, the nominal value function is used to provide guidance to the reconfigured plant.
While such a procedure is still heuristic, it remains rooted in its control equivalent of
control Lyapunov functions, which have been used in a similar way to devise provably
good adaptive control schemes when facing plant dynamics perturbations or changes.
Much of our future research work will concentrate on establishing similar properties at
the level of the guidance loop. Among these, the ability to maintain trajectory stability
prevails over all others. Several such properties can be proved by inspection, however.
For example, if we assume that the new automaton dynamics for the vehicle consist
of added maneuvers, it is then easy to show that trajectory stability is maintained.
In this case the iteration shown in Eq. (2.2) will in fact work (as shown in the next

chapter).
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Chapter 3

Reconfiguration Case Study: Value

Function-Based Guidance Systems

In this chapter, we develop and discuss reconfiguration case studies for simplified
Linear Time-Invariant (LTI) and Maneuver Automaton (MA) value function-based
guidance systems. Our goal is to use these case studies to understand the relation-
ships between the value function (VF) of the nominal and reconfigured systems. We
explore the properties of the guidance value functions and use these findings to de-
velop methodologies for reconfiguration in this framework. Finally, we summarize
the results from these case studies and use our findings to implement reconfiguration

strategies on value function-based guidance systems in the next chapter.

3.1 Case Study Overview

As part of our research, we developed a series of case studies to understand the
effects of reconfiguration on value-function based guidance systems. These case stud-
ies included simulations to investigate the relationships between the properties of
well-defined and simple systems and the resulting value function. Using these re-
lationships, we are able to develop reconfiguration methodologies for these systems.
Our goal is to understand how the nominal value function for a system can be used

to guide and control a reconfigured system.
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As discussed in [19], these guidance value functions are used to generate optimal
trajectories for a system. We can perform a value iteration with a nominal set of
motion primitives to calculate the value function for our RMA. However, if we change
any of these motion primitives, this nominal value function will not be optimal for
the reconfigured vehicle. Ideally, we could recalculate the value function for the new
set of motion primitives. For a simple Fixed Wing MA (15 trim states and 200
maneuvers), it takes a Pentium IT - 300 MHz computer about 2 hours to recalculate
the value function. This approach is not practical during a mission where some
baseline performance must be readily available.

An alternative to this method would be to pre-compute value functions that cor-
respond to different failure scenarios, but these functions would need to be saved for
every failure combination. To support the guidance task immediately after a failure
without having to perform complex reconfiguration operations, it would be practical
to be able to use the nominal value function. Therefore, we would like to establish
whether the nominal value function can be used with a different MA. To do so, we use
the reconfiguration strategy described by Eq. (2.1) to generate achievable trajectories
using the nominal value function.

In this thesis, we define the recalculated value function as the optimal value func-
tion for the reconfigured MA. The recalculated value function is computed by running
a separate value iteration for the reconfigured MA. In this thesis, we discuss trajectory

planning using the following three strategies:

e Nominal Strategy: we use the nominal value function to generate trajectories

for the nominal MA,

e Reconfiguration Strategy: we use the nominal value function to generate

trajectories for the reconfigured MA

e Recalculation Strategy: we use the recalculated value function to generate

trajectories for the reconfigured MA

Our goal is to understand if the reconfiguration strategy can be used to generate

trajectories for the reconfigured MA using the nominal value function.
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3.2 Case Study I: Double Integrator

The first system we examine is a linear time-invariant (LTT) system called the “double
integrator.” This simple second-order system is a common example used in optimal
control literature [2, 9]. Since the solution for the optimal control policy is easy to
calculate, this system provides a basis for understanding and examine the effects of

reconfiguration on this system.

3.2.1 Basic Optimal Control Problem

The double integrator system is defined by:

i(t) = ul(t)

where u(t) is the input to the system and y(¢) is the position system at time ¢. Let
y(0) and (0) be the initial position and velocity of the system respectively. Given
Co < u(t) < ¢, where ¢, < 0 and ¢, > 0 for all ¢, and initial conditions y(0) and
y(0), find an optimal control law 7* which moves the system to y(7') = 0,y(7") = 0

in minimum time.

The solution to this minimum-time problem is well-known: Let z;(t) = y(¢) and

xo(t) = y(t). We can define the minimum time to the goal from state x = (1, z3) as:

I () = gi(x, pi(2) + g5 (f (2, p1 (@), p5(f (@, i () (3.1)

where g is the cost function where g7 (x;, uf (x;)) = tf, f is the state transition function
and g is the optimal control at decision 7. Next, we can define the current state under

control policy p(z;) as a function of time:

Ta(t) = 22(0) + (it 32
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Figure 3-1: System Trajectories and Switching Curve under Optimal Policy for the
Double Integrator Problem

And by combining these equations, we get the following equation:

o(t)?
2

1'2(0)2
2

l‘l(t)

Notice that x(t) — % is constant for all ¢. This equation defines the state trajec-
tories for a the control policy p(z) = ¢;. From these equations we get the following
picture in Figure 3-1, which shows the system trajectories and switching curve under
this optimal policy.

As shown in Figure 3-1, if the initial state, denoted by (x19,%20)s, is above the
switching curve (represented by the dashed line), the optimal control policy is to
apply pi(z) = (, until the state reaches the switching curve, denoted by (11, Z21)a-
Then, we apply p5(f(x, 1i(z))) = ¢ to reach the goal at zy = (0,0). Likewise, if the
initial state, denoted by (219, Z20)s, is below the switching curve, the optimal control
policy is to apply ui(x) = ¢, until the state reaches the switching curve, denoted by
(211, %91)p. Then, we apply ui(f(x, pi(z))) = (.. Finally, if the initial state is on the
switching curve, the optimal control policy is to ps(z) = ¢; (where i = a if y(0) < 0
and 7 = b if y(0) > 0) and set uj = 0 since we are starting on the switching curve.

(Note that if 2o = (0,0), then 7* = {0,0} since our goal is to reach the origin).
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Value lteration Results: Double Int

x, - Distance (f 20 T

Figure 3-2: Value Function for Double Integrator System

This control policy is optimal and the minimum time trajectory from any initial
state can be achieved through its implementation. Given any initial state xq =
(210, x90), we can calculate the optimal cost J*(z) by determining the location of
(211, x21); on the switching curve using Eq. (3.1), Eq. (3.2), and Eq. (3.3). Then, the

optimal cost for each control becomes:

gr(l‘aﬂ'){(x)) = tT = %
g;(f(x,,U/T(l‘)),/j,z(f(l‘,/[{(l-)))) = t; — *27221

where 7* = {(1, (2} is dependent on the initial state zy (note that g7 = 0 if x¢ is on
the switching curve). With this information, we can move the system to the goal:
first, we apply (; for ¢} seconds to move the vehicle to the switching curve and then

apply (s for t5 seconds to move the vehicle toward the goal.

In Figure 3-2, we show the nominal value function J*(z) for the continuous time
double integrator system where (, = —1 and (, = 1. In this figure, we show the value
function calculated over a grid. One implementation issue we encounter in applying
this technique is the need to represent this function in the memory of the system.
By adding more points to the value function, the amount of memory space required
to store this value function in memory also increases. Therefore, we must select a
grid system to adequately represent the shape of the function across the state space

(we will discuss this issue in more detail later in this chapter). In this figure the
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Vector Field for the Double Int Value Function (USL = 1.0, LSL = -1.0) Level Sets for the Double Int Value Function (USL = 1.0, LSL = ~1.0)
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Figure 3-3: Vector Field and Contour Plot for the Value Function for Double Inte-
grator System

parabolic-like “valley” in the switching curve for this system. To better illustrate this
switching curve and the contour of this value function, in Figure 3-3 we show the
vector field and contour plot for this nominal value function. Notice that the vector
field points toward the switching curve. In the contour plot we see how the level sets

are shaped around the switching curve, represented by the dashed line.

3.2.2 Value Function Control vs. Linear Feedback Control

Therefore, given any initial condition, we can calculate this optimal control to guide
the system to the goal. As the system becomes more complicated, it may take more
time to calculate the optimal trajectory. By storing the cost-to-go in the value func-
tion for any initial state, we can determine the optimal control for this system by
following the gradient of the guidance value function J*(x) since cost decreases along
system trajectories [9]. Therefore, this value function-based guidance system is a
feedback system where the controller input is the current state of the system, and the
output is the optimal control (based on the cost in the value function) to command
the vehicle toward the goal.

To illustrate how the value function can be used as a controller in a feedback
system, we have developed the following implementation example of a value function-
based guidance system for the double integrator using Simulink, as shown in Fig 3-4.

The two major parts of this model are the Trajectory Generation block (the value
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Figure 3-4: Simulink Implementation of Double Integrator Guidance System

function-based controller for this system) and the Plant Module. The remaining

components are used to start and stop the simulation.

For this illustration, we selected xy = [Tinit = 5ft, Linu3ft/sec| as the system’s
initial conditions. Figure 3-5 shows the path generated by this system. Notice that
the system’s trajectory resembles the switching curve arcs (shown in Figure 3-1) as
the vehicle starts to maneuver toward the goal. Also, we observe that the system
changes its trajectory to compensate for its current position as it moves toward the
goal. Notice that this curve is not smooth like the switching curve from Figure 3-1.
This maneuvering action is caused by the grid spacing in the value function. Since
the guidance system interpolates the current cost between grid points, the system
may choose to maneuver rather than to maintain the current command because of
interpolation errors across the grid. Finally, in Figure 3-5, notice that the vehicle
never actually reaches the origin (shown in the figure on the right); instead, the
vehicle’s state enters into a limit cycle around the origin. Again, this is a result of

interpolation errors combined with the simulation fidelity.

Next we can compare the performance of the value function-based guidance system

model with a controller for the double integrator system using the LQR method shown
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Figure 3-5: Trajectory for zo = [5ft,3ft/sec| using Simulink VF-Based Guidance
Double Integrator System

in Chapter 2. The state space model for this system is:

j:'Q 0 0 i) 1

where 7(0) = [Tinit, Tinit]” and |u(t)] < 1. We can set Q = I, and R = I, = 1, then

we can find K using the Riccati equation:

KA+ ATK —KBR 'BTK+Q = 0

01 0 0 0
K + K- K [0 1]K+T =0
0 0 10 1
. . _ V3 o1 . .
By solving the equation above, we obtain K = . The optimal control is
1 V3
determined using:
u*(t) = —R'BTKz*(t)
V3 1|,
= —|o 1] 2 (1)
1 V3

= —aj(t) — V3a;()

38



CT Double Init - Feedback (solid) vs VF (dashed) Output

ec)

x,: Velocity (fts

Figure 3-6: Trajectory for xy = [5ft, 3ft/sec| using Simulink Feedback-Based (solid)
vs. VF-Based (dashed) Guidance Double Integrator System

Next, we substitute this controller in place of the guidance value function and compare
the performance of the system. For comparison purposes, we have simulated the
output for the same starting conditions (zg = [Tinit = 5f1t, Tinie = 3ft/sec]).

In Figure 3-6 we see the path generated by this system. In this figure, we notice
that as the vehicle starts to maneuver toward the goal, the system’s trajectory resem-
bles the switching curve arcs in Figure 3-1. Notice that this system trajectory is very
smooth and does not have the same “jagged” characteristics as the state approaches
the goal, as we see in Figure 3-5. Again, under the LQR policy the vehicle gets very
close, but does not reach the z; = [0,0] - just like the value function-based system.
Finally, we find that both systems require almost the same amount of time to move
within the tolerance limit of /212 + 252 < 0.1, despite the extra maneuvering ex-
hibited by the value function-based system for this grid. The Value Function-based
system took 9.2 seconds to reach the tolerance region, while the feedback system to
9.9 seconds to reach this region. The main reason the feedback system takes longer is
that it uses inputs that range between from —1 < u(t) < 1, while the value function
based system uses only the values for zeta described in the basic problem. As a result,
when the controller output u in the feedback system tries to switch between u = —1
and u = 1, it takes on all of the intermediate values, causing the vehicle to transition
much slower than in the value-function based model. Therefore, although there are

performance differences between the two guidance strategies, both systems use feed-
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Figure 3-7: Value Function with Finer Grid Size for Double Integrator System

back to direct the vehicle toward the goal by minimizing the error (i.e. minimizing
the cost in the value function based system) from the vehicle’s current position to the

goal state.

3.2.3 System Robustness vs. System Performance

This discussion brings up another key issue: by introducing a strategy that is robust to
perturbations in the system, how is system performance affected?” To obtain insight,
we can use the value function-based guidance system to explore this relationship.
We will look at the following two cases: 1) Nominal Case (as used in the previous
subsection) and 2) Nominal Case plus additional grid points around the switching
curve. Since we have an example of the nominal case from the previous section, we
will start by looking at the second function.

In Figure 3-7 we show the value function developed by adding additional grid
points near the switching curve on the left and the differences in cost from the value
function in Figure 3-2 on the right. By adding more grid points, the interpolated
costs between grid points and around the switching curve are more representative of
the optimal cost for this system. From the difference function in Figure 3-7, we see
that the largest differences in the cost between the two value functions are near the
switching curve. In addition, since there are more grid points in this value function,

the system requires more storage space to save the value function in memory. (Note:
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Figure 3-8: Trajectory for zq = [5ft,3ft/sec|] using Simulink VF-Based with Fine
Grid (solid) vs. Feedback-Based (dashed) Guidance Double Integrator System

since large quantities of memory can be purchased at reasonable prices, the issue
of storing large cost functions in residual memory is becoming a smaller concern).
Notice that the change in cost over the grid is more gradual around the switching

curve than as observed in Figure 3-1.

In Figure 3-8 we show the results from a simulation comparing the performance
of the system using the value functions with the coarse- and fine-grid for the initial
conditions Ty = [Tjnit = 5ft, Tinit = 3ft/sec]. Notice that the trajectory for the sys-
tem using the fine-grid value function resembles the path planned using the nominal
cost function in Figure 3-5, except that the state trajectory is much “smoother” as
the state approaches the goal along the switch curve and resembles the optimal tra-
jectory in Figure 3-4. Finally, we find that the difference in the time to get within
our tolerance limit of /212 + 252 < 0.1 is 9.1 seconds - which is better than the other

two systems for this example.

Therefore, we have shown by example that the performance of the value-function
based guidance system can be improved by adding a controlled set of grid points.
But, how robust is this system to small perturbations? For example, a perturbation
could be caused by a small time delay in the implementation of the next command or
changes in the operating environment of the vehicle (i.e. a wind gust). To illustrate
this point, we adjusted the simulation to delay in the implementation of the vehicle

command as it approaches the switching curve miss the switching curve to simulate
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Figure 3-9: Trajectory for zq = [5ft,3ft/sec|] using Simulink VF-Based with Fine
Grid for Double Integrator Guidance System: Nominal (dotted) vs. Perturbed (solid)

a small perturbation as the system approaches the switching curve. In Figure 3-9, we
show the difference between the nominal trajectory for the fine-grid value function
(dotted) versus the “perturbed” system trajectory near the switching curve (solid).
We observe that the system still converges to the goal even in the presence of this
time delay. Note that the system trajectory must reach the other switching curve in

order to proceed to the goal.

This example helps to illustrate that though this value function-based system will
perform well in a controlled environment, it is robust to perturbations. Note that it is
possible that the system may never reach the goal in cases where the system is unable
to reduce the current cost-to-go after the application of the optimal control law in
the presence of large perturbations. This result is discussed by Branicky in [4] where
contraction mapping functions are necessary for the stability of an iterated function
system (IFS). In this case, if we are unable to find a control that will reduce the cost
along a system trajectory in the value function, then the system will not be stable
given this set of control laws.

It is clear that the value function-based guidance system is a form of a feedback
system. We can see that there is a relationship between the system’s response using
both a value function and a linear controller. This relationship helps us to under-
stand how value function-based guidance systems will react to perturbations. In this

example we see that if the switching curve was defined over a region, rather than a

42



line, we may increase the robustness of the guidance solution. By adding a “termi-
nal” region, we reduce the performance of the system since the system may switch
before or after the switching curve. On the other hand, the terminal region allows for
more flexibility in developing a planned trajectory for the vehicle a priori using the
guidance value function to compensate for errors in the actual trajectory of the vehi-
cle. Since the guidance system performs interpolation to estimate the cost between
grid points in the value function, the output trajectory of the guidance system may
be constantly adjusted as the system approaches the goal near the switching curve.
But, if a feedback was used control the system in this “well-defined” region of the
state-space, then we could use a value-function control to get us near the goal region
of the vehicle and then switch to feedback control to perform fine adjustments on
the system state as it approaches the goal. This topic will be discussed in the next

chapter.

3.2.4 Continuous Model vs. Maneuver Automaton

To this point, we have investigated continuous-time system models without hybrid
states. Because the double-integrator system is well-defined, we can use this model
to compare the maneuver automaton-based guidance system and the continuous time
system.

The first question we must address is how the continuous and MA-based guidance
models differ. One of the main differences is the introduction of maneuver primitives.
This problem is well-addressed by Frazzoli in [9]. For the double integrator system,
trim states define the velocities of the system, and the maneuvers connect these trim
states. Next, we must decide which trim states to use. From the previous section
we found that to increase system performance and reduce interpolation errors, we
need to define more velocity states near the goal. Therefore, as proved in [9], we
can choose a logarithmic distribution of the trim states (with maneuvers connecting
them) so that the vehicle can make fine adjustments to the system as it approaches
the goal.

Next, we must understand how the value functions for the continuous time and the
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Figure 3-10: MA-Based Value Function for Double Integrator System

MA-based systems differ. To illustrate this example, we developed a MA with trims
based on the location of the velocity grid lines shown in Figure 3-2 with maneuvers
connecting all of the trim states. In Figure 3-10 we show the M A-based value function
and the differences in cost from the value function for the continuous system in
Figure 3-2. At first glance, it appears like there are no differences between the MA-
based and the continuous time value function; however, by examining the difference
function graph, we notice that the MA-based value function has a “higher” cost over
most of the cost function grid. The reason for this change in cost has to do with
the “optimality gap” between the systems. Unlike the continuous value function, the
MA-based system can only operate at trim states. Therefore, if a trim state is not
defined for given vehicle state, then the MA-based system does not have a cost for this
point. For this reason, the value function shown in Figure 3-10 is deceiving. The value
function for the MA-Based system can only be evaluated along the velocity grid lines,
and therefore the M A-based value function undefined the velocity grid lines. Figure 3-
11 helps to illustrate this difference between the continuous model and the MA-based
model using a sample trajectory. In this figure, the vehicle starts at the initial hybrid
state [z10,qo]. Next, the vehicle follows a similar trajectory as we see in Figure 3-1
using maneuver p;((,) to move the vehicle toward the switching curve. But, since
maneuvers begin and end at trim states, the vehicle is unable to reach the switching
curve under this maneuver. If a trim state is not defined at the point where the

vehicle would intersect the switching curve under the continuous model, the vehicle
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Figure 3-11: System Trajectories under Optimal Policy for MA-Based Double Inte-
grator Problem

will stop at the closest trim state to the switching curve. Then, the vehicle will coast
on the trim state ¢, until it reaches the switching curve, at which point the system
will maneuver to the goal state using p3((,). This “optimality gap”, represented by
the shaded region in Figure 3-11, results from the fact that the system may not be
able to maneuver directly to the switching curve - resulting in an additional cost ¢,
from coasting.

From this example, we see that the optimal cost-to-go from any initial state z,, =

[0, qo] for the MA-based system can be found using:

T () = 91 (Tgo, P1(Tgo)) + 95 (Tpy, T4 (Tpy)) + G5 (T 4o, P3(T45)) (3.4)

where g is the cost function where g7 (x;, uf (z;)) = t7, and u! is the optimal control at
decision 7. Notice that the MA-based system may lose some performance by adding
a cost term for coasting because of the quantization of the state space; however, we
gain the ability to quickly calculate the optimal trajectory for the vehicle (as we will

see later in this chapter).

3.2.5 Reconfiguration of the M A-Based System

Up to now, the properties of these systems have been based on a nominal model

of the system. But, what happens if this system changes? For this simple double
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Figure 3-12: Recalculated Continuous Value Function for Test 1

integrator system, we can calculate a new value function for the coarse grid in less
than five seconds; however, it may take hours or even days to calculate a multi-
dimensional value function. For example, the value function for a 3-Trim lateral-
directional axis MA (which we will discuss later in this chapter) can take up to three
days to calculate with a fine grid. Therefore, we would like to know if we can use
the nominal value function to drive the reconfigured system. First, we explore the
effects of reconfiguration on the continuous double integrator system. We examine
the effects of restricting the velocity and changing the output command limits for the
system. Next, we investigate the reconfiguration of the MA-based double integrator
system. We explore the effects of reconfiguration on the system after we remove and
add maneuver primitives. Finally, we look at the performance of the reconfigured

MA-based system when the command limits on the maneuvers change.

Continuous Value Function - Test 1: Velocity Restrictions

In this first test, we want to examine what happens to the system trajectory when
we restrict the operating velocities of the system. For this test we will assume that
the system is unable to reach velocities less than -2 ft/sec. In Figure 3-12, we see
the recalculated cost function for the reconfigured system and the differences in cost
from the nominal value function in Figure 3-2. Notice that the cost is set to oo for

velocities below -2 ft/sec.
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Figure 3-13: Reconfigured Continuous Double Integrator System Test 1: Trajectory
for xy = [5ft,3ft/sec]

Traj Name Time (sec)
1 Nominal (Blue) 9.19
2 Reconfigured (Black) 9.93
3 Recalculated (Red) 9.83

Table 3.1: Time Comparison for Refg Continuous Double Integrator Test 1

Next, to investigate the difference between the nominal, reconfigured and recal-
culated strategies for this condition we simulated trajectories for the initial condition
xo = [bft,3ft/sec]. The actual system trajectories are shown in Figure 3-13 and
their projected times are compared in Table 4.1.

From this test we see that all three strategies calculate trajectories which guide the
system toward the goal. Second, all three strategies follow almost the same trajectory
when they reach the switching curve. Notice that there is a slight difference between
the reconfigured and recalculated strategies for this test case as the vehicle approaches
the switching curve. Finally, the reconfigured strategy using the nominal cost function
directs the vehicle to the goal state, despite the fact that the cost function is not

optimal for the reconfigured system.

Continuous Value Function - Test 2: Changes in Command Limits

In this second test, we want to examine what happens to the system trajectory when

we change the output command limits from the controller. For this test we will
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Figure 3-14: Recalculated Continuous Value Function for Test 2
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Figure 3-15: Reconfigured Continuous Double Integrator System Test 2: Trajectory
for xy = [5ft,3ft/sec]

assume that the system has lost some control authority and the command limits have
been reduced to (, = —0.25 and (, = 0.5. In Figure 3-14, we see the recalculated
cost function for the reconfigured system and the differences in cost from the nominal
value function in Figure 3-2. First, notice that there is a change in the location of
the switching curve. Since the command bounds have been decreased, the switching
curves are closer to the x;-axis than in Figure 3-2.

Next, to investigate the difference between the nominal, reconfigured and recal-
culated strategies for this test condition, we simulated trajectories for the initial con-
dition zo = [5ft,3ft/sec]. The actual system trajectories are shown in Figure 3-15

and their projected times are compared in Table 3.2.

From this test we see that all three strategies calculate trajectories which guide
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Traj Name Time (sec)

1 Nominal (Blue) 9.19
2 Reconfigured (Black) 47.31
3 Recalculated (Red) 28.83

Table 3.2: Time Comparison for Refg Continuous Double Integrator Test 2

Value lteration Results: Double Int - Nominal Cost Function

Figure 3-16: Nominal MA-Based Value Function for Double Integrator System Re-
configuration Tests

the system toward the goal. Although the reconfigured strategy takes almost twice
as long as the recalculated strategy to guide the system to the goal, the strategy
produces a stable and feasible solution. Notice that the reconfigured strategy guides
the vehicle according to the location of the switching curve for the nominal system.
When the system reaches this point, the reconfigured strategy employs the opposite
control. Since this reconfigured system has less control authority than the nominal
system, the vehicle overshoots the goal state. Eventually, the vehicle reaches the goal

- showing that the reconfigured strategy can be used for this test case.

MA-Based Value Function Tests

For all of the Maneuver Automaton-based Double Integrator system examples, we
have defined the nominal system as detailed in Table A.1 listed in Appendix A. Using
this nominal MA, the value function for this system is shown in Figure 3-16. To
compare the effects of reconfiguration on this system with the previous examples in

this section, we have added a trim with a velocity at 3 ft/sec, in order to use the
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Figure 3-17: Trajectory for zy = [5ft,3ft/sec|] using Simulink CT VF-Based Fine
Grid (dotted) vs. Nominal MA-based System (solid)

same starting condition used in the previous examples. In Figure 3-17, we show the
difference between the nominal trajectory using the fine grid value-function based
system (dotted) and the nominal MA-based system trajectory (solid). From this
figure, we see that the MA-based system will coast for a short period of time, while
the continuous time value function-based system will constantly maneuver - resulting

in a small difference in the cost.

MA-Based Value Function Test 1: Trim Removal

In this first test, we examine what happens to the system trajectory when we remove
trim states from the MA. We use the reconfigured MA as listed in Table A.2 in
Appendix A.

In this test we are simulating a change in the minimum velocity the system can
achieve. This test will show how the nominal value function can be used with the
reconfigured MA when Trim 3 is removed. For this test, we selected an initial condi-
tion where the planned trajectory coasts on Trim 3 (v = —1 ft/sec) for 0.2 seconds
under the nominal policy. In Figure 3-18, we see the recalculated cost function for
the reconfigured MA and the differences in cost from the nominal value function in
Figure 3-16. First, notice that the cost is set to oo in areas where a trim does not
exist. Second, upon close inspection of the difference function (on the right), notice

that there is an area which has no change in the cost. Therefore, despite changes in
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Value lteration Results: Double Int - Recalculated: Test 1

Figure 3-18: Recalculated MA-Based Value Function for Test 1

the MA, there are regions of the value function which are unaffected because they do
not make “use” of the unavailable trim states in their optimal path. The existence of

this region can be explained by the Principle of Optimality [2]:

Theorem 3.1 (Principle of Optimality) Let 7* = {u}, pu, ..., wv_1} be an opti-
mal policy for J*(x) = minyey Ey {g(z, u,t) + J*(f(z,u, w))} and assume that when
™, a given state x; occurs at time i with positive probability. Consider the subprob-
lem where by we are at x; at time ¢ and from time i to time N we wish to minimize
E, {gN(xN) + 30 g (o, (), wk)}, then the truncated policy { i, py 1, - Wy_1}

15 optimal for the subproblem.

Optimal trajectories moving from “undefined” regions of the recalculated cost
function must approach the switching curve through regions where the cost has not
changed. As a result, trajectories starting from the “unchanged” regions of the value
function are the sub-trajectories for system trajectories beginning in the “undefined”
regions by the Principle of Optimality.

Next, to investigate the difference between the nominal, reconfigured and recal-
culated strategies for this failure condition we simulated trajectories for the initial
condition x = [xg = 5ft,q = 21(qyer = 3ft/sec)]. The actual system trajectories are
shown in Figure 3-19 and their projected times are compared in Table 3.3.

From this test we see that all three strategies calculate trajectories which guide

the system toward the goal. Second, all three strategies follow the same trajectory
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Figure 3-19: Reconfigured MA for Double Integrator Test 1: Trajectory for [xy =
5ft,q = 21(quer = 3ft/sec)]

Traj Name Time (sec)
1 Nominal (Blue) 9.1667
2 Reconfigured (Black) 15.2228
3 Recalculated (Red) 13.5000

Table 3.3: Time Comparison for Reconfiguration Test 1

when they reach the switching curve, despite the fact that they do not end in the same
place. In Figure 3-19 notice that the reconfigured vehicle trajectory initially switches
back and forth between two trims states. Using the value function to calculate the
vehicle’s next decision, the planner selects the next maneuver primitive by looking for
the best cost using the maneuver primitives available from the current state. To find
the optimal solution the planner must look for the trajectory which minimizes the
cost across the value function for each state. The problem is that when we change the
MA, the planner will find the minimum cost path to the next vehicle state using the
restricted set of maneuver primitives over the nominal value function - though it may
not be the best decision under the reconfigured MA. As a result, the planner selects
the maneuver primitive which minimizes the cost at each decision, rather than over
the trajectory - resulting in this switching behavior. Next, notice that the final vehicle
states of the three trajectories does not necessarily correspond with the desired final
state zy = [0, 0]. Since we have not implemented any feedback around the trim state

velocities, errors resulting from maneuver and simulation tolerance can cause the
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Figure 3-20: Recalculated MA-Based Value Function for Test 2

vehicle to miss the desired destination. For this reason, a feedback or error correcting
loop around the vehicle state could be used to ensure the vehicle reaches the desired
final state. Finally, the reconfigured strategy using the nominal cost function directs
the vehicle to the goal state, despite the fact that the cost function is not optimal for
the reconfigured system (similar to the results from the continuous model test shown

earlier).

MA-Based Value Function Test 2: Trim Addition

In this second test, we examine what happens to the system trajectory when we add
trims to the MA. For most systems, it is difficult to add a trim condition to the value
function. Since this system is simple, we can interpolate the cost between grid points
on the value function to add a new trim for the nominal system. In Matlab, this
interpolation can be done using the interp2 by defining the new grid for the nominal
value function. This technique may not work with other systems, but we can use it
with this example to understand this process. We have added two trims at +3.45
ft /sec. The reconfigured MA for this system is listed in Table A.3 in the appendix.
In Figure 3-20, we see the recalculated value function for the reconfigured MA
and the differences in cost from the nominal value function in Figure 3-16. Again,
there are areas in this value function which are unaffected by adding these trim states.

Moreover, upon close inspection of the difference function (on the right), notice that
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Figure 3-21: Reconfigured MA for Double Integrator Test 2: Trajectory for [xy =
8ft, quer = 3f1/sec]

Traj Name Time (sec)
1 Nominal (Blue) 10.1667
2 Reconfigured (Black) 10.1667
3 Recalculated (Red) 10.0732

Table 3.4: Time Comparison for Reconfiguration Test 2

there are sharp changes in cost around the switching curve. Some of these changes,
resulting from interpolation errors, show that the nominal cost function has a lower
cost than the reconfigured value function at the new trim states. These errors occur
because we are interpolating to estimate the values of the reconfigured value function
(using the nominal value function) at points where a trim state did not exist when
the original cost function was calculated. For this reason, it may be very difficult to
use this technique on value functions which are more complex since the interpolated
reconfigured cost from the nominal value function may not be representative of the
actual cost.

Next, to investigate the difference between the nominal, reconfigured and recal-
culated strategies for this test condition we have calculated trajectories using each
system for the initial condition x;,;; = [ro = 8ft, ¢ = 21(qpes = 3ft/sec)]. The actual
system trajectories are shown in Figure 3-19 and their projected times are compared

in Table 3.4.

Again, we observe that all three strategies calculate trajectories which guide the
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system toward the goal. Notice that by adding performance to the system, the re-
calculated trajectory is “faster” than the nominal trajectory. Also, note that the
reconfigured strategy directs the vehicle to the goal state, but it does not use the
additional trim state to reach the goal. Because we used the interpolation function
over the nominal value function to calculate the costs for the additional trim states,
the cost between the original grid points does not change in slope to approximate the
actual cost new trim points when using the new MA. As a result, the interpolated
cost for the new trim states was not an improvement over the nominal cost for the
original trajectory. Therefore, though the reconfigured strategy calculated a feasible
trajectory to the goal, it did not use the trim that provided more performance.
From these two tests, we see that when we take away controls, there are some
regions of the value function that are unaffected by the change in controls. Likewise,
when we add controls, the nominal value function becomes an upper bound for the

optimal reconfigured strategy. We can formulate these ideas into the following lemma:

Lemma 3.1 Let U,,,, be the set of all connected controls where py € Upom for the

nominal system and let J¥, (x) satisfy Eq. (2.1)V ug € Upom and x € X. Then, the

nom

following condition exists:

o For any Unom C Upepy where Uycry is connected, then J), (x) > J'. ()

nom rcfg

o For any Uyerg C Unom where Uyepy is connected, then Vyex where J: . (1)

is found using {pg, 15, .-, Wv_1} and the set of controls {j} C Upcry, then

J;om (ZU) = :cfg (ZU)

Proof (by Contradiction):

e Assume not. Then, for any U,sm C Uycpqg Where U,qr, is connected, Jycr where

*
Jnom

(v) vero(y). Then, 3 7 where the set of all controls { i }x« € Unom such

that J:,.(v) < J&, (y). But, if {gx}re € Unom, then {pg}r € Uepy, which

nom rcfg

*

means that J7

(y) does not satisfy Eq. (2.1), and is not optimal. This is a

contradiction since both J

(y) and ;‘Cfg(y) are optimal under Upom, and Uy.crg

respectively. Therefore, J* (z) > J% . (z). O

nom rcfg
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e (=) To show J!

wom(®) > J . (x): assume not. Then, for U.ry C Upem where

rcfg

Urcpg is connected, ey where Jy (y) < Ji, (y). Then, 3 77 where

nom rcfg

{Mk}W;nom S Z/{TCfg C Unom- BUt, since both J*

nom

(y) and J}.;,(y) are optimal,

then J., (y) must use not use 7, . which violates the optimality principle.

*

This is a contradiction since Ji.;,

(y) under U, s, is the optimal cost under

Eq. (2.1) and therefore must use ™ . where {uk}ﬂgnm € Urepg C Unom.-

(<) To show J* . (x) > J*

vefq x m(x), we can apply the statement under the first

bullet in this lemma and replace U,..rg — Unom and Upnom — Uperg- U

This lemma provides us with insight into a favorable reconfiguration strategy for
complex systems. For systems with degraded performance, if we can find the regions
of the value function which are unaffected by changes in the MA, then we can try to
find a sequence of maneuver primitives that will move the vehicle to these regions of
the value function. Since this region is unaffected by the change in the MA, it can
be used to find a guidance solution to the goal. Likewise, if we add performance to
the system, we recognize that in order for the vehicle to select these new maneuver
primitives, they must provide large gains in cost. Otherwise, they will not be selected
over the maneuver primitives in the nominal system (we will see an example of this

case in the next section).

MA-Based Value Function Test 3: Changes in Maneuver Command Limits

Up to this point we have assumed that the maneuver command limits are symmetric
and have remained unchanged ({, = —1, ¢, = 1). In this third test we investigate
how changes in command limits effect the VF-based guidance system. In this section
we set (, = —% and (, = 1. Notice that this system has less performance since we
have raised the lower saturation limit of the system. The reconfigured MA for this
test is listed in Table A.4 in the appendix.

In Figure 3-22, we see the recalculated cost function for the reconfigured MA and
the differences in cost from the nominal value function in Figure 3-16. In contrast to

the other two MA-based system examples, it appears that the entire cost function is
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Figure 3-22: Recalculated MA-Based Value Function for Test 3

Traj Name Time (sec)
1 Nominal (Blue) 3.5000
2 Reconfigured (Black) 83.0845
3 Recalculated (Red) 5.5000

Table 3.5: Time Comparison for Reconfiguration Test 3

affected by this change. In almost every case (except points along the lower switching
curve), the vehicle must use a maneuver affected by this change to reach the goal.
Second, notice that the switching curve is not “well-defined” in the upper right quad-
rant of the value function in Figure 3-22, as compared to the nominal value function
in Figure 3-16. Since we have defined the grid based on the symmetric, unitary com-
mand limits, the grid points may not be aligned with the revised switching curve.
Thus, the grid of the recalculated value function is not optimized for the reconfigured
MA.

To understand the differences between the three reconfiguration cases for this test
condition, we have calculated trajectories using each system for the initial condition
x =[xy = 1ft,q = 19(ques = 1ft/sec)]. The actual system trajectories are shown in
Figure 3-23 and their projected times are compared in Table 3.5.

Again, we see that all three strategies calculate trajectories which guide the system
toward the goal. Although the reconfigured strategy that takes sixteen times longer
than the recalculated strategy, it calculates a feasible trajectory and stabilizes the

system. The reason for this large difference is related to the strategy used to find
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Figure 3-23: Reconfigured MA for Double Integrator Test 3: Trajectory for [xy =
1ft,q = 19(qpe; = 1ft/sec)]

the optimal path. The planner uses the value function to calculate the vehicle’s next
decision by looking for the best cost based on the maneuver primitives available from
the current state. To find the optimal solution the planner must look for the trajectory
which minimizes the cost across the value function for each state. The problem is that
when we change all the maneuvers, the planner will find the minimum cost path to
the next vehicle state using the new set of maneuvers over the nominal value function
- though it may not be the best decision under the reconfigured MA. As a result, this
decision process causes the planner to switch between trim states 10 (-.01 ft/sec) and
11 (-.0215 ft/sec) for over 60 seconds. Next, notice that the actual vehicle trajectory
under the reconfigured strategy misses the goal. The drift in the vehicle trajectory is
a result of simulation precision during the maneuver transitions between trim states
10 and 11. This drift is not a serious issue since the planner could be designed to
update the trajectory based on the system’s state after a period of time, thus reducing

any position errors in the vehicle trajectory.

This test points out some of the difficulties encountered with the reconfigured
strategy under the current guidance law. Though this strategy provides us with a
feasible trajectory, we would like the planner to use the nominal cost function to
calculate a trajectory to the goal in a reasonable period of time with respect to
the recalculated trajectory. To better understand how we can develop a strategy to

improve the reconfiguration strategy, we can start by looking at the following lemma.
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Lemma 3.2 Let U,,,, be the set of all connected controls where py € Upom for the
nominal system and let J*  (x) satisfy Eq. (2.1) ¥V pp € Unom and x € X. Define

nom

C C X as the set whereV v € C C X, J*

nom

(2) = Jppy(x) < 00. Foranyy € X, if

there exists a sequence of controls m, = {ug, ui, ..., wy_,} where the set of controls

{1} CUresy and fy,m(y)) € C, then J.;,(y) < oo.

This lemma says that given an initial state and a sequence of controls that moves
the system into a region in the recalculated value function that is unaffected by the
change to the MA (i.e. has the same cost as the nominal value function), then a
feasible trajectory for the reconfiguration strategy exists. The proof is very simple

and uses the connectivity condition we impose on the reconfigured MA.

Proof: Let x = f(y,m(y)) € C where J;; (v) < oo. We can write Jypy(y) =
h(y, u(y)) + J*(x) where we can define h(y, 7(y)) = Y.~y gk(2k, tir(2x)) which is the
current cost under control policy m,. By the connectivity condition imposed on U, ,,

h(y, m(y)) < 00, 80 Jrepg(y) < co. Finally, using Eq. (2.1), we find that J;,.; (y) < oo.
0

The next question we can ask is related to the situation we have in this third test
case. Here, the entire cost function changed because of the change in the maneuver
bounds. As a result, there may not be a well-defined region in the cost function which
has not changed. Therefore, if we can develop a strategy that defines an “achievable”
region in the value function based on the current MA, then we may be able to use

the value function to find a suitable trajectory under the reconfiguration strategy.

Lemma 3.3 Let Uy, be the set of all connected controls where py € Upom for the
(z) satisfy Eq. (2.1) ¥ pr € Upom and x € X. De-
fine C C X as the set where V x € C C X, 3 pu(x) € Urerg C Upom such that

nominal system and let J;
vere(®) = gz, p(z)) < oco. For anyy € X, if there exists a sequence of controls
my = {pg 1, .. w1} where the set of controls {ur} C Urery and f(y,m(y)) € C,

then J)'.;,(y) < 0.
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This lemma says that given an initial state and an “achievable” region in the value
function, defined as a set of states by which the goal state can be reached under a
control in the reconfigured MA. If a sequence of controls exists that moves the system
into the “achievable” region, then a feasible trajectory for the reconfiguration strategy
exists. The proof is identical to the proof in Lemma (3.2) and uses the connectivity
condition we impose on the reconfigured MA.

Proof: Let x = f(y,m(y)) € C where J; (v) < oo. We can write Jy.ro(y) =
Wy, 1(y)) + J*(x) where we can define h(y, 7(y)) = S0y gk (@k, s (1)) which is the
current cost under control policy m,. By the connectivity condition imposed on U, ,,

h(y,m(y)) < 00, 80 Jyepq(y) < co. Finally, using Eq. (2.1), we find that J;.; (y) < oo.
U

Proposed Improvement to the Reconfiguration Strategy

Using this information we can try to improve the reconfiguration strategy. We pro-
posed using the following process: First, use the nominal guidance value function
to find trajectories that will guide the system to a region of the value function with
a lower cost than the initial vehicle state. Then, select the guidance solution that
has the smallest estimated cost-to-go from the next state to the “achievable” re-
gion described in the previous subsection. By looking ahead, we can minimize the
cost of the trajectory rather than over each decision. In Figure 3-24, we show the
actual system trajectories for the three reconfiguration cases with initial condition
x =[xy = 1ft,q = 19(qper = 1ft/sec)] in Test 3 using a “look ahead” strategy. This
strategy is designed to, first, find all of the trajectories that move the system to a
region of lower cost in the value function. Then, for each of these trim states, the
system estimates how long it will take the system to reach the achievable destination
region from each trim state. Finally, the system selects the trim with the best overall
cost. The projected times for the nominal, recalculated and reconfigured with the

“look ahead” strategy are compared in Table 3.6.
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CT Double Init - Reconfiguration Test 3 with "Look Ahead"

Figure 3-24: Reconfigured MA with “Look Ahead” Strategy for Double Integrator
Test 3: Trajectory for [xg = 1ft,q = 19(qpe; = 1ft/sec)]

Traj Name Time (sec)
1 Nominal (Blue) 3.5000
2 Reconfigured (Black) 5.5000
3 Recalculated (Red) 5.5000

Table 3.6: Time Comparison for Reconfiguration Test 3 with “Look Ahead” Strategy

From this figure, we see that the “look ahead” strategy enhances the performance
of the reconfiguration strategy. In fact in this example, the recalculation strategy and

reconfiguration strategy produce the same trajectory.

3.2.6 Double Integrator Case Study Test Summary

From these tests we have shown that the nominal value function can be used for
trajectory generation for a reconfigured system (both continuous and a maneuver
automaton). Using these test cases we showed how changes in the system affect
the shape of the value function and trajectories under each strategies. We observed
that the reconfiguration strategy can provide an “achievable” path for the reconfig-
ured MA. However, these paths may not be “reasonable” for use. We proposed an
improvement to the reconfiguration strategy and found that if the reconfiguration
strategy is designed to search for a region in the nominal value function that connects
to the goal, then we can find an “achievable” path for the reconfigured system. By

using a “look-ahead” strategy, we can use the nominal value function to calculate
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trajectories that move the vehicle toward the goal and provide the best cost over the

length of the trajectory.

3.3 Case Study II: Longitudinal M A Control

The second system we will investigate is a simplified closed-loop model of a longitu-
dinal axis Fixed-Wing UAV maneuver automaton. As posed in [19], we have set the
following requirements: 1) minimize the travel time between waypoints, 2) provide
a maximum acceleration limit to bound body forces during a maneuver, and 3) op-
timize fuel consumption for each maneuver. Given our performance constraints and
the linear plant model of the system, we used Linear Programming to develop opti-
mal maneuvers for the transitions between states. Each maneuver is characterized
by a start and end trim state, an execution time and a displacement in the z- and

z-coordinate.

3.3.1 Maneuver Design for Longitudinal M A Tests

As presented in [19], to generate the these maneuvers, we represent the vehicle dy-
namics by a discretized state space model (A, B). The state variables in our model
are the velocity v, the acceleration v, the heading v and the change in heading per unit
time 4. The input variables are the reference velocity v,.; and the reference heading
Yref- Given minimum and maximum constraints on all state and input variables, the

problem of finding a maneuver that takes NV discrete time steps and minimizes a total
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cost J, can be formulated as follows:

N
min J = Z fk(Xka llk)

k=0
subject to x,y1 = Ax;+ Buy

X0 = Xfrom

XNy = Xy (3.5)
Xk Z Xmin

Xk < Xmaz

Uy > Winin

Ug S Umaz

Here, x; and u; are respectively the state and input vectors at the kth time step.
Solving the above optimization problem yields an optimal input sequence that brings
the vehicle from the initial trim state Xf.om to the desired trim state x;, in N time
steps AT. If the cost function .J is linear, the problem becomes a linear program

(LP) and can be readily solved using standard optimization software.

The shortest time maneuver corresponds to the minimum number of time steps
Npin for which the problem is still feasible. The search for N,,;, can be carried out by
solving a series of LP’s, in which the number of time steps is systematically decreased
to check for feasibility. An efficient method is to use a bisection approach: at each

iteration, the interval in which the minimal time 7,,;, = N,,in AT lies, is halved.

Since the set of feasible candidate solutions is independent of the specific cost
function, a quick feasibility check can be carried out by solving the LP with a simple
cost function. Once the minimum number of inputs is found, a more realistic linear
cost function can be used to compute the final optimal maneuver. In our case, as a
measure of fuel consumption, we minimized a weighted sum of the absolute values of

the inputs, which can be linearized by introducing auxiliary variables and constraints.
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3.3.2 MA Connectedness and Controllability

Given a MA, we use the value function to find the optimal sequence of maneuver
primitives to direct the vehicle to the goal state (the hybrid state combining the
current position of the vehicle in the inertial space with the trim state of the vehi-
cle). Notice that this sequence of maneuver primitives form the optimal control law
7 = {us, 13, ..., wy_1} where either uf € Qp or puf € Qu. Therefore, when we
discuss reconfiguration of value function-based systems, we notice the strong connec-
tion between the connectivity of maneuver primitives and the controllability of the
vehicle. If we are unable to find a sequence of connected maneuver primitives from a
given hybrid state, then the vehicle cannot be directed to the goal state for the given
MA. These results are summarized in Lemma (3.1) and Lemma (3.2) in the previous

section.

3.3.3 Controllability Core vs Performance Set

This discussion brings up another key issue: given a MA, can we find a set of maneuver
primitives that define whether a region of the value function will have a finite cost?
First, we know that the structure of the MA will define the achievable destination
regions of the cost function. The cost for a given state x;,; = [%,, Gins] is dependent
on the current trim state, the connectivity of the MA, and the initial position of
the vehicle. For example, if we constrain a vehicle to planning in the longitudinal
axis, then the vehicle must have the control authority available to climb/dive to the
desired goal state. For example, if the vehicle’s flight path angle is restricted to
|7] < 10 degrees, then it will not be able to reach a waypoint located at z; = [A, =
10000 f¢, A, = 10000 f¢] without maneuvering in the lateral /directional axis. In this
case, the vehicle’s inability to achieve steeper flight path angles limits its capability
to develop an feasible trajectory to this waypoint.

Next, we must determine which maneuver primitives from our MA are needed
to guarantee that an admissible sequence of primitives from a given initial trim ¢,

exists to guide the system to a desired destination state in a given time 7 [9].
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In Chapter 2 we separated all trim states into two categories: those which satisfy
the controllability constraints (known as the “controllability core”), and those which
provide enhanced performance (known as the “performance set”). First, maneuver
primitives in the “controllability core” define the achievable destination region of the
vehicle. For example, if a trim state in the controllability core is removed from the
MA, the vehicle will lose capability to reach the goal from some of the achievable
regions identified by this trim. This results in a region of the cost function having
infinite cost under the reconfigured MA policy. In order to use the nominal cost
function in the reconfiguration strategy, we must first catalog all of the controllability
core maneuver primitives of the nominal MA and then determine which controllability
core maneuver primitives (if any) have been added or removed in the reconfigured
MA. Otherwise, the vehicle may enter into a state in the nominal cost function which
is not defined for the reconfigured policy, and thus the vehicle will not reach the
desired goal state. Second, maneuver primitives in the “performance set” add vehicle
performance by taking advantage of the vehicle’s capability throughout the operating
envelope. Therefore, if a performance set maneuver primitive is removed from the
MA, the vehicle will lose some performance characteristics, though the reachable

region of the vehicle will be maintained.

Since guidance value functions are constantly decreasing, a guidance solution can
be found from any initial condition g, in the reachable region of the vehicle even if a
performance maneuver primitive is removed from the MA. Therefore, since the loss
of a performance maneuver primitive does not affect the controllability of the vehicle
(by definition), the cost at yo satisfies J;'.;, (o) < 0o by Lemma (3.1). But, what does
this tell us about J*

nom

(yo) in terms of the reconfiguration strategy? We know that
if we are able to find a set of maneuver primitives that can move the system to the
“controllable” regions of our robust value functions, then the cost at g, in the nominal
value function is less than oo. If we are able to find this set of maneuver primitives
under the reconfiguration strategy, the cost at o is “valid” for the reconfiguration
strategy. We know that this condition will always exist whenever we add maneuver

primitives to the MA. In addition, since the value function is strictly decreasing,
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we know that if a set of controls that move the vehicle into a region defined by the
controllability core exists, the cost in the nominal value function will be “valid” for the

reconfiguration strategy. From these conditions we can state the following condition:

Lemma 3.4 Let Uy, be the set of all connected controls where py € Upom for the
nominal system and let J, (x) satisfy Eq. (2.1)V pug € Upom and x € X. Define C' C
X as the set where ¥ x € C C X, where J', (xr) < oo is strictly decreasing in finite

nom

time under f for some control policy m, = {ug, 1, ..., wW_, } where the set of controls
{:u’k} - Z/{rcfg (Ze thom(f(xlaﬂ(xl))) < ‘]:;om(xl) and ‘]:;om(f(xN—la/L(xN—l))) = 0)
Then, for any y € X, if there exists a sequence of controls m, where {jig}x, C Uresq

such that ‘];om(f(ywlu’(yl))) < ‘];om(yl) and v = f(yl?ﬂ-(yl)) S C7 then J;Lkom(y) i

valid under Up.yq.

This lemma says that given an initial state under the reconfiguration strategy, if
we can find a policy that moves the vehicle to a achievable destination region in the
nominal value function (i.e. connected by the controllability core to the goal state)
under the reconfigured MA, then the cost of the nominal value function at that initial

state is valid for the reconfiguration strategy.

Proof: Let © = f(y,n(y)) € C where J}

nom

h(y, u(y)) + J*(f(y,7(y))) where we can define h(y,7(y)) = S_p o (e, p(wr))

which is the current cost under control policy m,. By the connectivity condition

() < co. We can write Jyef,(y) =

imposed on U.ry, h(y,7(y)) < oco. Finally, because of the decreasing condition of

Jom(x) for x € C'; 3 a control policy 1, where J;, (f(z,7(z))) = 0, the combination

nom

of the two policies m(, .y reaches the goal state. [

Using this information we will be able to understand the cost differences between

the nominal and recalculated value functions.

3.3.4 Reconfiguration of the M A-Based System

Using this information and the knowledge from the first case study, we would again

like to investigate if we can use the nominal value function for the reconfigured system.
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Value Iteration Results: Nominal Function - Trim #4 (300 fps, 0 deg)
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Figure 3-25: Nominal MA-Based Value Function for Trim 4 (300 fps, 0 deg) for 9-Trim
Reconfiguration Tests

\\\\

First, we investigate how the value function-based guidance system for a simplified
Longitudinal Axis system changes after we remove trims and maneuvers. Second, we
explore how this system changes after we remove maneuvers from the MA. Finally,

we investigate the performance of this system when we add maneuvers to the MA.

For most of these examples, we define the nominal systems as detailed in Table A.5
(for the 9-Trim system) listed in Appendix A. Using this MA, the value function
for the nominal system is provided in Figure 3-25. Since we are planning in the
longitudinal axis frame, we must plan trajectories based on the following criteria: 1)
initial and final trim state ¢; = [v;, ;] where v; is the vehicle velocity in the body frame
and +; is the flight path angle of the vehicle, and 2) initial and final vehicle position
in the longitudinal inertial frame (Zpos, 2pos). In Figure 3-26, we show an example of a
trajectory using the Nominal Longitudinal MA VF-based system with LP-generated
maneuvers. For this example, we selected a waypoint where z; = (A in Distance =
14000 ft, A in Altitude = 800 ft). From this figure, we see that the trajectory ”steps”
upward toward the goal. This phenomena is a result of the LP-maneuver design:
it is better for the vehicle to gradually increase its altitude by taking advantage of

low-cost maneuvers between trim states.
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Longitudinal MA - Nominal: X, = [14000 800]
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Figure 3-26: Trajectory for xzy = [14000, 800] using Simulink VF-Based System using
Nominal VF for 9-Trim Reconfiguration Tests

Test 1: Trim Removal

In this first test, we examine what happens to the system trajectory when we remove
trim states from the MA. This test is broken into two parts: we explore the effects
on the VF-based system when 1) a trim state in the controllability core is removed,

and 2) a trim state in the performance set is removed.

Part 1: Controllability Core Trim Removal

In this first example, we discuss what happens to the Guidance VF-based system
after a controllability core trim is removed from the MA. In this first example, we
will assume the vehicle has a structural failure during a mission and cannot climb
more than +7.5 degrees. For this failure condition, the vehicle will no longer be able
to reach Trim State 9 (300 fps, +10 deg). The reconfigured MA will look as described
in Table A.6.

In Figure 3-27, we see the recalculated cost function for the reconfigured MA and
the differences in cost from the nominal value function in Figure 3-25. Since there
are no trim states in the reconfigured MA for flight path angles above +5 degrees,
it is very clear that the reconfigured vehicle will be unable to reach the goal where
the vehicle is required to climb more than +5 degrees. As discussed earlier, we can
employ the reconfiguration strategy on the nominal value function to account for

the loss of Trim 9 and plan paths for the reconfigured MA. Note that there is no
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Value Iteration Results: Reconfiguration Test 1: Trim #4 (300 fps, 0 deg) Value Iteration Subtraction Results: Refg Test 1 - Trim 4 (300 fps, 0 deg)
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Figure 3-27: Recalculated MA-Based Value Function for Test 1 - Part 1

Longitudinal MA - Refg Test 1 - Part 1a: X = [14000 800]
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Figure 3-28: Reconfigured MA for Longitudinal MA Test 1 - Part 1a: Trajectory for
(A in Distance = 14000 ft, A in Altitude = 800 ft)

change in the computation time required to calculate an achievable trajectory using
the reconfiguration strategy.

To test the reconfiguration strategy for this failure condition, we selected way-
points where Trim 9 was used in the path computed with the nominal value function.
Then, we planned trajectories to the same point using the reconfiguration and re-
calculation strategies. For the point (A in Distance = 14000 ft, A in Altitude =
800 ft), the difference between the nominal (1), reconfigured (2) and recalculated
(3) trajectory is shown in Figure 3-28 and their projected times are compared in
Table 3.7.

Again, we see that all three strategies calculate trajectories which guide the sys-

tem toward the goal. Notice that the reconfigured and recalculated strategies follow
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Traj Name Time (sec)

1 Nominal (Blue) 32.26
2 Reconfigured (Black) 33.37
3 Recalculated (Red) 33.37

Table 3.7: Time Comparison for Longitudinal MA Reconfiguration Test 1: Part 1a

Longitudinal MA - Refg Test 1 - Part 1b: x = [14000 1000]
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Figure 3-29: Reconfigured MA for Longitudinal MA Test 1 - Part 1b: Trajectory for
(A in Distance = 14000 ft, A in Altitude = 1000 ft)

slightly different trajectories but have almost the exact same cost. From this ex-
ample, we see that our reconfiguration strategy provides a good approximation of
the recalculated optimal trajectory for this waypoint without recalculating the value
function for the reconfigured MA. But, again, this is not always the case. Under this
strategy, it is possible that the reconfigured strategy cannot compute a path to goal,
even though a trajectory exists using the recalculated cost function. In Figure 3-29,
we have selected the waypoint (A in Distance = 14000 ft, A in Altitude = 1000 ft)
and their projected times are compared in Table 3.8.

From this example we can see a problem that may arise when using the reconfigu-

ration strategy. Clearly, there is a feasible trajectory to the goal using the reconfigured

Traj Name Time (sec)
1 Nominal (Blue) 33.47
2 Reconfigured (Black) No Solution
3 Recalculated (Red) 34.71

Table 3.8: Time Comparison for Longitudinal MA Reconfiguration Test 1: Part 1b

70



Value Iteration Results: Reconfiguration Test 1b - Trim 4 (300 m 0deg) Value Iteration Subtraction Results: Refg Test 1 - Part 1b - Trim 4 (300 fps, 0 deg)
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Figure 3-30: Recalculated MA-Based Value Function for Test 1: Part 2

MA - as demonstrated by the recalculated MA trajectory in Figure 3-29. But, no-
tice that the reconfigured strategy does not reach the goal. Since the nominal cost
function is calculated using trim 9, the reconfigured strategy will follow the gradi-
ent of the value function which assumes trim 9 is available for use. Although the
reconfiguration strategy is minimizing the cost at each decision, it is not checking
(or “looking ahead”) to see if it will be able to reach the goal after after it makes
a decision - resulting in a situation where a feasible trajectory under this policy ap-
pears unachievable. If we employ a “look ahead” strategy to ensure that the selected
command for a given trajectory will result in a final achievable solution for a given

goal state, we find that the system will reach the goal when a solution is feasible.

Part 2: Performance Set Trim Removal
In this second example, we discuss what happens to the Guidance VF-based system
after a performance set trim is removed from the MA. We will assume the vehicle
has a structural failure during a mission and cannot climb at speeds greater than 450
fps. For this failure condition, the vehicle will no longer be able to reach Trim State
6 (500 fps, 0 deg). The reconfigured MA for this test is described in Table A.7.

In Figure 3-30, we see the recalculated cost function for the reconfigured MA
and the differences in cost from the nominal value function in Figure 3-25. Since
there are no trim states in the reconfigured MA for velocities above 450 fps, the

vehicle will require more time to reach the goal from areas of the achievable space.
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Longitudinal MA - Refg Test 1 - Part 2: x = [14000 1000]

0 5000 10000 15000

Figure 3-31: Reconfigured MA for Longitudinal MA Test 1 - Part 2: Trajectory for
(A in Distance = 14000 ft, A in Altitude = 1000 ft)

Traj Name Time (sec)
1 Nominal (Blue) 33.47
2 Reconfigured (Black) 37.35
3 Recalculated (Red) 36.45

Table 3.9: Time Comparison for Longitudinal MA Reconfiguration Test 1 - Part 2

As discussed earlier, we can employ the reconfiguration strategy using the nominal
value function to account for the loss of Trim 6 and plan paths for the reconfigured
MA without significant changes in the computation time required to calculate an

achievable trajectory.

To test the reconfiguration strategy for this failure condition, we selected way-
points where Trim 6 was used in the path computed with the nominal value function.
Then, we planned trajectories to the same point using the reconfiguration and re-
calculation strategies. For the point (A in Distance = 14000 ft, A in Altitude =
1000 ft), the difference between the nominal (1), reconfigured (2) and recalculated
(3) trajectory is shown in Figure 3-31 and their projected times are compared in
Table 3.9.

Again, we see that all three strategies calculate trajectories guide the system to-
ward the goal. Though the reconfigured and the recalculated strategies calculate
different trajectories to the goal, there is a small difference in the cost for these tra-

jectories. Notice that the recalculated trajectory overshoots the goal altitude because
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Value Iteration Results: Reconfiguration Test 2 - Trim 4 (300 fps, 0 deg)
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Figure 3-32: Recalculated MA-Based Value Function for Test 2

of the cost to maneuver between each trim state. From this example, we see that
the reconfiguration strategy gives our vehicle a trajectory that achieves the goal state
without recalculating the value function for the reconfigured MA. But, just as in Part
1, since we are minimizing the cost over each transition rather than the trajectory this

is not always the case. By using a “look ahead” strategy, the system can determine

if a trajectory is feasible for a given goal state.

Test 2: Maneuver Removal

In the second test, we examine how the system’s trajectory changes when we remove
maneuvers from the MA. As mentioned above, if the vehicle experiences a failure, it
may not have the capability to perform some of the primitives in the MA. In this
example, we will assume that vehicle has a failure during a mission that limits the
system to a subset of the maneuvers in the nominal MA. For this failure condition,

the reconfigured MA is described in Table A.8.

The recalculated cost function for the reconfigured MA and the differences in cost
from the nominal value function (in Figure 3-25) are shown in Figure 3-32. Notice
that by reducing the number of available maneuver primitives, there is an increase in
cost over most of the value function. In addition, there are regions in the recalculated
value function where the vehicle can no longer maneuver to the goal for this under

the reconfigured MA. This reduction in the vehicle’s “achievable” region is caused by
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Longitudinal MA - Refg Test 1 - Part 2: x = [14000 1000]
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Figure 3-33: Reconfigured MA for Longitudinal MA Test 2: Trajectory for (A in
Distance = 14000 ft, A in Altitude = 1000 ft)

Traj Name Time (sec)
1 Nominal (Blue) 33.47
2 Reconfigured (Black) 37.54
3 Recalculated (Red) 35.83

Table 3.10: Time Comparison for Longitudinal MA Reconfiguration Test 2

removing some of the maneuvers between the controllability core trims.

Next, we can employ the reconfiguration strategy on the nominal value function
to account for the loss of these maneuvers and plan paths for the reconfigured MA.
To test the reconfiguration strategy for this failure condition, we selected waypoints
where the removed maneuvers were used to compute paths under the nominal strat-
egy. We then used the reconfiguration and recalculation strategies to plan trajectories
to these waypoints. For the point (A in Distance = 14000 ft, A in Altitude = 1000
ft), the difference between the nominal (1), reconfigured (2) and recalculated (3) tra-
jectory is shown in Figure 3-33 and their projected times are compared in Table 3.10.

As in Test 1, we see that all three strategies calculate trajectories which guide the
system toward the goal. Again, the reconfigured and recalculated strategy calculate
slightly different paths, but the difference in the cost between both trajectories is
small. Notice that the reconfigured trajectory actually overshoots the goal altitude
near the goal because the planner selects this maneuver sequence to minimize the

cost at each transition as the vehicle approaches the goal. Again, we see that our
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Figure 3-34: Recalculated MA-Based Value Function for Test 2

reconfiguration strategy gives our vehicle a trajectory that achieves the goal state even
after a fraction of maneuvers have been removed from the MA without recalculating

the value function for the reconfigured MA.

Test 3: Maneuver Addition

In the third example, we will discuss adding maneuvering performance or capability
to the system. To illustrate this point, the nominal and reconfigured vehicle will have
the maneuver automata described in Table A.9 and Table A.10 respectively. Notice
that we are using the reconfigured MA from Test 2 as our nominal system in Test 3.
The nominal value function is shown on the left in Figure 3-32.

The recalculated cost function for the reconfigured MA and the differences in cost
for Test 3 from the nominal value function for Test 3 are shown in Figure 3-34. No-
tice that there is a reduction in cost in the regions of the value function where these
maneuvers (which improve system performance) can be used. To compare the recon-
figuration strategies, we planned trajectories to the same point using the nominal,
recalculated and reconfiguration strategies. For the point (A in Distance = 14000 ft,
A in Altitude = 1000 ft), the difference between the nominal (1), reconfigured (2)
and recalculated (3) trajectory is shown in Figure 3-35 and their projected times are

compared in Table 3.11.

As expected, the recalculated trajectory is faster than the nominal trajectory
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Longitudinal MA - Refg Test 1 - Part 3: x = [14000 1000]
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Figure 3-35: Reconfigured MA for Longitudinal MA Test 3: Trajectory for (A in
Distance = 14000 ft, A in Altitude = 1000 ft)

Traj Name Time (sec)
1 Nominal (Blue) 35.83
2 Reconfigured (Black) 34.71
3 Recalculated (Red) 34.71

Table 3.11: Time Comparison for Longitudinal MA Reconfiguration Test 3

since it uses the performance maneuvers in planning its trajectory. In addition, the
reconfigured trajectory also uses the performance maneuvers in planning its trajec-
tory. Unlike Test 2 in Case Study I, the reconfigured strategy uses the performance
enhancements to the MA and plans the same trajectory used in the recalculated
strategy. Again, the reconfiguration strategy gives our vehicle a good approximation
of the recalculated optimal trajectory for this point without recalculating the value

function for the reconfigured MA.

3.3.5 Summary

In this case study, we showed that the nominal value function can be used for tra-
jectory generation with a reconfigured MA. We demonstrated how performance and
controllability changes to the MA affect the performance of the system under each
trajectory generation strategy. We also showed that the reconfiguration strategy can
provide path that may not reach the goal state when a feasible trajectory exists. By

using a “look-ahead” strategy (as demonstrated in Case Study I), we can use the
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value function to find trajectories that will move the vehicle toward the goal and then
select the trajectory that will provide the best cost over the length of the trajectory.
Finally, by restricting the vehicle to motion planning in the longitudinal plane, we
may not be able to find a feasible trajectory to a desired waypoint, though the ve-
hicle may possess the capabilities to reach the destination. In these tests, since we
did not allow the vehicle to maneuver in the lateral /directional axis, some waypoints
were not achievable because the vehicle was unable to climb/decend to the desired
altitude in the distance provided in the longitudinal plane. In the next chapter we
will discuss how path planning for vehicles with six degrees of freedom by combining

a longitudinal and lateral /directional axis planner can be performed.

3.4 Case Study III: Lateral M A Control

The final system we will investigate is a simplified closed-loop model of a lateral /directional
axis small Fixed-Wing UAV maneuver automaton. Since we are planning in the lat-
eral /directional axis, we must plan trajectories based on the following criteria: 1)
initial and final trim state ¢; = [U“T/)z] where v; is the vehicle velocity in the body
frame and ¢; is the turn rate of the vehicle in the body frame, 2) initial and final
vehicle position in the lateral/directional inertial frame (Zpos, Ypos), and 3) initial and

final vehicle heading where North = 0 deg (360 deg).

3.4.1 Reconfiguration of the Lateral-Directional M A-Based

System

Using our knowledge from the other case studies, we would like to investigate if
we can use the nominal value function for the reconfigured system. In this test,
we will investigate how the value function-based guidance system for a simplified
Lateral /Directional Axis system changes after we remove trims and maneuvers.

For this test, we define the nominal simplified 3-Trim system in Table A.11 listed

in Appendix A. In this test we require that the vehicle starts and ends its trajectory
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Value lteration Results: Nominal - Trim #2 (50 fps, 0 deg/sec)
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Lateral / Directional MA - Nominal: x, = [~3500 ~1000]
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Figure 3-37: Trajectory for xy = [—3500, —1000] using Simulink VF-Based System
using Nominal VF for 3-Trim Reconfiguration Tests

pointing East (1), = 90 deg). The value function for the nominal Lateral /Directional
MA system is provided in Figure 3-36. In Figure 3-37, we show an example of a
trajectory using the Nominal Lateral/Directional MA VF-based system. For this
example, we selected a waypoint where z; = (A in X-Distance = -3500 ft, A in Y-
Distance = -1000 ft). Since the waypoint is behind the vehicle, the vehicle first turns
around, moves toward the goal and then turns back toward the final destination.
Notice that the vehicle coasts slightly to “line up” on the correct heading on its final
approach. This coasting period is a result of the maneuver design combined with the
grid alignment in this portion of the value function. Since the lateral/directional value
functions are four-dimensional (trim ¢;, distance from goal p, angular position with
respect to final heading in inertial frame (, vehicle heading in inertial frame ), the
cost is interpolated across eight points. To reduce the size of the value function, the
value function grid has more points near the goal region to improve the performance
of the guidance system near the goal. Therefore, as the vehicle approaches the goal, it
may coast slightly to reduce position errors on its final approach when aligning itself

with the final heading.

Test 1: Trim Removal

In this test, we examine what happens to the system’s trajectory when we remove a

trim state from this MA. For this MA, this means that the reconfigured vehicle can
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Value lteration Results: Refg Test 1 - Trim #2 (50 fps, 0 deg/sec) and zeta = 180 Value Iteration Subtraction Results: Rcfg Test 1 - Trim #2 (50 fps, 0 deg/sec) and zeta = 180 deg
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Figure 3-38: Recalculated Lateral/Directional MA-Based Value Function for Test 1

only turn in one direction. Since the vehicle will have one trim to turn the vehicle, this
test explores the effects of removing a performance set trim from a Lateral /Directional
VF-based Guidance system [9]. For practical purposes, we can assume that the vehicle
has a structural failure during a mission and is unable to turn right. For this failure
condition, the vehicle is unable to reach Trim State 3 (50 fps, +20 deg/sec). The
reconfigured MA is described in Table A.12.

In Figure 3-38, we see the recalculated cost function for the reconfigured MA and
the differences in cost from the nominal value function in Figure 3-36. Since the ve-
hicle is unable to turn right, the vehicle incurs a large cost penalty for having to turn
to correct for vehicle heading along the final approach. We can employ the reconfig-
uration strategy on the nominal value function to account for the loss of Trim 3 and
plan paths for the reconfigured MA without significant changes in the computation
time required to calculate an achievable trajectory using the reconfiguration strategy.

To test the reconfiguration strategy for this failure condition, we selected way-
points where Trim 3 was used in the path computed with the nominal value function.
Then, we planned trajectories to the same point using the reconfiguration and re-
calculated strategies. For the point (A in X-Distance = 2000 ft, A in Y-Distance
= -500 ft), the difference between the nominal (1), reconfigured (2) and recalculated
(3) trajectory is shown in Figure 3-39 and their projected times are compared in
Table 3.12.

This test shows that all three strategies calculate trajectories which guide the
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Lateral / Directional MA - Refg Test 1: x = [2000 -500]
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Figure 3-39: Reconfigured MA for Lateral/Directional MA Test la: Trajectory for
(A in X-Distance = 2000 ft, A in Y-Distance = -500 ft)

Traj Name Time (sec)
1 Nominal (Blue) 43.40
2 Reconfigured (Black) 65.75
3 Recalculated (Red) 62.25

Table 3.12: Time Comparison for Longitudinal MA Reconfiguration Test 1a

system toward the goal. Notice that the reconfigured and recalculated strategies use
slightly different trajectories but have small differences in cost. The reconfigured
strategy waits to turn toward the goal since its cost effective under the original strat-
egy to maneuver to a left-hand turn rather than turn right. The vehicle continues on
the straight trajectory until its absolutely necessary to turn to reach the goal using
the nominal value function. But, this example shows that the reconfiguration strat-
egy gives our vehicle a good approximation of the recalculated optimal trajectory for
this point without recalculating the value function for the reconfigured MA. Again,
this is not always the case. Since the nominal strategy has the ability to use both
right- and left-hand turns, the reconfiguration strategy will wait to maneuver into a
turn until it is absolutely necessary. In Figure 3-40, we have selected the waypoint (A
in X-Distance = -3000 ft, A in Y-Distance = 2000 ft) and the projected trajectory

times for each strategy are compared in Table 3.13.

This example clearly shows the types of problems that may arise when using

the reconfiguration strategy. Clearly, all three trajectories develop paths to the goal
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Lateral / Directional MA - Refg Test 1: = [~3000 2000]
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Figure 3-40: Reconfigured MA for Lateral/Directional MA Test la: Trajectory for
(A in X-Distance = -3000 ft, A in Y-Distance = 2000 ft)

Traj Name Time (sec)
1 Nominal (Blue) 90.25
2 Reconfigured (Black) 171.40
3 Recalculated (Red) 107.40

Table 3.13: Time Comparison for Longitudinal MA Reconfiguration Test 1b

state - as demonstrated in Figure 3-40; however, because the reconfigured strategy is
minimizing the cost at each decision, the planner waits until it must turn the vehicle
in order to reach the goal. As a result, the vehicle spends an extra 60 sec re-orienting

itself in the proper direction to reach the goal state.

3.4.2 Summary

In this case study, we showed that the reconfiguration strategy can be used for path
planning in the Lateral/Directional Axis. In this example, we demonstrated how
changes to the performance to the MA affect system performance under each trajec-
tory generation strategy. Finally, it is important to note that the trajectory planning
for this scenario was performed in an obstacle-free environment. Adding obstacle
would further complicate this scenario by introducing the need for the vehicle to
safely maneuver in a confined environment. As a result, the vehicle may require
higher levels of performance in order to avoid threats. In fact, it is clear that a two-

trim MA may not be sufficient to control a vehicle in such an environment. Therefore,
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when we discuss vehicle performance and controllability it is important to consider

the vehicle’s environment in addition to the structure of the MA.

3.5 Case Study Summary

These case studies demonstrates that the nominal cost function can be used with a
reconfigured MA to plan trajectories for the reconfigured vehicle. Using the reconfig-
uration strategy for an initial state x;,;;, we showed that if the Value Function-based
Guidance system is able to find a trajectory that moves the vehicle to a region in the
value function with a known, finite cost under the reconfigured MA, then the nomi-
nal cost function is “valid” at this initial state. We also showed that in some cases,
the reconfiguration strategy will not produce a feasible trajectory to the desired goal
state. Since the trajectory planner is minimizing the cost-to-go at each decision, the
planner may direct the vehicle on a path that will not result in a feasible solution
because the value function was calculated using a maneuver primitive that resulted
in the optimal achievable solution from the initial state. Therefore, since the gradient
of the cost along the vehicle trajectory will be decreasing until the vehicle is forced
to use the maneuver primitive, the system will continue to follow the trajectory until
the system reaches the state where it must use the unachievable maneuver primitive
- thus directing the vehicle to an infeasible solution. To alleviate this condition we
showed that we can calculate a feasible solution using a strategy that plans over mul-
tiple decisions, i.e. a “look ahead” strategy. First, we determine which transitions
will lower the cost-to-go from the current state to the next state. Second, from this
subset of commands we check to see if we can calculate a feasible solution from the
next state to the goal state. Then, we select the maneuver primitive sequence which
minimizes the cost-to-go over both transitions. We showed that this technique helps
to ensure that the planner uses the nominal cost function with the reconfigured MA
to find a feasible solution if it exists.

We investigated the differences between robustness and performance. We showed

that we can add performance to an MA-based guidance system by adding maneuver
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primitives or more grid points to the value function grid. By calculating the cost at
more points in the value function, the interpolated cost between grid points is more
representative of the actual cost in the nominal value function calculated without
maneuver primitives. We showed that adding performance to the system can reduce
the robustness of the system. We demonstrated by an example that if there is a dis-
turbance in the system around the switching curve in the double integrator examples,
the system will have to maneuver to the “other” switching curve to reach the goal.
If the disturbance is large enough, it is possible that the vehicle will be unable to
maneuver to a lower cost in the value function at each transition.

Finally, we investigated the differences between performance and controllability.
We showed that there trims (and the maneuvers connecting them) can be separated
into two classes which describe the controllability and performance of the system
from any point in the state space of the vehicle. We showed that losing either a
controllability or performance maneuver primitive can have adverse effects on the

system under the reconfiguration policy.
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Chapter 4

The Implementation of

Reconfiguration Systems

In this chapter, we discuss some of the issues and methods associated with the imple-
mentation of a reconfigurable value function-based guidance systems using a maneuver
automaton. We discuss the use of feedback in the guidance loop with this system and
present, a technique for task planning with multiple vehicles using the guidance value

function.

4.1 Value Function-Based Guidance System Im-

plementation Issues

We have shown through examples that we can generate optimal trajectories using
guidance value functions. These functions are calculated using a value iteration per-
formed with a nominal set of trim and maneuvers for our RMA. Since these value
functions are stored in system memory, they are calculated across a set of grid points
(for ease of storage) and the cost-to-go for the system at any hybrid state = = [q, Tpos]
can be obtained through interpolation between grid points. Thus, defining the grid

points influences the shape the value function and must be done carefully.
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Lateral / Directional MA - Implementation Test: x = [~2000 ~3500]

0
-500
~1000}
(=
4 1500
8
5
2
2 -2000]
%
~2500)

-3000 l I

-3500]

-3500 -3000 -2500 -2000 -1500 -1000 -500 0 500 1000
X-Distance (ft)

Figure 4-1: Effects of Grid Coarseness on Lateral/Directional Axis Trajectory Plan-
ning

4.1.1 Value Function Discretization

In Chapter 3, we showed that adding grid points to the cost function helps to improve
system performance over the vehicle’s achievable region. But, there are other grid
implementation issues that must be addressed. First, the grid size and coarseness
throughout the vehicle’s achievable region must be considered. Using a Pentium II
- 300 MHz Microprocessor, we found a strong correlation between the number of
grid points, the size of the MA and the computation time of the value iteration.
To decrease computation time while maintaining performance, we can design the
grid to have a higher concentration of points around the goal state to improve path
planning accuracy near the goal. This causes the gradient of the value function to be
more representative of the actual cost-to-go along system trajectories, thus improving
system performance around the goal state without adding a large number of points
across the entire value function. Although this technique reduces the size of the value
function in the system’s memory, the system may plan achievable trajectories to the
goal that may require the vehicle to re-adjust its heading as it approaches the goal.
For example, in Figure 4-1 we show a trajectory calculated using the 3-Trim Lat-
eral/Directional Planner with the Nominal Value Function from Figure 3-36. In this
figure, we see that the grid has more points near the goal along the radial (p) axis. This
smaller spacing of grid points near the goal is important for the Lateral /Directional

axis path planner. Since we are using trims with a set velocity and turn rate (which
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imply a set turn radius), there is a minimum distance the vehicle must be from the
goal to directly approach the goal without turning around [21]. Therefore, as the
vehicle gets closer to the goal, the value function must have a higher concentration of
grid points to produce a feasible trajectory for the vehicle; otherwise, the trajectory
generation system may plan paths that direct the vehicle around in circles before
finding an appropriate trajectory. These extra grid points helps the path planner to
align the trajectory of the vehicle along a proper approach heading in this region.
In Figure 4-1, the heading of the vehicle is corrected as the vehicle approaches the
goal - resulting in the small adjustment in the trajectory depicted in the black box in
Figure 4-1. Note that selecting a fine grid size across the entire value function may im-
prove slightly the accuracy of the value function, but the computation time required
to calculate this function will grow exponentially for this small gain in accuracy.
This example helps to illustrate how the grid size of the value function effects
the path planning capabilities of the guidance system. Some of our future work will
focus on understanding the sensitivity of the path planner to the value function grid
size. For example, this test helps to illustrate that the grid should be sized with
a consideration for the implementation of the guidance law. If the system requires
the guidance system to make calculations to the next waypoint at a high frequency,
a finer grid size in the radial direction may be required to increase the accuracy of
the system. However, a designer must also consider the need for a high frequency
of the calculations given the aircraft mission - which may result in a need for a fine

maneuver automaton.

4.1.2 Implementation of the Guidance Law

After calculating the value function, the motion planner will use the guidance law
based on the value function’s cost criteria to calculate trajectories for the vehicle.
This guidance law is based on the optimality principle (in Thm. 3.1) and derived
for the vehicle’s guidance requirements. This guidance law (based on value itera-
tion parameters) is selected to calculate the best path between destination points by

evaluating the path over a specified time step. The guidance law time step must
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coincide with the coasting time step and grid resolution used in calculating the value
function. For example, setting the coasting time step to a small value does not neces-
sarily improve guidance system performance for coarse grid size. Therefore, the grid
size, frequency of position calculations, guidance law, and coarseness of the maneu-
ver automaton are related. Notice that increasing the frequency of computation or
increasing the number of grid points does not guarantee the best path if the grid size
and coasting time step does not have the same resolution.

This relationship raises issues related to the grid point evaluation of the motion
planner. First, the guidance law must determine when the vehicle either coast or
maneuver between destination points. The value function grid size must be selected to
ensure that the required performance of the system under the guidance law selected.
Finally, it is important to ensure that the guidance law is created in accordance
with the controllability requirements for each state of the maneuver automaton. The
guidance law must not violate the stability constraints imposed on the MA. For
example, the guidance law must not command the vehicle to regions where the value
function is undefined. On the other hand, the maneuver automaton must be ”well-
posed,” so that the guidance law directs the system to the desired location. Otherwise,
the guidance law will try to command the vehicle to states (defined by the maneuver

automaton) that may be unachievable or unstable.

4.2 Implementation Methods for Reconfiguration

Next, in order to implement a reconfiguration technique, the vehicle must have a
system that identifies the changes that need to be made in the guidance system
based the current and new vehicle configuration. For example, if the vehicle has
a failure during a mission, the guidance system must identify the vehicle’s current
capabilities before determining whether it needs to reconfigure itself in order to finish
the mission and/or bring the vehicle back to safety. Ideally, we could design the
system to recalculate the optimal value function for the new set of motion primitives.

But, as mentioned before for MAs with a large number of maneuver primitives it can
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take a long time to recalculate the value function. Therefore, since the vehicle must
have some baseline performance readily available, we need to use a reconfiguration
technique that can guarantee that the vehicle can be navigated to safety. In this
section we will discuss two different implementation methods for reconfiguration: pre-

computing value functions and partitioning methods for the nominal value function.

4.2.1 Multiple Pre-Computed Value Functions

If we change any of the motion primitives in the MA, the nominal value function will
not be optimal for the reconfigured vehicle. To account for this change in the MA, we
can use pre-calculated value functions for reconfigured M As corresponding to different
failure or performance scenarios. As a result, the vehicle will be able to use the optimal
value function for each MA configuration. The difficulty with this technique is that
these functions would need to be saved for multiple failure/performance combinations.
Therefore, a system using this technique would need enough memory to store the value
functions for each system configuration.

In the event of a failure, the vehicle must first identify the current vehicle con-
figuration and then load the proper value function. While the vehicle is determining
the current vehicle configuration, the guidance system should command the vehicle
into a safe, known state. For example, if the MA was designed such that every trim
state is connected to every trim state in the controllability core, in the event of a
failure we can maneuver the vehicle to a controllable trim state until the new system
configuration is known. Then, the vehicle would recalculate the vehicle trajectory

using the reconfigured MA - which will be optimal under this reconfiguration policy.

4.2.2 Value Function Partitioning

In Chapter 3, we showed that the nominal value function can be used with the recon-
figured MA to calculate trajectories to the goal state. One of the major difficulties
of this technique is determining the regions of the value function that are “not valid”

under the new MA. One way to determine which trim states are valid under the new
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Figure 4-2: Partition Function for the 9-Trim Nominal Value Function

policy is to use a process called “partitioning.” The basic idea behind this method
is for each grid point in the value function, we determine which trim states are used
under the optimal policy to direct the vehicle to the goal state and store this infor-
mation with the function. Figure 4-2 shows an example of a partition function. This
figure shows which trim is the most optimal to be used from each grid point in the
nominal value function to reach the goal for the nominal MA. The partition function
also includes the set of all trims (and the corresponding maneuvers) used to move the
vehicle to the goal from each region.

After the MA is reconfigured, the guidance system can use this additional infor-
mation to determine which maneuver primitives can be used to plan trajectories with
the nominal value function with the reconfigured MA. Then, we can combine this
technique with a “look ahead” policy to optimize the vehicle trajectory under the

reconfigured MA.

4.3 Implementation on a Non-Linear UCAV Model

After investigating different reconfiguration techniques, we tested our methods on
a non-linear model for a unmanned combat air vehicle (UCAV) simulation model.
This model was provided to our research group for the Intelligent Control project,
a jointly-funded research grant by the Air Force Research Laboratories and Office

of Naval Research. Our task was to develop a guidance system that could be used
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with the non-linear model (developed in Simulink) and could calculate achievable

trajectories after the vehicle model changes.

As part of this research, we experimented with all of the techniques detailed in
this document. One of the obstacle our research team faced was the development of
a health monitoring system with the ability to determine which maneuver primitives
were achievable after a change significant the vehicle model. For the purpose of work,
we were able to assume that the guidance system was provided with this information
(i.e. turn rate limits, flight path angle limits, velocity limits). As a result, we chose to
implement the method where we pre-computed multiple value functions for different
vehicle configurations with baseline guidance performance to demonstrate the effects
of reconfiguration at the guidance level after a change in the vehicle dynamics. We
designed the guidance system to use the MA-based guidance value function method
to calculate trajectories for the vehicle in the lateral/directional axis with a simple
feedback control law with limited control authority to command the longitudinal axis
of the vehicle. The design of the flight control system allowed us to de-couple most

of the longitudinal and lateral /directional task planning.

As part of the final demonstration, the vehicle’s guidance system had to command
the vehicle to fly a "race track” loiter pattern and show performance when performing
climb and descend tasks to multiple waypoints. In Figure 4-3, we show a picture of
the vehicle flying a multiple waypoint race track pattern with waypoints requiring
the vehicle to climb and descend along the trajectory. The guidance system was
programmed to direct the vehicle to fly a spiral pattern to gain altitude over short
distances, as shown in this figure. To help visualize the vehicle trajectories in an ac-
tual environment, we saved the simulation data calculated in Matlab using Simulink
and used the AVDS Flight Simulation Software’s Playback mode to show the out-
put trajectories. Our tests showed that the vehicle performed well in the system’s
initial tests. After a series of tests, we found that error could “build up” between
waypoints since the system was designed to recalculate trajectories for the vehicle to
implement without a trajectory tracking loop. To address this problem, we increased

the frequency at which the guidance system calculated the vehicle’s trajectory to the
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Figure 4-3: Trajectory Planning and Implementation of Reconfigurable Guidance
System on UCAV Model

waypoint. Currently, we are investigating ways of improve the performance of this

system and the vehicle’s trajectory tracking between waypoints.

4.4 Feedback around Trim States

Another technique that can be used to reduce errors in trajectory planning is feedback
around the trim trajectories. Since the trim trajectories are equilibria for the system,
we can design the system to provide some control authority at each trim state in
order to correct for errors in the vehicle’s trajectory. Therefore, we can feedback the
current vehicle’s position and compare it with the actual vehicle’s position to correct
for heading and position errors in the trajectory en route to the goal state. This
allows the system to take advantage of the system’s robustness at each trim state,
while allowing the system to correct for small errors in the vehicle’s trajectory without

replanning. For large heading and position errors, the system can replan the vehicle’s
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trajectory from the new position.

This technique also changes the planning strategy for the vehicle. Instead of
calculating an exact trajectory to the goal, the planner can calculate a reference
trajectory from a starting waypoint to a “finishing region” by which the vehicle can
use the feedback commands to reach the goal. This technique also can be used to
reduce the number of computations required when calculating the value function.
Since the limited control authority can used to “fine tune” the vehicle’s trajectory,
we can reduce the large number of grid points around the goal in the value function

- thus decreasing the computation time need to recalculate the value function.

4.5 Task Allocation using the Guidance Value Func-

tion

Since the guidance value function is used to plan trajectories with the MA, this
function encapsulates many different vehicle parameters and constraints. We have

found that this value function can be used as a database for task allocation [18].

Figure 4-4: Task Allocation Scenario for Three Vehicles and Two Targets
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4.5.1 Current Task Allocation Strategy

Researchers at the Air Force Research Laboratory (AFRL) have been investigating
cooperative control and task allocation issues over the past four years. Currently,
this work has focused on task allocation methods for Wide Area Search Munitions
(WASM) random scenarios (as shown in Figure 4-4) using a decision-making algo-
rithms based upon a capacitated transshipment network model [16]. This system
allocates vehicle tasks (comprised of Search, Classify, Attack, and Battle Damage As-
sessment - BDA) by finding the best solution using a matrix of each vehicle’s cost to
perform each target. To calculate these costs, the system uses the vehicle’s path plan-
ning system, which uses the TST/TTT method described above, to find the shortest
path option for the vehicle based on the algorithms described by [21, 17].

Primitive  Primitive  Velocity Flight Path Turn Rate Switch to
Number Description (ft/sec) Angle (deg) (deg/sec) Primitive Number

1 Straight 393.7 0 0 2,3
2 Turn Right  393.7 0 13.269 1,3
3 Turn Left 393.7 0 13.269 1,2

Table 4.1: Maneuver Primitives for AFRL Path Planner for Capacitated Transship-
ment Network Research

Currently, the TST/TTT path planning algorithm uses the maneuver primitives
shown in Table 4.1. These three primitives are used to develop the shortest path based
on initial /final position, initial/final headings, and sensor standoff distance. During
task allocation, the vehicle’s path planner is required to calculate vehicle trajectories
to the target to return the shortest path to the target for each set of initial conditions.
Initial conditions change to fit each task. For example, during the Classification task,
the LOCAAS vehicle must approach the target using four ”cardinal” headings to
maximize the probability of target identification (as illustrated in Figure 4-5), while
the BDA task does not specify the final vehicle approach heading to the target.

Additionally, the trajectories associated with each cost are not stored by the
planner. Therefore, after the tasks are allocated to each vehicle, the vehicles must

recalculate their path to the target. Finally, since the current system uses kinematic
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Figure 4-5: Target Cardinal Headings (dashed lines) for Munition to Maximize Prob-

(% ¥» 4}

ability of Target Identification

geometry to generate the vehicle’s cost to the target, when the vehicle enters regions
where path discontinuities (as described by Walker [21]), the vehicle maybe forced

to elongate its path unnecessarily because it calculates trajectories to the established

cardinal headings for target identification reasons.

With the current technique, three issues may arise:

Issue 1:

Issue 2:

Issue 3:

Sensor Standoff Considerations

Since the sensor footprint is rather large, the vehicle can approach
the target from angels within 5° to 10° of the cardinal heading
and still achieve high probabilities for target recognition. For this
reason, it would be helpful to survey more approach angles for

each target before deciding on the best approach path.

Additional Primitives/Performance
Currently, the path planner is required to calculate the cost to
the target. Therefore, if additional primitives are considered for

each task, more computation time will be required.

Additional Approach Angles
If the vehicle is required to consider more approach angles to avoid

path discontinuities, more computation time will be required.
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4.5.2 Task Allocation with Coordination Function

To help resolve this problem, the vehicle’s guidance value function can be used to
quickly provide the cost-to-goal information required by the task allocation algorithm.
For the LOCAAS problem, the MA is composed of three trims (Straight, Turn Right,
Turn Left) and six maneuvers as described in Table 4.1. Since the maneuvers are
direct transitions (i.e. we are not considering vehicle dynamics in the transitions
between trim states), we can calculate a Coordination Function for Task Assignment
C(z) using Eq. 4.1:

C(z) = arg min p(x,u,t) (4.1)
ueU(x)

where p(-) represents the path planning algorithm which depends on the state z, the
commands u. This function can be calculated directly off-line by saving the best cost

for each initial condition calculated by the path planning algorithm.

There are two major benefits in using the coordination function:

Advantage 1: Calculation Time Reduction
As the number of maneuver primitives increase, the time to cal-
culate the vehicle’s cost-to-goal does not change. Therefore, the
task assignment algorithm can determine the vehicle’s final des-

tination without calculating the path.

Advantage 2: Footprint Considerations
With this function, the task allocation can probe for the best
costs using a lookup function. Therefore, the algorithm will be
able to consider more trajectories in less computation time (as

illustrated in Figure 4-6

This coordination function is called by the Task Assignment algorithm to provide
the cost-to-goal information for a given initial/final position, initial/final headings,

and sensor standoff distance.
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Figure 4-6: Multiple Cost Consideration (red circles) without Calculating Path

4.5.3 Kinematic Planner and Coordination Function Com-

parison

To test the accuracy of the coordination function for the LOCAAS scenario, we
compared the values saved in the coordination function against the costs calculated

by the Kinematic Planner (as shown in Table 4.2).

Trial AVgp Az Ay  Kinematic Coord. At eoast
Number (deg) (ft)  (ft) Pln. (sec) Fnct. (sec) (sec)

1 0 100 200 27.699 27.699 0.000
4 135 100 200 44.717 44.717 0.000
7 -90 100 200 40.223 40.223 0.001
10 45 1500 1000 31.628 31.561 0.067
13 180 1500 1000 47.884 47.885 -0.001
16 -45 1500 1000 30.721 30.720 0.001
18 45 2500 100 33.271 32.636 0.636
19 90 2500 100 32.080 32.080 0.000
22 -135 2500 100 29.395 29.400 -0.004
27 0 -2500 1000 6.980 6.982 -0.002
29 180  -2500 -1000 49.500 49.501 -0.001

Table 4.2: Results Comparing the Cost-to-Goal generated by the Kinematic Plan-
ner Algorithm and the Coordination Function for the Capacitated Transshipment
Network Research Path Planner

Initial comparisons showed that the values calculated using the function were very
close to the values calculated by the planner function. Larger differences in cost were

observed around path discontinuities for some destination points a radius of 3400 ft
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(2*Radius of Curvature) from the goal, as described by Walker [21]. The calculation
time for cost calculations was minimal.

From this demonstration, we have shown that the guidance value function can
be used in task assignment. This demonstration provides a link between mission
planning and mission execution. Since the guidance value function encapsulates such
notions as fuel consumption, mission execution time, and furtivity constraints, the
task allocation algorithm can use values from the guidance value function to optimize

vehicle tasks using values representative of the vehicle’s current state.
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Chapter 5

Conclusion

In this thesis, we have shown that the reconfiguration strategy described in Eq. (2.2)
can be used to plan trajectories for the vehicle after a change in the MA structure.
This observation provides us with a foundation for understanding the robustness of the
nominal value function. By properly developing the maneuver automaton (i.e. sat-
isfying performance, controllability and connectivity requirements), the robust value
function can be used or slightly modified to create a tool for finding a good estimate
for calculating the reconfigured system’s path. We have also shown how adding and
removing performance affects the nominal value function. When we add performance
to the system, the cost-to-go never increases. Likewise, when we remove performance
from the system, the optimal cost-to-go is never reduced. These results are valuable
for understanding the effect of vehicle reconfiguration on the guidance value function.

We discussed the trade-offs between system performance and robustness. By
adding grid points, we can reduce the interpolation errors encountered when calcu-
lating trajectories, thus improving the performance of the system. We proved that
under the reconfiguration strategy, if the system can find a sequence of motion primi-
tives or controls that move the system to a region of the value function that will guide
the vehicle to the goal state under the reconfigured MA, then the nominal value func-
tion can be used to plan trajectories from the initial hybrid state. We demonstrated
the risks in using the reconfiguration strategy without a strategy that determines

if there is a feasible trajectory to the goal state after a decision is made under the
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reconfiguration strategy. We showed that by combining the reconfiguration strategy
with a “look ahead” technique, the cost-to-goal can be reduced while ensuring that
a feasible trajectory to the goal exists.

We discussed some of the issues encountered when we implement the value function-
based guidance systems. We described some of the techniques that can be used to
implement reconfiguration strategies and the use of feedback to reduce errors in the
trajectory of the vehicle. Finally, we showed that this guidance value function can also
be used in task planning since the cost-to-go in the value function is representative

of the time for the system to reach the goal state.

5.1 Recommendations for Future Work

Currently, we are exploring the theoretical issues relating to the value function’s
robustness to perturbations and removal / additions of automaton primitives. Some
of these issues include developing better proofs for the stability and robustness of
the reconfiguration strategy for different changes in the plant model and maneuver
automaton. Specifically, we are examining these issues for more complex models
(i.e. continuous non-linear models without using the maneuver automaton). To
address these issues, we are building our understanding of they complex systems by
using simplified low-order system models to develop a stronger understanding of these
issues.

We are also working to include feedback and uncertainty models for each maneuver
primitive in our current navigation model to improve the system’s trajectory planning
and reduce the time required to calculate the value function for the vehicle. Since
most of the planning in this thesis is done open-loop (i.e. after the path is planned
for the vehicle, the system commands the vehicle to the desired waypoint using pre-
determined command inputs), we are working to include trajectory and state tracking
to improve vehicle performance during highly-complex maneuvers. This feedback
command allows the system to use proportional navigation techniques in a ”final

region” of the trajectory. In addition, by including uncertainty in the trajectory
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planning, the vehicle may choose to fly paths using maneuver primitives that are ” well-
defined”, thus improving the vehicle’s trajectory planning capability. Currently, we
are investigating how feedback commands and uncertainty affect the reconfiguration
of these value function based guidance systems.

Next, we are investigating how parameters in the development of the value function
affect the path planning capabilities of the vehicle. In Chapter 3 and 4, we showed
that the number of grid points influences the vehicle’s trajectory. In addition, we
would like to investigate the sensitivity of the vehicle’s trajectory with respect to the
grid size for different grid variables from a theoretical and practical perspective.

Another important area for research is examining how the lateral /directional value
function for a vehicle is affected by changes in altitude and other environmental
conditions (i.e. wind speed). Though these effects can be considered as uncertainties
in the plant model, one may be able to reconfigure the original system based on the
vehicle’s position and current environmental conditions and use the nominal value
function to plan precision paths.

This research could also be examined in the context of multiple vehicle reconfig-
uration. Since each vehicle in a vehicle formation may have a value function-based
guidance system, how can we calculated an optimal path for the group? In addition,
how does the group compensate for a change or reconfiguration in one vehicle? If
we model the group as a single entity and develop a guidance value function for this
entity, how can this nominal guidance value function used when there are changes in
this entity or any of the parts of this entity?

From these theoretical and practical issues, we hope to have a more complete

framework for using this technique in a practical environment.
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Appendix A

Tables: Maneuver Automaton

Listings for Case Study Examples
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Trim Velocity

Maneuver to

Trim Velocity

Maneuver to

(ft/sec) Trim Number (ft/sec) Trim Number
1 -10.0000 {2, ..., 23} 2 -4.6416 {1, 3, ..., 23}
3 -3.0000 {1,2 4, .., 23} 4 21544 {1,..3,5, .., 23}
5 -1.0000 {1, .., 4,6, .., 23} 6 -0.4642 {1,..5,7, .., 23}
7 -0.2154 {1,..,6,8, .., 23} 8§  -0.1000 {1,.. 7,09, .., 23)}
9 -0.0464 {1,..,8,10, .., 23} 10 -0.0215 {1,..,9, 11, .., 23}
11 -0.0100 {1, .., 10,12, .., 23} 12 0.0000 {1,.., 11,13, .., 23}
13 0.0100 {1,.., 12,14, .., 23} 14 00215 {1,.., 13,15, ..., 23}
15 0.0464 {1, .., 14, 16, ..., 23} 16 01000 {1, .., 15,17, ..., 23}
17 02154 {1,.., 16,18, ..., 23} 18 04642 {1,..,17,19, ..., 23}
19 1.0000 {1, .., 18,20, .., 23} 20 21544 {1,..,19,21, .., 23}
21 3.0000 {1, ..., 20,22, 23} 22 4.6416 {1, ..., 21, 23}
23 10.0000 {1, ..., 22}

Table A.1: Nominal MA for Double Integrator Reconfiguration Example

Trim  Velocity Maneuver to Trim  Velocity Maneuver to

(ft/sec) Trim Number (ft/sec) Trim Number
1 Removed None 2 Removed None
3 Removed None 4 Removed None
5 -1.0000 {6, ..., 23} 6 -0.4642 {5, 7, ..., 23}
7 -0.2154 {5, 6, 8, ..., 23} 8 -0.1000 {5,6,7,9, ..., 23}
9 -0.0464 {5, ..., 8, 10, ..., 23} 10 -0.0215 {5, ..., 9, 11, ..., 23}
11 -0.0100 {5, ..., 10, 12, ..., 23} 12 0.0000 {5, ..., 11, 13, ..., 23}
13 0.0100 {5, ..., 12, 14, ..., 23} 14 0.0215 {5, ..., 13, 15, ..., 23}
15 0.0464 {5, ..., 14, 16, ..., 23} 16 0.1000 {5, ..., 15, 17, ..., 23}
17 0.2154 {5, ..., 16, 18, ..., 23} 18 0.4642 {5, ..., 17, 19, ..., 23}
19 1.0000 {5, ..., 18, 20, ..., 23} 20 2.1544 {5, ..., 19, 21, ..., 23}
21 3.0000 {5, ..., 20, 22, 23} 22 4.6416 {5, ..., 21, 23}
23 10.0000 {5, ..., 22}

Table A.2: Reconfigured MA for Double Integrator Test 1: Trim Removal
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Trim Velocity Maneuver to Trim Velocity Maneuver to

(ft/sec) Trim Number (ft/sec) Trim Number
1 -10.0000 {2, ..., 25} 2 -4.6416 {1, 3, ..., 25}
3 -3.4500 {1,2 4, .. 25} 4 -3.0000 {1,..,3,5, .., 25}
5 21544 {1,..,4,6, .., 25} 6 -1.0000 {1,...5,7, .. 25}
7 04642 {1,..,6,8, .., 25} 8 02154 {1,.. 7,09, .., 25}
9 -0.1000 {1, ..., 8,10, ..., 25} 10 -0.0464 {1,..,9, 11, ..., 25}

11 -0.0215 {1,.., 10,12, ..., 25} 12 -0.0100 {1, ..,11,13, .., 25}
13 0.0000 {1, ..., 12, 14, .., 25} 14 0.0100 {1, .., 13,15, ..., 25}
15 0.0215 {1, .., 14, 16, ..., 25} 16 0.0464 {1, ..,15,17, .., 25}
17 0.1000 {1, ..., 16, 18, ..., 25} 18 02154 {1,..,17,19, ..., 25}
19 0.4642 {1, ..., 18,20, ..., 25} 20 1.0000 {1, ..,19,21, .., 25}
21 2.1544 {1, ..., 20, 22, ..., 25} 22 3.0000 {1, ..,21, 23,24, 25}
23 3.4500 {1, ..., 22, 24, 25} 24 4.6416 {1, .., 23,25}

25  10.0000 {1, ..., 24}

Table A.3: Reconfigured MA for Double Integrator Test 2: Trim Addition

Trim Velocity Maneuver to Trim Velocity Maneuver to

(ft/sec) Trim Number (ft/sec) Trim Number

1 -10.0000 {2, .., 23} 5 -4.6416 {1,3,.., 23}
3 -3.0000 {1,2 4, ..23} 4 21544 {1,..,3,5, .., 23}
5 -1.0000 {1,..,4,6, .., 23} 6 -0.4642 {1,...5,7, .., 23}
7 02154 {1,..,6,8,..,23} 8  -0.1000 {1,.., 7,09, ..,23}
0 -0.0464 {1,..,8, 10, ..., 23} 10 -0.0215 {1,..,9, 11, .., 23}

11 -0.0100 {1, .., 10,12, ..., 23} 12 0.0000 {1,..,11,13, .., 23}
13 0.0100 {1, ..., 12, 14, .., 23} 14 0.0215 {1,.., 13,15, ..., 23}
15 0.0464 {1, ..., 14, 16, ..., 23} 16 0.1000 {1, ..,15,17, ..., 23}
17 0.2154 {1, ..., 16,18, ..., 23} 18 04642 {1,..,17,19, ..., 23}
19 1.0000 {1, ..., 18, 20, ..., 23} 20 21544 {1, .., 19,21, .., 23}
21 3.0000 {1, ..., 20, 22, 23} 22 4.6416 {1, .., 21, 23}

23 10.0000 {1, ..., 22}

Table A.4: Reconfigured MA for Double Integrator Test 3: Changes in Maneuver
Command Limits
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Trim  Velocity Flight Path Maneuver to
Number (ft/sec) Angle (deg) Trim Number

1 300 10 2.3,4,5,6,7,8,9
2 300 5 1,3,4,5,6,7.8,9
3 400 5 1,2,4,5,6,7,9

4 300 0 1,2,3,5,6,7,8,9
5 400 0 1,2,3,4,6,7,8,9
6 500 0 1,2,3,4,5,7,8,9
7 300 +5 1,2,3,4,5,6,8,9
8 400 +5 1,2,4,5,6,7,9

9 300 +10 1,2,3,4,5,6,7,8

Table A.5: Nominal 9-Trim Longitudinal MA - Case Study II

Trim  Velocity Flight Path Maneuver to
Number (ft/sec) Angle (deg) Trim Number

1 300 -10 2,3,4,5,6,7,8

2 300 -5 1,3,4,5,6,7,8

3 400 -5 1,2,4,5,6,7

4 300 0 1,2,3,5,6,7,8

5 400 0 1,2,3,4,6,7,8

6 500 0 1,2,3,4,5,7,8

7 300 +5 1,2,3,4,5,6,8

8 400 +5 1,2,4,5,6,7

9 300 +10 Not Achievable

Table A.6: Reconfigured 9-Trim Longitudinal MA - Case Study II: Test 1 - Part 1

Trim  Velocity Flight Path Maneuver to
Number (ft/sec) Angle (deg) Trim Number

1 300 -10 2,3,4,5,6,7,8

2 300 -5 1,3,4,5,6,7,8

3 400 -5 1,2,4,5,6,8

4 300 0 1,2,3,5,6,7,8

5 400 0 1,2,3,4,6,7,8

6 500 0 Not Achievable
7 300 +5 1,2,3,4,5,7,8

8 400 +5 1,2,4,5,6,8

9 300 +10 1,2,3,4,5,6,7

Table A.7: Reconfigured 9-Trim Longitudinal MA - Case Study II: Test 1 - Part 2
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Trim  Velocity Flight Path Maneuver to
Number (ft/sec) Angle (deg) Trim Number

1 300 10 2.4
2 300 5 1,3,4

3 400 5 2.4,5

4 300 0 2,3,5,7,8
5 400 0 3,4,6,8

6 500 0 5

7 300 +5 48,9

8 400 +5 45,7

9 300 +10 4,7

Table A.8: Reconfigured 9-Trim Longitudinal MA - Case Study II: Test 2

Trim  Velocity Flight Path Maneuver to
Number (ft/sec) Angle (deg) Trim Number

1 300 _10 2.4
2 300 5 1,3,4

3 400 5 2.4,5

4 300 0 2,3,5,7,8
5 400 0 3,4,6,8

6 500 0 5

7 300 +5 48,9

8 400 +5 4,5,7

9 300 +10 4,7

Table A.9: Nominal 9-Trim Longitudinal MA - Case Study II: Test 3

Trim  Velocity Flight Path Maneuver to
Number (ft/sec) Angle (deg) Trim Number

1 300 10 2.4
2 300 5 1,3,4

3 400 5 2,4,5,6
4 300 0 2,3,5,7,8
5 400 0 3,4,6,8

6 500 0 3,4,5,8
7 300 +5 48,9

8 400 +5 4,5,6,7
9 300 +10 4,7

Table A.10: Reconfigured 9-Trim Longitudinal MA - Case Study II: Test 3
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Trim  Velocity Turn Rate Maneuver to
Number  (ft/sec) (deg) Trim Number

1 50 20 1,2
2 50 0 1,3
3 50 +20 2,3

Table A.11: Nominal 3-Trim Lateral /Directional MA - Case Study III

Trim  Velocity Turn Rate Maneuver to
Number  (ft/sec) (deg) Trim Number

1 50 20 1,2
2 50 0 1,3
3 50 +20 Not Achievable

Table A.12: Reconfigured 3-Trim Lateral/Directional MA - Case Study III: Test 1
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