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Abstract

Pauli-limited superconductors are characterized by conduction states with well
defined spin and with singlet pairing which is characteristically perturbed by dif-
ferent spin-dependent interactions. It is: ".own from the theory why spin-pnlarized
tunneling is an excellent probe of the spin states in metals, and this technique is
applied for the first time in a number of interesting cases for which spin-dependent
scattering is introduced by impurity doping or by the deposition of a surface layer
on a thin film. Tunneling is used as a probe of the resulting magnetic state of
the local impurity moments, their interaction with superconductivity, and of the
properties of these superconductors in large magnetic fields.

In the case of the heavy rare earths, the interaction between the impurity spin
S. and conduction electron spin §'is found to be well described by the s-d exchange
hamiltonian H,, = —J 5’, - 8. The exchange constant J between rare-earth impu-
rities and the conduction states of the host is derived from the exchange enhanced
Zeeman splitting of the superconducting density of states 2up B,, = ¢J(S;). Its
value agrees with that obtained from fitting the Abrikosov-Gor'kov theory to the
depaired tunneling conductance and decrease in T,. The AG theory predicts that
the initial decrease in T, is proportional to the scattering rate calculated in the
Born approximation AT, « k/71,, = (7/2)c(QIN,)J?S(S + 1). These studies show
conclusively that the exchange interaction is responsible for the effects seen in a
related system, thin AZ films in contact with rare-earth oxides.

It is well known that in normal metals the exchange interaction induces a
Ruderman-Kittel-Kasuya-Yosida {RKKY) spin polarization of the conduction elec-
trons. A 3% polarization is measured for 1/4 monolayer of Gd at the surface of an
A¢f film in its normal state. When this same Gd/AZ bilayer is superconducting, no
poiarization is detected indicating the absence of the RKKY effect in BCS super-
conductors. This is the first experimental observation of this phenomenon which
is due to the singlet nature of Cooper pairing. However, when the spin relaxation
rate of the conduction electrons is large, the spin pairing of the superconductor
is modified. This situation is realized in Gd/A¢/Pt structures where the Pt layer
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is approximately two monolayers thick. The role of the Pt is to introduce spin-
orbit scattering. In this case superconductivity is found to be compatible with the
RKKY spin-polarization.

In doping thin films of V,Ga and A¢ with heavy elements, or in multilayer
structures, the expected increase in spin-orbit scattering is sometimes absent. This
along with other inconsistencies found in the literature suggest a deficiency in the
present understanding of spin-orbit scattering. A review of the available literature
and a discussion of the Z* dependence of the scattering rate is given where Z is
the atomic number.

Thesis Supervisor: P.A. Wolff
Title: Professor of Physics
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Introduction

Superconducting tunneling is uniquely qualified as a nrobe for measuring the
effect of spin-dependent perturbaiions on the conduction states of a metal. Such ef-
fects have been of interest for a long time and have been measured with a variety of
techniques(1963,1985c). For example, in the normal state, g-factor shifts and spin-
relaxation rates are measured using conduction electron spin resonance techniques
which, in metals, are limited to studies of small particles by skin-depth attenua-
tion(1969a,1985b,1984e). Knight shift measurements in superconductors can measure
spini-relaxation rates but suffer from similar limitations(see references in 1978a). High
sensitivity measurements involving superconductivity (but not tunneling) have stud-
ied moment formation at metal surfaces(1985d). This thesis presents a technique
combining tunneling in thin films with superconductivity; this combination is shown
to be a useful tool in the study of the spin-states of conduction electrons. Collected
together are the results of the avthor’s graduate research performed at the Francis
Bitter National Magnet Laboratory, MIT in the years 1983-1988.

This introduction starts with an overview of the spin-polarized tunneling tech-
nique. There is an attempt to give the reader a feeling for the steps involved in col-
lecting and analyzing the data and the typical numbers involved. Finally, the structure
of the thesis itself is presented.

—Spin-Polarized Tunneling—

Spin-polarized tunneling will be considered here as any of the superconducting
tunneling techniques which involve the Zeeman splitting 2up B;,. of the density of
states. Meservey, Tedrow and Fulde (1970) made the first observation of the Zeeman
splitting of the density of states of aluminum and found it consistent with a g-factor
of 2. This allowed the measurement of the spin-polarization of the conduction states
in 3d and 4f ferromagnets (1973b,1980a). Subsequently, tunneling from ferromagnets
allowed the total conductance to be separated into the contributions from the two spin
directions{1982c). These individual spin conductances contain more information than
the the totai conductance allowing the discrimination of different effects present in the
same sample. For example, spin-orbit scattering and Fermi liquid corrections effect
the critical field in nearly the same way but are distinguishable in the tunneling con-
ductance(1959a). Critical field studies demonstrated the importance of Fermi liquid
corrections to the magnetic moment(1979a,1979b). However, a combination of criti-
cal field and spin-polarized tunneling measurements were necessary in order to make
quantitative determinations of the parameters of the theory including the antisym-
metric Fermi liquid parameter G® (1984b, 1985a). Finally, the spin relaxation rates in
metals due to spin-orbit scattering(1579b) and exchange scattering (1965, 1988¢c) can
be measured independently of one another due to the different symmetries of these
processes under time reversal.

In addition to these quantitative measurements, spin-polarized tunneling has, in
a particularly clear way, verified a number of fundamental properties of the supercon-
ducting state involving the electron spin. The early work on this point is summarized
by Fulde(1973a). For instance, the lack of a Pauli paramagnetic response in BCS
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superconductors is responsible for the Zeeman splitting of the density of states and
the lack of the Ruderman-Kittel-Kasuya-Yosida(1954-1957)(RKKY) spin-polarization
of itinerant electrons(1988c). Spin-mixing occurs in the presence of spin-orbit scatter-
ing(1971,1975a) and restores the RKKY effect in the superconducting state(1988c).

Spin-polarized tunneling has been a very useful technique in all tliese ways. How-
ever, in practice, spin-polarized tunneling has been restricted to studies involving
mostly aluminum and is used by a relatively small community of physicists. There
are real problems which account for this lack of dissemination. The main obstacle
is the requirement of forming high quality tunnel junctions. Pb and Sn, which are
among the favored materials for tunnel junctions, have intrinsic spin-relaxation rates
which greatly exceed the Zeeman energy at the highest field for which these materials
remain superconducting. Therefore, these materials are not suitable for spin-polarized
tunneling.

Pauli-limiting is the condition in which the critical magnetic field is high enough
that the Zeeman energy 2up B;,, is greater than the spin-relaxation rate %/7,, and
is of the order of the superconducting energy gap. It is only in this case that spin-
effects play an important role in observable properties. Consider that spin-relaxation
at low temperatures is due to defects (e.g., vacancies) in the crystal and that the defect
density is not easily reduced beyond a certain point by any simple processing methods.
In addition, the main contribution to spin-relaxation in non-magnetic materials is spin-
orbit scattering which may be expected to increase as (aZ)* where a = 1/137 and Z
is the atomic number(see Section A.2 and 1978a). Therefore, one must look toward
high critical fields in materials containing low-atomic-number elements to achieve the
condition of Pauli-limiting.

A significant limiting factor in the critical field is the Meissner effect. The diamag-
netic screening currents cost free energy relative to the normal state. However, in Type
IT and thin film superconductors, the screening currents are reduced due to field pene-
tration. In the former, the surface energy of a superconducting/normal state interface
is favorable for vortex flux penetration; for example, V;Ga is a technologically impor-
tant A15 superconductor which is in the extreme Type II limit, Kk = A/ ~ 100. It has
a high critical current in practical conductors, 2 x 10* Amps/cm? at 19 tesla and is used
in the world’s highest field superconducting magnet(1985e,1986b). The upper critical
field is about 23 tesla, 2up B.; ~ 2.3meV, h/7,, ~ 1.1meV, A ~ 2.4meV and even in
the bulk this type II superconductor is Pauli iimited. For a thin film superconductor
oriented with the surface parallel to the field direction, significant field penetration
occurs when the thickness of the film is of the order of the penetration depth and
Pauli-limiting occurs when it is sufficiently thin. The critical field of a thin film is in-
creased above that in the bulk (B, ~ 800G in AZ) by the ratio of the penetration depth
(A ~ 4004) to the Slm thickness. B, = 2v/6B.)/d. The condition of Pauli-limiting
occurs when 2uB) > h/7,,. This predicts for A€ (h/7,, ~ 50ueV, A ~ 360ueV), that
Pauli limiting occurs in films of the order 50A4. In practice, in films less that ~ 1204
the Zeeman splitting is resolved.

Thin films of A¢ were first shown to be Pauli-limited by Stongin and Kammercer
(1966b). This became the system in which spin-polarized tunneling first showed its
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potential. A review by Fulde(1973a) describes this early work and discusses other as-
pects of Pauli-limiting in thin films. Spin-polarized tunneling has also been observed
in beryllium (1976), vanadium and V-Ti alloys (1978d,1988a), V;Ga (1984a, 1987b),
, and amorphous Ga (1978b, 1988a) all with some success. However, the most readily
interpreted experimental results are obtained with ferromagnetic counter-electrodes
and high quality juncticns of this type are produced with very low yield or not at all.
For materials without a favorable native oxide, tunnel barriers have been formed using
deposited Al, O, layers(1982a). The first observation of spin-polarized tunneling using
a mechanically adjustable tunneling barrier(1987a) has been encouraging but further
development is required. A recent advance has been made, the implications of which
are not yet «ll realized (1988b). Moodera et al have used EuS, a ferromagnetic semi-
conductor, as an artificial tunnel barrier and have measured a large spin-polarization of
the tunneling current. The use of such a barrier may provide or exceed the advantages
of Fe counterelectrodes.

—This Thesis Research—

An important novel feature of the work presented in this thesis is that of “doping”
to produce spin-orbit or exchange scattering. This is done by depositing a surface
layer of some high Z or magnetic element,respectively, onto a Pauli-limited thin film
superconductor. Since the films are thinner than the (bulk) spin-mean-free-path and
coherence length, the spin-relaxation rate and energy gap, respectively, are constant
characteristics of the conduction states throughout the film. It is only recently that
the proper theoretical apparatus has been developed to treat this problem fully (19864,
1988d). The work presented here is indebted to the first experiments of Tedrow and
Meservey involving Pt layers at the surface of a 40A4 film of A# (1979b,1982b).

The goal is to derive information from experiment about the the scattering po-
tentials U,V,,, J for transport, spin-orbit, and exchange scattering and relate these to
the doping. Schematically, this process can be divided into the following steps.

dI t":::l;yng Suyc'rc::'d;ctor af:'ron:-
v & Dos Y T, B, b7, b1, S U(P), V., (), J(F)

Measurements are made of the conductance (i.e., dI/dV) of a tunnel junction
between a superconducting electrode and another superconductor or normal metal.
Measurements are taken within a few meV of the Fermi surface. The theory of tunnel-
ing relates the conductance in a straightforward manner to the excitation spectrum or
density of states (DOS) of the superconductor. In fact, in the case of a superconductor-
insulator-normal junction the conductance is modified only by a convolution of the
DOS with the derivative of the Fermi function and by the modulation of the lock-in
amplifier. The former is a sharply peaked function with peak-width of the order of the
temperature kp T. Thus at temperatures obtained with pumped *He, (i.e. T = 0.4K),
one measures the excitation spectrum of the system with an energy resolution of 34ueV .
In principle there is no loss of information as a reverse convolution can be performed.
A 20 eV modulation is used to measure the conductance. Unlike the case of the nor-
mal state, the superconducting DOS will generally have structure sharper than kT.
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In fact, the BCS superconducting DOS has a singularity at the gap edge below which
no excitations are possible. However, generally the singularity will be broadened by
residual pairbreaking effects. In thin films of aluminum T, ~ 2.4K, the energy gap
is A ~ 1.76kg T, ~ 360ueV and the intrinsic pairbreaking is of the order or less than
h/rpp ~ 0.05kT. ~ 10ueV.

However, it is not so much the sharpness of the density of states which makes spin-
polarized tunneling an excellent probe of spin-dependent perturbations. For instance,
the _Zeeman splitting produced by a field of 1 tesla is 2ug B ~ 115ueV, sufficiently
large compared to the energy width of the Fermi surface (i.e. ~ 3 x kpT). Rather,
it is the rigidity of the singlet pairing which is important. As shown in figure 1,
the superconductor does not adjust the spin-up and spin-down populations when a
magnetic field is applied (i.e. lack of Pauli paramagnetism). Thus the sharp structure
in the superconducting density of states for one spin is shifted with respect to that of
the other spin direction. The energy shift is the Zeeman splitting 2up B,,.. There is
no mutual shift of this type at the Fermi level in a normal metal. A second exemplary
property of superconductivity is that it distingvishes between perturbations depending
on their transformation properties under time reversal. As a result one can distinguish
between spin-orbit and exchange scattering.

In this ihesis the superconducting DOS is obtained from the theory of Rainer,
the computer programs for which were provided by Rainer and Alexander(1985a).
The DOS is convoluted with the derivative of the Fermi function so as to account for
the temperature broadening of the conductance, and the result is fit to the measured
conductance. The input parameters to the theory include the energy scale of the su-
perconductive pairing kT,,, and other parameters which have to do with quasiparticle
properties. These are essentially normal state electronic parameters, for example, the
internal magnetic field, the spin-orbit and exchange scattering rates. As in the theory
of tunneling, the theory of weak-coupled superconductivity is quite straightforward
(e.g. relative to band structure calculations). Rainer remarks, “The theory describes
all superconducting phenomena very accurately with a relatively small amount of com-
putational effort. The exceptional accuracy of the weak-coupling theory results from
the existence of several small expansion parameters; the most important ones are
T./®Opcbye,1/krt, and 1/kg &, which in most superconductors are of the order 10™2
or smaller” (1985a). The superconducting transition temperature 7, can be measured
resistively, but the other “normal state” parameters must be determined by the fit
to the conductance data. The tunneling data may be supplemented with critical field
measurements of the superconductor-normal phase boundary. The fits tend to be good,
and the parameters are “orthogonal” in the sense that they are well determined and
each parameter can be associated with a qualitatively different feature in the conduc-
tance. However, the problem which remains is to relate the “normal state” parameters
obtained to the surface layer doping. To do this accurately requires something like a
band structure calculation(1985¢). A discussion of spin-orbit and exchange scattering
in the normal state as calculated in the simplest (i.e. Born) approximation is given in
appendix A.
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Fig. 1 The Zeeman splitting of the density of states can be observed in the

superconductor.
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—Thesis Summary and Structure—

The thesis is divided roughly into three sections— superconductivity and tun-
neling in chapter I and II, experimental results presented on the topics of exchange
and spin-orbit scattering in chapters III and IV, respectively, and a discussion of the
“normal state” parameters which enter the theory in appendix A. The critical field
calculation and computer code is supplied in appendix B.

Chapter I gives an introduction to superconductivity and tunneling. The goal is
to give a succinct physical picture wherever possible and to relate this picture to the
mafhematically rigorous theory. A description of superconductivity in tcrms of sym-
metry breaking is given so as to complement the the standard texts (Tinkham, 1975b;
DeGennes, 1966a; Schrieffer, 1964). The order parameter and macroscopic Ginzburg-
Landau (GL) equations (1950) are shown to be related to the microscopic theory,
a generalized version of tliat due to Bardeen, Cooper, and Schrieffer (BCS) (1957).
Pairbreaking and the associated decrease in T, are given a physical interpretation.
The Nambu-space formulation of perturbation theory in superconductors is developed
to the point where a review by Maki on gapless superconductivity begins(1969b). A
special feature of the Nambu formalism is that the whole normal state perturbation
theory can be taken over to the superconducting state by simply replacing the scalar
Green’s function with a matrix Green’s function. Because a Green’s function approach
is comewhat abstract, the field theoretic description of scattering in the Born approxi-
mation is given in A.2 with an emphasis on relaiing it to the more familiar Boltzmann
transport theory in A.1. The off-diagonal part of the matrix Green’s function corre-
sponds to the superconducting order parameter. In chapter I, an attempt is made to
understand the physical significance of this theory.

A description of experimental techniques and an analysis of the errors entering
the conductance measurements are presented in chapter II. Chapter III describes data
on junctions involving A¢ films covered with a submonolayer of a rare-earth element or
a 50A layer of a rare earth oxide. Three consequences of the exchange interaction are
observed. Forward scattering from RE moments aligned with an applied magnetic field
causes a Zeeman splitting of the conduction electron energy equivalent to that due to an
effective “uniform exchange field”, B., = ¢J(0)(S.)/gus . Second, the depairing of the
density of states due to (random) exchange scattering, i /7., = (7/2)cQQNo J?(0)S(S +
1), is fit to the Abrikosov-Gorkov (AG) theory (1960) to obtain the exchange constant
J{0) ~ 10meV. This value agrees within a factor of two with that obtained from
the Zeeman splitting. The exchange constant for Ce is of the order of 100meV, and
the pairbreaking appears to be anomalous in accord with other measurements(1967).
When a Gd layer is sandwiched between two 204 A£ films, the exchange constant is
found to be a factor of 2-3 larger than when deposited at the surface of a 40A film. This
larger value is about the same as that obtained by Woolf and Reif for Gd impurities
in Pb. In the case where th= Af film is in contact with Eu oxide(1986¢,1987b), the
exchange constant associated with scattering off the A¢ /Eu oxide interface is very
small with the result that one can have a large uniform exchange field (i.e. first order
effect B., ~ J), while at the same time, the reduction in the T, is negligible (i.e.
second order effect i/7., ~ J(J/EFr)). Finally, tunneling into the side of an A¢ film
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covered with a submonolayer of Gd reveals the presence of the localized RKKY spin-
polarization in the normal state and its absence in the superconducting state. This
result is attributed to the fact that the long range part of the spin-susceptibility in
the BCS superconductor vanishes at low temperature. In addition, an A€ - A , O, —
Gd/Al/ Pt tunnel junction was formed where the Gd thickness was 3 atoms/nm~? and
the Pt layer was approximately 2 monolayers thick. The role of the Pt is to introduce
spin-orbit scattering. With the introduction of sufficient spin-orbit scattering, the
long-range part of the spin susceptibility in the superconducting state can be of the
order of that in the normal state. In this sample we observed the asymmetry associated
with the RKKY spin-polarization in both the superconducting and normal states.

Chapter IV describes the fabrication and properties of V;Ga films doped with
high Z elements. It studies the effect of this doping on the magnitude of spin-orbit
scattering. An increase in the spin-orbit scattering would have the effect of increasing
the critical field, and this increase would be of technological interest. Thc critical field
has been measured as a function of temperature, and analysis includes the possible
role of Fermi liquid effects. For example, the role of the tricritical point is studied.
This is the temperature below which the transition to the normal state is of first order;
the critical field in this region is not described by perturbation theory to first order in
the order parameter(i.e. GL theory). The equations determining the tricritical point
are modified so as to include the Fermi liquid correction to the conduction electron
magnetic moment. However, a detailed numerical analysis shows that critical field
data cannot distinguish between these Fermi liquid effects and spin-orbit scattering.
As a result one must turn to spin-polarized tunneling measurements for a better un-
derstanding. V3;Ga junctions with and without Fe counter-electrodes are used to set
bounds on the spin-orbit scattering rate. Thin A{ films with submonolayer coverage
of high Z elements provide additional data on how the doping affects the spin-orbit
scattering rates. For 14 Gd, little spin-orbit scattering is obtained. This is puzzling
considering the large increase in spin-orbit scattering produced by 1A Pt and the fact
that 14 Gd does produce significant exchange scattering. Possible explanations for
the lack of an increase in the spin-orbit scattering rate are discussed.

Sections A.1 and A.2 derive the Fermi golden rule expression for the scattering rate
h/7 = 2mcQINo |V |? in both the Boltzmann and field theoretic descriptions respectively.
The origin of the atomic concentration ¢ and unit cell volume Q as factors in this
expression is explained. Forward scattering acts as an effective uniform field and is
included in the unperturbed part of the hamiltonian. Finally, an expression for the
scattering rate in the Born approximation is obtained for impurities having internal
structure (e.g. local moments). In section A.3, justification for the experimentally
observed (aZ)* dependence(1978a) of the spin-orbit scattering rate is explored. It
appears that the matrix element entering into the scattering rate must be taken with
a tight binding basis, as this most closely approximates the Bloch wave in the core
region where the spin-orbit interaction makes its largest contribution. In this respect,
spin-orbit scattering is different from transport scattering; the latter is calculated with
a plane wave matrix element of a weak pseudopotential. Section A.4, motivates the
use of the s-d model H = —J S - § for the exchange interaction between RE ions and
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conduction electrons. The standard results following from the treatment of the s-d
model in perturbation theory are derived. In first order, one has the uniform exchange
field arising from forward scattering and a RKKY spin-polarization; second order
corresponds to exchange scattering calculated in the Born approximation. Finally, the
divergence in third order associated with the Kondo effect is pointed out. Apparently
a new term, not present in the literature(1980bj, is found in this derivation of the
scattering rate taking into account both spatial and time correlations. When working
in the Born approximation, one tries to express the square amplitude of the matrix
element |3,(JS; - 3)|? in terms of the impurity spin correlations > P (S; - S,);
however, an additional term arises due to the non-commutivity of the impurity spin
operators. The necessity of this term is made clear by taking the limit where only time
correlations are considered. This corresponds to scattering in a magnetic field where
spin-flip scattering is inelastic. The effect of spin correlations on the scattering rate
can be measured by spin-polarized tunneling, and a general expression such as that
derived in section A.4 is of interest.
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Chapter I — Scattering in the Superconducting State

I.1 — An Introduction to Superconductivity

The free-energy difference between the superconducting and normal state is small
(fw — fs)/fx ~ kpT./Er ~ 10~*. This means that there is no great change in the
momentum distribution function of the electrons upon entering the superconducting
state. Rather, it is the correlations between time reversed states which are responsible
for.the unique properties of the superconducting state. Unlike those induced by the
repulsive Coulomb interaction, correlations induced by the electron-phonon interaction
cannot be taken into account by simply renormalizing single-quasiparticle properties;
there is a breakdown in the Fermi liquid description. This can be attributed to the fact
that in the case of an attractive interaction, the interparticle scattering becomes phase
coherent. The associated ground state is characterized by the breaking of the gauge
symmetry of the hamiltonian. This symmetry breaking is parameterized by a complex
number called the order parameter. The magnitude of the order parameter can be
associated with the density of “superconducting” electrons. The phase of the order
parameter is responsible for the remarkable fact that, in the superfluid, the whole
is not simply the sum of its parts. Furthermore the macroscopic Ginzburg-Landau
theory predicts that the phase is coupled to the electromagnetic vector potential,
thus accounting for many of the magnetic properties of superconductors. Connection
between the microscopic and macroscopic theories of superconductivity is made by
identifying the order parameter in terms of microscopic variables. From an analogy
to ferromagnetism, the BCS theory is shown to correspond to a mean field treatment
with a spatially homogeneous magnetization.

—The Fermi liquid description—

A number of results explain the fact that the free electron picture describes many
of the electronic properties of metals. For example, the interparticle interactions are
taken into account in Landau’s treatment of the Fermi liquid (Lifshitz and Pitaevskii).
Landau considers the excitations of the whole system as a function of the strength of
the interparticle coupling, the suggestion being that there is a one-to-one correspon-
dence between the excitations of the interacting and non-interacting systems. Trans-
lational invariance allows a description in terms of a basis of elementary excitations
or quasiparticles associated with a momentum p and dispersion ¢(p). The dispersion
is not a simple function, but is a functional of the occupation n(p’) of all the other
quasiparticle states. Under the appropriate conditions described below, the quasipar-
ticle description resembles a free-electron description with one-particle properties (e.g.
mass, magnetic moment, etc.) renormalized due to (weak) residual interactions be-
tween quasiparticles. It is assumed that the quasiparticles have Fermi-Dirac statistics
which leads to a discontinuity in the distribution function at T = 0. This discontinnity
defines the Fermi surface, and its size is related to the mass renormalization. ir. the
free electron limit m = m,, and the distribution is a step function at T' = 0.

Collisions between the quasiparticles arise due to the inter-quasiparticle coupling,
and e(p) takes on an imaginary component %/7. The requirement for this whole
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picture to be self-consistent is that this energy uncertainty be small, not only with
respect to the Fermi energy, but also with respect to the energy range AE over which
the distribution function deviates from the step function . This is necessary if the
quasiparticles are to be said to have a well defined dispersion &(p) which is a functional
of the distribution n(p). The crucial observation is that this is in fact the case for
fermions at a sharp Fermi surface. The self-consistency argument goes as follows.
Two quasiparticles involved in a scattering event must each find a place in the Fermi
sea which doesn’t violate the Pauli exclusion principle. This places a restriction on
the _“phase space” available for scattering processes. As a result, the scattering rate
goes as b/t ~ AE(AE/Er). If AE <« Ep, then

h/r < AE. 1.1.1

It follows that the Fermi-liquid description is self-consistent, and quasiparticles are
well defined.

As an example, consider how the effect of the coulomb interactions can be set in
a quasiparticle description and how the residual interactions between quasiparticles
act to renormalize one-particle properties. In particular, the effect on the magnetic
moment is worked out since it can be measured by the technique of spin-polarized
tunneling. This Fermi liquid correction plays an important role in the quantitative
understanding of high field superconductivity.

The Hartree-Fock approximation is a technique by which the many-electron de-
scription is broken up into a set of independent particles interacting through self-
consistent potentials. For example, the coulomb interaction is replaced by the Hartree
potential and the exchange or Fock potential. The latter acts between pairs of electrons
having the same spin direction such that around each electron there is an “exchange
hole” where electrons of the same spin are absent. An electron and its associated
exchange hole together constitute a quasiparticle. There still remain interactions be-
tween quasiparticles, but these can be taken into account by renormalization (e.g. the
magnetic moment).

If one applies a magnetic field, there is a tendency for electrons to align their
moments with the field. As a result of the coulomb interaction, the energy of an
electron changes not only due to the Zeeman interaction H;.. = —fig -+ B = gup s- B,
but also due to the change in electron occupation in the two spin directions An; and
An,.

(o}

G
AET = “BB - N:Ani

(o]
Aeg, = —up B — ]—V——AnT
Here G°/N, takes into account the Coulomb interaction of an electron with the other
electrons in its exchange hole. G° is the antisymmetric Fermi liquid parameter. The

effective Zeeman splitting 2u.,, B becomes
[¢]

G
AET—AEl.=_2/,Lc,,B=2/,LBB—-I—V—-(AnL—Anf). I.1.2

o
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The change in density is given by that for the expression for Pauli paramagnetic
response (An; — An;) = N,(24.4, B). Thus,

2#0113 = 2#53 —ZMCIIBGO.

Thus it has been shown that the strong bare coulomb interactions can be described
within a quasiparticle picture, and that the weak inter-quasiparticle interaction is taken
into account by a renormalization of the the magnetic moment u.;, = up /(1 + G°).

- —Broken Symmetry—

In a superconductor the effects associated with the attractive, phonon mediated
electron-electron interaction cannot be described within the quasiparticle picture de-
scribed above. The breakdown of the Fermi liquid theory is demonstrated by the fact
that the distribution function is not sharp at T = 0, but closely resembles the Fermi
distribution at T = T, (fig. 1.1.1). The scattering rate is of the order of the width of
the distribution function A/r ~ AE ~ kpT., and thus the self-consistency argument
described above (eq. L.1.1) is violated. The failure can be attributed to the fact that
the attractive interaction tends to associate electrons in pzirs which in the molecular
limit have Bose-Einstein statistics (e.g. *He nuclei). Perhaps more importantly, the
Fermi liquid is unstable with respect to the formation of a condensate (Cooper, 1956)
which is characterized by a broken symmetry. Thus no one-to-one correspondence can
be made between the excitations of the normal and superconducting fluids, and, in
fact, the associated ground states can be shown to be orthogonal. These topics are
made more explicit below.

—-vkl atT=0

— == Fermi funcuon at T

—a:.)c -A 0 A hwe £, = € -u
Fig. I.1.1— The distribution function of electrons in the superconductor at T =0
is compared with that of the normal state at T = T, (from Tinkham, p. 29).

It is apparent from figure 1.1.1 that, relative to the normal state, the supercon-
ductor has an excess of kinetic energy associated with the electron motion. Also the
superconducting state has lower entropy than that of the normal state. Therefore, one
comes to the conclusion that the low free-energy of the superconducting state is due to
a lower potential energy. This will be shown to be the result of a phase-coherent use
of the attractive electron-electron interaction. From the energy uncertainty implicit
in the width of the distribution function, one may surmise that the range over which
the coherence is maintained is of the order Az ~ kv /kgT..

The phenomenon of broken symmetry in superconductors is equivalent in impor-
tant ways to the alignment of spins in a ferromagnet below the Curie temperature.
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In a ferromagnet each pair of spins contributes an energy Je'™ to the energy of the
system giving a total energy of the order —NJ where N is the number of spins. Above
the curie point, the spins are, on average, at arbitrary relative angles such that each
pair contributes terms to the energy with arbitrary phase; there is a great deal of
cancellation and no average gain in potential energy. The unique character of the fer-
romagnetic ground state results from the fact that it breaks the rotational symmetry
of the hamiltonian H = —J .S_'; . The ferromagnetic ground state cannot be obtained
by the application of perturbation theory using basis states associated with the nor-
mal-state. In fact, as a result of the thermodynamic character of the phenomenon(i.e.
N — 10??), the states characterized by random spin directions are orthogonal to the
ferromagnetically aligned state. Also a ferromagnetic state with alignment in one di-
rection is orthogonal to a ferromagnetic state with alignment in another. The scalar
product between two ferromagnetic states goes as [cos(8/2)]V (Itzykson and Zuber,
p.164). This vanishes for N — co. Similarly, these ferromagnetic states are orthogonal
to a helical arrangement of the spin directions. Thus the problem is that the Hilbert
space associated with the hamiltonian is composed of a number of Jisjoint spaces, each
characterized by some specific character of their spin arrangement. This character is
described by an order parameter which may be a number or vector or some more
complicated object.

A number of methods have been devised to cope with this problem. Perturbation
theory is possible if one starts with a basis of states which break the symmetry of the
hamiltonian in the appropriate way; that is, states which give non-zero expectation
value of the order parameter. This is called the consistent or mean field approach,
with the “field” referring to the order parameter. The trick here is to guess the
appropriate order parameter. For a ferromagnet with spins constricted to the plane(X-
Y model), the order parameter is a complex number with the magnitude and phase
representing the magnetization and direction respectively. A complex number is also
the appropriate order parameter for the superconductor. For example, the interaction
—J3S;-S; is replaced by —J S; - (S) where (S) = (1/N) > S;. Note that this implicitly

assumes a basis set which breaks the symmetry of the hamiltonian since (§ ) =0in
the paramagnetic state.

An alternate way of arriving at the self-consistent field method involves the intro-
duction of a symmetry breaking term in the hamiltonian itself and then letting this
term go to zero at the end of the calculation. For example, by including a magnetic
field in the hamiltonian one obtains a macroscopic magnetization which leads to a
ferromagnet polarized in the direction of the magnetic field. Finally, the renormal-
ization group method takes a different approach. The system is divided into groups
composed of a small number of spins. The spins in any one group are replaced by the
average spin also called a “block” spin. The coupling between spins in different blocks
is taken into account in terms of an effective coupling between block spins. The map
between the original coupling constant and the coupling constant for block spins is
then iterated until one obtains a super-block spin which effectively incorporates the
properties of the whole system. This method makes the thermodynamic character of
the ordering explicit by first considering only a small number of spins and then by
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considering a geometrically growing number of spins. As the renormalization group is
a more recent technique, most of the classic work in superconductivity was done with
a suitable Green’s function version of the self-consistent field method.

—The role of the phase in the condensate—

As discussed, successful application of the self-consistent field method requires
the correct identification of the order parameter. An important clue as to the nature
of the order parameter is implicit in the observation that the normal state is unsta-
ble with respect to the formation of bound pairs under an arbitrarily small attrac-
tion(Cooper,1956). In the molecular limit such pairs would have Bose statistics, and a
Bose condensation would be possible. In spite of the fact that the electron pairs are not
tightly bound but are highly overlapping, the order parameter of the superconductor
is given by a continuity argument to be that of the Bose superfluid, a complex number,
|A|e?® with the magnitude representing the superfluid density and the gradient of the
phase representing the superfluid velocity. As a result of this correspondence, the Bose
superfluid and superconductor share properties such as zero viscosity(zero resistivity)
and vortices/flux quantization and, if the particles are charged, the Meissner effect.
Each of these properties may be viewed as a result following from the form of the order
parameter(Huang).

The phase of the order parameter plays an important role as is demonstrated in the
following. Consider quasiparticle states occurring at the surface of the (normal) Fermi
sea. Coulomb interactions are assumed to be taken into account in the quasipartical
mass, magnetic moment, etc. To a large extent, the phonon mediated electron-electron
interaction can also be included in this way; however, the induced correlation between
time reversed states is responsible for the breakdown in the Fermi liquid description
and must be treated separately. Under the perturbative influence of the residual
attractive interaction, a pair of time reversed states, {|k 1)| — k |)} is scattered into
another pair {|k’ T)| — k¥’ |)}. For simplicity of notation, label these two pair-states as
(1,0) and (0,1). Considering only scattering between these two degenerate pair-states,
the eigenstates are obtained by diagonalizing the following perturbative part of the

hamiltonian.
. 6 -V
2~ \-V o0

The solutions have eigenvalues £V for states ¥ = (1, F1) respectively. For scattering
among three degenerate pair-states {|k )| — k )}, {|k' T)|— &' D}, {|K' T)| — K 1)}
one must consider diagonalizing the following matrix:

0 -V -V
Hy,=|-v o -v
-V -V 0

The solution consists of two states (1,—1,0),(1,0,—1) at energy +V and one state
(1,1,1) at energy —2V. Notice that the lowest energy state has the special feature
that each pair-state enters with the same phase (1,1,1) = (1,0,0) + (0,1,0) +(0,0,1).
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Furthermore, this state is orthogonal to the two states at energy +V. Similarly, if
one includes N degenerate pair-states in the initial basis, the diagonalization yields
(N — 1) states at energy +V and only one state at —(N —~ 1)V which is obtained
from the individual pair-states by a coherent superposition |¢) = (1,1,...,1). As a
result the expectation value of the interparticle coupling (¥|H'|¢)) is a sum of terms
(=V)+ (=V) + ...+ (—=Y) where no cancellation occurs among the terms. This
remarkable result means that for N — 10?2 one expects a large binding energy A
for even a relatively small attractive interaction V. Cooper generalized this result to
a centinuum normalization of the momentum eigenstates and considered scattering
between the large number of degenerate states at the Fermi energy. He finds a non-
analytic expression for the binding energy, demonstrating the impossibility of obtaining
this result from perturbation theory starting from the normal state,

A= hwpe VN,

To summarize this result, there exists a ground state which is unique in that
it maintains a special phase relationship among its components (1,1,...,1). As a
result, the scattering between components is phase coherent introducing a factor of N
into the binding energy. One may have expected that the order parameter would be
the binding energy or equivalently the number of electrons involved in the coherent
superposition. Why then does the order parameter contain the phase factor e*®? The
answer lies in the fact that the phase prevents one from considering the whole as just
the sum of its parts. This point has been emphasized by Anderson(1984). For instance,
consider the system to be composed of the su.a of a large number, say M, parts where
there are N/M electrons in each. From this point of view, the total binding energy is
|Al=Mx (1- N/M)V = -V (N —1)+ V(M —1), that is, less by an amount V(M-1)
from the binding energy for the system in which all the electrons participate in a single
condensate. The discrepancy results because the phase relationships between different
parts of the system were ignored.

—The relationsh’p between the macroscopic and microscopic theories—

It remains to be shown how these ideas can be put into realistic calculations.
There are two approaches. The macroscopic formalism developed by Ginzburg and
Landau (1950) assumes a free energy expansion in terms of the order parameter. The
symmetry properties of the system are incorporated in the form of this expansion. As
the Ginzburg-Landau (GL) theory assumes the order parameter is small, the theory
is restricted to regions near a second order phase boundary. Alternatively, the mi-
croscopic formalism identifies the order parameter as the expectation value of certain
“anomalous” two-body operators. The self-consistency condition on these expectation
values gives the connection to the coefficients in the GL free energy expansion. As an
example, this procedure is carried out for the theory of Bardeen, Cooper and Schrieffer
(BCS) (1957).

In the general perturbative treatment, the interparticle interaction enters to first
order through the expectation valuve of the product of two creation and two annihilation
operators(Fetter and Walecka, sect. 8).
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Z Vik+q,t— qle,k)(cIMcI_qctck)
q
The expectation value is taken with respect to the ground state of the system in the
absence of interparticle interactions. Wick’s theorem is used to express this expectation
value as the sum of the product of two-operator expectation values. For example, in

the normal state one considers the Hartree terms (cI . qck)(c:r_ ,Ce) and the Fock term
(cI ;qc;)(cz_qc,‘). The Pauli exclusion principle restricts the momentum transfer to
¢ = 0 and ¢ = £ — k respectively. These contribute in both the¢ superconducting

and normal state and are generally absorbed into the properties of the quasiparticles.
However, there is an additional term, occurring in the superconductor, involving pairs

of time-reversed states (cIT ct x1){€~kick1). These “anomalous” averages vanish for the
ground state of the normal fluid. However, for the superconductor it is assumed that
the expectation value is taken with respect to a state which does not have a definite
number of particles. This state is chosen to reflect the broken gauge symmetry of the
condensate. It is only by starting from such a state that the perturbation theory will

converge.
The BCS hamiltonian includes only the interaction between these two time-
reversed states.

Hpos = Z(Ek —ﬂ)clacko - Zka'Cchtk:lc—uckr-
ko kk'

That a mean field treatment is appropriate is suggested by the fact that the hamilto-

. . . . - + —
nian can be written in terms of the spin-operators S, = Cr1Ckyo S, = c_kyCkt-

Hpcs = Z(sk “l‘)(l - 25:) - Zka:(S,‘:S:, + SZS:')'

k kk'

The mean field hamiltonian is equivalent to the interaction of the spins with an effective
molecular field.

Hyr=-Y Bpo S, Bro =20 —-wpé+Y Vie((SE)& +(SL)g) 113
k kl
The order parameter becomes

Ar = —(S]) = (exrc—ry)-

The solution proceeds by obtaining the eigenstates of the mean field hamiltonian and
applying statistical mechanics to calculate the thermal average (Tinkham, DeGennes).
This yields the self-consistency equation,

A A
Ak = — Z th Eégtanh(Eg/2k3 1 )
[4
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A spatially uniform, non-trivial solution exists only for T < T, = A(0)/(1.764)ks .
Here A(T = 0) sets the scale of the pairing interaction; the free energy difference
between the superconducting and normal states is > N,|A|%.

The connection between the macroscopic and microscopic formalisms is achieved
through the self-consistency relation. For the spatially uniform case, the Landau free
energy expansion takes the form

..F = a(T)|A|* + b|A|* + higher order terms, where a(T) = a,(T — T.), 114

which describes the BCS superconductor at temperatures near T, (Fig. 1.1.2). Above
T, the free energy has a minimum at |A| = 0. For b < 0 the system undergoes a
first order transition to the superconducting state. For b > 0, the transition is second
order and the order parameter grows with a square root dependence A(T) = (a, (7, —
T)/2b)!/%. The self-consistency relation can be expanded near T. to give A(T) =
A(0)(1 — T/T.)*/2. One thereby obtains the correspondence between the microscopic
theory and the coefficients in the GL free energy expansion a, — N,/2T,, b —
N, /4A%(0).

In the spatially inhomogeneous case one may have thought that the free energy
expansion takes the form

2

F = aA@P + AR — - [TAFP +--.

2m*
However, this form is not invariant under a local U(1) (also called gauge) transforma-

tion.
A(’;) — cie w(F)A(;)

To insure gauge invariance, the gradient in 1.3 is replaced with the covariant derivative
D = V — (ie*/hc)A. A is the electromagnetic vector potential which transforms
as A*(F) — A*(f) + 0*w(r) under a change of gauge. The superconducting state
is characterized by the breaking of gauge invariance. As a result the phase of the
order parameter, ¢, becomes coupled to the vector potential as is evident in the GL
equations. These are obtained by setting the functional derivative of the free energy
with respect to A to zero (Tinkham, chap.4).

2

alA + 2b|APA + __h__va =0
2m*

“|aP(rYs - £ 4)

m

J =

These equations reveal the two length scales involved in the variation of the order
parameter. The magnitude, whose square represents the density n of superconducting
electrons, varies over the coherence length £&. The phase, current and magnetic field
are all coupled and vary over the penetration depth A.
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Fig. 1.1.2 The Ginzberg-Landau free energy is plotted as a function of |A|. The
transition to the superconducting state (i.e. A # 0) can be firat or second
order depending on the sign of b.
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4T) = orlammy” = dmein

Gorkov(1959) showed the correspondence between the microscopic and macroscopic
formalisms by deriving the GL equations from a BCS-type theory generzlized to ac-
count for the spatial variation of the order parameter. As in the spatially homo-
geneous case worked out above, Gorkov’s derivation employed an expansion of the
self-consistency relation near T, so as to determine the ccefficients of the GL free

enéfgy expansion.
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1.2 Pairbreaking and Impurity Scattering

Superconductivity is characterized by the pairing of time reversed states. With
the introduction of perturbations which are not time reversal invariant, these states
become non-degenerate and the superconducting transition temperature is reduced.
Such perturbations are referred to as pairbreakers. An important distinction can be
made between two limits called non-ergodic and ergodic pairbreaking. These two lim-
its are characterized by different thermodynamic behavior and densities of states. In
particular, ergodic pairbreaking is associated with gapless superconductivity near a
second order phase boundary. After discussing these topics from a physical point of
view, the microscopic theory will be introduced up to the point where Maki’s review
(1969) of gapless superconductivity begins. The results of the microscopic theory can
be expressed in terms of T, and certain “normal state” properties such as the scat-
tering rates discussed in appendix A. In order to illustrate the microscopic formalism
and further demonstrate the role of time reversal, the self-energy of a superconductor
with spin-orbit and exchange scattering will be calculated in the Born approximation.

—Anderson’s Theorem—
A basic observation is that, to a good approximation, the hamiltonian of a closed
system is invariant under a time reversal transformation. From this observation and
the fact that the hamiltonian dstermines the time evolution of a system,

Y(Ft) = e Ht/hep() 121

it can be shown that the time reversal operator takes the form K = i0,C where
C represents the complex conjugation operator. This form is chosen specifically to
insure the invariance of the spin-orbit interaction (section A.3) which is part of the
Dirac hamiltonian(Falicov). Because of the invariance property of the hamiltonian,
the time reversal operator commutes with the hamiltonian, and states connected by
the t:me reversal operator are degenerate. This is Kramers’ theorem.

However, if the system is divided into two parts, then the hamiltonian is not neces-
sarily invariant under a time reversal transformation applied only to one of the parts.
For example, the interaction of electrons with an externally applied magnetic field
is not invariant, unless one considers a comprehensive transfcrmation which includes
the reversal of the currents in the laboratory magnet supplying the “external” field.
Similarly, the weak coulomb interaction between itinerant and localized electrons is
described by the exchange interaction(section A.4) and this interaction is not invariant
under time reversal of the itinerant system only.

Anderson (1959) suggested that the pairing in a superconductor is between time
reversed states and that the introduction of perturbations which are time reversal
invariant do not have a drastic effect on the transition temperature. In order to give a
physical argument of why this is so, an inspection of the superconducting wavefunction
is required. The discussion in section I.1 leads to the conclusion that, in analogy to the
Bose condensate, the wavefunction of the superconductor is described by the product
of two-electron orbitals where each orbital enters with the same phase. However,
the antisymmetrization property of the wavefunction under interchange of any two

26



fermions must be incorporated into this scheme. One might consider the following
wavefunction.

d)n ={¢('-"1’F2;01 )0'2)¢(F;5’F4;03’04) "°¢(—‘n-—uf‘n7on-laan)
— (F1,73301,05)(F2,74502,04) ... B(Fno13FnyOn1,0,) + -}

The two-electron orbital ¢(f;,7;;0,,0;) is antisymmetric under interchange of 7; and
3. This wavefunction is discussed by Leggett(1975) and is in fact the projection of the
BCS wavefunction onto a n-particle manifold(Schrieffer, Sec. 2.4). It is generally the
case in metals that the spatial part of the the orbital is symmetric. This is apparently
due to the fact that the £ = 0O part of the interparticle potential dominates. This
corresponds to isotropic or s-wave scattering(see review by Leggett, 1975). Since the
spatial part of the wavefunction is symmetric, it follows that the two spins form a
singlet.

6(F1,72501,05) = u(F, 7) (T4 — 11)/V2

At this point the form of u(#},7;) is rather general being restricted only by the re-
quirement that it be symmetric. However, as will be shown, the lowest binding energy
will correspond to a u(ry,7;) which is characterized by the pairing of time reversed
states.

To evaluate the binding energy it is easier to work in the momentum space rep-
resentaticn.

fnd — 1 = ik a)- - -._ . 1 r G (7 '—- -
u(f, %) = Vzu(k’(ne'(kw) Fi—i(k=§)-72 _ v;u(k,q*)e“' (Fi+7a)+ik-(F1=73)
q

kq

The wavevectors k and q are associated with the relative and center of mass motions
of the Cooper pair respectively. Because of the antisymmetry property under inter-
change of electrons, one requires u(—k, ) = u(k, ). Therefore, one can rearrange the
expansion of ¢(7y,73;0,,0;) so as to make the Cooper pairing in momentum space
explicit.

O(F1, F2301,05) = Zu(fc',cj)e“';*‘”"‘ e~ E=q)Fa (11 - lT)/\/i

kq
= “(i‘.a‘ﬂ H(E+) 71— i(B=0)72 4| _ =ilkE=—7)7F1 gi(k+d)7s
=25 e - erEenm et ]
q
u(k, ) 1> - - ST S
=Z_(_Q[|k+q,T)1|—k+q,l)2—l—k+q,l)1lk+q,T)z]
kg \/E

The condensate is formed with pairs of electrons |k+§,T)|—k+4, 1). The binding
energy per pair A(q) is maximized for ¢ = |g] = 0. One reason is that the kinetic
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energy associated with the center of mass motion is minimized for ¢ = 0. Naively
one might expect that A(q) ~ A(0) — h?¢?/2m. However, it is a property of the
superconductor that the decrease in binding energy is more rapid and is, in fact, linear
in q. As will be shown, this is due to a loss of the potential energy associated with the
coherent interparticle scattering which characterizes the superconducting ground state.
In section I.1 it was found that the binding energy of the superconducting condensate
was of the order of NV where V is the attractive interparticle coupling strength (i.e.
BCS pair-potential) and N was the number of pairs participating in the condensate.
The factor of N appears due to the phase coherence between pair-states. The numbers
of pairs N(q) of the type |k + §,1)| — k + §,|) decreases proportionally with q due to
the energy difference between the two members of the pair 6E = 2h’kq/m and the
fact that the density of states goes as a square root of the energy.

No E —2h2kpq
VBV E T T

The binding energy decreases with ¢ due to a loss of the potential energy and with ¢?
due to a gain in kinetic energy.

N(q) = ~ No(1 - q/kr)

a0 =yl - 52 = a0 - a0) () - 55 ()

This result is maintained in the continuum normalization (Cooper, 1956; see also Schri-
effer, p.33), and it has important consequences for this discussion. Cooper remarks,
“Thus, the elementary excitations of the pair might correspond to the splitting of the
pair rather than to increasing the kinetic energy of the pair.”

Now consider a system where time reversal invariance is violated by a perturbative
term H' in the hamiltonian. In this case H'K = —KH' and the first order energy
contribution 6 E is opposite for time reversed pairs. For example, in a magnetic field
the time reversed states k T,—k | are separated by an energy difference 6 E = 2uB.
The basic point is that in the superconductor the pairing of these non-degenerate time
reversed states is energetically favorable as compared to pairing degenerate states at
the Fermi level (Fig. 1.2.1). There is a competition between the single-particle Zeeman
energy and the many-body potential energy and the latter always wins out. The
pairing of time reversed states pays an energy price § E(§ E/Er) whereas the pairing
of degenerate states at the Fermi level pays the much larger price A, (6 E/Er)!/?. Thus
the (S-wave) superconductor is always characterized by the pairing of time reversed
states. Relative to the normal state, the superconducting state (with time reversed
pairing) has a binding energy A = A, — §E. Therefore, the T. is reduced with
the introduction of the pairbreaker H', and the normal state becomes favorable for
6E ~ A,.

Ergodic verses Non-ergodic

Another way of looking at the depression of T, is to consider that the the energy
difference between time reversed states corresponds to a phase difference which grows
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Fig. 1.2.1 Due to' the coherent nature of the superconductor, the pairing of non-
degenerate time reversed states is energetically favored.
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in time in accord with equation 1.2.1. When the phase difference is of order unity,
the pair no longer contributes to the binding energy of the condensate and the pair is
said to have become unbound. This picture in terms of a phase difference is used by
Tinkham(chapt. 8), and is based on a more rigorous treatment by DeGennes(chapt.
8). As discussed just above, the superconductor maintains the density of paired states
by pairing non-degenerate time reversed states. As shown by DeGennes, the energy
range 6 E over which this pairing takes place is determined by the time tr 5 over
which the pairs remain phase correlated 6 E ~ % /tp . He introduces the correlation
function g(t) = (K t (0)K(t)) where K is the time reversal operator. One can show
that K(t) = e'l¥ X1t/» K(0) where the commutator is related to the energy difference
between time reversed states. For a time reversal symmetric hamiltonian K(t) = K(0)
and g(t) = 1 for all t. As a result, tpp = 00,6 E = 0 and the Cooper pairing occurs
among degenerate states.

In the case where the hamiltonian breaks time reversal invariance, one must dis-
tinguish between two limits. In the non-ergodic limit the phase difference evolves
continuously; in the ergodic limit the phase difference grows diffusively. For example,
consider a superconducting film oriented with its surface parallel to a magnetic field
with a film thickness much less than the magnetic penetration depth. The internal field
is nearly that of the applied field. Due to the Zeeman interaction of the magnetic field
on the spins, time reversed states are not degenerate. The phase difference grows at
a rate d¢/dt = 2uB/h. The non-ergodic limit corresponds to a system in which there
is no spin-flip mechanism (e.g. spin-orbit scattering). After a “pairbreaking time”
tpp = h/2uB, the phase difference reaches a value of unity. As a result, the transition
temperature is reduced by the associated pairbreaking rate T, (B) ~ T, — 2uB/ks.

The ergodic case corresponds to the limit of strong spin-flip scattering 7,, <
(d¢/dt)=*. As such, the phase difference grows in a diffusive fashion. On average
the phase change between any two spin-flip scattering events grows by an amount
7,7 (d¢/dt). This corresponds to the size of one step taken in a random walk. After a
time t, the number of steps taken is t/7,;, and the distance from the starting point is
of the order 7,,(d¢/dt) x (t/7,;)*/2. This is the product of the size of each individual
step times the square root of the number of steps. Thus the phase difference grows
more slowly than in the non-ergodic case. A<gain, pairbreaking occurs after a time tpp
when the phase difference is of order unity.

d¢ h

— T\~ -
th = T,I(T., dt) (2’4B)21',! 1.2.2

The transition temperature is reduced by the pairbreaking rate T, ~ T, —(7/4)k/tps.
The factor of /4 is taken from the Abrikosov-Gorkov (AG) theory in the limit of weak
pairbreaking. The pairbreaking rate is generally normalized to the energy scale of the
superconducting pairing, that is, T, or T, or A, = 1.764ks T,

h k h

- PPO= T apun =
kg T.tpp kgT.otpp’ M ak A,tpgp

The original AG calculation was for the case of magnetic impurities; however, the

Pac
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theory is now known to apply to a wide range of pairbreaking situations(Maki, 1969).
For magnetic impurities, the pairbreaking time becomes the exchange scattering rate
k), = (7/2)cQIN,J?(G)S(S + 1) (see A.4). When the impurity spins are aligned
in a magnetic field, there is a corresponding non-ergodic pairbreakiig due to forward
scattering off the impurities. This is equivalent to an effective Zeeman interaction from
a “uniform exchange field” B,, = ¢(S,)J(0)/gu. Therefore, non-ergodic pairbreaking
corresponds to the forward scattering and the ergodic pairbreaking corresponds to
random scattering.

.- There are important differences between the ergodic and non-ergodic cases.
Among these are the effect on the density of states (DOS) and thermodynamics of
the system. The DOS of the BCS superconductor has an energy gap above which
there is a square root singularity and below which no single particle excitations exist.
When a non-ergodic perturbation is applied, the gap in the density of states is shifted
relative to the Fermi level. For example, for a uniform magnetic field the DOS for up
and down spin directions are shifted in opposite directions, and the relative shift is the
Zeeman splitting(Fig. 1.2.2). As a result excitations are possible for Qg = A — uB.
In the ergodic limit, where both a field and strong spin-flip scattering are present,
the Cooper pair acquires a resonance width. The singularity in the density of states
is broadened by k/tpp, and excitations are possible above 1o ~ A — k/tpp. It is
important to note that in both cases the order parameter A is not the same as the
spectroscopic gap {); for single particle excitations.

The thermodynamic properties are strongly dependent on the DOS. In doing
thermodynamics in mean field theory, one first solves for the excitation spectrum of
the system (i.e. DOS) using a general value of A. Then, using the appropriate particle
statistics (e.g. Fermi-Dirac), one solves the self-consistency condition to obtain the
value for A as a function of the thermodynamic variables T,P,B, etc. The different
DOS obtained in the non-ergodic and ergodic cases yield different thermodynamic
behavior. Most startling is the fact that in the ergodic case the transition to the
normal state is second order, and, as a result, the spectroscopic gap may go to zero
before the order parameter. This is the phenomenon of gapless superconductivity
which shows that the absence of low energy excitations in the BCS superconductor is
not the reason for superfluid behavior(e.g. zero resistance).

Alternately, the non-ergodic case is characterized by a first order transition and
gapless superconductivity does not occur. To illustrate this point, consider again
the Zeeman interaction from an applied magnetic field. At T = O the pure su-
perconductor has zero spin-susceptibility due to the singlet nature of the Cooper
pairing(Yosida,1958). The spin-susceptibility as a function of |¢} is shown in figure
1.2.3 (Anderson and Suhl, 1959). As a result, in a magnetic field the free energy of
the superconducting state is raised relative to the Pauli paramagnetic, normal state.
The susceptibility of the latter is xy = (gu)*N,/2. At the “Pauli limiting field”
Bp, the superconducting condensation energy N,A?/2 equals the polarization energy

(XN — Xs )32 /2-

V24,

gu

Bp = = 1.86 T, (tesla/K) 1.2.3

31



// n(e) \ \\

—) 3B

‘ | 8
- A A

Non-Ergodic

| n(e)

\

Ergodic

Fig. 1.2.2 The density of states of a superconductor is perturbed differextly by
ergodic and non-ergodic pairbreakers.
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This is the limiting feld introduced by Clogston(1962) and Chandrasekhar(1962) as
the upper limit on the superconducting critical magnetic field. Sarma (1963) showed
that the transition to the normal state was of first order.

When Ciogston introduced the Pauli-limiting field, he suggested that many-body
correction to the spin-susceptibility would alter the Pauli limit. Experimentally, the ne-
cessity of including such Fermi liquid effects was found in the work of Orlando, McNiff,
Foner, Beasley (1979), Tedrow and Meservey(1979), and Orlando and Beasely(1981).
However, as pointed out by Rainer, it is the correction to the Zeeman splitting (not sus-
ceptibility) which ends up in the expression 1.2.3 for the Pauli limiting field. The Fermi
liquid correction due to coulomb interactions was worked out as an example in section
I.1 and was interpreted in terms of a renormalized magnetic moment p = pup /(1+ G°).
Equivalently, one can retain the quasiparticle moment as up and consider the effect
in terms of an effective internal field B;,, = B(1 + G°). In either case the Pauli limit
becomes Bp = (v2A,/gus) x (1 + G°).

For T # 0, thermal fluctuations break up some number of Cooper pairs. The
unbound quasiparticles can align their spins antiparallel to the applied magnetic field
and contribute to the spin susceptibility. The density of single particle excitations
which may respond to the applied field is described by the Yosida function Y(t) which
is shown in figure 1.2.4. Since the excitations must be thermally excited above the
energy gap, Y(t) is a function of reduced temperature t = T/T.. As a result, the Fermi
liquid effects also have a temperature dependence. Since only unbound quasiparticles
can respond to the field, (An;, — An;) = Y (t)N,(2u.,;B). Substitution of this in
equation 1.1.2. yields

2#,,!3 = ZMBB - 2ﬂ¢!]B Y(t) G°

This gives the magnetic moment as a function of the reduced temperature p.,, =
ps /(1+Y (t)G°). Similarly, the susceptibility becomes x5 (t) = u(t)(An, —An,;)/B =
xn Y ()/(1 + Y(t)G°). Details are provided by Leggett(1965), Alexander, Orlando,
Rainer and Tedrow(1985), and Gibson(1988).

The fact that the superconductor at T # 0 has a non-zero spin-susceptibility
means that the system can respond to the applied magnetic field. This enters into
the self-consistency condition for the order parameter with the result that above the
“tricritical” temperature, T.; = 0.5567T,, the transition to the normal state is second
order(Engler and Fulde). As one might expect, the introduction of spin-flip scattering
into the system lowers this tricritical temperature. In the ergodic limit, the entire T,B
phase boundary is associated with second order transitions.

For temperatures greater T, the transition is of second order and is described by
a Landau free energy expansion of the form given by 1.1.4. The coefficients cf the ex-
pansion are functions of T and B and need to be calculated with the microscopic theory.
This is accomplished by expanding the self-consistency condition to second order in
the order parameter. The second order transition occurs for a(T, B) = 0, b(T, B) > 0.
The tricritical point is determined by the condition (T, B) = 0, b(T,B) = 0. The
calculation by Engler and Fulde for T, will be extended to include Fermi liquid effects
in chapter IV.
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Fig. 1.2.3 The spin-susceptibility is plotted verses wavevector for the superconduc-
tor and normal metal where Q, = (37k2 £, !)'/® (from Anderson and Suhl,
1959).
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Fig. 1.2.4 The Yosida function verses reduced temperature (from Leggett, 1973).
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A first order transition occurs for b(T,B) < 0; however, the order parameter
appears discontinuously at the transition, and a free energy expansion in a small order
parameter is not justified in general. A numerical solution of the self-consistency
condition is required in this region. A numerical solution is also needed for the area
of the T,B phase diagram not near the phase boundary. It is important to note that
one advantage of tunneling as opposed to critical field measurements is that tunneling
gives information throughout the superconducting phase diagram and is not restricted
to the phase boundary. Introduced below is the microscopic theory from which these
GL coefficients are calculated.

—The Microscopic Theory—

A generalization of the BCS-type mean field theory is necessary in order to treat
scattering from localized impurities and other perturbations which are spatially inho-
mogeneous. Even for a uniform magnetic field, the vector potential is a function of
position leading to spatial variations in the order parameter (e.g. vortices). The dis-
cussion of scattering in the normal state presented in appendix A is extended here to
superconductors. The following is derived from a number of sources, the most pertinent
of which are Bruno(1972), Maki(1969), Vonsovsky et al(1982), and DeGennes(1966,
chapt. 5).

In section 1.1, the order parameter was identified in terms of an anomalous average
of the type Ay, = (cx1c-x,). In order to take into account spatial variations it is
advantages to work in a coordinate representation. Furthermore, dynamics will be
included by working in a time representation; even if the impurity scattering is elastic,
this procedure will allow calculations for T # 0. Cne introduces the field operators in
the Heisenberg representation with respect to a grand canonical ensemble.

wT(;’ t) = e H—ul e/ ( Z (ﬂka}cza) e~ VH-uN)t/n
aB
The order parameter becomes A(z) = (1, (z)¥, (z)) where z = (7,t). The unperturbed
mean field hamiltonian corresponding to [.1.3 becomes

. t —h*V? toa .t )
H, =[df ) 9o ()| —Z— = ¢ | ¥a (7) + A7 (A9, (7) + AT (7 (791 (7)

Gorkov(1958) introduced a perturbation theory for superconductors using the
anomalous averages Fy,(z,,z;) = —t(T¥;(z.,)¢, (z2)) along with the usual Green'’s

function G,4(z,,z;) = —1(T¥, (31)1[;;r (z,)). Averages of the sort F}; correspond to
triplet pairing and are not considered. Averages of the sort G;, are considered since
spin-flip processes are possible from spin-orbit and exchange scattering.

Nambu(1960) introduced a notation which allows one to apply to superconductors
the same diagrams found in the perturbation theory used for normal metals. For
example, the diagrams in A.2 will be used to describe scattering in superconductors.
Consider the four component spinor.
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¥ = (4@, wl@, w@, w@)i s@=| gt

T
¥, (z)
One defines a matrix Greens’ function which involves the outer product of these spinor
operators G(z,;z;) = —z'(Tx/z(:::,)gb”z,)). The associated 4 x 4 “Nambu” space is
conveniently spanned by the product of two sets of the 2 x 2 Pauli matrices. One

set 0,,0,,79,,0, will be associated with the spin degrees of freedom and the other
P1,P2,P3,Ps With what is called the particle-hole degrees of freedom. :

{01 (0 —i (1 0 (10
P = 1 0 s P2 = 2. 0 y P3 = 0 -1 y Po = 0 1

This particle-hole degree of freedom enters because time reversed states which start
at the Fermi level are shifted in energy by a pairbreaking perturbation so that one
is above and one is below the Fermi level. The product space is defined as in the
following example.

0 o
0 O
0o -1
-1 0

g, 0
P30, = ( 0 —01) =

The unperturbed hamiltonian 1.2.3 takes the compact form

OO = O
O O O ==

7 = / a7t (7) (eps + pro2 AV

where ¢ = —(h*V?/2m) — u and A has been chosen to be real and independent
of position. The 2 x 2 unit matrices o,, p, are usually not written; for example,
ps = pa0,. As shown in section L1, the vector potential couples to the phase of the
order parameter; therefore, A can not be chosen to be real in the pert}rbed system.
Any external potential U, s (7) is easily related to its counterpart U in the Nambu

notation. One defines U such that

1

[ #6008 = 5 [t 0RO
ap

The factor of 1/2 enters as an artifact of the Nambu notation but divides out at the end
of the calculation. A little matrix algebra and the relation ¥, U, BdIT = —¢IU;'° R

shows that
(&)
0o -Uy,
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Note that the spin operator has a transpose given by —6*" = 0,00,. The matrix
operator correspending to spin is usually denoted by & where a4, = pyo,, Oy =
02,Q, = p30;. Similarly, one can show that the matrix momentum operator is 3’: pps.

The advantage of Nambu notation is that Wick’s theorem applied in the normal
way to bracketed products of the spinor operators automatically gives both the normal
G.s and anomalous F,, Green’s functions used by Gorkov (Vonsovsky et al, Chap.3).
For example, Wick’s theorem applied to the average (T!/lT(Il )1,1)1'(:::,)1/)(::3 J¥(z.)) gives

the sum (T¥(z,) b (2, ) (T¥(2s) 01 (22)) - (T¥(2s) 9T (2,)) (T (20 ) (2)). Each fac-

tor is a matrix Green’s function of the form

GTT GTI 0 Fu
) . t AR
G(zy322) = —i(TY(z: )9 (22)) = 0 FT GI? GL

1
1 t 1
F, 0 &G, G,

In a perturbative treatment one tries to expand the Green'’s function of the perturbed
system in terms of the unperturbed Green’s function. This is most easily done in
momentum and frequency space. The equation of motion for the matrix Green'’s
function in the unperturbed system is

A~ A

.d - - -
(t‘d—t - Ho)Go(rl - fg,tl - tg) = 6(7‘1 b TQ)&(tl e tg)
and the Fourier transform of this is
(ihw — €xps — Avpy03) G, (kyw) =
where €, = h?k? /2m — p. The Green’s function becomes

—thw —€xps — Axpy0;
R*w? + €2 + A2

@o(k,w) = (zhw — ExP3 — Akplgz)-l =

The fact that GG-! =1 is easily verified in this notation by noting that the square
of a Pauli matrix is the unit matrix and that (p;0,)(p10:.) = —(p,02)(ps0,).

(thw — €xps — Bxp,03) X (—thw — €4 p3 — Arpy0;) = R2W? + €2 + A

For a T # 0 calculation one sums over the Matsubara frequencies hiw = 27k T(n +
1/2);n =0,+1,+2,... (Lifshitz and Pitaevskii, Chapt.IV; Mattuck, Chapt. 14). The
poles of the Green’s functlon correspond to elementary excitations. For example, the
poles of G, give E; = thw, = x+/e? + AZ. There is a square root singularity above
the gap A,.

This is about the point at which Maki(1969) picks up the discussion in his review
of gapless superconductivity. He proves a generalized version of Anderson’s theorem
which was discussed from a physical point of view earlier in this section. The proof is
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rather straightforward in this mathematical context. “If a static external perturbation
does not break the time-reversal symmetry and does not cause a long-range spatial
variation of the order parameter [i.e., A, () = const.], the thermodynamic properties
of the superconductor remain unchanged in the presence of the perturbation.” The
word “static” refers to elastic scattering. So as to not rewrite M. ki’s review, this
section will conclude by simply completing the correspondence with appendix A. The
effect of spin-orbit and exchange scattering will be considered as these illustrate the
role of time-reversal.
.- In the Nambu notation, spin-orbit and exchange interactions are given by

(k'|H,,|k) = "’I',:I(ﬁ (F x ) - Gps

(k'|H..|k) = J(§)S; - &

In correspondence with the discussion in A.2, the self-energy in the Born approximation
becomes

Blk,w) =V [ s ) G(E) (K1)

where a(lc’) = (th@d — exps — Z,,p,az)“ is the Green’s function of the perturbed
system. One has terms of the form

thw + exps + zkﬁxaz] -
Qaps

Spin — orbit — a’p ~
’ [ 237 + €2 + A2

a

~ |1hE + exps + Aupyo;
Ezchange — & Y =
h*@? + €2 + A2

In the spin-orbit case one makes use of the commutation properties (p30,)
+3d(p30,) and (p,0;)a(ps0,) = —a@(ps0,)(p102). In the exchange case, (p,0;)
+a(p1032) and the sign change makes all the difference.

QU RV

V.0 (@) (K x k)-§
|ke[?

~ dk’
=V
X, (k,w) [ (2n)°

2 ~
—th — €xp3+Axp1 02
R25? + €2 + A2

Sbi =v [ 4

The momentum space integration is performed by the usual separation into an inte-
gration over energy and over constant energy surfaces

—th® — €cp3 =D p102
R*&? + €2 + AZ

J@5-5 [
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dk’ aa [=
|4 W—*VNO/G'/;OO(!E,‘/.

Since the scattering considered is elastic, the energy €, doesn’t appear in the scattering
potentials. The energy integrations are determined by the residues in the complex
plane and terms odd in €, don’t contribute.

- /°° i —ih + A, p, 0, _ih ¥ Arp10;
k -
-ee (s,, — iR 4 Z:) (ek +i\/ B3 + Zg) \/ A&7 + A2

Thus the self-energy is of the form.

- h zhﬁj F kal [+
27(:0) (/w22 + A2

where the scattering rates are those calculated as in equation A.1.10. With this result
Maki goes on to demonstrate how one calculates the density of states and expands
the self-consistency equation near the phase boundary. For spin-orbit scattering there
is no change in T,. For exchange scattering the T, is reduced from its value T,, in
the unperturbed superconductor due to ergodic pairbreaking. The implicit relation
between T, and T., was first obtained by Abrikosov and Gorkov.

1
In(T../T.) = ¥(5 + %2) - v(1/2). 124
Here 9 is the digamma function and p4¢ = h/#T,. ... This corresponds to the relation
a(T,pac) = 0 where a(T,pac) is the coefficient in the free energy expansion (Eq.
I.1.4). The non-ergodic case is taken into account by adding a term to the unperturbed
hamiltonian. For example, the Green’s function in the case of a pure superconducting

thin film in a parallel magnetic field is

@’o(k,w) = [t(hw + 1Ip303) — €xps — Axproz]™*

where I = pB. It is easily seen that the elementary excitations (i.e. poles of @o)
occur at E, = thw = /el + A2 — I. In the limit of strong spin-orbit scattering
kh/T > kpT., one regains the ergodic results (eq. 1.2.2) with k/tpp = 3I? /2(k/T,,)
(Maki and Tsuneto,1964). Similarly, one can treat combined spin-orbit and exchange
scattering(Fulde and Maki,1966). In the “dirty limit”, k/7,, > kpT,,, orbital effects
from the §- A interaction can be viewed as ergodic pairbreaking (Werthamer, Helfand,
and Hohenberg,1966; Maki, 1966). The condition of Pauli limiting occurs when the
spin-orbit scattering rate is less than the Zeeman energy associated with the upper
critical field, a situation reviewed by Fulde(1973).
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Chapter II — Experimental Techniques

11.1 Spin-Polarized Tunneling

In this first section a brief description of the spin-polarized tunneling technique
is given. This includes information as to how the conductance reflects the density of
states (DOS) as well as a description of the experimental apparatus and measurement
procedure. For the most part the descripiion will only serve to complirnent information
available elsewhere. However, a more complete analysis of the errors which enter into
the conductance measurement is given here. Two texts on the subject of tunneling
are those by Solymar(1972) and Wolf(1985). Spin-polarized tunneling and the special
superconducting properties of thin A¢ films are reviewed by Fulde (1973). Three
Ph.D. dissertations and an senior thesis include detailed discussion of these techniques
(Paraskevopoulos, 1976; Alexander, 1986; Gibson, 1988; Kucera, 1983).

The tunneling current between a superconductor and normal metal separated by a
insulating barrier was first measured by Giaever (1960). The conductance G = dI/dV
of a superconductor-insulator-normal (S-I-N) metal junction has a peak at the su-
perconducting energy gap and a trough around zero bias voltage (Fig. 1I.1.1). This
suggested to Giaever that the tunneling conductance was proportional to the super-
conducting density of states which has a square root singularity above and vanishes
below the superconducting gap energy.

ps (E) = {A/\/'E"-—A’ E>A
0 E<A

The proportionality can be understood from the viewpoint that the transition proba-
bility of moving an electron from one electrode to the other is described by a Fermi
golden rule expression (27 /k)|M|?p, where M is the associated matrix element and p,
is the density of final states. On closer inspection the relationship between the tunnel-
ing conductance and density of states is surprisingly subtle (Bardeen, 1961; Harrison,
1961). In regard to Giaever’s measurements Harrison (p.87) remarks, “It seems re-
markable that the simple experimental result depends so directly upon the subtleties
of the many-particle system. In any case, we do not expect this essential breakdown
of the independent-particle model to occur in tunneling involving normal metals, ..
Neither, then, do we expect to find the simple proportionality of the ac conductance
to the density of states.”

However, under certain restrictions which appear to apply to planar tunnel junc-
tions (see section 2.2 of Wolf), the ratio of the tunneling conductance in the supercon-
ducting state to that in the normal state is given by the convolution of the supercon-
ducting density of states with the derivative of the Fermi distribution. The derivative
0f/0eV is a sharply peaked function with a peak width given by the thermal energy
kT (~ 40uV at T = 0.5 K).

©0

f(E — eV)

GSIN/GNIN 2/ pS(E) [-—W—} dE 1111
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A somewhat different expression for the tunneling conductance between superconduc-
tors (i.e. S-I-S tunneling) predicts a peak in the conductance at an energy correspond-
ing to the sum of the energy gaps of the two electrodes. A helpful aid in understanding
the relationship between the tunneling conductance and the density of states of the
two electrodes is provided by the so called “semiconductor model” which is described
in detail by Tinkham (section 2-8), and Solymar.

Previous experiments have established the fact that the superconducting density
of states of a thin AZ film is split into spin-up and spin-down parts by an applied mag-
netic field B (Meservey, Tedrow and Fulde, 1970; Fulde, 1973). The splitting energy at
low temperature and field is 2uB where u is the electron magnetic moment. The re-
sulting density of states is shown schematically in figure I1.1.2(a). If the A€ film is part
of a tunnel junction with a normal metal counter electrode, a conductance (dI/dV)
curve such as shown in figure I1.1.2(b) would be observed as a function of voltage. The
DOS splitting of 2uB is reflected in the dI/dV curve. If the counterelectrode is Fe, a
curve such as figure I1.1.2(c) would be observed (Tedrow and Meservey, 1971). The
asymmetry arises from the polarization of the electrons at the Fermi surface of the
Fe. This asymmetry makes possible the determination of the spin-dependent densities
of states of the superconductor (Tedrow, Moodera, and Meservey, 1982). Note that
if the counter electrode is another thin A¢ film, no splitting will be observed in the
dI/dV curve with magnetic field applied to the junction (Tedrow and Meservey, 1971;
Meservey, Tedrow and Bruno, 1975), because both films will have their densities of
states split by the same amount and spin is conserved in the tunneling process. How-
ever, if one film should have different splitting from the other, the peak at the sum of
the gaps will be split by the difference in the effective Zeeman splitting of electrons
in the two electrodes (figure I1.1.2(d). This previously unobserved situation can arise
if one superconductor has very large spin-orbit scattering and a high magnetic field
is applied (see section IIL.4), or if the two superconductors are in different (effective)
magnetic fields. In chapter III, the exchange interaction from magnetic impurities is
found under certain conditions as an effective magnetic field acting on the spins of the
electrons only. Thus, in S-I-N tunneling, the total splitting of the density of states is
observed, while in S; — I — S, tunneling, the difference in splitting of the densities of
states of the two superconductors S; and S; is observed.

—The tunneling circuit and sources of error—

Sample fabrication will be discussed in the next section and in the following chap-
ters. However, the typical junction configuration is shown in figure II.1.3. Junction
areas are of the order 2.7- 10" 3c¢cm?. Generally samples with and without the pertur-
bative surface layer are formed. The conductance is measured with the circuit shown
schematically in figure II.1.4. Superimposed on a DC bias applied between the two
electrodes is a (constant-amplitude) AC modulation voltage dV = 20ueV at 500 Hz
from the oscillator of a Princeton Applied Research A124 lock-in amplifier. The AC
current amplitude 81 through the junction is measured across the resistor R, with the
lock-in amplifier. The bias voltage is slowly swept from —3A/e — +3A/e, and the
rate of the sweep is set such that the output of the lock-in amplifier changes by at
most a few percent of the full scale deflection during one integration time constant.
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Integration times of more than 300ms did not improve the signal to noise ratio.

Since 8V is (approximately) constant, the output of the lock-in amplifier is taken
to be proportional to the conductance 8I/8V. The conductance value at a bias voltage
of 3mV (~ 10A) corresponds approximately to the normal state conductance (figure
I1.1.5). The ratio of the conductance at any arbitrary bias voltage to that at 3mV is
expressed by equation II.1.1 and is sometimes referred to as the normalized conduc-
tance (i.e. normalized to the normal state conductance). This of course assumes that
the normal state conductance is independent of bias voltage (Ohmic behavior) which
from figure I1.1.5 is seen to be an adequate approximation over the £3mV region most
studied.

The constancy of the modulation OV across the junction is only approximate. An
equivalent circuit is shown in figure I1.1.6. Since the junction resistance is a function
of bias voltage, the part of the input modulation V;, across the junction changes (i.e.
~ R;/(R; + R,)). In order for these changes to be negligible, the lead resistance and
R, must be much less than the junction resistance R;. Junction resistances of the
order 1K, lead resistances < 10002, and R, ~ R,/50 are typical and sufficient in
order to neglect this source of error.

For larger values of the junction resistance, the input signal to the lock-in 91
measured across R, is reduced in absolute magnitude such that the signal to noise ratio
increases. However, in certain cases (e.g. V3;Ga junctions) the junction resistances are
not under experimental control. In such cases there is the possibility of a phase shift
between V;, and V,,,. Ideally one would like 8I = V,,./R, = V,,/R;. However, due
to the close spacing of the electrodes in a tunnel junction ~ 10~ °m, the capacitance
is significant

€(Area) (107'!'F/m)(10""m?)
d (10-9)

The resulting phase shift raises the possibility that the real part of V,,, is not linear
in 1/R;. The output voltage can be written

C ~ =10"° ~ 1InF

Vin R, V. R 1+ 1wCR;
Z ~ ""R,(1+1iwCR;)+ R,

For wCR, < 1 and R, /R; < 1 one can easily show

Vout =

aIE %C(Vout) — V; [1 _ Ra

2
R, R,‘ Rj (1 (wCRJ) )]
Typically, R, ~ 100, R; ~ 1kQ,w = 500Hz and wCR, ~ *. Thus, this source of
error can be ignored for the most part.

Finally, one must consider the effects of the 20uzeV RMS modulation. Because tl.e
voltage swings V, = 34ueV to either side the DC bias voltage V,, any asymmetric non-
linearity (e.g cubic terms in the I(V) taylor expansion about V,) is not averaged to
zero and thereby distorts the conductance measurement. Generally, it is believed that
these errors can be neglected as long as eV, < kT (~ 40ueV at T = 0.5k). However,
thermal effects are accounted for in the data analysis by convoluting the theoretical
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DOS with the derivative of the Fermi distribution as in equation II.1.1. Furthermore,
there is structure in the DOS sharper than kT. Thus, it is appropriate to consider the
error in G = dI/dV produced by the non-zero modulation amplitude V,. The current
through the junction at a time t when the voltage is V' (t) = V, + V, sinwt is given by

Vi(t) V,+Vysinwt
I(t) = / dzG(z) = I, +/ dzG(z)
0

o

where I, = fov" dzG(z) is the current for just the DC voltage V,. One can expand the
conductance about V, in a taylor series with the result

I(t) = I, + G(V,)V, sinwt + %Vf G'(V,) sin® wt + %Vf’ G (V,) sin® wt
let sin® wt = (1 — cos2wt)/2,sin® wt = (3 sinwt — sin 3wt)/4
I(t) = I, + V,G(V,) sinwt + in G'(V,)[1 — cos2wt|+

1
+§Z 2G"(V,)[3sinwt — sin 3wt| + - - -

The lock-in amplifier picks out the coefficient of the sinwt term which is
L =V.G(V,) + —;-VfG"(Vo) +oe

To lowest order one obtains the conductance at the DC bias voliage (i.e. I,/V, =
G(V,)). The lowest order error in the conductance measurement due to the non-
zero modulation amplitude is given by the next term V?G"(V,)/8. Thus, the error
decreases faster than the magnitude of the signal (which goes as V;). For V; = 50ueV,
the conductance is distorted at peaks where d*I/dV? is large. In decreasing the
modulation to 30ueV, the curves are noticeably sharper. In decreasing from 30 to
20ueV there is little change and one can be relatively sure that the error due to the
modulation can be neglected.
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Fig. I1.1.1 The measured tunneling conductance of a S-I-N tunnel junction where
the superconducting electrode is a 40AAZ film and the normal electrode Ag.

Fig. I1.1.2 (next page) (a) BCS density of states split into spin-up and spin-down
parts by a magnetic field B. (b) Schematic tunneling conductance vs. voltage
of a junction between a thin A¢ film and a normal metal in a magnetic field
B. (c) Schematic tunneling conductance vs. voltage of a junction between a
thin A£ film and a ferromagnetic metal film in a magnetic field. (d) Schematic
tunneling conductance vs. voltage of a junction between a thin Af film in a
magnetic field B and a thin AZ film in a magnetic field B+B*.
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Fig. IL1.3 Sample Configuration.
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Fig. I1.1.5 The measured tunneling conductance of an Al — AL, O; — Al junction.
The curvature of the normal state conductance is possibly due to barrier
height effects (see Wolf, section 2.3.1).
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51



11.2 Thin Film Preparation

—A¢ Thin Films—

Thin A€ films have been produced by R. MacNabb at the Francis Bitter National
Magnet Laboratory (FBNML) for a number of years for the use in experiments involv-
ing superconductivity, tunneling, fluctuations and localization. The substrates consist
of a barium aluminum borosilicate glass produced under the name Corning 7059. The
product literature says that this glass was developed particularly for thin film applica-
tions, and they quote a “typical surface smoothness” of less than 60A. This literature
also mentions that the glass is chemically inert due to the absence of alkali ions (such
as those in soda-lime glass). The absence of high atomic number or magnetic species
in the glass assures that the spin-orbit and exchange scattering rates of the electrons
in the A€ film are not significantly changed by the contact of the film with the sub-
strate. This is apparently not the case in Pb doped glass substrates (Lindelof and
Wang, 1986).

The substrates are cleaned by vapor degreasing in isopropyl alcohol. Upon re-
moval from the degreasing apparatus, the substrates are shaken to remove the remain-
ing solvent rather than allowing it to evaporate. The evaporation process tends to
concentrate the organic contaminants redepositing them as splotches on the substrate
surface. The cleaned substrates are clamped onto a Cu sample holder which is placed
in the evaporator with the samples approximately 10-20 inches away from the electron
beam and thermal evaporation sources. An overnite pumpdown brings the system
pressure to ~ 10~ "torr. Substrates and shadow masks are cooled to liquid nitrogen
temperatures, and Al is evaporated from a W filament. The film thickness is moni-
tored with a quartz crystal oscillator calibrated by also measuring the thickness of a
film with an optical interferometer technique. Meservey and Tedrow (1971) describe
in situ measurements of the AZ film resistance as a function of thickness and find that
the films become continuous at approximately 10 — 20A. The final deposited thickness
is usually 40A. Before forming the tunnel barrier, the sample is heated with lamps
located outside the evaporator. When the samples reach room temperature, oxygen
is introduced into the system reaching a partial pressure of ~ 70mtorr. A DC glow
discharge is set up with a bias voltage of ~ 1.8kV. If the counter electrode was to be
Fe, an oxidation time of approximately 40 seconds gave junction resistances of ~ 1kfl.
For Ag or Al , less oxidation time was needed (~ 30 seconds) to obtain the same
junction resistance. The resistivity of the 40A film after oxidation is of the order of
30u). Electrical contact to the samples were made with evaporated Sn-Pb solder pads
and # 44 gauge Cu magnet wire anchored with silver paint.

—V;Ga Films—

Bulk V,Ga is a superconductor with a transition temperature of 16.5K and is
a member of a class of superconducting compounds {A15’s) which have high critical
temperatures, fields and currents. The A15 crystal structure is characterized by chains
of atoms which are closely spaced. This apparently results in a peak in the density of
states at the Fermi level which is partially responsible for the high 7. (Klein, Boyer,
Papaconstantopoulos, and Mattheiss, 1978). A review of the A15 superconductors
is given by Dew-Hughes (1975). The understanding of the electronic and phonon
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structure and the relation to superconductivity is reviewed by Dew-Hughes (1979)
and Vonsovsky, Izyumov, and Kurmaev (1982).

The A15’s have a molecular formula A; B, and the stability of this compound is
controlled by the relative stability of the sigma phase A; B,, or A; B;. V;Ga is unique
in that it is stable on both the Ga rich and poor sides of the stoichiometric composition.
The transition temperature is maximum at stoichiometry and the decrease in Tc in
the off stoichiometric material has been associated (see discussion Bending, 1986) with
the decrease in the density of states due to disorder(Tesdardi, 1978).

- Hammond (1975) has developed a technique for making A15 films by electron
beam codeposition of the A and B elements. V,Ga films 200-500nm thick have been
made at Stanford University using the techniques of Hammond (Bending, Beasley,
and Tseui, 1984). The critical field of some of these films, doped with heavy elemental
impurities, has been measured at the FBNML for the purpose of studying spin-orbit
scattering from bulk distributed impurities (Tedrow, Tkaczyk, Meservey, Bending and
Hammond, 1985).

Following these studies, thin films of V;Ga down to 6nm thick have been fabri-
cated at the FBNML with the intent of studying the effect of a surface layer on the
spin-orbit scattering. The deposition geometry is shown in figure I1.2.1. Single crystal
sapphire substrates are vapor degreased and mounted to a Nb sample holder. The sam-
ple holder is threaded by a 0.025in W heater wire insulated with ceramic tubes. The
use of stainless steel clamping screws restricts the substrate temperature to less than
700 degrees centigrade. Molybdenum screws allow applications involving substrate
temperatures above 1000C. In order to prevent the screws from fusing to the Nb sam-
ple holder, the high temperature lubricant MoS, is used. The substrate temperature
is measured with an alumel-chromel thermal coupie and is recorded throughout the
deposition. Substrate temperatures of ~ 500C were found to be optimum for films
10nm thick.

The sample holder with three substrates is mounted ~ 14in from the deposi-
tion sources. Deposition rates were monitored by separate crystals for the V and Ga
sources. In fact, due to the frequent failure of the crystals covered with Ga, two crys-
tal monitors were pointed at the Ga source. A shutter could be switched from one
crystal to the other so that a fresh crystal would be available without venting the
system to atmospheric pressure. The positioning of the substrates between the two
e-gun sources (Temescal SFIH-270) containing V and Ga produces a phase spread.
Comparison of the T, of the three samples allows adjustment of the respective V and
Ga deposition rates so as to maximize the Tc and thereby achieve stoichiometry of the
V3Ga compound. After mounting the substrate holder into the system, the bell jar
was lowered and the system evacuated overnight. Usually the system was baked out
for 3-5 hours. In the morning the charges were outgassed by depositing some material
with the substrate shutter closed. The vanadium was found an effective getter of the
residual gases; the pressure after the V deposition would be lower than before. This
outgassing was followed by the cooling of the cryopaneling with liquid nitrogen. The
base pressure before deposition was generally ~ 4-10~ 8torr. Due to the large pumping
speed of the two 6in vapor diffusion pumps, the pressure during the deposition only
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rose to 8:10% —2-10~7 torr. Cryopaneling prevents the system from warming during
the deposition which would tend increase the pressure.

After depositing the V,Ga film, the substrate heater is turned off. When the
film has cooled below 200 C, a 20A layer of A is deposited as an oxidation barrier.
The samples are then cooled below 100C and are removed from the system. The
resistive transitions for films from 6-100nm thick are shown in figure I1.2.1. The T,
determined by the midpoint of the resistive transition decreases with a decrease in
the film thickness (figure I1.2.3). The proportionality to 1/d suggests that stress and
possibly interdiffusion at the substrate/film interface is responsible for the decrease in
transition temperature. The width of the transition is fairly constant until the film
thickness is of the order of the coherence length £ ~ 30A. The temperature dependence
of the resistivity is very much like that of the bulk material (Ramakrishnan, Nigam,
and Chandra, 1986). Scatter plots of resistivity and residual resistivity ratios against
T. are shown in figures I1.2.4,5 for 100A V,Ga films.

To form tunnel junctions on these films, the samples are mounted into the evap-
oration system used to form the thin A2 films. Another 20A layer of A is deposited
over the whole substrate at room temperature. This is exposed to an oxygen glow
discharge for 1 minute. The edges of the V;Ga film are covered with a thick insulating
layer of SiO (600A) which also serves to define the junction area (~ 3 - 10~ 2cm?).
Finally, 600A of Fe is deposited at room temperature as a counter electrode, and then
the samples are stored in a rough vacuum until needed. The yield of low leakage
junctions with a junction resistance below 100kf2 is low ~ 1:50.
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Chapter III— Magnetic Proximity Layers

Superconductivity and magnetism in combination show a variety of effects which
are interesting because they involve a competition between different broken symme-
tries. Magnetism tends to align electron spins in the same direction whereas supercon-
ductivity binds pairs of electrons in a singlet spin state. The practical aspect is that
this competition yields detailed information about the electronic system which is not
obtainable from normal-state measurements (Maple, 1976, 1984). For example, the
sensitivity of superconductivity to exchange scattering allows the study of impurity
magnetism in the extreme dilute limit. One can then follow this into a less dilute
regime where correlations between spins become important. Also questions of mo-
ment formation and the detailed nature of the exchange interaction between itinerant
electrons and local moments are probed by superconductivity. One can distinguish
between the Kondo and non-Kondo regimes of the s-d exchange interaction and even
distinguish these from cases where the familiar s-d interaction is not appropriate (e.g.
valence fluctuations and resonant scattering). In fact, the variety of possible magnetic
behavior and the role of impurity correlations challenges present theoretical efforts
in the field of heavy fermion systems. Of course there is also the other side of the
coin. The interaction between superconductivity and magnetism elucidates the na-
ture of existing superconducting phenomena and may lead to entirely new types of
superconductivity (see review by Maple, 1986). For example, the magnetic properties
are among those unusual characteristics of high temperature (Shirane et al, 1987) and
heavy fermion (Fulde and Keller, 1987; Lee et al, 1986) superconductors which suggest
non-BCS pairing mechanisms and possible triplet pairing.

The traditional method of studying the combination of superconductivity and
magnetism by measuring thermodynamic effects such as the critical field and spe-
cific heat has yielded significant results. However, such measurements are restricted
to the superconducting/normal phase boundary. In this chapter, the technique of
spin-polarized tunneling is introduced for the first time for the investigation of these
phenomena. The entire superconducting region in the temperature verses field phase
space is open to study. Furthermore, the tunneling conductance provides 2 measure
of the excitation spectrum (i.e. density of states) which is more closely connected to
the hamiltonian than are thermodynamic properties. Finally, tunneling is sensitive
to properties within only a few atomic layers of the surface and is therefore, ideally
suited to the study of surface magnetism questions (Feder, 1985) and to phenomena
involving a localized response (e.g. the RKKY effect). Again, the other side of the
coin is that proximity effect tunneling has been suggested by Meservey as a method
of detecting non-conventional superconductivity (see discussion Ashaver, Kieselmann,
and Rainer, 1986; Buchholtz and Zwicknagle, 1981). The initial published results have
stimulated development of a model (Tokuyasu, Sauls and Rainer, 1988) based on some
recently developed theoretical techniques which describe the effect of magnetically ac-
tive surfaces in contact with superconductors (A. Millis, D. Rainer, and J.A. Sauls,
1986).

As this is the first use of this technique, the simplest possible magnetic systems are
studied. Rare earth impurities at the surface and inside thin A¢ films are found to be
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well described by the s-d exchange hamiltonian. The usefulness of this technique lies
in the fact that three different consequences of the exchange interaction are observed
in the same system. Quantitative information is obtained, and in some cases the
same information is obtained in more than one way so as to show the consistency
of the results. In more complicated magnetic impurity systems, the abundance and
redundancy of information may be necessary in order to distinguish between different
models of impurity magnetism. One may anticipate the use of these techniques in
the study of Ce compounds and heavy fermion materials for surface magnetism and
moment formation questions.

II1.1 Exchange Effects in Superconductors

This section begins with a discussion of the consequences of the s-d exchange
hamiltonian and reviews the theoretical and experimental literature on the interaction
between superconductivity and magnetism. After giving this perspective on the field,
the relevant experimental results of the thesis research are then summarized so as to
convey the significance of these results.

—Consequences of the Exchange Interaction—

The magnetic moment of impurities in s-p metals is generally associated with the
unfilled core orbitals of the impurity. As discussed in A.4, residual interactions between
the core and conduction states result in a fluctuation of the spin direction such that
below some temperature T, these fluctuations dominate the thermal fluctuations and
the susceptibility saturates. For the rare-earths, the magnetic moment is due to the
unfilled 4-f shell which is localized and only weakly coupled to the conduction electrons
due to effective shielding. Thus the fluctuation temperature is small and the coupling
is well described by the s-d exchange hamiltonian.

H,, = —/dF‘J(F)S"-é‘ I11.1.1

This defines the exchange constant J where S is the impurity spin and §'is the electron
spin with magnitude 1/2. Note that in the literature this expression can be found
with factors of 2 and 1/2 which must be taken into account when comparing the
results presented here with those found elsewhere. Generally(Davidov et al, 1973), it
is assumed that the form factor (see A.1) can be taken as a constant on the Fermi
surface (i.e. J{¢) = J(§ = 0)). This corresponds to a spatial dependence given by a
delta function or is equivalent to including only S-wave scattering. For most of the
rare-earths, the coupling is weak and positive J(0) ~ 10 — 100meV, arising from the
direct exchange term (Maple, 1970; Sugawara and Eguchi, 1967) and depending on
the host.

Tunneling is used here for the first time to probe three consequences of the s-
d exchange interaction on the conduction electrons in the same system. These are
conveniently described by how they enter into perturbation theory and are discussed in
section A.4. The results which are used extensively in the data analysis are summarized
here for convenience. If the impurity moments are aligned, there is a forward scattering
contribution (ko|H., |ko) which can be included in the unperturbed hamiltonian and
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which splits the energy of the spin-up and spin-down electrons. This is equivalent to
a Zeeman splitting from an effective magnetic field

B..(q =0) = cJ(0)SBs(n)/gn I11.1.2

where B (n) is the Brillouin function, and n = uB/ksT. The Pauli paramagnetic
response to such a field would be a uniform magnetization of the conduction elec-
tron system such as considered by Zener(1951). However, there are (non-spin-flip)
first order contributions between different momentum staies (k'c|H.. |ko) which along
with the fcrward scattering contribution localizes the response (Ruderman-Kittel-
Kasuya-Yosida, 1954-1957) (RKKY). The linear response is given in terms of the
spin-susceptibility x of the electron system and the effective exchange field B.,(q).

M(r) = f drx(F = 7)Bea(F) = 3 x(0) Box (). II1.1.3

For the free electron gas x(g) is about constant out to 2kr where it goes to zero; thus
the response is localized to within a distance ~ 1/kr from the impurity.

To second order in J, one considers both spin-flip and non-spin-flip parts of equa-
tion II1.1.1. In a magnetic field the spin-flip part is inelastic, and from A.4.2 and A.4.3
one obtains the following scattering rate for the s-d model hamiltonian.

hTes = Zz'-(mvo)cﬂ (0)S {5 + (1 — Bs (n)tanh(n/2))} 11114

This neglects correlations among different impurity sites but includes time correlations
induced by the magnetic field. The zero field limit gives the expression obtained from
the Fermi golden rule &/7., = 27(IN,)cJ?(0)|(S-5)|* by replacing the matrix element
with (1/3)S(S +1)s(s+1) = (1/4)S(S +1). In the high field limit the factor S(S +1)
is replaced by the S?. For example consider Gd, S = 7/2. The field has a relatively
small effect on the scattering rate since S(S+1) = 15.75 and S* = 12.25. However, for
Ce, S = 1/2, and the field reduces the scattering rate by a factor of 3. In either case
the spin-flip part of the exchange scattering rate goes to zero in a large magnetic field;
that is, the spin-relaxation rate goes to zero. Again, from equation A.4.2 and A.4.3
an expression for the spin-flip scattering rate is found by including only those terms
arising from S* S¥{2/(1 + e¥)]. The upper and lower signs give the same scattering
rate.

k/1,; = en(N,Q)J?(0)SBs(n)/sinh(n) II1.1.5

Having introduced the results III.1.2-II1.1.5 which will be used in the data analysis, it
is appropriate to next present a brief survey of the phenomena involving the interplay
of superconductivity and magnetism. This puts the spin-polarized tunneling measure-
ments presented in this chapter into perspective with the work of other researchers.

—Superconductivity and Magnetism—
The first experiments involving superconductivity and magnetic impurities were
done by Matthias, Suhl, and Corenzwit (1958) who showed that the decrease in T.
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of La for different rare earth impurities correlated with the magnitude of the spin of
the impurity rather than with the magnetic moment. This indicated the relevance of
the exchange interaction to Herring (1958) and Suhl and Matthias (1959). Anderson
(1959) made the more general connection between the decrease in T, and the viola-
tion of time reversal invariance. Abrikosov and Gor’kov (1961) presented a powerful
Green’s function calculation treating exchange scattering in the Born approximation
and made the significant prediction that near a second order transition to the normal
state, the excitation spectrum had no gap. Woolf and Reif (1962, 1965) measured the
tunneling conductance of lead films with ~ 1% Gd impurities and confirmed the pres-
ence of this gapless state. Subsequently there has been a large volume of theoretical
and experimental work exploring the great variety of phenomena associated with the
interaction of superconductivity and magnetism.

For the moment consider only uncorrelated moments which represents the situa-
tion in the extreme dilute impurity limit. It is the sensitivity of superconductivity to
the exchange interaction which makes this limit a region accessible to experiment. A
treatment of scattering beyond the Born approximation leads to “bound states” lying
below the energy gap (Rusinov, 1969). These are observed in some impurity systems
(e.g. Mn in Pb) through tunneling measurements of the density of states(Bauriedl,
Ziemann, and Buckel, 1981; Tsang and Ginsberg, 1980). Rusinov’s calculations ignore
the non-commutivity of the spin operators which is associated with the Kondo effect
(an assumption which is justified in systems where the Kondo temperature is much
lower than the superconducting transition temperature). Kondo effects from single
impurities are treated by the theory of Miller-Hartmann and Zittartz (1971). Work
continues up to the present, for example, to deal with valence fluctuating impurities
in superconductors(Li, Gong, and Holz, 1987; Schlottmann, 1982), strong-coupling
effects (Schachinger, Daams, and Carbotte, 1980) and scattering from magnetically
active surfaces(Tokuyasu, Sauls, and Rainer, 1988; Millis, Rainer, and Sauls, 1986).

Maple (1976, 1984) has introduced a categorization of the possible situations
which is useful, but represents an oversimplification for some systems. He suggests
that there are three possibilities. The simplest case corresponds to a well defined
moment with a positive exchange constant (i.e. the impurity and itinerant spins tend
to align). The intrinsic spin fluctuation temperature T;, is much smaller than the
superconducting transition temperature Ty, < T.,. The effect of magnetic impurities
in this limit is that discussed in section 1.2 with a pairbreaking rate % /7, 5 which is
temperature independent. In particular the density of states and reduction of T, (eq.
1.2.4) are described by the Abrikosov-Gor’kov theory which treats the scattering in
the Born approximation. It will be shown that this is the situation which describes
the heavy rare earths at the surface of an AZ film. The second possibility is where the
moment is still well defined T}, < T,,, but where the exchange constant is negative
and Kondo effects are important Tx ~ T,,. Here the Abrikosov-Gor’kov theory still
applies but with a temperature-dependent pairbreaking parameter. Finally, when the
transition temperature is of the order of the fluctuation temperature, the effect of the
impurity is not described by pairbreaking but by what has been called pair weakening.
Maple gives examples of systems which typify these categories and reviews the use of
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T. and specific heat measurements as a function of impurity concentration as a way
to distinguish among them. He makes the point that superconductivity is a superb
probe of local moment formation due to its sensitivity to interactions which affect the
correlations between time reversed states.

In addition to these results associated with uncorrelated impurities, a large litera-
ture has developed investigating the question of magnetic ordering in superconductors.
The first work was done by Gor’kov and Rusinov (1964). One can divide this topic
into the consideration of temporal and spatial correlations. Temporal correlations
may be induced, for example, by an applied magnetic field wkich aligns the impurity
spins. As described by equation II1.1.2, the forward scattering from aligned spins acts
like an effective magnetic field acting on the conduction electron spins. The mest
startling consequence is that predicted by Jaccarino and Peter(1962) and observed in
Eu,Sn,_,MogS; (Meul et al, 1984; Fischer el al, 1985). In this system, the sign of J is
such that the exchange field is opposite the applied field; there is mutual cancellation,
and this results in the phenomenon of magnetic field-induced superconductivity. A
second effect of temporal correlations is that, as noted in equation III.1.5, the spin-flip
part of the exchange scattering rate can be “frozen out” by a magnetic field. The
significance of this is that the spin relaxation rate is reduced, thereby allowing the
resolution of the Zeeman splitting 2uB in spin-polarized tunneling which would oth-
erwise be smeared due to spin-mixing. Keller and Brenda (1970) calculated the effect
of temporal correlations on the pairbreaking rate and found equation I11.1.4 to be ap-
propriate in the strong correlation limit. The density of states has been calculated by
Bruno and Schwartz (1973) and a general list of references can be found in the review
by Fulde and Keller (1982).

Spatial correlations between spins are expected in impurity systems at higher
doping levels. These correlations may be due to an applied magnetic field or to inter-
impurity spin interactions. Long-range correlations have the greatest effect on super-
conductivity since the free energy —(1/2)x(q)B?Z,(g) of the superconducting state is
raised relative to that of the normal state. This fact can be seen from figure 1.2.3
which shows that the susceptibility of the superconductor is less than that of the nor-
mal state for ¢ < Q, ~ (¢k%)'/2. Correlations on a spatial scale longer that 1/Q,
tend to reduce the transition temperature (Anderson and Suhl, 1959). In particular,
ferromagnetic correlations reduce T, more than antiferromagnetic correlations.

A separate but related question is whether correlations can be mediated by the
polarization of the conduction electron system. Again figure 1.2.3 shows that the
polarization of the conduction electrons M(g) = x(g)B..(g) is reduced in the super-
conducting state relative to that in the normal state for spatial variations greater
than 1/Q,. Thus inter-impurity spin interactions are reduced. A two volume review
provides additional details and references on magnetically ordered superconductors
(Maple and Fischer, 1982). There are a number of compounds with a sublattice of
rare earth elements weakly coupled to the conduction electron system which show an-
tiferromagnetic ordering. The most recent system of this type is the family of high T,
superconductors (Lee et al, 1988). Coexistent ferromagnetism and superconductivity
is rare but exists in HoMosSes (Lynn, et al, 1984) and ErRh,Br, (Moncton et al,
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1980; Sinha et al, 1982). A theory (Bulaevskii et al, 1983; Fulde and Keller, 1982)
of this latter phenomenon involves the modification of the indirect RKKY coupling
between local moments in a superconductor. Other unusual effects are found in C'ePb,
(Lin, et al, 1985) and the heavy fermion superconductors(Brandt and Moshchalkov,
1985; Stewart, 1984) and it appears that a full understanding of exchange effects from
a lattice of local moments has yet to be formulated (Lee, et al, 1986; Fulde, Keller and
Zwicknagl, 1987).

Tunneling provides detailed information giving the excitation spectrum of the
system directly with good energy resolution. Measurements are not restricted to the
superconducting/normal phase boundary as in the case of critical field and 7’ studies.
Furthermore, spin polarized tunneling provides spin-resolution which lends itself to a
quantitative analysis of exchange and spin-orbit effects. Whereas bulk polycrystaline
materials have traditionally been used to study the interaction of superconductivity
and magnetism, the use of thin films provides a level of control not otherwise possible.
Spin-dependent perturbations of the electron states can be introduced by the depo-
sition of the appropriate surface layer. For example (Tedrow and Meservey, 1979),
the deposition of one-half monolayer of platinum onto a thin film of Al increases its
spin-orbit scattering rate by a factor of 30. A similar approach using magnetic surface
layers to introduce exchange scattering is presented below.

—Summary of Experimental Results—

In this chapter experiments on two types of systems involving superconductivity
and magnetism are described. The first, in section III.1, consists of thin A€ films in
contact with rare-earth oxides(REO). The study of this system was initiated in order
to verify the observation of a “bound state” associated with the interface between a
superconductor and a ferromagnetic insulator (DeWeert and Arnold, 1985; Stageberg,
Cantor, Goldman, Arnold, 1985). The bound state was not observed; however, this
investigation lead to significant results (Tedrow, Tkaczyk, and Kumar, 1986), but at
the same time there were aspects which were not understood. A large Zeeman splitting
equivalent to that produced by a magnetic field of B* ~ 1 — 3 tesla was observed for
conduction electrons of an REO/A¢ bilayer. The otherwise obvious role of the exchange
interaction was not clear because no significant decrease in the superconducting gap
was observed. One would expect such a decrease due to ergodic pairbreaking. An
alternate explanation is that the Zeeman interaction arises due to a coupling of the
electrons of the A¢ film to the magnetization of the REO.

In order to decide which of these two mechanisms, exchange or magnetization,
was responsible for the enhancement of the Zeeman splitting 2uB*, an experimental
program was initiated to study A¢ films deliberately depaired by the deposition of a
submonolayer of (unoxidized) rare-earth elements onto the A¢ film surface. In section
II1.3, the study of this RE/AZ£ bilayer system is described. The quantitative results
obtained lead to the conclusion that the field B*observed in the REO/AZ system
arises from the exchange interaction. In addition, a number of other consequences
of the exchange interaction are observed and studied quantitatively. The exchange
constant J is obtained in two ways. First the depaired conductance in zero field is fit
by the Abrikosov-Gor’kov theory to obtain the exchange scattering rate from which J
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is extracted. Second, the rare earth moments are aligned at low temperature in a small
magnetic field. Scattering from aligned spins results in an effective Zeeman splitting
of the conduction electron energy. This is measured, and a second determination of J
is made in a way which does not involve the AG theory. The two values are found to
agree within a factor of 2. Comparison is made to results reported in the literature on
RE At, laves compounds and to rare earth impurities in other hosts.

In section III.4, additional results from the RE/A¢ system are presented. For
the experiments described above, the tunneling was directed into the side of the A¢
film opposite the side covered with the rare earth submonolayer (i.e. RE/AL ).
If instead one probes the conduction states at the surface with the rare earth (i.e.
— RE/AL ), then one observes an asymmetry in the conductance associated with
the RKKY spin polarization of the conduction electrons. However, the asymmetry
was observed only in the case where the RE/A¢ electrode was in the normal state,
demonstrating the modification of the RKKY result in superconductors. In addition,
about 2 monolayers were added to form an RE/A£ /Pt electrode; the Pt layer supplies
sufficient spin-orbit scattering so as to return the spin-susceptibility of the supercon-
ductor to the normal-state value. The RKKY spin-polarization is then observed in
both the superconducting and normal states in this electrode.
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II1.2—Rare Earth Oxide Proximity Effect

The samples were made by vacuum evaporation onto liquid-nitrogen-cooled glass
substrates(Corning 7059). First, 1-5 nm of the rare earth (RE) metal was evaporated.
The substrate was warmed to room temperature and the RE was exposed for 1 minute
to an oxygen glow discharge in an oxygen pressure of ~ 70millitorr and a voltage bias of
1.8 kV. After the substrate was cooled again, an Al film 4-10 nm thick was evaporated.
Oxidation of this film provided the tunnel barrier. A counter electrode of either Al
or Fe was then added. Identical control junctions without the REO were made at
the-same time on the same substrate. The junctions were cooled to 0.4K with an
immersion *He cryostat. The magnetic field was supplied by either a superconducting
solenoid or a water-cooled Bitter magnet and was applied parallel to the plane of the
films.

—Observation of an enhanced splitting—

The first measurements were made on junctions where the rare earth was Eu.
Both the divalent and trivalent oxides (i.e. EuO and Eu,0;) are relatively stable and
are expected to be present in the glow discharged Eu film (Massenet, Capiomont, and
Van Dang, 1974). For convenience, such films will be labeled EuO. These films were
found to be transparent and insulating at room temperature. In figure IIl.2.1, the
conductance of an EuO/A¢-A¢;0,-Al junction in zero field and 0.43K is shown. Both
electrodes are superconducting and the conductance of the junction shows features
associated with superconductor-insulator-superconductor (S-I-S) tunneling. There is
a peak at the sum of the energy gaps Az + Ar where Ap is the gap of the bottom
electrode (i.e. EuO/A¢) and Ay is the gap of the top electrode. The conductance is
close to ideal in that the zero bias conductance is negligible on the scale of the normal
state (i.e. high bias voltage) conductance. This indicates the absence of conductance
paths through the junction barrier which do not involve tunneling. For example, an
ohmic short would contribute conductance at zero bias.

This same junction at higher temperature but still in zero field shows a difference
peak at the voltage |Ar — Ag|/e ~ 0 indicating that the gap of the bottom electrode
is not significantly depressed by the contact with the REO. There is apparently no
ergodic pairbreaking. This may have been expected since in the REO’s the 6s and 5d
electrons of the RE bind with the oxygen 2p states forming an insulating gap in the
band structure and leaving only localized 4f states at the Fermi level. The band gap
of EuO is ~ 1.1 eV. Therefore, the conduction states of the A cannot propagate into
the oxide and the interaction with the RE moments is restricted to surface scattering
effects. One may have thought effects associated with this surface scattering to be
small, but this turns out not to be the case.

A small magnetic field is applied in the plane of the junction with the result
shown in figure I11.2.2. The peak at the sum of the gaps splits into two peaks. In S-I-S
tunneling the splitting of the peak at the sum of the gaps is given by the difference
in the effective Zeeman splitting in the two electrodes. The data suggest that the
bottom electrode is Zeeman split by an effective field 2u(B + B*) whereas the top
electrode is split by only the applied field 2uB. The enhancement B* is presumably
due to the contact of the bottom AZ film with the REO. Whereas S-I-S tunneling
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shows the difference in the Zeeman splitting in the two electrodes, the total Zeeman
splitting 24(B + B*) in the bottom electrode (i.e. superconducting) is observed in
superconductor-insulator-normal (S-I-N) junctions. In figure II1.2.3, the conductance
of a EuO/AL - A{,05- Fe junction is shown in an applied field of B = 3.10 tesla
along with the conductance of the control junction in a higher magnetic field B =
3.94 tesla. The curves are nearly identical indicating that the internal fields acting
on the conduction electrons of the A€ film are equal. One concludes that the field
enhancement of the bottom electrode is B* = 0.84 tesla.

-- The broadening of the conductance peaks in a magnetic field is due to ergodic
pairbreaking. There are (orbital + magnetic field), (spin-orbit + magnetic field), and
exchange scattering contributions to the total pairbreaking rate. These contributions
are called “pairbreakers” and broadening of the conductance is called “depairing”.
In figure III.2.3, the conductance peaks are equally well resolved in the two cases
indicating that the contact with the rare earth does not introduce any more or less
depairing than that due to a magnetic field of magnitude B + B*. This result is borne
out by the fact that the critical field of the EuO/ A¢ film is reduced by B* (fig. II1.2.4).

The magnitude of B*compares with the internal magnetization of bulk EuO (fig.
I11.2.5); however, the field dependence is more closely related to that of a Brillouin
function. The conductance of a Gd;0; /A€ - AL;0,- Fe junction has been measured
as a function of the applied field and the saturation value of B*can be 2-3 tesla(figure
I11.2.5). These curves have been separated by the procedure described by Tedrow,
Moodera and Meservey, (1982) in order to obtain the Zeeman splitting. The field
dependence of B*is shown in figure II.2.6 for two values of the temperature and the
saturation curve approximately follows a S = 7/2 Brillouin function. The field de-
pendence of B*is shown in figure II1.2.8 for three samples differing in the A¢ film
thicknesses d,,. The saturation value of B*follows approximately an inverse relation-
ship to the aluminum film thickness. This implies that there is a constant interaction
H'’ between the conduction electrons of the A film and the surface of the rare earth
oxide. Since the bulk spin mean free path is much larger than the film thickness, the
effective energy splitting of the conduction states goes as the interaction times the
area divided by the “normalization” voluine; thus, AE o« 1/d,,. This behavior is
characteristic of what may be called a proximity effect. This terminclogy makes an
analogy with the “Cooper limit” for the proximity effect between a normal metal and
a superconductor. Cooper (1961) states, “The essential observation made here is that
this average will be decreased if the electron normalization volume is increased while
the ...interaction acts over only a part of the volume”.

—Two possible mechanisms—

Two possible interactions H' which will be considered are the exchange interaction
and the magnetization. As discussed in sections 1.2 and A.4, the forward scattering
part of the exchange interaction acts like an effective uniform field. The first possible
explanation then involves the overlap of conduction electrons with 4-f orbitals present
at the surface of the REO. Alternatively, the magnetization of the REO, which origi-
nates from the magnetic moment cf the unfilled 4-f shells in the REO, acts on electrons
which penetrate some distance beyond the REO-AZ interface. This penetration is nec-
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essary due to the fact that the demagnetization factor of a thin film is zero; that is
the magnetization exists only inside the REO and there is a negligible fringing field.
This penetration could be either due to tunneling into the oxide or a consequence of
surface roughness. However, the surface roughness can’t be too large due to the ex-
treme sensitivity of Af to perpendicular magnetic fields (fig. I11.2.9). A perpendicular
component of a few hundred gauss would produce a pairbreaking rate which is easily
detectable.

Three subtle observations suggest that the coupling is to the magnetization uM of
the-REO. Several measurements of different EuO/ A€ bilayers show a sample dependent
variation in the value of B*, but generally B*is of the order of uM. Second, the absence
of any significant effects at zero field is easier to understand by assuming that the
coupling is not of the exchange type. It one assumes that the local rare-earth moments
are randomly oriented at zero field, there would be no average magnetization to which
to couple. However, the presence of exchange scattering between the A€ quasiparticles
and rare-earth spins would still cause depairing. Finally, the tunneling curves in an
applied field B shows depairing (i.e. broadening) identical to that seen in the control
junction in an applied field B + B*. The depairing caused by an magnetic field on an
AL film is due partially to the perturbative effect on the orbits of the quasiparticles,
but the exchange field acts only on the spins of the quasiparticles.

The possibility of an exchange coupling provides a somewhat less direct explana-
tion for these observations. The value of the Zeeman splitting 2uB* is generally of the
order 0.1-0.3 meV which corresponds to a field of B* ~ 1—3 tesla. The exchange cou-
pling between conduction electrons and rare-earth ions has been estimated to be about
100meV, 10° times our observed splitting(Penney, Shafer, Torrance, 1972; Maple, 1970;
Taylor and Darbey, 1972). A proximity model described by DeGennes(1966) in which
the coupling is to the exchange field can account qualitatively for the results. In this
model the coupling would be reduced by the ratio of the lattice spacing in the REO to
the thickness of the A¢ film and by interface degradation (such as A€ oxide between
the A¢ and REO). The lattice spacing enters since it is approximately the tunneling
distance into the oxide ~ k' (2Er/E,)!/? = 2.7A where E, ~ 1eV is the band gap
of the REO, Er ~ 10eV is the Fermi energy of A€, and k' ~ 0.6A. The observation
that B*is inversely proportional to the AZ thickness supports such a proximity effect
model.

The most convincing support for the relevance of the exchange mechanism is
that the maximum value of B*is obtained for Gd, O;. The saturation values of B*for
all the REO/ AZ bilayers studied are given in table III.1 and plotted against atomic
number in figure I11.2.10. The scatter in the value of B*from one sample to the next
for the same REO can be associated with the sensitivity of surface scattering to the
details of the REO/AZ interface. For example, when the Gd,O; film was formed by
evaporating Gd,0; powder from a W boat, the value of B*was significantly reduced
(sample 6131). However, different samples frora the same deposition have B*with the
same value within 10% (samples 5891, 6079). This suggests that identification and
monitoring of the appropriate deposition and oxidation conditions would account for
the scatter in detail.
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The most difficult thing to explain about the proposed exchange mechanism is why
there is no significant pairbreaking in zero field. One explanation assumes that the
REO films are composed of magnetically ordered domains. The size of the domains
would be of the order of the film thickness. For example, the divalent europium
oxide EuO is a well studied ferromagnet (Mauger and Godart, 1986) with a curie
temperature of T, ~ 70K and most of the trivalent rare earth oxides RE,0O, are
antiferromagnets with Neel temperatures of the order Ty ~1-4 K(Taylor and Darby,
1972). The following explanation based on magnetically ordered domains will later be
rejected in favor of a much simpler one; however, it played an important role in the
initial thinking about the REO/AZ proximity effect (Tkaczyk and Tedrow, 1987) and
appears to be relevant in a recently studied system (Moodera et al, 1988). Therefore,
the implications of having magnetically ordered domains are briefly considered.

The domains must remain with their moments in the plane of the film since any
moment perpendicular to the A€ film would cause easily detectable depairing of the
tunneling conductance. The exchange interaction from a lattice of spins oriented in
the same direction will cause an effective field according to equation III.1.2. However,
no scattering is induced by a well ordered lattice of aligned spins. The absence of
ergodic pairbreaking is explained by the fact that a uniform exchange field induces
only the non-ergodic effect. The observation that B*goes to zero as the applied field
is reduced is then the result of randomization of the magnetically ordered domains
and the fact that the quasiparticles are expected to average the exchange field over
the spin-mean-free-path. In samples where the EuO was formed on top of a A¢ film
rather than on the glass substrate, splitting in zero field was sometimes observed. This
has also been observed by Moodera et al in the case where EuS was used as a tunnel
barrier. This phenomenon would correspond to domains retaining alignment in zero

field.

As shown in figure III.2.3, the depairing due to the applied field B; plus the
enhancement B* is equivalent to that due to an equivalent magnetic field B; = (B, +
B*). A magnetic field induces orbital depairing but the exchange field acts only
on the electron spin. Therefore, in order to expound that the exchange interaction
is the cause of B*, one must explain the magnitude of the depairing. Since an A¢
film in an increasing magnetic field at 0.4K undergoes a first order transition, the
perturbative effect on the spins in more important than on the orbits. In this respect
the pairbreaking due to the coupling to the exchange field or to 2 magnetic field would
be identical. Thus the universality of pairbreaking near the phase boundary may admit
an exchange coupling scheme.

These results were published in three papers (Tedrow, Tkaczyk, and Kumar,
1986; Tkaczyk and Tedrow, 1987a,b) which presented the discussion above but failed
to resolve which mechanism, exchange or magnetization, is the cause of the field B*.
The most important objection to the possibility that the exchange interaction is the
correct mechanism is the apparent absence of ergodic pairbreaking. Samples with
unoxidized rare earth submonolayers were fabricated in an attempt to obtain additional
data concerning the quantitative aspects of exchange scattering. After presenting
these results on RE/A¢ bilayers, the exchange interaction will be identified as the
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cause of B*, and the role of ergodic pairbreaking is elucidated. Tokuyasu, Sauls and
Rainer(1988) have developed a theoretical proximity effect model describing these
results. They find that the coupling to the magnetization is weak and can not account
for B*. They also conclude that the exchange interaction is responsible for B*.
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Fig. I11.2.1 The measured tunnel conductance of a EuO/At— AL, Os — Al junction
in zero field (sample 5833).
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Fig. I11.2.2 The measured tunneling conductance for a EuO JAl— AL, O3 — AL junc-
tion in an applied field of B=0.44T and showing a voltage splitting equivalent
to 1.73T (sample 5833).
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Fig. 111.2.3 ’.I‘he normalized conductances of a EuO/At - AL, 05 — Fe junction in
an applied field of 3.1T and an At — AL, O, — Fe junction in an applied field
of 3.94T (sample 5854).
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Fig. I11.2.4 The critical magnetic field verses temperature for two similar A¢ films,

one of which (solid circles) was in contact with EuO (sample 5833).
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Fig. II1.2.5 Observed values of B* verses applied field B for two EuO /AL films.
The magnetization for EuO (Shapira et al, 1973) is shown by the solid line
(samples 5854, 5883).
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Fig. III.2.6 Measured conductance of a Gd; 0, /AL — AL; O3 — Fe junction for
several values of the applied magnetic field (sample 5890).
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Fig. 111.2.7 Comparison of the field dependence of B* with the S = 7/2 Brillouin
function (sample 5974).
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Fig. I11.2.8 B* as a function of the applied field for three A¢ film thicknesses of a
Gd; 0, /AL bilayer (samples 5890, 5963).
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Fig. I11.2.9 Angular dependence of the critical field at T = 0.45K (sample 5974).

The orientation § = 90° corresponds to the magnetic field parallel to the
surface of the A¢ film.
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Fig. I11.2.10 The saturation value of B* for all of the rare-earth oxides studied
and also EuS as designated by (). (See Table III-1.) The point designated
by x corresponds to Gd; 0, evaporated from a boat.
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II1.3 Submonolayer Rare-Earths

In the last section, data were presented for the rare earth oxides in contact with
thin AZ films. It was concluded that there is an enhancement of the Zeeman splitting in
the A€ film due to the interaction of the conduction electrons with the REO. Further-
more, the extra field B* was found to be inversely proportional to the film thickness in
accord with a proximity model. However, the nature of the interaction at the interface
was not resolved. There are two possibilities: the exchange interaction or the magne-
tization. In this section a tunneling study of A¢ films covered with submonolayer of an
unoxidized rare earth element is presented. The pairbreaking due to rare earth spins
will be found to be consistent with the Abrikosov-Gor’kov (AG) theory, and values of
the exchange constant are derived for a number of samples of most of the rare earths.
The exchange constant is obtained in two different ways. The first method consists
of fitting the AG theory to the depaired conductances in zero field. The exchange
constant is also obtained without using the AG theory by measuring the Zeeman split-
ting. The two values obtained are found to agree within a factor of 2 of each other.
This supplies strong support that exchange scattering from rare earth spins can be
treated by the s-d exchange hamiltonian in the Born approximation. These are the
assumption entering into the AG theory. The s-d exchange hamiltonian represents the
magnetic limit of the Anderson model, and the validity of the Born approximation
implies the absence of the Kondo effect (see discussiun in section A.4). Furthermore,
the quantitative analysis suggests that scattering from a submonolayer of rare earth
at the surface is the same as scattering from bulk impurities.

With this improved quantitative understanding of depairing due to exchange scat-
tering, the data on the rare-earth oxides are reexamined. On closer inspection, it is
found that the A films in contact with the REO show a small amount of depairing on
the order of the “background” depairing of an undoped Af — A€, O; — Fe junctions.
This small effect was overlooked in the initial study of the REO/AZ system because
the oxide most studied was that of Eu. For Eu the exchange constant is particularly
small and it is possible to have a large first order effect B,, o ¢J while still having
a small second order effect AT, ~ h/kg7.. « ¢J(J/Er)/ks < 0.05K. Finally, the
identification B* = B,, is made and the data on the two systems (i.e. REO/AZ and
RE/A¢) are combined in a single plot of B* verses k/7pp. A plot of this kind may
be of more general value to studies of moment formation and surface magnetism ques-
tions because it distinguishes between changes in the concentration ¢ of impurities and
product JS of the exchange constant and impurity spin. In fact, the product JS can
be determined without knowing the A¢ film thickness or the factional RE coverage.

—Pairbreaking in the RE/A{ system—

Samples were formed by first depositing the rare earth on a cryogenically cooled
glass substrate followed immediately by a 40A strip of AZ . The A was oxidized to
form a tunnel barrier and Fe or Ag cross strips were deposited to complete the tunnel
junction. The deposition of the submonolayer rare earth was monitored using the stan-
dard quartz oscillator technique giving a thickness error of ~ 3%. Depositions using a
rotating chopper gave a relative error between differing thicknesses of better than 1%.
For example, a thickness reading of 0.1nm Gd is equivalent to an areal number density
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of 3 atoms/nm? or 0.31 atomic layers using a metallic radius of 0.18nm. Comparison
of the perpendicular and parallel field pairbreakers determines the thickness of the
unoxidized part of the A¢ film to be about 3.0 + 0.2 nm (Aoi, Meservey, and Tedrow,
1974). Therefore, 2 thickness reading of 0.1nm Gd in contact with a oxidized A¢ film
corresponds to an effective impurity concentration ¢ = 1.7 £ 0.1%.

The conductance in zero field is shown for four Gd/A¢ - A, 0,- Ag junctions
made at the same time with 0,1,2,3 Gd ions/nm™? (figure III.3.1). Qualitatively the
effect of pairbreaking on the conductance is clear. The peaks in the conductance
associated with the singularity in the BCS density of states are rounded, and the
conductance at zero bias increases indicating the introduction of states below the
energy gap of the undoped A¢ film. Fits to the conductance were generated from
the computer program of Rainer and Alexander (Alexander et al, 1985; Alexander,
1986) and these show excellent agreement with the data. Two parameters T,, and
PPO = k/kpT,,7.. were varied in order to obtain the fit and the values are listed
in table III.2 (sample 6310). T., is nearly constant and the scattering rate increases
linearly with Gd coverage. This is the expected result for bulk impurities where the
concentration is given by the ratio of the number of impurity atoms to the number of
atoms of the host. The proportionality of the pairbreaking rate to the concentration
implies an inverse dependence on the film thickness i/7pp o ¢ & 1/d. This is not an
obvious result. In fact, some theories predict and some experiments imply that the
pairbreaking rate from a surface should be proporitonal to 1/d? (Wong and Ketterson,
1986; Tokuyasu, Sauls and Rainer, 1988; Hauser, Theuerer, and Werthamer, 1966).

From the AG equation (eq. 1.2.4) one can estimate the transition temperature T,.
This estimate is found (see Table III.2) to be in excellent agreement with the resistively
determined transition temperature (figure II1.3.2). This agreement of the conductance
data taken at T = 0.43K and the resistance measurement at ' = 1 ~ 2K means
that the AG pairbrezking parameter p,c = h/7kg T, 7., and the scattering rate &/7,,
are temperature independent over this range indicating the absence of Kondo effects.
This result agrees with the conductance measurements of Woolf and Reif (1965) who
determined that the AG theory, which treats the scattering in the Born approximation,
adequately describes the effect of ~1% Gd in thick Pb films.

The “control” junction A¢ — AZ;0; — Ag with no RE was also fit to the theory
so as to obtain the intrinsic pairbreaking rate 7., for the 40A A¢ film. This was
generally found to lie between 1.5 and 4 - 10'°sec™! for junctions with Ag counter
electrodes. To some extent this intrinsic pairbreaking rate (/7,5 ~ 10 to 26ueV)
is an artifact of not correcting for the 20ueV modulation of the bias voltage used to
measure the conductance. As noted previously (Tedrow and Meservey, 1973) when Fe
counter electrodes are used, the fringe magnetic field from the Fe counter electrode
depairs the conductance significantly. The pairbreaking rate of the control junctions
with Fe counter electrodes was found to be larger (k/7pp ~ 19 — 47ueV). For this
reason an indication has been made in Table III.2 of the material used for the counter
electrode (Fe or Ag). For a RE/A¢ — AL, O, —(Ag or Fe) junctions the contribution
to the pairbreaking rate from exchange scattering was obtained by subtracting off the
pairbreaking rate of the associated control junction A¢ — A¢,0;—(Ag or Fe). The

78



resulting values for the exchange sca‘tering rates are given in table III.3. Equation
I11.1.4 is then inverted to yield the exchange constant (Table III.3). The exchange con-
stant J(0) corresponds to the form factor of section A.1, eq. A.1.10, and is the spatial
average of the exchange interaction multiplied by the number of lattice sites in the
crystal. The density of states was taken from the specific heat v of bulk Al(Corruccini
and Gniewek, 1976) N, = 1.084 - 10%*cm~3erg~!.

—The RE spins are aligned with a magnetic field—

With the application of a small magnetic field, a large Zeeman splitting 2u(B+ B*)
of the density of states is observed (fig. II1.3.3). Since ergodic pairbreaking is clearly
present, one can make the identification B* = B,, where B., is given by equation
III.1.2. The magnitude of B* and its dependence on the applied field are shown in
figure II1.3.4. The splitting corresponding to the sample with lowest Gd coverage
appears to saturate for an applied field of B ~1.5 tesla. For higher applied fields the
Gd/A¢ bilayer goes normal. One would expect that spin-flip terms are frozen out when
pB/kT is sufficiently large to saturate the splitting (see eq. IIL.1.5). Therefore, the
theory without an exchange spin-flip contribution was used to fit the conductance in
a field of 1 tesla (fig. II1.3.5).

The fitting parameter T., = 2.4K was taken as that determined in zero field
(figure I11.3.1, table II.2). The Fermi liquid parameter G° = 0.3 was taken as the value
for undoped A¢ films (Alexander et al, 1985). The orbital effects were neglected as they
are small: the contribution Cr(uB/kg T.,)? /1.764) to PPO from orbital pairbreaking
in an applied magnetic field of B = 1 tesla is of the order of 0.01 using the value
of Cr = 0.2 appropriate for AL . The parameters b,, = /37,,A,, PP0, and B, =
B+ B* were allowed to vary so as to obtain the best fit which is shown in figure IIL.3.5.
The best fit value of the spin-orbit scattering rate b,, = 0.09 is not much different from
that of undoped A¢ films b,, = 0.05. One may expect that some of the increase is due
to spin relaxation effects associated with the spin-flip part of the exchange interaction
from impurity spins which are not completely saturated . The low value of the spin-
orbit scattering rate is a puzzling result considering that the increase in spin-orbit
scattering produced by 1Inm~2 of Pt is of the order b,, = 0.24 (Tedrow and Meservey,
1979). Questions on the spin-orbit scattering rate are addressed in chapter IV. The
value of the pairbreaking rate /7pp = kg T.,PPO = 42ueV (i.e. PPO = 0.21) is not
much different from the value obtained in zero field & /7,5 = 36ueV (i.e. PP0O = 0.18).
This in accord with the discussion of equation III.1.4.

A number of curves were generated with some of these parameters held constant
(T.o = 2.4,b,, = 0.09, PP0 = 0.21), but with different values of B;,,;. From a com-
parison of these with the conductance data of figure I11.3.3, the exchange field as a
function of applied field was determined (figure II1.3.4). The saturation of B, sug-
gests a functional dependence like that of a Brillouin function. The solid line through
the data is a spin 7/2 Brillouin function but with an argument u.,, B/KT where
Bers = pp /2. The factor of 1/2 represents a deviation from the behavior expected
for a free trivalent ion and may be due to the interaction between 4f and conduction
states. This same functional dependence was scaled up by a constant factor to obtain
the solid lines in figure I11.3.4 for Gd coverages of 2 and 3 nm~?. The saturation value
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of B*was used in equation III.1.2, to obtain a second determination of the exchange
constant J(0). These values are listed in 'Table IIL.3.

Thus, the exchange constant has been obtained in two ways. The first method
involved the AG theory. The depairing of the conductance or the decrease of the
transition temperature (eq. 1.2.4) due to exchange scattering (eq. IIL.1.3) gives the
absolute value |J(0)|. Second, the Zeeman splitting of the density of states gives a
value of J(0) in a way which doesn’t involve the AG theory (eq. III.1.2). The values
determined in these two ways are compared in Table III.3 and agree within a factor
of two. This can be considered good agreement granted the necessary approximations
raade in the AG theory and for this simple way of treating surface scattering (i.e.
like impurity scattering in the bulk). The sign of the exchange constant J is such
that the internal field is increased relative to the applied field. Due to the sign of the
DeGennes factor (g, — 1) (Table III.4) this corresponds to J is positive for the heavy
rare earths and negative for the light rare earths. This is in accord with the NMR
(Knight shift) and electron spin resonance data of Jaccarino et al (1960) for REAE,
Laves compounds and with the spin-disorder resistivity data of Sagawara and Eguchi
(1966) for RE impurities in Lanthanum. The exchange constant was obtained for a
number of samples covering most of the rare earth elements. These results are found
in Table III.3 and are plotted in figure II1.3.6. The exchange constant is of the order
of 10 meV for the heavy rare earths and Sm. The especially small exchange constant
for Eu and the large value for Ce is in agreement with the work of other researchers
(Maple, 1970; Sagawara and Eguchi, 1966).

-—Additional Experimental Concerns—

The large variability of the exchange constant between different evaporations of
the same species as shown in figure II1.3.6 may possibly be attributed to surface dis-
order and contamination. The presence of small amounts condensed gases on the
substrate is likely considering that the substrates were cryogenically cocled. To test
the possibility of a surface contamination effect, a clean surface was produced by first
depositing 204 Al and then the rare earth submonolayer followed by another 204 A¢ .
When depositing Gd in this sequence, between two 20 A Al films, the scattering rate
was found to be a order of magnitude larger than the values obtained with the same
(as deposited) coverage of Gd at the surface (sample 6321 in Table III.3). Similarly, Eu
deposited between two 20A Af layers results in an increased scattering rate (sample
6320). Associating this increased scattering rate with a change in J corresponds to
an exchange constant ~ 2 — 3 times larger. This larger value is in accord with the
results of Woolf and Reif. Using their data and equation III.1.4 one can calculate the
exchange constant for (bulk distributed) Gd impurities in Pb. From figure 2 and 7 in
their paper, one concludes that the scattering rate from 1% Gd is k/7., ~ 0.23meV.
Using a free electron density of states N, ~ 6.6 -10°3¢m~3erg~! and unit cell volume
1 = (4.95- 10~ %cm)® one obtains an exchange constant J(0) = 27 meV.

Thus there is a clear progression. The exchange scattering rate is largest when
deposited on a fresh A¢ surface and then immediately covered with more AZ . The
scattering rate is less when deposited on the cryogenically cooled glass substrate and
then covered with A€ , and it is smallest when the rare earth is deposited and then
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purposely oxidized as described in section III.2.

Since the scattering rate goes as /7., o c¢J? one may consider a simple but
basic question: is it the concentration ¢ or the exchange constant J which is being
changed by surface degradation and oxidation. The first possibility corresponds to the
“insulation” of a fracticn of the rare earth ions from the itinerant electronic system.
For example, in the rare earth oxides there is a gap in the band structure; conduction
electrons can’t propagate, and there is no overlap of the 4-f and conduction electronic
wavefunctions except at the surface. The second possibility corresponds to a change
in the coupling between local and itinerant electrons. As discussed in section A.4, the
exchange constant has positive and negative contributions from “direct” coulomb and
mixing interactions respectively. The balance between these may be changed if the
crystal fields and valence of the ion are changed. In this way the effective exchange
constant may be changed, and this may account for the smaller scattering rate for the
rare earths at the surface.

As a way of resolving this question, it is suggested that the effect of changing
the concentration can be distinguished from that of changing the exchange constant
by plotting B.. verses f/7... As the concentration of impurities is increased both
B.. x ¢JS and k/7,, «x ¢J?>S(S +1) increase, but the ratio B, /(k/7..) « 1/J(S +1)
remains constant. Thus data from a number of samples with differing concentrations
of impurities, but with a constant product J(S + 1), will plot on as straight line with
slope J(S + 1). This is shown for several values of the product J(S + 1) in figure
II1.3.7. The data for Eu and Gd submonolayers at the surface of a A¢ film (samples
6227, 6310) and inside the A film (samples 6320, 6321), respectively, are plotted on
this same graph in figure II1.2.8. It appears that the product J(S+1) has a larger value
for RE ions inside the A£ film. Some caution should be used in drawing conclusions
from this limited amount of data especially considering the large error bars. However,
this example demonstrates the use of this type of plot for investigation of surface
magnetism and moment formation questions. An analysis of this type does not appear
in the reference literature due to the requirement of having data for both B,., and
k/t.. on the same samples.

It is believed that the error bars can be reduced. The major contribution to the
error in B,, arises from the extrapolation of the low field data to find the saturation
value of B*. Generally, the internal field B + B* reaches the critical field of a 404
Al film before B* saturates. Thus, errors in B,T,andB* at low field introduce a rel-
atively large error in the extrapolated value of B;,,. Errors in B,T could be reduced
by introducing independent calibrated thermometer and Hall sensor. An easy error to
make is to let the level of the  He bath drop down below the sample at which point the
3He vapor pressure no longer gives the sample temperature. It should also be noted
that as shown in fig. II1.2.9, the misalignment of the junction with the applied field
can reduce the measured B*. The errors in %k /7., arise primarily from the necessity
of subtracting off a large “background signal” PP0 ~ 10 — 47ueV. That is the pair-
breaking rate obtained for the control junctions (those without any RE) is itself of
the order of the exchange scattering rate. Contributions to this background include

the 20uV modulation of the lock-in amplifier and the fringing magnetic field of Fe
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counter electrodes. In low noise junctions there is room to reduce the modulation.
Since the conductance error introduced by the modulation goes as the modulation
amplitude squared, only a small decrease in the amplitude is necessary. Contribu-
tions to the background may also arise due to fundamental physical effects such as
disorder-enhanced correlation effects (Dynes, Garno, Hertel, Orlando; 1984) or lifetime
broadening (Dynes, Narayanamurti, and Garno, 1978). According to the supplier, the
concentration of magnetic impurities (Fe, Co, Ni) in the starting A¢ material itself is
less than 10~¢. Additional errors are introduced by taking the conductance data on an
analogue X-Y plotter. The plotter can be found to be noticeably misaligned such that
the axes are not perpendicular. This problem could be corrected by dedicating an X-Y
plotter to the project, or, preferably, taking the data digitally on a computer. Initial
attempts to interface the computer to the measurement apparatus were plagued by
noise associated with digital electronics. The effect of the noise was to overmodulate
the voltage bias of the junction.

—Origin of the rare earth oxide effect—

An significant feature of plotting B* verses %/7.. is that the impurity concentra-
tion divides out of the ratio. Thus the data from both the RE/A€ and REO/A¢ systems
can be combined on one plot. This is done for Eu and Gd data in figure I11.3.9. The
data suggest that the oxidation doesn’t so much change the product J(S + 1) but
rather changes the concentration c. The REO contributes an effective concentration
of ¢ ~ 0.5%. Another fact obtained from figure II1.3.9 is that the exchange constant is
approximately determined without having to know the RE or Al film thicknesses. For
Eu, J ~ 3.5meV and for Gd, J ~ 10 — 15meV. The values agree with those calculated
in table IT1.3 assuming an A¢ film thickness of 30A.

The exchange constant is a factor of ~ 3 less for Eu than for the heavy rare
earths and Sm. This has the important consequence that B* can be of the order
of 1 tesla without a significant decrease in T,. The expected decrease is given by
AT, ~ (w/4)k/kgt,, which is given as an alternate abscissa in figures II1.3.7 and
I11.3.9. As shown in figure II1.3.9, the decrease in T, for EuO is less than 0.05K. For
comparison the decrease in T, due to the fringing magnetic field of the Fe counter
electrode is of the order of 0.2K. Thus the enhancement of the Zeeman splitting in the
REO/ Al system discussed in section IIL.1 can be attributed to the exchange interaction
between the conduction electrons of the A¢ and the rare earth spins at the surface of
the REO. The absence of significant ergodic pairbreaking is explained by the fact that
the exchange constant is small relative to the Fermi energy (Er ~ 10eV). To see
this, consider that B: , = ¢JS is observable only if it is of the order of the Pauli field
Bp ~ kpT,,/unp. In this case the associated decrease in the transition temperature is
of the order of

AT,/T,, = x 2mc(QIN,)J2S(S + 1) ~ J(S + 1)(AN,).

m
4kB T::o

This is negligible if J/Er < 1. The exchange constant is small ~ 10meV for rare
earths at the surface of an AZ film and is especially small for Eu, accounting for the
observations presented in section I11.2.
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Fig. II1.3.1 The measured tunneling conductance (solid) and fits of the AG the-
ory (dashed) of Gd/AL — AL, 05 — Ag junctions a,b,c,d corresponding to Gd
coverages of 0,1,2,3 ion/nm? (sample 6310).
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Fig. 111.3.2 The B = O resistance verses temperature for the Gd/Al electrodes
corresponding to the junctions a,b,c,d in figure I11.2.1 (sample 6310).
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Fig. 111.3.3 The conductance for several applied fields. The junction is the same
as that used in figure I11.2.1 with Gd coverage of 1 ion/nm’ (sample 6310).
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Fig. I11.3.4 The uniferm exchange field as a function of the applied magnetic field
is obtained from the Zeeman splitting of the conductance for the junctions
corresponding to b,c,d in figure III.2.1. The curve drawn through the points
corresponding to the lowest Gd coverage saturates at B,, ~ 3.5 tesla. This
curve was scaled by a constant factor to obtain the saturation curves for
greater coverages (sample 6310).
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Fig. II1.3.5 The conductance of the Gd/Al — AL, 05 — Ag junction corresponding
to the lowest Gd coverage (curve b in figure II1.3.1) shows a large Zeeman
splitting in an applied field of B = 1.03 T. The fit (dashed) is derived from
the theory of Rainer and does not include the spin-flip part of the exchange
scattering (sample 6310, 1 Gd ion/nm?).
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Fig. I11.3.6 The exchange constant for a rare earth at the surface of Al film
determined by fitting the zero field conductance to the Ag theory and by
measuring the Zeeman splitting of the density of states.
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Fig. I11.3.8 The exchange constant is determine by plotting B* verses 7.! for Eu
at the surface (x), Eu inside (o), Gd at the surface (o), and Gd inside (&) of
a 404 A¢ film (Samples 6227, 6091, 6320, 6310, 6321).
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111.4 RKKY Effect in Superconductors

In this section additional results for the Gd/Af system are presented. Spin-
polarized tunneling is used to detect for the first time the Ruderman-Kittel-Kasuya-
Yosida (RKKY) spin-polarization of the conduction electrons localized at the surface
of an A film covered with a submonolayer of Gd. The important role of spin-orbit
scattering is demonstrated. In the limit of weak spin-orbit scattering the polariza-
tion is observed only in the normal state. The absence of spin-polarization in the
superconducting state is attributed to the reduced value of the long range part of the
susceptibility, a property following from singlet pairing. W..:n the spin states of the
electrons are mixed by a two monolayers of Pt, .he RKKY effect is detected in both the
superconducting and normal states. As expected (ks T/Er < 1), the spin relaxation
rate can be large enough to destroy the Zeeman splitting of the electron energies at
the Fermi level without decreasing the RKKY effect. Since the RKKY effect plays a
role in long range magnetic ordering, these results are pertinent to recent theoretical
dialogue concerning the influence of spin-orbit scattering in coexistent superconduc-
tor /ferromagnetic phases (Bulaevskii et al, 1986; Anderson, 1985; Fulde and Keller,
1982).

—Pairbreaking at a surface—

In sections III.2 and III.3, two consequences of the exchange interaction were
studied, the exchange enhanced Zeeman splitting 2uB.. and the scattering rate fi/7...
In order to present a straightforward discussion of the third consequence, the RKKY
effect, is it necessary to consider a more detailed physical picture of how the planar
geometry used in all these experiments is different and how it is the same as bulk
distributed impurities. In addition, a more detailed physical picture is needed because
there are rather subtle points which are brought out for the first time in these experi-
ments concerning the length scales involved in the tunneling investigation of electronic
properties.

An important result obtained in section III.2 and III.3 was that the splitting and
scattering rate scaled as the concentration ¢ = # impurity atoms xa,/d where a,,
and d are the lattice constant and thickness of the A£ film, respectively. This makes
sense in the simple picture of the RE/AZ system as an infinite square well with a short
range perturbation H' = —J(r)S -5 at the surface (fig. II1.4.1). The range & of
the perturbation may be that 2rk;' ~ 3.6A associated with the overlap of local and
itinerant states. In the REO/A{ system, § may correspond to several atomic layers
due to a disordered interface or due to tunneling of electrons into the oxide. For the
latter possibility 6 is of the order k;'(2Er /E,)'/? where E, is the band gap of the
oxide. In section III.2 the tunneling distance into EuO was estimated to be § = 2.7A.

The states of the film can be decomposed into the product of plane waves trav-
eling paraliel and perpendicular to the film surface. However, symmetry consider-
ations suggest the use of sine wave eigenstates instead of plane waves for motion
perpendicular to the surface. For states traveling nearly perpendicular to the surface
|ky | ~ kg, the first order perturbative shift in the energy at the Fermi level is given by
E(M) = £(1/2)JSé/d. This is the Zeeman shift observed with spin-polarized tunneling
and corresponds to scattering events at the surface which connect plane wave states
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traveling to the right with those traveling to the left (k. { to —k, 7). These two states
together make up the standing wave (i.e. sine wave). This first order energy shift is
responsible for a non-ergodic pairbreakinug effect leading to a first order transition. Of
course, for states traveling at an angle significantly off perpendicular the Zeeman split-
ting is reduced. However, these contribute an exponentially small tunneling current
due to the additional distance they must tunnel through the junction barrier.

If one considers specular scattering from the surface only, then there are spin-flip
scattering events (k; T to —k, |) which cause pairbreaking which is described by
nether the ergodic nor non-ergodic theories. This unique possibility of this planar
geometry is considered by Tokuscasu, Sauls and Rainer (1988). They show that the
pairbreaking rate goes inversely with the square of the film thickness and that the
transition to the normal state is always second order. They define a pairbreaking
parameter p = (hvy [47kg T.,d)tan(©/2) where © is the angle by which an electron
spin is rotated when scattered by the surface. The transition temperature decreases
by AT, = 2.8T,,p%. If the surface layer is disordered so that there is diffuse scattering,
then there are matrix elements connecting not only k to —k but also k to —-k'. In
light of the measurements presented in section III.3, this diffuse scattering case can
be described by the standard ergodic pairbreaking theory such as that of Abrikosov
and Gor’kov (1960). The scattering rate goes inversely with the sample thickness. A
more rigorous theoretical model, of this latter situation has not yet been treated in the
literature. Falkovsky(1983) has reviewed normal state transport phenomena at metal
surfaces and concludes, “that a more complete theory is necessary if the effects of
surface scattering in transport phenomena are to be adequately undezrstood”. Further
complications arise due to the fact that real metal surfaces are not described by a
infinite potential. A text on this latter subject is available (Garcia-Moliner and F.
Flores, 1979) and some of the original work was done by Lang and Kohn (1970).
However, for the purposes of the results presented here the simple model described
above is sufficient.

—The distance probed by tunneling—

The density of states dN; (kr)/dE is a measurable quantity which contains infor-
mation about the hamiltonian of the electronic system. For example, specific features
in the density of states have been identified with the exchange interaction (e.g. the
enhanced Zeeman splitting and ergodic depairing effect). The density of states is func-
tion of position and can have variations as small as the Fermi wavelength. However,
since the (bulk) spin mean free path is much larger than the film thickness the Zeeman
splitting and exchange scattering rate are uniform throughout the film.

The energy gap is a feature in the density of states which is a signature of the
correlations between time reversed states associated with superconductivity. Even in
the case of gapless superconductivity, the density of states has features (a dip at zero
energy and a peak at about an energy kpT.) which are associated with superconduc-
tivity. These features in the density of states can only vary over a length scale of the
coherence length. That is, two measurements of the DOS at two positions separated by
a distance less than the coherence length will indicate approximately the same energy
gap. Since the coherence length is much larger than the film thickness these features
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are uniform throughout the film.

Tunneling probes the density of states within a few Fermi wavelengths of the
surface. This is a fact that is usually assumed, but to the author’s knowledge, is
never addressed rigorously in the literature. The Fermi wavelength is involved due
to the wave nature of the tunneling process. It is a common misconception that in
superconducting tunneling the appropriate length scale involves the coherence length.
The reason this is not the case is because the superconducting coherence factors drop
out of the tunneling matrix element. In order to convince the reader of this point, a
discussion of how this misconception arises will be given first.

Ccnsider how superconductivity affects the results obtained using another local
probe of the electronic system: the nuclear magnetic resonance (NMR) relaxation rate.
The spin relaxation of the nuclear moment arises because the hyperfine interaction
between electrons and the nucleus includes spin-flip terms of the form I, s_. The
hyperfine interaction is highly localized being associated with the nuclear region. In
the superconductor, however, the scattering rate as is altered from that in the normal
state ay by the so called coherence factor.

Qs ~ " _ AY]
o (v’ — vv')
where
A
(uu' — vv’)’ = (1 + ﬁ—,)/z

The presence of the coherence factors give the scattering rate a unique temperature
dependence which was important in substantiating the BCS theory. A discussion is
given by Tinkham (section 2-9). For the purposes here, consider the case where the
system is inhomogeneous. The coherence factor, which involves the energy gap, can
vary only on length scales larger than the coherence length. In this sense the measure-
ment of the NMR relaxation rate in a superconductor draws in information about the
electronic system from a distance of the order of the coherence length whereas, in the
normal state only the nuclear regiorn. is probed.

Thus one can understand the misconception that superconductivity will alter the
distance probed by tunneling. However, the coherence factors divide out of the tun-
neling matrix elements(See Tinkham, section 2-8). Tinkham remarks, “...it appears
on the face of it that the tunneling current will depend on the nature of the super-
conducting ground state as well as on the density of available excited states; but this
turns ot not to be true ...the characteristic coherence factors of the superconducting
wavefunction, u, and vy, have dropped out”. In the superconducting and normal
states, tunneling probes only the density of states within a few Fermi wavelengths of
the surface. '

—The RKKY effect in superconductors—
The discussion so far has been restricted to the case where the tunneling was
directed into the surface of the A film opposite the side covered with Gd. Since the
thickness of the film is much smaller than the (Bulk) mean free path and the coherence
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length, the Zeeman splitting and energy gap, respectively, are uniform throughout the
film. However, in the normal state one expects a RKKY spin-polarization within a few
Fermi wavelengths of the RE ions. Tunneling directed into the Gd/A¢ surface serves
as a probe of this localized feature of the density of states.

In terms of the inidnite square well model presented above one can understand
the RKKY effect in this planar geomctry. As discussed the surface scattering events
k 1— —k T are responsible for the energy shift between up and down spins 2uB,, =
¢JS. One might consider the resulting difference in the magnitude of the normal state
DQ>5 for the two spin directions (2uB.,/Er)N,. This uniform polarization of the
conduction electrons is the same as that considered by Zener (1951) for the bulk case.
However, as shown by RKKY (1954-1957) the non-forward scattering (k T— —k' 1)
alters this result and in particular localizes the response (see section A.4). It is only
recently that the RKKY interaction a metal surface has been considered theoretically.
For example, Gumbs and Glasser (1986) use the infinite barrier model presented above.
Also, Zheng and Lin (1987) consider the RKKY interaction at the surface of a semi-
infinite rare earth metal.

Consider tunneling in a junction in the case that one electrode has spin-polarized
itinerant electrons. The tunneling probability then differs for the two spin directions.
As a result the conductance measured in an applied field is asymmetric with respect
to zero bias voltage. The asymmetry has been measured for a number of 4f (Meservey,
Paraskevoporlos, and Tedrow, 1980) and 3d (Meservey, Paraskevopoulos, and Tedrow,
1976; P.M. Tedrow and R. Meservey, 1973) metals from which it has been concluded
that the degree of asymmetry is proportional to the magnetic moment of the itinerant
electrons at the surface of the film.

In figure I11.4.2 the conductance of an A€ -A¢,0,-Gd/A¢ junction is shown for
two values of the applied field. In curve a, the applied field is below the critical field
of both electrodes. No asymmetry is observed. In the case of S; — I — S, tunneling,
the conductance is split by the difference 2uB,, in the Zeeman splitting of electrons
in the top and bottom electrodes. The curve b was taken above the critical field of
the top electrode. The bottom electrode remains superconducting but the spin states
are Zeeman split by the applied magnetic field 2uB = 0.41 meV. The conductance
is asymmetric indicating a 2.9+0.6% polarization of the itinerant electrons in the
(normal state) top electrode. This is the expected order of magnitude considering
that the polarization observed in Gd metal is ~ 13% and the sample has ~ 1/3 atomic
layer coverage of Gd. The asymmetry is a large effect in comparison to other features
routinely measured by tunneling, for instance, those due to phonons.

The fact that the conductance is symmetric in the case where the top electrode
is superconducting demonstrates the lack of a RKKY response in the superconductor.
The important difference between the superconducting and normal states is that the
long range part of the response function (i.e. susceptibility) is significantly depressed
in the superconductor. One understands this simply in terms of the singlet p-iring
of the superconductor. From figure 1.2.3 one observes that the response for length
scales greater than Q7! ~ (k;?¢,)!/° is suppressed. Specifically, the lack of a uniform
(i.e. ¢ = 0) response is responsible for the absence of Pauli paramagnetism in BCS
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superconductors. This latter fact in A£ has been verified in Knight shift experiments,
but only after a series of conflicting experimental results (Hammond and Kelly, 1967;
Fine, Lipsicas, and Strongin, 1969; Meservey, Tedrow, and Bruno, 1975). The result
presented here represents the first evidence for the lack of the q-dependent respomuse
associated with the RKKY effect in superconductors.

For curve b in figure II1.4.2, where the polarization is observed, one may attempt
to construct a more detailed physical picture of the tunneling process. Since the
RKKY spin-polarization is not uniform, but oscillatory, one may consider whether 1)
the.tunneling electron sees an average DOS’s or 2) if different electrons see different
DOS’s depending on the cioseness to the Gd atom. The question is probably more
meaningful if rephrased as follows: what is the minimum length scale over which
the tunneling process will average the density of states in the plane of the junction.
Considering the images produced by the scanning tunneling microscope (STM), this
length scale is at least on the order of a few angstroms and uncertainty principle
arguments suggest the Fermi wavelength. However, it is important to note that the
tunneling results reported here are not sensitive to this length scale. No matter what
this scale is, the polarization observed in the tunnel conductance is the average of the
polarization. This is because of the additivity of conductances in parallel. Consider
the case where the averaging length scale is of the order of the Fermi wavelength and
where the polarization P(7) is a function of position. The measured conductance for
a bias voltage E is given by

o(B) = § [ [ (27 D) 18 - uBund) + (22D 1= - )|

= (2) 18- B + (155) 1(-E - uBind)
where P = (1/A) [ dFP(7) is the average polarization over the area of the junction.
Here the internal field B, is taken as a constant. The functions f(+E — pB;,,) are
the spin-up (+) and spin-down (—) contributions to the total conductance o(E) for
P = 0. Thus, the polarization obtained from the conductance of a planar junction is
the areal average P.

The local polarization P(r) may possibly be measured in a spin-polarized scan-
ning tunneling microscope such as that proposed by Tedrow and Meservey. Such a
device would combine the STM with the spin-polarized tunneling techniques developed
by these researchers and used throughout this thesis. A first step toward a SPSTM
is the observation of spin-polarized tunneling in a tunnel junction with a mechani-
cally adjustable tunnel barrier. A device for such has been constructed suitable for
3He cryogenics and large magnetic fields. Operation of this device, including spin-
polarized tunneling, have been reported at the 18'* International Conference on Low
Temperature Physics (Tkaczyk and Tedrow, 1987). A copy this paper alcag with a
description of this device and the first observation of spin-polarized tunneling using a
mechanically adjustable tunnel barrier are given in appendix C.
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—The influence of spin-orbit scattering—

Tedrow and Meservey have experimentally demonstrated the effect of a Pt surface
layer on the critical field (1979) and the DOS (1982) of thin A£ films. They conclude
that the Pt layer is a very effective at introducing spin-orbit scattering. The spin-orbit
scattering rate h/r,, = 3Ab is found to increase by 1.6 meV for each 14 of Pt. A
deposited layer of 14 of Pt is equivalent to a coverage of 6.6 atoms /nm?. Note that
the scattering rate k/7,, = 1.6meV is large in the sense that in order to resolve the
Zeeman splitting 2uB the field B must be of the order ~ 1.6meV/2up = 13.8 tesla.

" A junction of the form Al -A¢,0,-At /Pt was prepared with 40A A¢ films and
a Pt thickness of 44 which corresponds to approximately 2 monolayers. The electron
spin states of th.- top electrode can be considered to be well mixed. That is the Zeeman
splitting will not be resolved for fields less than ~ 55 tesla. The conductance in an
applied magnetic field of B=2.12 tesla is shown in figure I11.4.3. Both electrodes are
superconducting and the sum-gap peak is split as is characteristic of S-I-S tunneling
when the Zeeman splitting of the electrons in the two electrodes is not equal. In
fact the energy splitting observed correspornids to the Zeeman splitting of the bottom
At film appropriate for the applied field 2uB = 0.25 meV. One concludes that the
Zeeman splitting of the top electrode is not resolved due to spin inixing.

An important point to make is that the Pauli principle restricts spin-orbit scat-
tering to states within kg T of the Fermi level. Therefore, most electron states are
still spin split by the Zeeman interaction due to the applied magnetic field or the
uniform exchange field. Only those states at the Fermi surface are spin mixed. As a
result the RKKY spin-polarization of the conduction electrons in the normal state is
essentially unaffected by spin-orbit scattering. This is shown in figure II1.4.4 where
the conductance for a Al -A¢4;,0; — {3nm~2)Gd /AL /Pt is shown for an applied field
of B=3.33T. This junction is from the same sample set as that for the junction used
for figure II1.4.3 and was made at the same time in the same way {except for the Gd
deposition). For this value of the applied magnetic field, the top electrode is normal.
The Zeeman splitting of the bottom electrode is observed along with an asymmetry
corresponding to a polarization of P=4.1+0.6% of the top electrode. This polarization
is somewhat larger than that observed in the case without Pt (P=2.9+0.6%, figure
II1.4.2), but is consistent with the ~ 20 % error resulting from taking the data on the
scale where the whole conductance curve fits on one page. For a more quantitative
study, these errors could be substantially decreased by measuring the peak heights
separately.

In another sense, the data show that the spin-relaxation introduced by the spin-
orbit scattering greatly effects the spin response of the normal state. For if there was
no spin relaxation at the Fermi surface there would be no way for spin-up electrons to
change into spin-down electrons when the applied magnetic field made it energetically
favorable to do so. The system would be kinetically limited from reaching thermal
equilibrium and there would be no Pauli paramagnetism. This lack of states at the
Fermi level which will flip there spin is exactly the case for the BCS superconductor. In
the superconductor, such a spin-flip would cost significant potential energy associated
with the coherent electron-electron scattering in superconductors (see section 1.2). In
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this sense the lack of the Pauli paramagnetism in superconductors is analogc.s to
the lack of (DC) resistance. However, the analogy suffers, for example, in the case of
gapless superconductivity. For the gapless state there are single particle excitations
at the Fermi level which undergo spin and momentum relaxation. The spin relaxation
results in a non-zero spin susceptibility; but, the DC conductivity remains zero due
to the fact that the superconducting electrons “short out” the resistive single particie
excitations.

The q-dependent susceptibility of a superconductor with spin-orbit and exchange
scattering contributions has been worked out by Kaufman and Entin-Wohlman (1976).
With the introduction of sufficient spin-orbit scattering

h/T.o ~ 34, by =h/3A,7,, ~ 1,

the spin susceptibility of the superconductor can be of the order of that in the normal
state(see review by Fulde and Keller, 1982). In such a case one would expect the
presence of a Pauli paramagnetic response to an applied magnetic field and the RKKY
response to a local exchange potential. The Knight shift measurements in the heavy
element superconductor Hg(Reif, 1967) demonstrates the former. The latter fact is
demonstrated for the first time in figure II1.4.5 for the same junction used for figure
II1.4.4 (AL -A¢;0,-Gd/AL/Pt). The conductance is shown in an applied field B =
2.12 1 for which both electrodes are superconducting. This is the same field used in
figure II1.4.3 where the conductance of the control junction (i.e. no Gd) is shown. The
features associated with S-I-S tunneling are displayed (e.g. the difference gap) along
with asymmetry associated with a polarization of P=3.3+0.6% in the superconducting
Gd/A¢L/Pt electrode. This is of the order of that in the normal state (P=4.1+0.6%,
fig. II1.4.4) and close to the value in the normal state but without Pt (P=2.91+0.6%,
fig. 111.4.2).
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Fig. II1.4.3 The conductance of an AL — AZ,O; — A¢/Pt junction where the
2 monolayers of Pt mixes the spin-states of the top electrode. The voltage
splitting in the sum gap peak corresponds to the Zeeman splitting of electrons
in the bottom electrode 2uB = 0.25meV.
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Fig. II1.4.5 The conductance of the same junction used in figure II1.4.4 but in a
lower magnetic field for which the top electrode is superconducting.
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Table ITI—1 Rare Earth Oxides

REO Sample Comments B;,, REO Sample Comments B;,,
(tesla) (tesla)

Ce 6109 0(a) Gd 5890 2.54
6117 0 5963 754 AL (d) 1.47

6133 inair(b) O 5963 1004 A¢ (d) 1.11

Pr 6159 0 5974 2.27

Sm 6069 0 5987  (f) 3.4
6262 0(a) 6079 1A Gd (c) 2.47

Eu 5833 1.29 6079 3A Gd (c) 243
5854 0.84 6131 powder (e¢) 1.46

5874 1.12 Tb 5914 0.35

5883 1.96 Dy 5956 0.74

5891 10A Eu (c) 0.78 6253 0.91

5891 254 Eu (c) 0.87 Ho 5905 0.08

EuS 6308 sulfide (g) 1.2 6024 0.18
6039 in air (b) 0.45

Er 5965 0.20

6259 0.28

Tm 5952 0

The saturation value of a number of REO/AZ bilayers is shown. Unless indicated
otherwise, the REO was formed by depositing 50A of the RE and oxidizing in a DC
oxygen plasma, and the A¢ film thickness before forming the tunnel barrier was 40A.

a) B* ~ 0 and significant spin-orbit scattering present.

b) oxidized in an air glow discharge

¢) RE film thickness before oxidation

d) A€ film thickness

e) REO powder evaporated from a W boat

f) This film is clearly depaired due to exchange scattering.
g) EuS powder evaporated from a W boat, no oxidation.
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Table III—2 Depairing of Zero Field Conductance
RE Sample Thickness PP0'®) T, (K) T.(K) T T.(K)
(A) (AG theory) (10'%sec™!) (resistive)
Ce 6113  1.26(4) 0.85(2) 2.80(5) 0.38 31.15
Ce 6118 0.59(6) 0.70 2.90 1.05 26.60
6118 none 0.16 2.85 2.48 5.97
Ce 6267  0.60(33) 0.71 2.80 0.98 26.04
. 62€7 none 0.19 2.80 2.37 6.96
Sm 6233  0.95(5) 0.29 2.80 2.14 10.06
6233 none 0.22 2.65 2.18 7.63
Sm 6284 0.73(3) 0.33 2.60 1.89 11.24
6284 none 0.12 2.60 2.35 4.08
Eu 6227  2.00(5) 0.20 2.80 2.35 7.33
Eu 6227 5.02(12) 0.24 2.80 2.25 8.80
Gd 6003 1.00(2) 0.56 2.25 1.16 16.50
6003 none 0.20 2.40 2.02 6.13
Gd 6155 0.96(5)(b) 0.42 2.20 1.42 12.09
Gd 6266  0.99(3)(b) 0.62 2.50 1.13 20.28
6266 none(b)  0.12 2.60 2.35 4.08
Gd 6310 1.00(3)(b) 0.41 2.40 1.58(5) 12.88(59)  1.52(5)
Gd 6310 0.66(2)(b) 0.30 2.50 1.88(6) 9.82(52) 1.90(2)
Gd 6310 0.33(1)(b) 0.18 2.35 2.01(6)  5.54(42)  2.00(2)
6310 none(b)  0.050  2.35 2.26(6)  1.54(3a)  2.27(2)
Tb 6230 0.98(5) 0.76 2.65 0.76 26.46
6230 none 0.13 2.65 2.37 4.52
Tb 6272  1.02(5) 0.37 2.45 1.70 11.86
6272 none 0.14 2.45 2.18 4.49
Dy 6229  0.99(5) 0.28 2.55 1.97 9.35
6229 none 0.20 2.70 2.26 7.09
Ho 6226  3.01(8) 0.40 2.80 1.86 14.66
Ho 6226  5.24(12) 0.75 2.80 0.84 27.47
Er 6232 2.57(13) 0.27 3.0(2) 2.34 10.60
6232 none 0.21 3.0(2) 249 8.24
continued ...
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Table I1I—2 (Continued)
RE Sample Thickness PPO® T, (K) T.(K) T T.(K)
(A) (AG theory) (10'°sec™!) (resistive)
Rare earth oxides
EuO 5854 50 0.11 2.60 2.37 3.74
5854 none 0.09 2.60 2.41 3.06
EuO 5874 50 0.10 2.70 2.49 3.53
) 5874 none 0.09 2.60 2.41 3.06
Gd;0; 5800 50 0.25 2.55 2.03 8.35
Gd,0; 5974 50 0.22 2.55 2.10 7.34
Gd;0; 5987 50 0.30 2.75 2.07 10.80
Gd,0, 6079 1 0.23 2.55 2.07 7.67
Metals between two 204 AZ films
Eu 6320L 1.00(3) 0.30 3.20 2.41 12.56
Eu  6320K 0.66(2) 0.23 3.20 2.60 9.63
6320 none 0.09 3.05 2.83 3.59
Gd 6321  0.13(1) 0.28 2.75 2.12 10.10

The conductance in zero field was fit with the AG theory to obtain the scattering
rate and transition temperature. In sample set 6310 the transiton temperature was also
obtained from the resistance verses temperature curve. Unless otherwise indicated, the
junctions were formed with Fe counterelectrodes (i.e. RE/A£ -A€, 0, - Fe).

a.) PPO= h/TPB kﬁno = (WTC/TCO)pAG

b) Ag counterelectrodes
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Table III—3 Rare Earth Submomolayers
RE  Sample cle) Tt EA B:., Jte)
(10*°sec™ ') (meV) (T) (meV)
Ce 6113 0.0199 25.2 163.7
6118 0.0093 20.6 216.5
6267 0.0095 19.1 206.3
Pr 6174 0.0081 none
Sm 6233  0.0157 2.4 11.1 3.3(e) -13.5
6284 0.0121 7.2 21.8
Eu(4) 6227 0.0228 1.0 3.6 1.4 2.4
6227  0.0573 2.5 3.6 5.1(e) 3.4
6091 0.0114 none 0.45 1.5
Gd 6003 0.0166 10.4 12.0
6155 0.0160 6.0 9.3
6266 0.0164 16.2 15.1
6310  0.0166(12) 11.3(7)  12.5(6) 8.1(12)(e) 16.1(12)
6310 0.0110(8) .3(6) 13.2(8) 5.1(7)(e) 15.3(23)
6310  0.0055(4)  4.0(5)  12.9(9) 3.5(5) 21.0(33)
Tb 6230 0.0168 21.9 21.2
6272  0.0175 7.4 12.1 3.5(e) 7.7
Dy 6229 0.0172 2.3 8.4 2.5 6.8
Ho 6226  0.0531 8.7 11.5 4.3(e) 4.7
6226 0.0925 21.5 13.7
Er 6232 0.0461 2.4 8.6
Metals between two 204 AZ films
Eu 6320 0.0068 6.04 16.4 5.4(e) 30.6
6320  0.0114 8.97 15.4 7.3(e) 24.7
Gd 6321 0.0022 6.51 26.1 2.5 37.6
a) o= fag jeme zete
b) J? = (3.63 - 10" '°(meV)?sec)/cr,, I(I + 1)(g, — 1)?, where I = |S + L|.

c) J =B:,,/c(8.64T /meV)I(g, — 1)
d) For Eu, I — 3,(g9, — 1) — 1.
e) The B* verses B curve was extrapolated with a Brilliuon functicn to estimate

the saturation value of B*.
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Table I11—4 Trivalent Rare Earth Ions

RE S L I= I(I+1) (g —1) density  molecular
1S + L] (g/cc) weight
Ce 0.5 3.0 2.5 8.75 -0.14 6.70 140.12
Pr 1.0 5.0 4.0 20.0 -0.20 6.77 140.91
Nd 1.5 6.0 4.5 24.75 -0.27 7.01 144.24
Sm 2.5 5.0 2.5 8.75 -0.72 7.52 150.35
-Eu 3.0 3.0 0.0 0.0 5.24 151.96
Gd 3.5 0.0 3.5 15.75 1.00 7.9 157.25
Tb 3.0 3.0 6.0 42.0 0.50 8.23 158.92
Dy 2.5 5.0 7.5 63.75 0.33 8.55 162.50
Ho 2.0 6.0 8.0 72.0 0.25 8.80 164.93
Er 1.5 6.0 7.5 63.75 0.20 9.07 167.26
Tm 1.0 5.0 6.0 42.0 0.17 9.32 168.93

g. =3/2+[S(S +1) = L(L + 1)]/2I(I + 1)
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Chapter IV — Spin-Orbit Scattering

The scattering of conduction electrons from impurities, defects and surfaces is
accompanied by a rotation in the electron spin due to the spin-orbit interaction. This
spin-orbit scattering has a characteristic effect on the critical magnetic field and density
of states (DOS) of a Pauli-limited superconductor. A fit of the theory to measurements
of the critical fiel. and DOS yields the spin-orbit scattering rate of the conduction
electron states. Pauli limiting is the condition in which the critical field is sufficiently
large such that the Zeeman energy 2uB is greater than the spin relaxation rate and is
also-of the order of the superconducting energy gap. It is in this limit that one expects
spin effects to be important.

From straight-forward considerations (see section A.3) one expects a rapid increase
in spin-orbit scattering as a function of atomic number Z. This is presumably the
reason that V;Ga and A€ have a small value of the spin-orbit scattering rate. In the
following, bulk impurities or surface layers of high Z elements are added in an attempt
to study their effect on the spin-orbit scattering rate. Previous experimental results
suggest that, for s-p metals like Li, Na, and A¢, the spin-orbit scattering increases
approximately as Z* where Z is the atomic number of the impurity or surface layer.
However, for V;Ga no increase in the spin-orbit scattering rate was observed with the
doping. This suggests that the conduction electren states of this d-band metal do not
reach the core region of the impurity where the spin-orbit interaction makes its largest
contribution.

Iv.i The Present Understanding of Spin-Orbit Scattering

Spin-orbit scattering enters phenomenologically into the theories of superconduc-
tivity, localization, and conduction electron spin resonance (CESR). The phenomeno-
logical parameter is usually either the scattering rate #i/7,, or the spin-flip probability
€ at a surface. For example, Dyson remarks (1955, p. 350), “we do not introduce the
spin-orbit coupling explicitly, but we assume a relaxation-time U ...and a probability
(1 — ezp(—t/U)| that the final spin state will be randomly distributed relative to the
initial spin state.” In the absence of theoretical calculations of #/7,, or € for model
systems, the analysis of a wide variety of experimental results has suffered. In partic-
ular, an understanding of the scattering rate for different elemental impurities in s-p
and d band metals is lacking, as is an understanding of variety of surface and interface
relaxation times (Eigler and Schultz, 1982).

The Pauli paramagnetic response of a normal metal to an applied magnetic field
does not occur instantaneously but is limited by the spin relaxation time, T}, of the
electron spins. A closely related time T is the inverse width at half maximum of the
spin resonance line. Possibly the first interest in mechanisms responsible for electron
spin relaxation in metals was generated by the difficulty in observing the conduction
electron spin resonance (Griswold, Kip, Kittel, 1952; Feher and Kip, 1955). Over-
hauser (1953) listed several possible mechanisms, and Elliott (1954) considered effects
due to spin-orbit interaction in more detail. However, they considered plane wave ma-
trix elements of the spin-orbit interaction in calculating the scattering amplitude and
ccncluded that spin-orbit scattering makes a negligible contribution to spin relaxation
at low temperature. Experiments of Feher and Kip (1955) were the first to suggest
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that spin-orbit scattering from impurities (and defects) does make a major contribu-
tion to T; '. They showed that the (temperature independent) resonance width T !
in Li increased with the impurity content. Subsequently, Pines and Slichter (1955)
used atomic matrix elements to give an upper bound on the spin-orbit scattering rate.

Surface scattering effects on the resonance width were worked out by Dyson (1955)
and Walker (1971) who introduced the probability € that a surface scattering event will
result in a spin-flip. In particular, for samples with dimensions small compared with
the skin depth, the surface scattering contribution to the linewidth is T, ! = 4V /evp S
where V is the volume and S the surface area. Meservey and Tedrow (1978) compiled
results from Knight shift, critical field and spin-pclarized tunneling measurements
and showed that ¢ was given approximately by («Z)* both in magnitude and in the
dependence on atomic number.

This result (i.e. € ~ d/vg7,, ~ (aZ)*), which can be understood from the
model presented in section A.3, is predicted (without explanation) by Abrikosov and
Gor’kov (1962), and is also substantiated by a variety of more recent measurements.
Weak localization effects in thin films have been shown to be sensitive to the spin-
orbit scattering time (Bergmann, 1982). Alexander, Tedrow and Orlando (1986) find
good agreement between scattering rates determined in the same sample from weak
localization properties and from the superconducting tunneling DOS. The spin-orbit
scattering rate of Mg films of different thicknesses d have been measured by Lindelof
and Wang (1986). They find that the scattering rate is proportional to 1/d and they
associate the proportionality constant with € . The surface relaxation probability ¢ for
films deposited on lead glass is larger than that for films deposited on soda glass. This
suggests that the Pb at the surface of the Mg film participates in spin-flip scattering.
Similarly, Bergmann and Horriar-Esser (1985) found that, for Mg films with a Au
submonolayer deposited on the film su:face, k/7,, varied inversely with the Mg film
thickness. Alternately, Tedrow and Meservey (1979, 1982) showed that the spin-orbit
scattering rate %/7,, of a thin Af film increased linearly with Pt surface coverage
up to 4meV for one monolayer of Pt. Recently, Eigler and Schultz (1985) have used
CESR to follow the increase in %/7,, as a function of Xe and Kr adsorbed onto a
400 A Li film and have found a linear dependence of & verses rare gas coverage up
to a few monolayers. Xe produced a larger effect than Kr as is consistent with the
rapid increase in the spin-orbit interaction with atomic number suggested above. They
report that calculations of the spin scattering cross sections are being attempted by
Lu, Sham and Shore.

An early review on some aspects of CESR in metals is given by Yafet (1963) but
very little is said about the effect of impurity scattering on the spin relaxation rate.
An extensive € - ~~rimental investigation of this question in Li and Na hosts was carried
out by Asik, Ball, and Slichter (1969). Their data are plotted in figure IV.1.1 as a
function of the atomic number of the impurity. They find that the experimentally
measured scattering rates can be accounted for (within a factor of ~ 5) by using a
Fermi golden rule xpression with a matrix element V,, ~ (1/3)a2 A,,. Here a,,
is the overlap integral between a plane wave and the lowest filled p orbital, and A,,
is the atomic spin-orbit splitting of this p orbital obtained from atomic spectra. In
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figure IV.1.1, it is shown that the spin-orbit scattering rate increases as Z* and that
the gross magnitude can be accounted for by taking one seventh of the atomic matrix
element (compare with fig. A.3.1).

However, there is a body of experimental results concerning the magnitude of the
spin relaxation rate which is hard to understand. Asik, Ball and Slichter attempt to
explain the peaks in the scattering rate (shown in fig. IV.1.1) in terms of the valence
difference between the host and the impurity. They calculate changes in the overlap
integral a,, due to the screening of the excess charge but find that the theory does
not-account for the existence or position of this peak. Ferrell and Prange (1966)
associate the peak with a p-wave resonance in analogy to the d-wave rescnance found
for transition metal impurities dissolved in s-p metals (Friedel, 1958). A phase shift
analysis (Ball, Asik and Slichter, 1969) is found to account for the existence of the
peak but not its position. Stesmans and Sambles (1980) have measured the probability
e for Cu and Ag foils. They find that, “All these values fall substantially below those
predicted from simple theory based on spin-orbit coupling. It is indicated that a
reconsideration of previous € interpretations is necessary.” In regard to the magnitude
of € for Xe and Kr adsorbed onto Li, Eigler and Schultz (1985) conclude that, “The
results indicate that there is a large pileup of conduction-electron density deep within

the rare-gas adsorbate core ...”.

It is generally believed that the residual resistivity and spin-orbit scattering are
closely related. For example, this is implicit in Dyson’s remark (1955, p. 350) “...spin-
orbit coupling exists and very occasionally, about once in every 10° collisions in the
case of sodium, causes the spin state to change during a collision.” However, some
experimental evidence suggests that spin-orbit scattering is not simply proportional to
transport scattering. Orlando et a) (1979) have derived values of the scattering rates
from critical field measurements on Nb;Sn and found the spin mean free path to be
smaller than the transport mean free path. In Ga films (Meservey, Tedrow and Bruno,
1978), comparison before and after annealing at 77K showed no significant difference
in the spin-orbit scattering rate in the amorphous and polycrystaline phases in spite
of the fact that the resistivity differed by a factor of 7.8. There is, however, a report
where the spin-orbit scattering rate of Mg and Ag films is found to be proportional to
the resistivity (Bergmann and Horriar-Esser, 1985).

Thus, in summary, the experimental evidence suggests that the intrinsic spin
relaxation in both s-p and d band metals arises from the spin-orbit interactions with
surfaces and defects. The generzl trend is that the scattering rate depends on atomic
number approximately as Z*. Impurities and surface layers on s-p metals cause a
significant increase in the spin-orbit scattering rate if the atomic number of impurity
and host differ significantly. These results can be understood to be the result of
coupling near the core of the ions; unlike transport scattering, these results can not
be understood within a pseudopotential picture which neglects core effects (see A.3).
However, beyond this, no theoretical understanding exists, and calculations of the
scattering rate for model systems have not been attempted (e.g. a monolayer of Pt at
the surface of a A film; a vacancy in bulk Pb).

In addition, the effect of impurities and surface layers in d band metals has not
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been explored experimentally (Yafet, 1968; Gossard, Heeger, and Wernick, 1967). It is
known that transport scattering in d band metals can not be accounted for by a simple
pseudopotential picture; resonant scattering plays an important role (Harrison, 1969,
1970). One may expect that spin-orbit scattering is just that much more complicated
in d-band metals. In fact, it is only recently that a related question has been addressed:
“How does the spin-orbit interaction effect the g-factor of conduction states in d-band
metals?” (Ohlsen and Calais, 1987). Another related calculation is that of the spin-
dependent cross section of free electrons scattered from a metallic surface (Achermann
and Feder, 1984; Feder, 1985). These theoretical techniques need to be applied to the
problem of spin-orbit scattering in metals from impurities and surfaces.

—Spin-orbit scattering in superconductors—

The history of spin-orbit scattering in superconductors begins with NMR mea-
surements in Hg (Reif, 1957) and Sn (Andrces and Knight, 1959) which indicated
that the spin susceptibility of these superconductors does not extrapolate to zero as
T — 0. This result is in contradiction with the calculation of Yosida (1958) which
predicts a vanishing susceptibility which follows from the singlet pairing of the BCS
theory. Ferrell (1959) followed by Anderson (1959) suggested that spin-mixing due to
the spin-orbit interaction at surfaces modifies the spin pairing so as to allow a non-zero
spin susceptibility at T = 0. Abrikosov and Gor’kov (1962) presented a detailed cal-
culation giving the spin susceptibility as a function of k/7,, and made the incidental
comment that the ratio of the spin-orbit scattering rate to the transport scattering
rate is of the order (aZ)*.

Chandrasekhar (1962) and Clogston (1962) pointed out that the BCS supercon-
ductor (i.e. k/7,, = 0) has a upper limit to the critical field due to the Pauli para-
magnetism of the normal state (see section 1.2). However, experimental evidence
suggected that spin-orbit scattering relaxes this “Pauli limit” (Neuringer and Shapira,
1966). Werthamer, Helfand and Hohenberg (1966) and Maki (1966) calculated the
critical field in the presence of spin-orbit scattering using the field theoretic methods
of Abrikosov and Gor’kov(1962) and Maki (1964). As explained in section 1.2, the part
of the critical field where the transition is second order can be described by a low order
Ginzberg-Landau free energy expansion F = a(T, H)|¢|* + b(T, H)|¥|*. The critical
field is determined by the condition a=0. The tricritical temperature (below which
the transition is first order) is determined by the condition @ = 0,6 = 0 and is calcu-
lated by Engler and Fulde (1968). The critical field of bulk type II superconductors
was found to be pretty much consistent with the theory (Hake, 1967). Subsequently,
a number of more quantitative experimental tests of the theory showed Fermi liquid
effects to be important (Orlando, McNiff, Foner, Beasley, 1979; Tedrow and Meser-
vey, 1979). Inclusion of such effects brought critical field and spin-polarized tunneling
measurements into accord (Alexander, Orlando, Rainer, Tedrow, 1985).

It is convenient to introduce at this point the dimensionless parameters which
enter the theory of critical fields. The spin-orbit scattering rate is parameterized
by dividing by the energy gap b,, = %/37,,A or the transition temperature A,, =
2h/3n1,,kp T, (A,, = 1.12b,,). The effect of the magnetic field on the electron orbits
(i.e. the p- A interaction) is opposite in sign for the two members of the Cooper
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pair. Therefore, this orbital effect is a pairbreaking interacticn. In the “dirty limit”
(i.e. where mean free path £ is less than the coherence length €), the pairbreaking is
ergodic. The orbital pairbreaking rate h/7p5 depends on the geometry. For a thin
film oriented with the field parallel to the film surface, i/7p5 = u% Bep /A, where
cr = D(ed)®A,/6p% ki is a commonly used dimensionless parameterization (SI units);
for example, used by Fulde (1973). Here D = fvp /3 is the diffusion constant and d the
film thickness. For a film oriented perpendicular to the applied field, k/7p 5 = eDB =
4kp B/7S where S is the slope of the critical field at T, (S = 10.972/D in kG/K with
D in em?/sec units). Note that by measuring the parallel and perpendicular critical
field of a thin film, one may determine the diffusion constant and film thickness (d in
A is given by 282(cr S/T.)*/? where S is in tesla/K.

In the next section data are presented for thin V,Ga films with third element
impurities or surface layers. Information about the spin-orbit scattering rate of V;Ga
will be extracted from an analysis of critical field data. Since the critical field of V,Ga
is Pauli limited, it is expected that the linearized theory cannot be applied to the low
temperature data where the transition is first order. For this reason, it is of interest to
know the tricritical temperature. However, the calculation of Engler and Fulde needs
to be modified to include the Fermi liquid renormalization of the Zeeman energy.
This has been done by the “lifting” procedure described by Alexander et al which
amounts to replacing the Zeeman energy by the renormalized Zeeman energy 2up /(1+
G°). The resulting equations are found in Appendix B along with the computer
code to execute the calculation of the critical field and tricritical temperature. In
figure IV.1.2,3 the tricritical temperature normalized to T is plotted verses the orbital
depairing parameter c¢r and for different values of the spin-orbit scattering rate and
for different values of G°. The curves for G° = 0 are the same as those displayed by
Engler and Fulde (1968).

Unlike critical field measurements, which are necessarily confined to the phase
boundary, the S-I-N tunneling provides information at any point in the H-vs.-T phase
diagram. In order to avoid complications due to vortices, the theory is at present
restricted to measurements on films thinner than the coherence length and with the
field applied parallel to the film surface. When the normal metal is a ferromagnet,
the total conductance can be split into individual conductances corresponding to the
two spin projections. This allows a direct observation of the spin-mixing due to spin-
orbit scattering and permits a measurement of b,, (Tedrow, Moodera, and Meservey,
1982). A computer subroutine which does the separation is given in appendix B.
Such spin-polarized tunneling measurements on aluminum have produced values of
b,o which differ by a factor of four from earlier values obtained by fitting critical
fields (Tedrow and Meservey, 1982). It has been proposed that fitting both critical
field and tunneling data provides the necessary and sufficient information required to
obtain the material parameters uniquely (Alexander, Orlando, Rainer, and Tedrow,
1985). The strong paramagnetic limiting and yet high critical field of V3Ga make it
an interesting material in which to test the theory. Such a study is also of current
technological interest since V;Ga is of interest as a material for making very high
field, superconducting magnets (Tachikawa, et al, 1985; Takeuchi, Iijima, Inoue, and
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Tachikawa, 1986).
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Fig. IV.1.1 The spin-orbit scattering rate per unit impurity concentration as
measured by Asik, Ball and Slichter (1969).
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IV.2 V3Ga Thin Films

V; Ga thin films, 6 to 500nm thick, have been made for the purpose of investigating
the role of spin-orbit scattering in this A15 superconductor. Either 1 percent dopings or
thin surface layers of high-atomic-number elements have been added to these samples
in an attempt to modify the spin-orbit scattering rate in this paramagnetically limited
material. Critical fields are presented and material parameters are obtained by fitting
to a modified high field theory. Tunneling conductance data are shown to be consistent
with the value of spin-orbit scattering obtained. The uniqueness of the parameters
obtained in this manner is discussed in light of Fermi-liquid effects. Comparisons are
drawn with bulk V;Ga . Although the zero-field properties are affected by the addition
of a third element, the magnetic field dependent properties are unchanged. Some of
these results have been published elsewhere (Tedrow, Tkaczyk, Meservey, Bending and
Hammond, 1985; Tkaczyk and Tedrow, 1986, 1987).

—Introduction—

In addition to its use as a practical material in high field magnets, V;Ga is of inter-
est in terms of understanding superconductivity in high magnetic fields. As is apparent
in the theory (section 1.2), such an understanding gives information about quasiparticle
properties of electrons in the normal metal. In particular, spin-dependent properties
are obtained which cannot be <asily measured with normal state experiments. V;Ga is
a superconductor in the dirty limit (&,/¢ ~ (£/€)? ~ 2) with a critical field of 23 tesla
which is limited by the presence of Pauli paramagnetism in the normal state. Because
it elucidates the role of spin-orbit scattering and Fermi liquid effects, the Pauli limit
represents an interesting regime in the theory of superconductors in a magnetic field.
Pauli limiting also exists at lower fields in aluminum for which critical field data and
the spin-separated tunneling conductance have been fit with the theory yielding a self
consistent set of material parameters. As such, the work on AZ films (Alexander et al,
1985) serves as a verification of the theory at low fields. To date, no similarly com-
plete application of the theory has been reported for metals more complicated than
aluminum or for fields typical of the critical field of V,Ga (for work on Ga films see
Gibson, 1988).

Based on the published values of the electron-phonon coupling parameter, Orlando
and Beasley (1981) have shown that the critical field of V;Ga at zero temperature
implies the presence of spin-fluctuations arising from electron-electron interactions.
Foner, McNiff, Moehlecke, and Sweedler (1981) come to a similar conclusions based
on the whole critical field curve and call for additional research. On the other hand,
Schopohl and Scharnburg (1985) find that “isotropic scattering can account for the
low H., observed, making it unnecessary to invoke spin-fluctuations.” A direct test of
the present theory requires measurements to be done on films of thickness less than
the coherence length and penetration depth. The coherence length in V;Ga is 3nm
(Foner et al, 1981) which presents an obstacle to such a test. The penetration depth
is of the order of 500nm. Here the fabrication and characteristics of V;Ga films of
thickness down to 6nm are reported. Critical field measurements are presented and
analyzed as a function of thickness. Additional information about the value of the
spin-orbit scattering rate is derived from tunneling data.
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As the critical field of V,Ga is paramagnetically limited, theory predicts that
the introduction of spin-orbit scattering can lead to a higher critical field. That the
increase would be of technological interest is shown in figure IV.2.1. The critical
field of V,Ga and Nb,; Sn are shown, both of which are used in present high field
superconducting magnets. The theory is used to predict the critical field for the
hypothetical case where the spin-orbit scattering of V, Ga is changed to b,, = 1.2 with
other parameters unchanged. The resulting critical field rises above that of Nb;Sn.
From the experimental data reviewed in the last section, it would appear that spin-
orbit scattering is a rapidly increasing function of atomic number. As such, one may
expect that a small concentration (about 1%) of large Z elements uniformly dispersed
into the material, or as thin layers in contact with thin films of V,Ga , will increase
the critical field. It has been shown that only eighty percent of a monolayer of Pt
deposited onto a thin, aluminum film more than doubles the critical field(Tedrow
and Meservey, 1982). However, such properties as critical field and superconducting
transition temperature are sensitive to the degree of long-range order of the A15 crystal
structure(Dew-Hughes, 1975). Therefore it is expected that results similar to those
found for aluminum may be difficult to achieve in V,Ga .

—500nm V;Ga Films—

Previous work (Tedrow, Tkaczyk, Meservey, Bending and Hammond, 1985) on
V3 Ga films 500nm thick has included assessing the effect on the critical field of 1 to 2%
elemental impurities of Pb, Pt, Sn, Nb, and Ta. Here we present a quantitative analysis
of these data. These films made at Stanford University were formed by electrcn beam
codeposition of V;Ga and the impurity onto sapphire substrates heated to 750C. The
simultaneous production of samples with a range of composition yielded comparisons
of impurity doped films both on and off stoichiometry. The films off stoichiometry
have higher resistivity and lower transition temperatures (figure IV.2.2). It was found
that in off-stoichiometry V-Ga (Ga rich) the 1% Nb samples had higher T.’s than
the undoped off stoichiometry material (figure IV.2.3). This increase in 7. was a
significant effect; at the highest gallium concentration produced, 30%, the T, of the
Nb doped sample was 11.75K as compared to 8.6K for the undoped V-Ga. However,
in the stoichiometric material the doped samples had lower T.’s than the pure V;Ga .

This zero-field effect on T, indicates that the impurities influenced the V;Ga A15
structure. However, analysis of the critical fields and tunneling data shows no evidence
of significantly increased spin-orbit scattering (figure IV.2.4). In fact, when plotted in
reduced variables, as in figure IV.2.5, the critical fields are almost identical. Critical
field measurements were made up to 20 Tesla with the field oriented perpendicular to
the surface of the film. Parameters obtained by fitting the critical fields are given in
Table IV.1. Fermi-liquid effects were ignored for these fits by setting G° = 0. The
strong paramagnetic limiting of the critical field of V; Ga makes a quantitative analysis
difficult because in this limit the critical field is not characterized by linear temperature
behavior near T,. In addition, the transition becomes of first order below a relatively
high tricritical temperature. Using only data above the tricritical temperature, fits
were optimized by minimizing the statistical variance utilizing a computerized, gradi-
ent search of the parameter space (Appendix B).

116



The similarity in the parameters derived from the critical field of doped and
undoped films indicates that there is no field-dependent perturbation due to the im-
purities. This is unexpected in light of the zero-field effect on T.. Since substrate
temperature was optimized for V,Ga crystal growth, the possibility arises that the
third element is exciuded from such growth and segregates to the grain boundaries.
Similarly, Asik, Ball and Slichter (1969) find that certain large Z elements introduced
as impurities in Li and Na do not increase the spin-orbit scattering rate, and they at-
tribute this result to a lack of solubility of these elements. However, such a solubility
argument is hard to reconcile with the change in T..

In the non-stoichiometric, Ga-rich, material, the Nb dopant apparently partici-
pates by assuming vacant vanadium sites, thereby reducing distortion of the A15 lattice
resulting in the observed increased T,. Nb forms a superconducting A15 compound
with gallium with a reported T, of 20.3K (Dew-Hughes, 1975). An XPS study directed
toward detecting the position of the impurity in the A15 lattice was inconclusive be-
cause of a lack of standards with which to compare observed energy shifts and also
because of lack of the necessary sensitivity for detecting 1 percent effects.

Attempts to form tunnel junctions with artificial A¢,0; or S10, on V;Ga proved
difficult. We were not successful at fabricating the high quality junctions with Fe
counter electrodes needed for spin-polarized tunneling. Measurements of a Pb-S:0,-
V3 Ga (Pt) junction in fields up to the critical field are shown in figure IV.2.6. The
observation of Zeeman splitting in the conductance is an indication of low spin-orbit
scattering. The first observation of splitting in V;Ga was made by Bending, Beasley
and Tsuei (1984). The tunneling conductances resemble those of a thin film in a
parallel field in spite of the vortex structure present. The degree of resemblance is
shown by comparison with conductance curves generated from the thin film theory
(figure IV.2.7). The parameters needed as input to the theory are those typically
obtained from the critical fields (S = 4.2T/K,b = 0.2,G° = 0). In addition the gap
was taken as A = 1.9k5T,. It should be emphasized that figure IV.2.6 is not a fit to
the data (figure IV.2.5) since the theory does not take vortices into account. However,
the resemblance can be understood to be appropriate at low fields as a consequence
of extreme type II behavior; the Ginzberg-Landau parameter is large, £ = A/ € ~ 100.
Thus V;Ga is in the Abrikosov state in ficlds above H,, ~ H:,/k? = 40 Gauss where
H:, ~ 40T is the orbital upper critical field. Above H,,, the vortex lattice spacing
is less than the penetration depth resulting in a relatively uniform field in the V;Ga
. For fields less than the Pauli limited critical field H,,, the contribution from the
normal cores is a factor k™2 smaller than that from the superconducting regions.

—Thinnest Films—

The doping of V,;Ga with impurities has paradoxically shown a decrease in T, and
an increase in transport scattering, but without the associated increase in spin-orbit
scattering. As already menticned the placement of sub-monolayer coverings of Pt on
4nm Al films was successful at significantly increasing the spin-orbit scattering rate
and critical field. Given a spin mean free path of 20nm in V;Ga one may expect to
see some similar effect for V,Ga films of thickness less than 10nm. Films of V,;Ga
of thicknesses 6 to 100nm thick have been made using techniques similar to those
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used for making the 500nm thick films. The 1/4” x 1/2” sapphire substrates were
heated to a temperature of 500°C. This is 250°C less than the typical temperature
used for the samples made at Stanford. Attempts to make these very thin samples
at higher substrate temperatures yielded non-conducting material which may be due
to island formation or interdiffusion at the substrate/film interface. Three substrates
were placed in line between the separated V and Ga sources for each evaporation.
Comparison of the T,’s of the resulting films allows one to achieve stoichiometry by
adjusting the respective rates to obtain the maximum 7,. The deposition rate was
typically 0.6nm/sec and pressure during the evaporation was in the high 10~2 Torr
range.

Aluminum was evaporated over some of the V; Ga films as a protective layer. Sub-
strate temperature during these overlayer evaporations was below 200C. An aluminum
thickness as much as 3 to 6 nm was required to achieve high transition temperatures
in the thinnest V;Ga film. In addition the deposition of a layer of Ta either on the
exposed film surface or on the AZ,0, substrate under the V,;Ga has been seen to
increase the T, of the film by 10%. An XPS depth profile shows the presence of mag-
retic vanadium oxides both at the surface and at the film-substrate interface (figure
IV.2.8,9). VO, is of particular concern since it is magnetic and is expected to de-
press the superconducting transition temperature. One may suspect that the A¢ and
Ta serve as an oxygen barrier. XPS shows both both unoxidized and oxidized Al is
present.

A system of masks and shutters has been developed for the simultaneous depo-
sition of two films onto the same substrate differing only by the presence of a third
element overlayer on one. Such a pair of films allows an unambiguous determination
of the effect, or lack thereof, which the third element has on thin V,;Ga films. A few
samples with alternating layers of V,Ga and the third element have been made. The
substrate temperature during the fabrication of these structures was kept at 500C.

As has been observed previously in other A15 films (Orlando et al, 1979), samples
with higher zero-field transition temperatures are found with higher residual resistiv-
ity ratio, lower resistivity and narrower transitions. Variations in residual pressure,
annealing times, cooling rates and the presence of mask shadows or compositional
variations at edges each could have their own effect on such properties. Emphasis has
been placed on maximizing T, and sample quality by varying substrate temperature
and film composition. For such 10nm thick films the residual resistivity and resistivity
ratio lie in the respective ranges 80-100 uf} — cm and 1.3-1.7 (figures 11.2.4,5). The
transition widths are about G.5K which is comparable to bulk values.

The resistive transitions are shown for samples of various thicknesses in chapter
II (figures 11.2.2,3). The zero-field transition temperature decreases with decreasing
film thickness. Presumably, the factors influencing the change in T, are diffusive con-
taminants, especially oxygen, and strain at the substrate-film interface. Localization
may also play a role in the decrease of T,. The depth profile in figure IV.2.8 may
indicate some interdiffusion at the film/substrate interface. The field dependent prop-
erties of these films are remavkably similar. The slope of H,., at T, increases with
decreasing T, in such a way that the coherence length remains approximately constant
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(¢* =4.61-10"*! /T, S, where ¢ is in centimeters and § is in kG/K). The pair of 8nm
films listed in Table IV.1 were made on the same substrate. In these films, the width
of the constant temperature, ramped field transition narrowed when the temperature
was decreased (figure IV.2.10). This suggests a strong fluctuation contribution to the
width rather than the effect of inhomogeneities or edges. Of the 8nm thick samples
the one with & 0.5nm Ta overlayer has the higher T,. Yet, values of the coherence
length and b,, are nearly identical. Similarly, in pairs of 10um V;Ga films differing
only by 1nm in the aluminum overlayer thickness, the sample with the greater coverage
of A¢ had the higher T.. However, a comparison of the critical fields shows no field
dependent effect due to additional AZ . Similarly, samples with alternating layers of
V3Ga and the impurity showed changes in T, but no field dependent effects.

—Analysis of Critical fields—

An important point should be made concerning the uniqueness of the critical field
fits when Fermi-liquid effects are considered to play a role. The parameters entering
into the expression for the perpendicular critical field are T., b,, S (i.e. slope at T)
and G°. The possible presence of Fermi-liquid effects (i.e. G° # 0) forces one to use
tunneling measurements for a correct quantitative analysis of these films. The reason
is that spin-orbit scattering and Fermi liquid effects have the same influence on the
shape of the critical field. This point is illustrated in figure IV.2.11. Having chosen
particular values b,, and G?, critical field curves were calculated for different values of
T. and S until the statistical variance with respect to the data was minimized. Points
below the tricritical temperature where the transition is first order were excluded from
the calculation of the variance. In this way the best fit to the data (by only varying
a subset of the available parameters) was obtained for each point in a 100 point grid
in the parameter space formed by b,, and G°. A contour map of the variance, based
on a linear interpolation from this grid, is shown in the figure. One may trade off
b,, for G° and still achieve the same quality fit of the theory. This result indicates
<he need for more data to determine the values of G° and b,, uniquely. In a similar
analysis, minimizing the variance with respect to either b,, or G° shows that the slope
at T, and, therefore, the orbital depairing parameter are in fact well determined by
the perpendicular critical field. In spite of a measured strong-coupling parameter of
A/kT. ~ 1.9, (equals 1.72 for a BCS superconductor) strong-coupling effects were not
considered in the data analysis.

The parallel critical field for each of these films was higher than the perpendicular
critical field (figure IV.2.12). For samples less than two times the penetration depth,
oriented parallel to the field, there is significant penetration of the field from the
surface without the formation of a normal, vortex core. There may also be some
degree of surface superconductivity which supports a higher parallel critical field. A
quantitative analysis is complicated by spin effects which are ever present at these high
fields. As the film thickness approaches the coherence length, one expects a crossover to
a two-dimensional regime characterized by a spatially uniform order parameter which
vanishes at T, with a square-root dependence on T, —T. This behavior is evidenced in
the parallel critical fields for thicknesses below 10nm (figure IV.2.13). Near T,,, where
the coherence length diverges, the parallel critical field vanishes as a square-root. The
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theory in the thin film limit is well developed, but is restricted to film thicknesses less
than 1.8 X £ = 5.5nm for V,Ga . However, in spite of being somewhat outside the
regime of validity, several parallel critical field fits were attempted for samples 10nm
thick.

The perpendicular and parallel field were fitted to the theory as shown in figure
IV.2.14 (sample VGAO060 in Table IV.1). Two values of the spin-orbit scattering rate
were chosen to illustrate the fact that the Fermi liquid corrections affect the shape of
the critical field of V,Ga in approximately the same way as spin-orbit scattering. In
addition the importance of taking the tricritical temperature into account is demon-
strated. For b,, = 0.05 good fits with G° = 0.11 were obtained to the parallel and
perpendicular critical field data above the tricritical temperature (as indicated by the
arrow). Using the same orbital pairbreaking parameters, (¢ = 0.44,S5 = 5.02 T/K)
the same data was fit with b,, = 0.2 and with no Fermi liquid effects (i.e. G° = 0).
Note that without taking the tricritical temperature into account one would attempt
to include the low temperature data and arrive at the fit (curve a) shown with b,, = 0.2
and G° = 0. However, it is clear from figures IV.2.14 and IV 2.11 that the critical field
data cannot be used to distinguish between b,, = 0.2 and b,, = 0.05. The analysis
of critical field data in the past has underestimated the importance of the first order
transition in the low temperature regime.

And yet the orbital parameter is well determined (e.g. the critical field near
T.). From a comparison of the orbital pairbreakers obtained in figure IV.2.14 for the
perpendicular and parallel orientations, one can infer a value for the film thickness of
12.6nm. This is acceptable in light of the fact that a 10nm thick film is not truly in
the thin film limit.

—Conclusions—

It has been shown that the critical field of V,Ga films down to 6nm in thickness
resembles that of the bulk. The T, decreases with decreasing film thickness but the
slope of the critical field at T, increases such that the coherence length is constant.
Although changes in T, were observed when these films were doped, or covered with
third elements, no field dependent effects have been seen which are attributable to
the impurity, in spite of the care taken to form two samples on the same substrate
differing only in the presence of the impurity. The absence of the effect which these
sample preparation methods were expected to have on the spin-orbit scattering rate
is not understood. The spin mean free path {,, = £,/b,, is of the order of 25nm in
V3Ga . This implies that the conduction electrons should frequently encounter the
added scattering sites in the 1% doped material. The large atomic number of the
impurities suggests a strong spin-orbit scattering cross section. Surfaces are thought
to be very effective in spin scattering so that heavy surface layers on 10nm films should
provide frequent spin-flip scattering events. For the available data, it appears that the
conduction electrons don’t reach the core region of the impurities where the spin-orbit
interaction is strong. This could be due to a lack of solubility such as that described
by Asik, Ball, and Slichter. Alternately, there may be ancther explanation based
on the d-band character of the conduction electrons. A microstructural explanation
would for example place the high Z impurities in grain boundaries, insulated from the
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conduction electrons. Further experiments should be done in a simpler d-band metal
such as vanadium. For example, one could measure the critical field of thin films of
V(Pt) alloys. However, in such a study one would still have to address the solubility
question.
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Fig. IV.2.1 Comparison of the critical fields of V;Ga and NbySn and a calculation
(dashed) with T. and S typical of V5 Ga but with b,, = 1.2 instead of b,, = 0.2.
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Fig. IV.2.2 Data showing correlation between T, and the surface resistance of
these 500nm thick films (e.g. 10/0 = 50u0l — cm).
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Fig. IV.2.6 Magnetic field dependence of the tunneling conductance vs. voltage of

a Pb— 510 —V, 14Gaqy 45 Pty o, junction. The magnetic field values are given
in the figure in tesla.

Fig. IV.2.7 The conductance calculated with the t?leory without (c;orrectlons for
vortices using parameters derived from the critical field of V;Ga .
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Fig. IV.2.8 A plot of the intensity of the x-ray photo emission peaks as a function
of sputtering time.
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Fig. IV.2.9

The x-ray photoemission intensity verses energy afte: different values

of the sputtering time. The previous figure indicates the approximate position
in the film. According to the reference data, the peaks indicated by arrows
can be associated with the presence of V, VO and VO,. Note that the oxide
peaks are largest at the sample surface and at the film/substrate interface.
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Fig. IV.2.10 The resistive transition of a (80nm) V,Ga/(0.5nm) Ta/(6nm) AL film
as a function of the applied field at constant temperature. (Sample VGA029
listed in Table 1).
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Fig. IV.2.11 Level curves of the variance minimized by adjusting |dH/dT|..
Details as to the construction and meaning of this figure are found in the
text.
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Fig. IV.2.14 Fits to the perpendicular and parallel critical field for two values
of the spin-orbit scatting rate, b6 = 0.2 and 0.05. The orbital depairing is
parameterized in the perpendicular case by the slope, S, of the critical field
curve at 7. measured in tesla/K. The parameters ¢ and G° are defined in the

text. The arrows indicate the temperature below which the transition is first
order.
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Table IV—1 Analysis of Critical Fields

sample T, AT, S b, £ Variance

4 (K)  (K) (T/K) (nm) (T? x 10~%)
— Bulk(®) 15.1 0.23 4 0.22 2.7

007 500nm, pure 13.90 3.9 0.26 3.0 0.59
006 500nm, 1% Nb 10.70 4.0 0.24 3.3 0.84
008 500nm, 0.5% Ta 14.51 2.9 0.25 2.9 0.94
014 20nm 12.60 0.4 4.3 0.25 2.9 0.58
018 10nm, 6nm A¢ 10.55 0.7 5.4 0.23 2.8 0.38
060 10nm, 6nm Al 11.26 04 5.1 0.20 2.9 2.05
070 10nm, 6nm A¢ 10.64 0.6 5.3 0.22 2.9 0.2
067 0.5nm Ta, 10nm, 6nm A¢ 11.32 0.6 4.8 0.27 2.9 0.19
030 8nm, 6nm A¢ 9.5 1.5 5.8 0.22 2.9 1.20
029 8nm, 0.5nm Ta, 6nm A¢f 9.95 1.0 5.8 0.20 2.8 1.39
087 6x(2nm, Inm Ta), 6nm A£® 9.84 1.0 5.1 025 3.0 0.86

%Values obtained from Foner et al, 1981.
® Alternating layers of V;Ga and Ta.

Values of T,,S = |dH/dT |, and b,, = A,,/1.123 were taken from critical field
fits. Fermi-liquid effects were neglected by taking G° = 0. The statistical variance for
the fits is given in the last column. The value of AT, is the 90% - 10% width of the
zero-field transiton.
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Appendix A — Impurity Scattering in the Normal State

Presented here is a review of the formulae and theoretical techniques which serve
as a description of electron scattering in metals. As will be shown, several subtleties
of spin-orbit and exchange scattering appear in this context apart from those con-
nected with superconductivity. Furthermore, the formalism, as applied in this familiar
context, serves as an introduction to the treatment of scattering in superconductors.
Calculative details are given when they don’t appear explicitly in the reference lit-
erature or when they aid in obtaining formulae with the correct factors of 2, » and

k.

A.l Relaxation Rate in Boltzmann Transport

In a perfectly periodic lattice, electrons within the Brillouin zones scatter con-
structively such that the current flow is unimpeded, and a complete set of Bloch waves
provides the appropriate diagonalized basis for constructing wave packets. However,
the crystal potential of a real metal contains defects. If the density of these is small,
one may separate the potential into a periodic part and a part which provides matrix
elements between Bloch states of differing wavenumber and band index. A solution
to the Boltzmann equation approximately describes the resulting effect of transport
phenomena. In the following discussion point defects will be considered.

Entering into the Boltzmann transport equation is the time rate of change of the
quasiclassical distribution function due to collisional processes.

-,

IR S (R, B f(E)L - £(R) - W(E,

ot 4
Coll k'

— -

k) f(k)1 - f(F)]}

where W(I_c", E) specifies the rate at which scattering transfers electrons from “quasi-
classical momentum state” &' to k. In fact, the scattering rate generally taken is the
transition rate between Bloch states calculated from perturbation theory. For elastic
scattering, in the approximation that external fields simply displace the distribution
function in E—spa.ce, the collision term reduces to the form

-,

af(r, k)

Y = —6f/,. (k).

Coll
Here 6f = f — f° is the deviation from the equilibrium (i.e. Fermi-Dirac) distri-
bution function appropriate for the local temperature T'(7). In this “relaxation time

approximation” the variable 7,, (k) takes the interpretation of the mean time between
collisions (Ashcroft & Mermin).

o (B)~ =/ a0, ME £, 8 (1 - cos0) A1l
E=E(F) V.. E|

-

here N(k) is the density of states in k-space for one spin-direction (e.g. N(k) =
k?V/(27)?). The current due to an applied electric field E becomes
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0

The derivative of the Fermi functlon restricts the integration to the Fermi surface.

— T-matrix —

In order to complete the connection between the impurity potential and measure-
able transport coefficients, it remains to consider the derivation of the transition rate
W(k’ k) The treatment here summarizes that given by Gottfried for the case where
the impurity has no internal degrees of freedom. The perturbation can be viewed as
adding an inhomogeneous term to the time-dependent Schrédinger equation.

. d ,
(aha—t — Ho)i (t) = H' ¢ (t)
The solution is constructed from the retarded Greens’ function and the solution of the
homogeneous equation |k,t) which in this case is the Bloch function with k (without

an arrow) specifying both the wavevector and band index.

w@ =)+ [ G-V H b (e)ar

G, (t - t) = :h_z@(t - tl)e—iuo(t-t')/h

Assuming a time-independent perturbation, the energy is a constant of the motion
and a separation of the time variable can be performed.

e (t) = [t )e B |k, t) = |k)eBre/P

|¢k) = |k) - .;{/ dte'Ho—Ex)t/h pi |¢k>

co

The integration is performed with the introduction of a convergence factor e**/* which
corresponds to the boundary condition of outgoing scattered waves.

1 1
e} = k) + mff | )
Introducing the unit operator formed by the complete set of Bloch states, one obtains
) =(1+r—r 7)1k A12
) = E, — H, +ie ‘ -

where the T-matrix is defined as follows: (k'|T|k) = (k'|H'|x). Operating on equation
A.1.2 with H' and taking the scalar product with (k'| one obtains

1

T=H+H ————-T
+ E, — H, +1¢
1
=H' "o H' + - - A.l3
H +HEk—-H°+1€ +
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In the Born approximation one takes Ty = H,,,.

— Fermi Golden Rule —

The transition rate from a state |k) to |k’) is usually referred to as the “Fermi
Golden Rule” and is derived as follows. Consider that a initial state |k) evolves in time
under the perturbed hamiltonian as |1,). The probability amplitude at time t that
the state |tx,t) can be found in the (unperturbed) state |k’,t) is given by the inner
product. The desired expression for the transition rate is obtained after some algebra.

d
WK ) = SR e OF = 2Re{(n, K1) S K 1))

= Z%m{<’/)k ’tlk"t>(k,’tlH""b"’t)}

R
2 ! ! ’

= 7 Im{(he [K') (k' [H' |4 )}

_2 (k|T|&") :

= hS‘m {(61”" + Ek - Ha T Te (k lTIlC)

1, . 1 1 2

= i Tl {Ek “H, +ic  E, —H, - ie} + dun g ImT

27
W(k', k) = —h_lTk'kPé(Ek - EL) + 6I¢’k2/thk

The delta function is a consequence of choosing a time-independent perturbation. The
last step uses the Dirac relation (z +i¢)~! = P(1/z) — in§(z) where P stands for the
principle value. The use of this expression in A.1.1 gives the “momentum transfer
lifetime” associated, for example, with the Drude conductivity ¢ = ne?n, (kr)/m.
Alternately, one defines the lifetime of a Bloch state |k) which differs from A.1.1 by
the absence of the momentum transfer factor (1 — cosf).

hjr =2m Y |Tu[*6(Ex — Ex:) Al4

k'#k

When working in the Bezn approximation, it is convenient to include from the start
the effect of forward scattering off the impurities. For the case of exchange scattering,
the forward scattering causes an observable Zeeman splitting of the conduction states.
The perturbation is redefined as H'x:x = H;,, — 6« H,, and the hamiltonian becomes

~

Hy = (HS +H., )bk +I’T',,.k . Similarly T is replaced by T and the sum in equation
A.1.4 can be extended to k' = k since Ty, = 0.

— Born Approximation —

The assumption that the impurities are randomly distributed in the crystal leads
to a simplification of the matrix elements in the Born approximation. It is assumed
that the impurity potential can be written H' = Y, u(F — R;) where E; is a lattice
vector specifying the position of the ¢** impurity. The Bloch wave has the form
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(rlk) = V‘Vw”;(?)c“" where the band index has been reintroduced. The func-
tion w_- is invariant under translation by a lattice vectcr and has a normalization
(w_,zlw ) = Vés1n. One can choose the following decomposition of the matrix ele-
ment into a product of a geometrical structure factor and a form factor. In this way
the configurative information is isolated in the structure factor.

(K'|H'|k) = S(k — k') F, .. (k' , k)
Zc-w-- Fon @8 = & [ dretral L (D, ;)

Here 1 = V/N is the unit cell volume and § = k — k’. This is the conventional volume
independent form factor; for example, in the free electron case the k' = k form factor
becomes the spatial average of the impurity potential multiplied by N, the number of
unit cells in the crystal.

Averaging the matrix element over the impurity positions selects out the forward
scattering amplitude.

= (H/"—Vﬁ'—) S(§) = %Z/ %ﬁie"v"ﬁ- =c(9§£5°(q)) Al5

(k'|H'|k) = s(‘an'k = bpxcFix A.l6

The bar designates the average of the impurity sites over all lattice vectors of the crystal
and ¢ is the atomic concentration of impurities. Similarly one averages |S(q)]* to

determine % /7,. The average disposes of the phase factors /7 Z which are responsible
for the coherent backscattering associated with weak localization effects (Bergmann,
1983).

dR.dR
I1

st@)s(q) = ( —‘—,-2——) sT(@)5(q)

(%)
_ ‘a'(R,-R)
Z NV)’ /dR.R e

= 3 Vs + @R VE@( - 6)

ST@5@ = o/ + (¢ - /M8 ()

and

st = (5T@5(@ - 5@ ) 1Fun (B, R
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’i«/T;c =27 Z 'fk'k |26(Ek - EL) A.l1.8
kl
Ihus the impurity averaged scattering time is related to the correlation function
m,w = 0) = (51(§)5(g) — |S(@[?]). For randomly distributed impurities, T has
the constant value ¢/N except for ¢ = 0 where it vanishes. One makes an error of the
order 1/N by letting the correlation function equal ¢/N at ¢ = 0. In this case,

T~  27mc (k’)dﬂ
hjme = — / F,.,,k;'lc2 . A.19
/o N z.: E=E(k) | ( 4 Ve E|

n

For a single free electron band with effective mass m, and if the form factor depends
only on the difference ¢ = k — i and equals the Fourier transform of the impurity
potential divided by the unit cell volume, the scattering time is a integral over the
spherical Fermi surface.

h/me 2me(QN, )/ g, lu()]?; u(g /d“"” A.1.10

Here N, = mk/2n%h? is the usual density of states for a single spin direction having
units of (energy)~'(volume)~*.

— Inelastic Scattering —
In generalizing these results to the case where the scattering center has internal
structure (so that the scattering may be inelastic) one notes that

fe(l=fz) = ks Tafo - ] _kp Yo [———g——] )

OE |1— fo(l — e hu/kaT) 27 BE |1+ ehulkaT

where hw = E; —E, is the energy exchanged to the scattering center. The factor in the
brackets describes the freezing out of the inelastic processes at low temperatures due to
the Pauli exclusion principle. To retain the form of the relaxation time approximation
it is appropriate to include this factor in the expression for the scattering rate (egs.
Al.1,A.1.4).

hine =27 ) |Tox|*8(E; — Ex — hw) [ _'2___}

hw /kpT
e
eyl 1+

As in the elastic case, the scattering in the Born approximation can be related
to the pair correlation function. Here the treatment follows Van Hove (1954). and
Ashcroft & Mermin (Appendix N). The internal state of the impurities will be desig-
nated by |m). For example, in the case of exchange scattering, |m) designates the set
of azimuthal quantum numbers {ms, } for the impurity spins. Define the dynamical
structure factor
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M(fw) =) pm Zl(m|NZe"’?-|m>|°s[w+ —m |

- [ etermnirartt
27
It follows that
2m - 2
h/Tk = —h—- kZIIFk’kPF(q,w) [m] . A.l.ll

The quantity p,, represents the probability of finding the impurity system in an initial
configuration {m}. It arises from the T-matrix calculated with a density matrix. For
example, for a thermal average p represents the Boltzmann factor.

I'(7,t) is the pair distribution function.

— 1 t{wt—¢- g oy
L(r,t) = (2—7r)—3/e( =T (g, w)dgdw

—_ (__ Z P —— N2 Z /dd‘e"‘”(mle :.fR.Im.v)e.E mit/h

t,y=1

(mlleia’-ﬁ, lm)e—iEmt/h

L(rt) =

dge™7" —-aﬁ.w)eei-ﬁ,(:)»
(27r )3 N2 /

where < >=)"_ p,, (m| |m) and ﬁ,- (t) is the Heisenberg operator. The convolution
theorem states that the “Fourier inverse transform of an (ordered) product of Fourier
transforms is the convolution of the original functions” (G.Arfkin, 1970).

I'(F,t << Z /dr& R.(0) — 7)6(r R’,(t)>>

1,7=1

For t = 0, all operators commute so that

2 B
D(Ft=0)= 5 <<Z 6r - (F;(0) — E:(0))] )> .
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A.2 Field Theoretic Description

The Boltzmann treatment of transport just described suffers from its reliance
or. 1)the independent electron approximation and 2) a quasiclassical picture. Pair-
correlations are important in superconductors so that the former restriction precludes
a Boltzmann type description of superconductivity. Field theory provides a convenient
means of dealing with these correlations. The following discussion will explore the mi-
croscopic (as opposed to quasiclassical) formalism for the normal state (Abrikosov,
Gor'kov, and Dzyaloshinski, 1963); however, a quasiclassical treatment of supercon-
ductivity is possible and, in fact, can provide considerable simplification in cases where
spatial variations are on a scale of the coherence length.

Pair-correlations are described by the zero temperature, time ordered Green'’s
function averaged over the ground state wavefunction.

G (7Pt t') = —i(Topa (7)) (7, £)
1
~ 2n)e

—

/ dEdE’G(k, k', w)eiﬁi_ii'-r"—iw(t— t')

The field operator ¥, (7,t) destroys a particle with spin « at point ¥ and time ¢. T is
the time ordering operator which orders the operators from left to right for increasing
values of the time variable. The Green’s function is identically the probability am-
plitude of finding an electron with spin « at position 7 and time ¢ after putting in a
electron with spin 8 at r' and t'. The impurity potential in second quantized notation
is

m=3 / drpt (Au(F— B)w(d.

The perturbative solution consists of expanding the Green’s function in terms of the
Green’s function of the unperturbed system. The unperturbed system is assumed
homogeneous so that the Green’s function depends only on one momentum index.

G5 (k,w) = hw — eo(k,w) + i6sgn(eo — Er)

As in the calculation of the T-matrix in section A.1, the factor 6 is a convergence factor
set to zero at the end of the calculation. The expansion is conveniently represented
by Feynman diagrams.

—_— AV 4

k k=6 —k)+ k /MK + k k' K+
G—l — G(—)-l +G81H'G61 +G51H,G51H'G81
G' = G3' + G3'IGq’

where ¥ = H' + H'G5' X is the self-energy.
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Consider the average over the impurity positions. The first diagram (one cross)
in the self-energy reduces, upon averaging, to the forward scattering amplitude as in
equation A.1.6. In accord with the discussion of section A.1, this term is best consid-
ered as part of the unperturbed hamiltonian. The second order term (two crosses) is
associated with a term

u(E" - E)U(E’E")e"(;"':")"i-‘*"("‘"‘ )Ry

This vanishes, upon averaging, unless R, = ff,- and ¥ = k"”. This corresponds to the
result of eq. A.1.7. Thus upon averaging over the impurity positions one regains the
homogeneity of the system and G(k,k',w) = G(§,w)6(k' — k — ). Edwards (1958)
and Abrikosov and Gorkov (1959) introduced a special diagrammatic technique so as
to account for the results of impurity averaging. It consists of joining pairs of x’s in
the diagrams corresponding to the same impurity with a dotted line.

[}
LY
L]

(k) = X=X
In the Born approximation,

— dk' 2 e
E(k) =V Wluo(fﬂl Go(k )

The principle part of this integration is real and shifts the chemical potential. The
residue is of the form ¢ sgn(w)/2r where % /7 is given by A.1.10. The Green’s function
becomes

t h sgn(w)
27
G(F— r, t) = Go(F— r-")e""'“'ﬂl/“

G '(k) =hiy —e—

indicating that correlations are reduced over a length scale of the mean free path
¢ = vpr. Treating the scattering beyond the Born approximation corresponds to
keeping more crosses in the self-energy diagram acting at the same impurity site. The
effect is to replace the Born scattering amplitude with the exact scattering amplitude.
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A3l Spin-Orbit Scattering

The spin-orbit interaction takes into account the fact that, in the rest frame of a
particle moving through a region with electric fields, there is a magnetic field acting on
the spin of the particle. This section is an attempt to explain the magnitude of spin-
orbit scattering from surfaces and impurities. The matrix element of the spin-orbit
interaction between hydrogenic wavefunctions of a atom shows a strong dependence
on atomic number ~ Z*. However, in multielectron atoms, because of screening of
the nuclear charge by inner (core) electrons, the spin-orbit splitting of outer orbitals
goes as ~ Z2?. In simple metals it appears that the atomic matrix element is the
appropriate matrix element to substitute into the Fermi golden rule to obtain the
scattering rate. This is because in the region near the core, where the spin-orbit
interaction makes its strongest contribution, the Bloch wave is well described by an
atomic wavefunction. Thus the spin-orbit scattering in s-p metals is expected to go
as ~ Z* as suggested by Abrikosov and Gor’kov (1962) and found experimentally by
Meservey and Tedrow (1978). Although some features of simple metals are described
well by a pseudopotential picture, the pseudoelectron moves too slow near the core
of the atom (v/c)* ~ 10~® and spin-orbit scattering, a relativistic effect, is absent.
Finally, in d-band metals complications arise due to the fact that the d-bands have
both local and itinerant character.

—Spin-Orbit Coupling in Atoms—

The Foldy-Wouthuysen transformation separates the large and small components
of the Dirac spinor for a particle interacting with a electromagnetic field. This cor-
responds to a separation of the particle and antiparticle motions. Among the things
one obtains are, for example, the g-factor of the electron and terms in the hamilto-
nian which couple the spin and orbital motions. (Itzykson and Zuber,p.71; Zeiger and
Pratt).

H,, () = §x (VV(M) P A3.1

2m?3c?
Here §'is the electron spin operator, V() is the electrostatic potential and p'= —ihV

is the momentum operator which acts to the right. In a central field VV (7) = :—Q’é'—)i‘
and

2m2e? \r Or

H,,() = — (13"(’)) 5L

where hL = 7 x P is the angular momentum operator. In a hydrogenic atom with
potential V (r) = Ze? /r the matrix element between states of total angular momentum
I=L+ S =1£+1/2 becomes {Gasiorowicz, p.274).

Y,

(e+1/2)(£+1)
A3.

(n,I4,I,,L,s=1/2|H,,|n,I:,I,,L,s =1/2) = %mc’(Za)‘ ey
2
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This (Z)* dependence of this matrix element is usually contrasted with the weaker
(aZ)? dependence of the matrix element of the coulomb potential itself.

2
(n, L|Z—:-|n,L) = 2(m")(Za)? /n® = (13.6¢V) 2" /n? A33
The factors of Z come from the fact that

(1/r) = Z/n%a,; (1/r*) = Z?[a2n®(£+1/2)
V(r) x Z;(V) « Z

where a, is the Bohr radius.

In multielectron atoms, one may expect the core electrons to screen the nuclear
potential, thereby greatly reducing the spin-orbit splitting of the valence electrons.
Landau and Lifshitz (sect. 72) treat the screening with the Thomas-Fermi approxi-
mation. They conclude that screening effects do alter the (aZ)* dependence of the
spin-orbit splitting. Essentially their argument is that the main contribution to the
spin-orbit splitting comes from within an unscreened region r, ~ a,/Z from the nu-
cleus. The potential there has a magnitude V(r,) ~ Z%¢?/a, so that

)

2 4
mic 13 ~ pmc®*(aZ)*.

A,~p
For large Z, the Thomas-Fermi approximation gives the probability of finding the elec-
tron near the nucleus p ~ Z~? so that A,, ~ mc?a*Z?. The spin-orbit splitting
of elements have been determined spectroscopically and are compiled for the valence
p-shell by Yafet(1963). These are plotted in figure A.3.1, and the general trend (espe-
cially for the heavy elements) is that the data follow A,, ~ ;-mc?a* Z2.

—Plane Wave vs. Tight Binding—

In metals, the atomic-like regions of the crystal introduce spin-orbit coupling into
the crystal hamiltonian. For weak spin-orbit interaction diagonalization of the crystal
hamiltonian yields a term of the form us S ?jﬁ where the g-factor is a tensor which has
diagonal elements not necessarily equal to 2 due to the mixing of the spin and orbital
degrees of freedom. The diagonal elements of the g-factor can be measured by a spin-
resonance experiment where resonant absorption is detected at fiw = g, pup B,. Terse
and clear examples are given by White (chapt. 2). Non-periodicity in the crystal due to
phonons, defects or surfaces cause spin-orbit scattering which broadens the resonance
line in energy by ~ %/7,,. At low temperatures, phonon modes are unpopulated, and
spin-relaxation is due primarily to impurity and surface scattering.

In a perturbative treatment of scattering in simple metals one expects a plane
wave basis to suffice. For example, the band structure of simple metals and the resid-
ual resistivity are well described by a free electron model(Harrison, 1966,1970,1980).
The success of the free electron model in spite of the strong crystalline potential is
explained in the pseudopotential theory by observing that for the valence electrens
the attractive coulomb potential is compensated by an effective repulsive interaction

143



1 | |
2 .5 | 1.5 2.0

(Log 2)

Fig. A.3.1 The base ten logarithm of the atomic valence p-orbital and metallic d-
band splittings taken from Yafet (1963) and Mackintosh and Anderson (1980),
respectively.

144



due to orthogonalization with the core states. As a result, the strong crystalline po-
tential can be replaced by a weak pseudopotential, and the Bloch wave, which has
strong oscillations near the atomic cores, replaced by a pseudo-wavefunction which
is relatively smooth throughout the crystal. Perturbation theory with a plane wave
basis is then used to obtain the band structure and residaal resistivity of the metal.
The smoothness of the pseudo-wavefunction means that the perturbation series will
converge after including only a small number of plane waves. One can show that the
band structure and residual resistivity obtained in this way are close to that which
would be obtained from the real potential and Bloch wavefunction.

Consider the general form of the plane wave matrix element of the spin-orbit
interaction.

(K'|H,, |k) = / die™ 7[5 TV () x (—ikV,)]e*

2m?c?
—ik? - oz
: /d" ~r g GV (7) x ike'

2mic?

R?

2m2 c?

{ /dFV “HEPY(F)EFT) x K — (—i)8 (K x k /d *“"""’"V(a}

The first term is a surface term and is neglected. The second term becomes

i (K x k) i (K x k)

' _ EF ' —_
(KIH.olk) = == [chV(k-k)]= o A3.4

This is the form used throughout the literature on spin-orbit scattering in supercon-
ductors. However, note that the factor v,, ~ Er /mc? so that k/1,, «c (Ef /mc?)?
(10eV/10°eV')? = 10~ 8. The smallness of this factor follows directly from the fact that
the spin-orbit interaction depends on the derivative of the wavefunction. Physically
this is because the size of the magnetic field, acting on the electron spin in the electron
rest frame, is proportional to the electron velocity relative to the crystal. For a plane
wave 8 = (vr/c) ~ 1072 and relativistic effects like spin-orbit scattering ~ (* are
small.

It would appear that impurity scattering is unlikely to introduce spin-relaxation
in “good pseudopotential metals”. This, however, is not the case experimentally. The
problem lies with the assumption that since the nearly free electron model describes
well the band structure and residual resistivity, it will also describe spin-orbit scat-
tering. In fact, plane waves provide a poor description of the true wavefunction in
the core region r ~ a,/Z where the main contribution to the spin-orbit scattering
is made. One expects that there the true Bloch state resembles closely the atomic
wavefunction from which the band is derived. As a result one might consider a tight
binding basis in a calculation of the spin-orbit scattering rate. Gallagher(1978) cal-
culated the spin-relaxation time due to surface scattering in small particles and thin
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films of s-p metals using the atomic spin- orbit splitting of Yafet and found factor of 5
agreement with experiment. For a tight binding basis (flk,n) = J=¢"*"w,, () where

W (F) = VV/N Y, e~ % (=81 (7 — E). Here ¢, () is a atomic orbital; n speci-
fies the principle, orbital and spin quantum numbers. The ¢ =0 form factor for an
impurity at lattice site R, becomes

Fn'n (E’ E) = L Z/dF¢"'(F— R")HDO(F— R‘o)'/)n (F"’ R‘)

Since the spin-orbit interaction is large only near the core, it connecis only atomic
states at the same lattice site.

-

Fon(k,k) = /dﬁp,. (F)H, o (F)¥a (F) = Auo

The quantity A,, is the atomic matrix element which may be taken from figure A.3.1.
The scattering rate becomes

k/t1,, = 2mc(QN,)|A,,|? A3.5

Disorder at the surface of a film causes diffuse scattering of the electron momen-
tum and spin. In thin polycrystaline films, grain sizes are typically on the order of the
film thickness I. so that even for motion parallel to the film surface scattering centers
are separated by a length L. Taking the region of disorder associated with grain bound-
aries or the film surface to be about one lattice constant thick, the effective impurity
concentration c is of the order of the reciprocal of the film thickness measured in lattice
constants. Here “impurity” refers to the non-periodic part of the crystal potential.

In this way Gallagher calculated the intrinsic spin-orbit scattering rate due to
surface scattering in a number of s-p metals and found agreement with experiment
to within a factor of 5. Using the free electron density of aluminum, N, = 1.18 -
102¢em~%ev™!, a value AAf = 1.38 - 10~2¢V obtained from Yafet, and the lattice
constant of bulk aluminum, 4.054, one obtains a value for the spin-orbit scattering
rate of a 304 aluminum film from eq. A.3.5. k/1,, = 0.13meV. The experimentally
determined value is k/7,, = 0.05meV. Since in a metal some delocalization of the
electron is expected to occur, the use of the atomic matrix element may be expected
to give an upper bound to the scattering rate. For scattering from a Au monolayer on
the surface of a 304 film of Al, one may expect to use AA* = 0.471eV — h/7,, =~
150meV. This is consistent with the experimental fact that the spin-orbit scattering
of a thin Al film is greatly enhanced by a surface layer of some heavy elements— for
example, Pt (Tedrow and Meservey, 1979,1982).

The general trend of the matrix element A,, as a function of atomic number is
shown in figure A.3.1. The erratic behavior can be attributed to the completion of
atomic orbitals and the associated increase in effective screening. Overall, for large Z
the matrix element follows the general trend A,, ~ (1/10)mc*a* Z?. As discussed
previously, this is understood in the quasiclassical treatment of the multielectron
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atom of Landau and Lifshitz where the screening is treated in the Thomas-Fermi
Approximation. In a tight binding calculation of impurity scattering one then ex-
pects h/1,, o« A? ~ (aZ)*. It is possible that this is the line of reasoning which lead
Abrikosov and Gorkov to suggest that the ratio of the transport to spin-orbit scat-
tering time was of the order (aZ)* in samples where the scattering is dominated by
surface collisions. This is in fact the dependence found by Meservey and Tedrow in a
compilation of data on the spin-orbit scattering rate in many s-p metals.

. (Alternatively, Gallagher points out that the ratio of the spin-orbit (A.3.2) to the
(unscreened) coulomb (A.3.3) atomic matrix elements goes as (@Z)? so that one may
expect the ratio of the scattering rates to go as («Z)*. He suggest that this may have
been the line of reasoning followed by Abrikosov and Gorkov. However, after working
out the implications of this view, Gallagher finds that the calculation of the ratio of
the scattering rates is orders of magnitude different from the experimental data. He
suggests an explanation which doesn’t appear convincing. Rather, it is suggested that
it is not accurate to calculate the transport scattering rate with a tight binding basis
for the conduction states. Gallagher goes on to calculate, in the manner described
above, the spin-orbit scattering rate, rather than the ratio, and finds agreement with
experiment.)

—The pseudopotential and resonant scattering—

Whereas the residual resistivity of a simple metal can be calculated in a plane wave
basis, it has been shown that the spin-orbit scattering rate is better calculated with a
tight-binding basis. The success of the pseudopotential method for the former rests on
the result that the attractive crystalline potential in the core region is compensated
by the additional kinetic energy gained due to orthogonalization to core electrons.
However, for the spin-orbit interaction there is no corresponding compensation effect.
In fact, just the reverse occurs since the spin-orbit interaction involves the product of
the electron velocity and the potential gradient. The pseudopotential W acting on the
smooth (plane-wave-like) pseudo-wavefunction |k) has the form (Harrison,section 5}

—h2 V2
2m

Wlk) = Ulk) + Z |t) ((kl |k) + (k|W k) — E.) (t|k). A.3.6
t

Here U is the true potential including the screened coulomb and the spin-orbit inter-
actions U =V +V,,. The impurity scattering is calculated by treating the difference
between the pseudopotential at the impurity and host sites as a perturbation. However,
as is apparent in eq. A.3.6, the spin-orbit interaction appears c¢nly in matrix elements
of the form (k|V,,|k). Since the pseudopotential is smooth, these matrix elements are
smaller that typical atomic matrix elements by a factor (v/c)? ~ Er/mc* ~ 1074,
Thus the simple pseudopotential picture of metals fails to describe spin-orbit scatter-
ing. One must substitute from the start the form A.3.4 for V,, with v,, replaced with
A,, the atomic matrix element.

A similar failure of the pseudopotential A.3.6 is found in the case of resonant
scattering from impurities with unfilled d-orbitals. From the start the theory of tran-
sition metal pseudopotentials introduces a hybridization term (k|A|t) which takes into
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account the resonant mixing of the s-p conduction states with the more localized d-
orbitals. For example, Friedel and coworkers (1952, 1954, 1958) showed experimentally
that the residual resistivity due to 3-d transition metal impurities in Al followed a res-
onant dependence on the energy difference E; — Er (fig. A.3.2). For Sc impurities
the d-orbital is mostly empty and its energy lies above the Fermi level. For Cu, the
d-orbital is mostly filled and its energy lies below the Fermi level. The peak in the
resistivity occurs at Cr impurities which corresponds to the energy of the d-orbital
crossing the Fermi energy. The resonant scattering of the itinerant electrons at the
Fermi surface off the potential well represented by the impurity d-orbital is strong and
cannot be treated by perturbation theory. Rather one uses phase shift analysis and a
sum rule discovered by Friedel which relates the difference in valency of impurity and
host z to the phase shifts.

z= 2(22 + 1)sin?(6,)

[4

By assuming only the £ = 2 term, that is d-wave scattering, contributes one can
calculate the order of magnitude as well as the dependence of the residual resistivity
shown in figure A.3.2 using no adjustable parameters.

Yafet(1968) has introduced a similar resonant scattering type calculation for spin-
orbit scattering. However, in the absence of a spin-orbit counterpart to the Friedel
sum rule, this calculation involves the adjustable parameters €4, (U — J) appearing in
the Anderson model. Yafet finds the scattering time (for ¢-wave scattering)

R/Tvo = nvp [;—Z%K(! +1)(28 +1)A%,, pi(er)
where the factor in the brackets is the cross section for one impurity. The parameters
Acss» an effective spin-orbit scattering rate, and pg4, the d-orbital contribution to the
density of states at the Fermi level, can be expressed in term of g4, (U — J), and the
atomic matrix element of the spin-orbit interaction A,,. Asik, Ball and Slichter(1969)
used a somewhat different phase shift analysis to calculate the conduction electron spin-
resonance relaxation time due to spin-orbit scattering from impurities in Li and Na.
They find good agreement with the magnetudes and some trends across the periodic
table for those impurities whose valence differs by 0,1, or 2 from the host. This theory
does not account for an observed maximum as one moves across the periodic table.
These methods are approximate descriptions of scattering in s-p and 3d-metals. It
may be expected that scattering in the 4,5-d metals and intermetallic compcunds will
be more complicated due to the intermediacy of the bands between local and itinerant
character and the possibility of more than one type of atom per unit cell (e.g. V;Ga).
In fact, no approximation may prevent the necessity of solving the Schroedinger equa-
tion with methods like those used in band structure calculations. For example, the
impurity scattering phase shifts discussed above could be calculated (Clogston, 1962)
with a local, Wannier representation using the methods of Koster and Slater (1954).
However, a common feature is expected to be that spin-orbit scattering and other
relativistic corrections still have their major coniribution from the core regions where
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the Bloch wave resembles closely the associated atomic wavefunction. In fact, the
quantum defect method (Brooks and Ham, 1958; Callaway, 1957) uses parameters
obtained from atomic structure to determine the band structure. Other relativistic
band calculations (Mackintosh and Anderson, 1980; Koelling and MacDonald, 1983)
use relativistic dynamics to solve for atomic-like solutions inside the Wigner-Seitz cell
and then match these to plane waves in the interstitial region. As shown in figure
A.3.1, the resulting spin-orbit coupling in the metal is not very different from that in
the atom.

To v r Ma Fe Co M Cy Zn Ga Ge

E

% = Sc impurity

E, 7 >D(E)

Fig. A.3.2 The residual resistivities of transitional impurities in A¢ (from Friedel,
1958).
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Ad Exchange Scattering in the s-d Model.

The understanding of dilute solid solutions of magnetic impurities in metals has
an involved but interesting history reaching back into the 1950’s. However, rather
than a historical perspective, a brief overview of the question of moment formation
is given with the purpose of justifying the s-d exchange model. This is followed by
an investigation of the s-d model in successively higher orders in perturbation theory
leading up to the Kondo effect in third order. In second order, and in the s-d model a
general expression for the scattering time in the Born approximation is obtained taking
into account both spatial and temporal spin-correlations amongst the impurities.

—Moment Formation—

In insulators, an impurity generally assumes a definite valence state and retains
the magnetic character of unfilled orbital shells as determined by Hund’s rules. Ef-
fects due to neighboring ions of the solid are generally restricted to weak crystalline
fields. However, in metal hosts, coulomb interactions and covalent mixing of local
and itinerant electrons perturbs the ionic state. A general phenomenological picture
emphasized by D.K.Wohlleben & B.R.Coles (1973) views the magnitude of the spin
as always well defined but the axis direction as fluctuating. At high temperatures the
axis motion is due to thermal fluctuations and the moment can be said to exist in the
sense that the susceptibility follows a Curie law x(T') « 1/T. However, “there must
exist a temperature T; below which the motion of the axis of the moment is no longer
dominated by thermal fluctuations - - - but by intrinsic fluctuations due to residual in-
teractions with the conduction electrons.” One expects a crossover to a regime where
the susceptibility saturates x(T') « 1/(T +T;) and the moment is said to be quenched.

In the former case, the local and itinerant electrons are in some sense isolated
from (orthogonal to) one another. One would like to consider the ionic and Block
wavefunctions as a basis set and introduce a small effective coupling in a perturbative
description. Of course such a description is only useful if the perturbation series
converges in low order. If the series does not converge, then this means that the basis
set is inappropriate. The Kondo effect is a case in point where the third order term in
the perturbation series diverges at and below the “Kondo temperature”. This suggests
that the basis set does not span a large enough space to describe the physical system.

That the spin-dependent part of the effective coupling between two well separated
groups of electrons can be expressed as the inner product of their spins —J3] - 5; is a
non-trivial result whose validity and derivation are reviewed by Herring(1966), and the
essential points are discussed by Callaway. An important concept is that the operator
(% + 23; - 5;) exchanges the spin indices of two distinguishable electrons.

1 - 1

(5 +28 -&)112]) = (’2' +251, 82, + 814 8- +51-524 )12 1) =1 1)[2 1)
Thus the dot product of the spins enters in lowest order in the coupling of two electron
wavefunctions where the antisymmetrize property of the total wavefunction must be
preserved. That is, the appearance of this operator in the effective hamiltonian can
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be understood as taking into account the fact that the basis functions treat the two
electrons as distinguishable whereas in the true wavefunction they must be indistin-
guishable.

Herring derives a general expression for the exchange constant J. However, from
elementary considerations (Zeiger and Pratt, sec.4.12.2) it can be seen that J will
have positive (ferromagnetic) contributions arising from “direct” exchange and nega-
tive (antiferromagnetic) contributions from hybridization (Kondo,1962; Watson et al,
1965,1969). The direct term is of the form

Jdu-ect = / drl d"z ¢k (r1)¢loc I-. Iwk (r2)¢loc (rl)

This coupling is ferromagnetic since for parallel spin alignment the two electron wave-
function has a node between the electrons and the coulomb energy is reduced. The
second order perturbative term in the coupling V,, between the local and itinerant
states contributes

<k‘del¢loc)<¢locldelk)
Eloc + U - Ex

. Here (H') is the hybridization matrix element discussed by Watson et al (1969) and
U is the on-site coulomb interaction

Jhyb X —

U= / drldrml,c(n)es,“(z)r AT ()

Many of the ideas above are summarized in a model due to Anderson(1961) which
starts with the hamiltonian

H= yekckacka + ZEdcdﬂcdg + UCL chCLCdl =+ Zde cIacd,, + cIacka)

ka k,a

Here cIa ) cL are the creation operators for conduction and local electrons respectively.
The local-itinerant coupling V. changes the local state into a virtual bound state or
resonance of energy width A ~ 7V N, in analogy with the Fermi golden rule result
of sections A.1 and A.2. In some sense A plays the role of the the intrinsic spin
fluctuations kp T, discussed at the beginning of this section. A zero-temperature,
self-consistent Hartree-Fock calculation predicts a well-defined magnetic state of the
ion when A < U,U ~ 2(ep — E;). That is, when the energy broadening is small
and the two “exchange split” local states sit symmetrically about the Fermi energy
(Fig. A.4.1). By a variety of means one can show that in this limit the Anderson
model reduces to a description equivalent to that of the s-d exchange hamiltonian
H,_, =-J S.s (Kondo,1962; Schrieffer and Wolff, 1966; Krishna-murthy et al,
1974). In the case of orbitally degenerate local states, the Anderson model can be
suitably generalized and a similar correspondence can be made (Hirst,1972; *Coqublin
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& Schrieffer,1969) to a generalized s-d exchange interaction in which both orbital and
spin degrees of freedom are considered.

In most of the rare-earths there is considerable simplification from the general
case. The 4f-shell is well shielded by outer shells(Taylor and Darby). The moment
is well defined; the exchange coupling with conduction electrons is weak and positive
and would appear to be primarily due to direct coulomb exchange. Lui(1961) has
calculated the coulomb exchange integrals and concludes that the effect of the orbital
degrees of freedom enters by simply replacing the ion spin by its projection onto the
total angular momentum.

-,

= (g ~1)(L +5)

S (L+8) _
|L + S)?

—_

where g, is the Lande g-factor. This is in accord with the ideas of DeGennes(1958)
and Brout and Suhl(1959). In fact, the factor (g, — 1)(L + §) is often called the
DeGennes factor. However, a further complication is the fact that some rare-earth ions
(Ce,Sm and Yb) have excited states close in energy to the ground state configuration.
When in solid solution in a metal or in compounds, such ions may resonate between
ionic states differing in valence. Since the different states have in general different
ionic spin, these “valence fluctuations” introduce spin fluctuations and a relative high
temperature T, below which the moment is quenched. Since the Kondo effect produces
similar quenching, the correct interpretation of experimental results may be difficult. A
comprehensive theory would want to combine valence fluctuations, orbital degeneracy,
crystal field effects, etc. into a suitably generalized Anderson type model treated non-
perturbatively so as to deal with Kondo effects. On this point Anderson remarks “In
fact, until recently I had come to think that the mixed valence problem was almost
a trivial exercise in physical understanding, but more recently I have come to believe
that there are real and very interesting complexities - - - which do indeed go beyond
the primitive, fundamental understanding which one can achieve with simple physical
concepts.” (Anderson,1984).

—Zener model—
With this introduction, take the exchange interaction for rare-earth impurities to
be the s-d model exchange hamiltonian and consider a perturbative calculation of the
observable effects.

H.=-Y J(F- &), - $1(Aaw(7)

where § = /2 is half the Pauli spin operator and 1/)T(f) = (1/11(7’),1/)3(7‘1) is a spinor
operator with 9, (F) = >, (Flka)ck. . Here ci, is the annihilation operator for a Bloch
state |ka) = |k,n,a) with spin projection (s,) = @ = +1/2. The local moments
are described by a constant spin S, = S and a variable spin projection (S,,) = m,.
For convenience of notation the spin state of all the impurities {[], |S,m,)} will be
designated by |m). The matrix element of the exchange hamiltonian becomes
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(k'a'm'|H,, |kam) = (Ic'oz'm'Ic,l',‘,,,.l,,.,e 5(q) - 8 Cra |kam)
- Jklk<m'|§(q-)|m) M g‘a'a‘
The geometric structure factor is an impurity spin operator,
g 1 N = -
—_ i7- R
§(@) = ;e S,
and

1 [ ..
Jou =5 [areerul, IO, 0

is the form factor. Using the fact that $-5=S,s, + 3(S+s. + S_s,) one obtains a
matrix element which clearly distinguishes the spin-flip and non-spin-flip processes.

Assuming no coupling between the impurity spins, the initial spin states are in-
dependently distributed among all possible configurations with a weight given by the
Boltzmann factor p,, = (1/Z)ezp(—nm) where n = gug B/KzT. In applying the
thermal average the following relations are useful.

Z e "™ = Z, the partition function

- 1082

...;. mn =" oy ~ Bl A4l
- 182

m;. m? Pm — ‘Z- 31)2 = S(S + 1) — SBS (n)COth(ﬂ/2)

Here Bgs (n) is the Brillouin function.

In what may be called the Zener model(T.Kasuya, 1966), one considers only the
spin-conserving part of the exchange interaction. This would represent the case where
the impurity spins are aligned by a large external magnetic or internal (Weiss) field B so
that spin-flip processes are frozen out. In first order, the perturbation is conveniently
described by an spatially inhomogeneous, effective magnetic field. In the following,
intraband coupling is considered; the generalization follows as in section A.1.

B..(3) = —(S.(9NJ(9)/9ns

where
s

(5. (@) = [II ) pm,.] 5 S myet R = —SB (n)S(@
Le m, ] 4

= c
=-S5
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where S(§) is the (scalar) geometric structure factor defined in section A.1. If J >
0 (i.e. ferromagnetic coupling) then B.. is in the same direction as the field B.
The average over the impurity configurations projects out the uniform exchange field
B..(q) = B..(0)6, = ¢SBs(n)é,/gus . This spatially homogeneous field was used by
Zener(1951) in a model of indirect coupling in ferromagnets.

The linear response of the conduction electron system is described by the static
susceptibility which for a parabolic band is (H.G.Zeiger and J.W.Pratt, 1973).

X(@) = 22N, F(g/2kr)

where

1

F(2) = —{1-—%(1—z2)£n 1-z

142

2

The conduction electron magnetization is

}

M(7) = / drix(F— r)Bes () = D x()B..(9)e'"" = —SBs (n) ) _ x(9)J (D)S(@)e'™".
7 T

First consider the result in a totally localized limit. That is J(§) independent of ¢,
and one impurity (S(g) — 1/N).

z3 x4

M) = (G V.0) 205 T(0)SBs (n) ( s‘”")

where z = 2kgp|F]. This localized oscillatory response is the RKKY (Ruderman el
al, 1954) result following from the sharp Fermi surface and the delta function (i.e.
q-independent) exchange potential and is a general feature of localized perturbations
in an electron gas (Friedel, 1952,1954,1958). Since this expression is singular at the
origin, the average magnetization is non-zero and equals 2(gus N,J(0)SBs(n))/N.
(Note that [[° dz(sinz — zcosz)/z? =1).

Alternatively consider the case of an uniform exchange field. For example, if one
performs an average over the impurity positions, S(g) — cp—;—)iﬁ (@). In the limit

g — 0,F(q/2kr) — 1 and x(§) reduces to the Pauli paramagnetic susceptibility
and the response is a uniform polarization of the conduction electrons.

M(7) — cgup N,J(§ = 0)SBs (n).

Thus, it is clear that with the indiscriminate use of the configurative average some
physics is possibly lost, namely the local and oscillatory nature of the polarization.

—Exchange Scattering—
In a perturbative expansion, terms to second order represent scattering in the
Born approximation. By applying a magnetic field to the system, one introduces
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time-dependent spin-correlations which repress spin-flip scattering. Exchange scat-
tering in the presence of spatial and temporal correlations among the impurity spins
is discussed in the literature in the context of electrical resistivity (Dekker, 1965;
VanPeski-Tinbergen and Dekker, 1963; DeGennes and Friedel, 1958), neutron scat-
tering (Soukoulis, Grest and Levin, 1978), and the depairing of superconductivity
(Soukoulis and Grest, 1980;Entel and Klose, 1974;Rainer, 1972). In the following the
correspondence between these references is outlined. A general expression for the scat-
tering rate is derived and shown to differ from that of Soukoulis et al by one term.
This term arises due to the non-commutivity of the spin operators and is shown to
be necessary in order for the general expression to reduce, in the limit of no spatial
correlations, to the expression given by VanPeski-Tinbergen and Dekker. Physically
this term takes into account the fact that the scattering rate for spin-up conduction
electrons may be different than that for the spin-down ones.

As explained in section A.1 it is convenient to consider the forward scattering part
of the perturbation as part of the unperturbed hamiltonian, that is, as adjusting the
chemical potential. For exchange scattering this corresponds to the Zeeman splitting
induced by the uniform exchange field and is an observable effect. The importance
of treating this algebraically troublesome complication in detail is that the forward
scattering acts differently on superconductivity from scattering which involves a mo-
mentum transfer. Thus a calculation of the scattering time requires an evaluation of
the dynamical structure factor modified so as to remove the forward scattering part
of the exchange interaction. As in section A.1 this is indicated by a tilde above.

h/Tka = h ;le'klzra (q,W) [1 +ehu/kaT} A.4'2
where

2
E, - E!

T/ ot 1 igR, (= & - o
La(@w) = ) #m |(@'m!|5 3 €TR (55, — 5 (5, )6 Ima)
P

(So) = om,(my|S,|m,) = SBs (n)é;

Here 6, = 12—";&6 (¢). The reduction of the dynamical structure factor to a correlation
function between impurity spins on different sites is best accomplished in the time
domain and is similar to the calculation of DeGennes for elastic scattering.

T (@) = / dwe T (g, w)

1 -G R, (= & - o P\ B
= Z Pm FZ(amle iR'(s 5, —§- «Sp>>6q)|a m)e Emst/h

pJl

(a'm!|e05: (- §, = 5+ (508, ) o)™ Eme/
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Fa(@t) = 35 27 E ({ (5-5,(0) - 5 (8,08) (5-§i(0) - 5+ (508, )

Again the double brackets are introduced as an average over the initial spin-
configuration of the system ((---)) = 3" 9., (am|:--|am). The term in the double
angle brackets becomes

(800 - &) )) - ({ G- 45N G (5ne, )

Using the property of the Pauli spin operators s's’ = (1/4)§;; — (¢/2)e'7* s* it follows
that

g A,(t).
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where A% (t) = —ie'* S (0)S7 (t) — S7(0)S; (t)]. That is 4, = —i5,(0) x 5;(t). The
dynamical structure factor and scattering time become for electrons with spin-up (+)
and spin-down (—),

Fa(0) = 73 2 6B 2 (5,0 G(6)  43(00) - (5, - (804, )

~ 27 2 2 dt i o
BfTee = - 2 | i | [m]/ﬂe Ly (4)¢)

This is the general expression for the scattering time hypothesize by Soukoulis and
Grest except for the term involving A,. The necessity of this term is evident if
one considers that it is the only term in the above expression which differentiates
between spin-up and spin-down conduction electrons. A similar expression occurs in
the scattering of neutrons from the magnetic moment of the electron. As shown in the
review of DeGennes (1963, section 3) the term involving A2, drops out for unpolarized
neutrons. Presumably, Soukoulis took this expression to apply to electron exchange
scattering. However, this is not correct because of the factor in square brackets in the
expression for the scattering rate above.

To check this expression for the scattering rate and to make contact with other
calculations of the scattering rate (VanPeski-Tinbergen), this expression can be re-
duced in the case where spins at different sites are uncorrelated. If the correlations
depend only on the distance between sites then one of the sums reduces to a counting
of the number of impurity sites and thereby introduces the atomic concentration c.

~

(@) = 7 2 6™ ((5 005, () £ 45, () — (50} - (5,06,
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If the spins at different sites are statistically uncorrelated (i.e. the probability of an
initial spin-configuration of the entire system {[], [S,,m,)} is the product of proba-
bilities for the individual spin states [[, pm,), then ((5,(0)S,(t)) = (So)) - (S,)) for
p # 0. If one further averages the impurity sites over all lattice sites, then terms with
p # 0 vanish.

La (3)0) = 57 (S )5 (1) = 450() — (o) 8,)

The bar designates, as in section A.l, the average over impurity sites. Note that the
dynamic structure factor has been reduced to ¢ times a factor accounting for time
correlations at one site only.

In the expression for the scattering rate, the dependence on the energy transferred
in inelastic processes is incorporated in two terms 1) I'(§,w) and 2) the term from the
Fermi function [2/1 + e*v/k2T],

— 17 | S O5) £ 430 ~ (I 60) | e |

Note that A3, (t) = (1/2)[S7 (0)S; (t) — S5 (0)S; (t)] so that
S (0) - So () & A3, (t) = S5 (0)S5 () + S (0)S (2)
and

/;i—:_e““"((go (0)55 () + A2, (2)) [I—;Tzu/kﬁ'] =

S
2z z 2
=h Y Pm,(mo|SiSE +8EST [HW] Imo)
mo S

The factor of k comes from the fact that §{w) = Aé(hw). The matrix element is easily
calculated if one makes the substitution S*S¥ = §% — S2 + S,. Using equation A.4.1
yields

Fo @) | e = 137 { (565 + 1) - 5Bs (eorn(})

2
14 eFn

|- usyra, .

) 2 ]) - snre

+ (SBS (n)coth(%) F SBs (n)) [

= ch% {S(S +1) — SBs(n) (coth(%) + (1 F coth(

N3
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One uses: 2/(1+ e*") = e*"/2 [cosh(n/2) and [1 F coth(n/2)] = Fe¥(7/3) /sinh(n/2),
and cosh? — 1 = sinh?.

Substituting this in A.4.2 yields the expression of VanPeski-Tinbergen and Dekker

for the scattering rate. Note that in this limit there is no difference in the scattering

rate for spin-up and spin-down electrons. If there are in addition no time correlations

(i.e. B = 0), then one obtains the usual expression for the spin-disorder scattering
rate h/7, = 27mc Y, |Ji | (S(S + 1)/4) which is easy to understand since the matrix

element squared is |H,.[* ~ (5" 5)?)) ~ (1/3)s*S? = (1/3)(3/4)S(S +1).

{S(S +1) - SBg (n)tanh(%) — (S |2} A43

—Kondo Effect—

Finally the scattering of electrons from one impurity is calculated in the second
Born approximation (i.e. third order in the exchange constant J). This yields the
divergent term discovered by Kondo which signals the formation of a singlet state at
low temperature(Kondo,1964). Consider the perturbation expansion of the T-matrix
(Fig.A.4.2). There are two second order terms.

1) (k’alm‘|CI/alequ‘3;laucqall G(?a" cIau qu Sjsi"acka |kam> =
2(1 —
= —{—(1——‘-,1——))—(0: m'|S*st . w87 s, |am)
€ — €&
J2(1 - fle)) (1 5
= ———32 | -5(S+1)0pa — Sara - S/2
p— ;55 +1) § /
2) (k'a'm’|cja,,Jq,,S‘s;,,uc,mG;’a.,cz,a,Jk,qS"si,u,,c,,au |kam) =
J? t o
= o ,m'|(=1)e, . Cqan S Sty SIS, . |am
—(Ek_€q+elk)< I( )qcx q | >
Jgf(eq)

P o, m!|S' ST, st |am)
q

After adding these two terms together, the term containing the Fermi function f(e,)
J? . oL
= I fle) (a'm|(S’S* — 5'57)s's” |am).
€ —€Eq

The non-commutivity of the spin operators allows this term to be nonvanishing. The
total second order contribution to the T-matrix is
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J?
Ti?)"‘“—zsk [ S(S+1) - (a'm'|5- S/2|am]+z f ") 'm'|§- S /2|am).

No/"' de ~£n(€"+D—€F)
¢p—D Ep —E€ Er —EF

diverges logarithmically as e, approaches the Fermi energy. In the expression for
the scattering rate i/7, o |T|?, the cross term between the first and second order
contributions of the T-matrix introduce a term proportional to —J*£&n(T) which di-
verges as T — 0. An improved calculation results in a divergence at a temperature
Tx = De'/37¥. which plays the role of T; below which the moment is quenched by a
compensating conduction electron spin-polarization.

The integral
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Fig. A.4.1 The phase diagram for the state of local moment in the Anderson model
(from Maple, 1984).
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Fig. A.4.2 First and second order diagrams contributing to the kondo effect.
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Appendix B— Critical Field Program
History

The HC2 routine was written by J.E. Tkaczyk and J.A.X. Alexander at the Fran-
cis Bitter National Magnet Laboratory, MIT. It includes orbital and paramagnetic
pairbreaking, spin-orbit scattering and Fermi liquid effects. The last revision made by
J.A.X. Alexander was on 6/21/83. This version had modified displays of the 5/30/83
version and contained the added pairbreakers PPO and PP1. These pairbreakers are
those found in Rainer’s thin-film/parallel-field-tunneling program. Further modifi-
cations were made by J.E. Tkaczyk in 1984-1986. To this routine was added data
overlaying and fitting capability. The data consists of temperature (in Kelvin) and
critical field (in killogauss) associated in pairs. The critical field defined by G(T,H)=0
is found in this program by use of a modified linear interpolation procedure. The
programs were written to run on the Dec 11/23-plus in Fortran 4.

Description

HC2 is the root of a routine which calculates and plots the critical field versus
temperature curve given the various input parameters required. These parameters
listed below are entered from the subroutine HCDISP. The subroutine HCFUNC uses
a modified linear interpolation to calculate the correct value of H,, for a given tem-
perature.

HC2 prompts for a data file name, and you are prompted to view the data using
the subroutine HCDATA. The first number in each data file should be the number of
points. This is to be followed by the data points themselves (i.e. T(I),H(I), I=1,NPTS).

Both the calculated and exrerimental data are plotted in HCPLOT. Finally, one
may choose to change the input parameters for a better fit, or run HCFIT which
applies a gradient search to minimize the variance automatically. For best results try
to get the best fit yourself before using HCFIT. It is possible that the gradient search
will get stuck in a local minimum. The HCFIT program requires the calculation of
the variance between your data and the theory. The variance is calculated by the
subroutine HCHISQ.

Below the temperature T-first, which is calculated in the program HCFRST, the
superconducting-normal phase transition is of first order (i.e. the H,, calculation
doesn’t apply). Therefore all points below T-first are not included in the variance
calculation. If while choesing parameters in HC2 you choose NPTS=0, the theory
will be applied to the temperatures of your data and the variance and T-first will be
displayed with the plot. An opportunity is presented in the program to save the theory
generated curve and the associated best fit parameters.

The HC2 routine may be linked as follows:

Link/Prompt HC2,HCFIT,HCFRST
NCDATA/O:1
HCDISP/O:1
HCFUNC/O:1
HCFLOT/O:1
HCHISQ/O:1//
The input parameters to the program are:
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IPAIRB The number signifying which pairbreaker is to be used. This depends on
the geometry of your sample and its orientation relative to the field.
1-Bulk sample or a thin film oriented perpendicular to the field
2-Thin film oriented parallel to the field
3-Surface sheath (HC3)
PARAMS
1 SLOPE Slope of the critical field curve evaluated at T, in killogauss/Kelvin
(Internally converted to Gauss/K). This parameter is used with IPAIRB=1 and
3.
2 BFULDE spin-orbit scattering parameter used by Fulde
3 RENORM Renormalization factor for the Pauli field. Equals (1 + G°) where
G° is the £ = 0 Fermi liquid parameter.
4 CFULDE Fulde’s C parameter (used with IPAIRB=2)
5 PPO Additional pairbreaker constnt with field
6 PP1 Additional pairbreaker linear in field
7 TC Critical temperature in zero field (Kelvin)
The reduced field h = H/(TC x SLOPE), and the reduced temperature t = T'/T..

Putting the H., Program Together

There are 8 programs, each of which may be composed of one or more subroutines.
These 8 programs may call one another as indicated by arrows in the diagram below.

HC2 (root program)
> HCFIT
[———>_HCERST <—
—————> HCFUNC <
|——> HCDATA <£-
|—————> HCDISP <
}———>HCPLOT <
b———— > HCHISQ <
HCFRST only calls the program HCFUNC, while HC2 AND HCFIT call all
the other programs. The five programs HCFUNC, HCDATA, HCDISP, HCPLOT,
HCHISQ are all called independently and thus these may be overlayed into one storage

location in internal memory. If you don’t have enough computer memory, I suggest
you forget about HCFIT. You may want to remove HCFRST also.

The Theory of Critical Fields

references:
J.AX. Alexander, T.P. Orlando, D. Rainer, and P.M. Tedrow, Phys. Rev. B 31, 5811
(1985)
T.P. Oriando, Ph.D. thesis, (unpublished), Stanford University, 1981.
T.P. Orlando, E.J. McNiff, Jr., S. Foner, M.R. Beasley, Phys. Rev. B 19, 4545 (1979).
P. Fulde, Adv. Phys. 22, 667 (1973).
(concerning the first order transition:) H. Engler, P. Fulde, Phys. Kondens. Mater.
7, 150 (1968).
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The Landau theory of phase transitions describes second order transitions and
first order transitions close to a second order transition. The theory characterized by
the expansion of the free energy in the order parameter:

fo(T,H) = f,(T,H)|A* + fi (T, H)|A|* + higher order

fi >0, f, =0, specifies 2" order transition
{ fi =0, specifies a change in the order of the transition
fi <0, linearized theory doesn’t apply
Conventions: (SI units
t = T /Tc reduced temperature
= (r/e")ks T. = 1.764kp T. the energy gap at zero temperature
h = hryiae = (s H/A,) dimensionless magnetic field used by Fulde, not the
same as used in program
E =1/(1 + G°) enhancement due to Fermi liquid effects, G° is the £ = 0, anti-
symmetric Fermi liquid parameter
b= h/3A,7,, Fulde’s spin-orbit scattering parameter
Ao = (2A,/7T.)b =1.123 b
¢r = D(ed)*A,/6u% h Fulde’s c-parameter
D = €vur /3 The electron diffusion constant
d is the film thickness
= a| = 4kp /meD =10.97(kG/K)/D(cm? /sec).

Pairbreakers:
thin film in a parallel field:

a=b+ 6b. h(edHu) =b+crh®
bulk of film in perpendicular field:
_ DeH _ 4kgh
a=b+ A, _b+ﬂ-37f3

Surface superconductivity (H,s):

a= b+ (0.50) DeH/A,

The coefficients f,(T, H); f, (T, H) must be calculated from the microscopic theory:
fo(T, H) = 0 defines H,,(T):

tn(t) = p(1/2) - (1 + Tih—z?) ) (1 o ka Fla- \/Bz—mﬁl)

e A
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where y(z) is the digamma function f, (T, H.;(T)) = O defines the temperature below
which the transition is first order.

fit(T,H) «

> Z,~thE+a+b ? (Z, +a+b)® +hE?
3 n k2 2p2 n
(2nT.) !Rcz { ((Z,, +a)? - b +h’E’*) 2B ((Z, +a)® — b + h2E?)*

n=0

I s . =y Z, —thE+a+b \*
N(T, H) o f (T, H) + (2xT.)Re 3_(b - a) ((z.. o VA WE)

n=0

where Z, =27k T/A,(n +1/2).
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Appendix C

Proc. 10tk Im. Cont- on Low Tempersture Physics, Kyoio, 1987

Japanese Journal of Applied Physics, Voi. 26 (1987) Suppiement 26-3

EI2

Tunneling at High Magnetic Fields and *He Temperatures Using a Squeezable Tunnel

Junction Apparatus

J.B.Tkaczyk and P.M.Tedrow,

Francis Bitter National Magnet Laboratoryss, M.I.T.

Cambridge, MA , USA

An apparatus similar to that described by Moreland and Hansma has been constructed; However,
the junction gap is mechanically adjusted without use of an electromagnet, allowing for a
compact design. High quality Pb-Pb junctions with conductances showing phonon structure have
Seen.obtsined. A crossover from ohmic to tunneling conduction across the junction gap is ob-

served as the squeezing force on an Al-normal metal junction is decreased.

The tunneling

sonductance of an Al-ferzomagnet junction measured in an applied magnetic field and 0.4K

shows the asymmetry due to spin-polsrized tunneling.

This is the first observation of spin-

polarized tunneling in a junction with a mechanically adjustable gap. Application to bulk

saoples will be discussed.

INTRODUCTION

The recent development of vecuum tunneling
techniques, such as scanning tunneling microscopy,
has given nev hope that tunneling can be applied
in previously unmsnagabls situations. In particu-
lar, the squeezable method(l} developed by
Moreland, Hansma and co-vorkers can be applied to
a8 variety of sample configurations including thin
films, bulk samples, and filaments(2), The bdasic
ides is that two substances can be controllably
brought together to & separation suitable for tun-
neling by bending tha two with sightly different
radii of curvature. We have constructed a varia-
tion of the squeszsble apparatus for which the
squeezing force is supplied meclianically rather
than with the use of an electromagnat. This allows
for a compact design suitable for 3p0 cryogenics
and for use in high magnetic fields.

The design is such as to provide coemon-mode
rejection of vibration yielding good stability of
the spacing between the slectrodes. This feature
is neceseary due to the exponential relationship
betwsen the specing and tunneling resistance.

EXPERIMENTAL RESULIS

The conductance curve vs bias voltage for s
Pb-Pb squeszable electron tuaneling (SET) junction
obtained at &.2K and zero applied field is shown
in Pig. 1. The thickness of each of the Pb films
vas 150nm. The conductance shows the fsatures
typical of a high quality $-I-8 junction: the
pesks at the sum of the energy gaps of the two
films are sharp, the conductance in the sub-gsp
region L{s flat and there is little leskage.
Phonon induced structure {3 visible st higher
voltage.{3) This curve took several minutes to
obtain demonstrating the stability of the junc-
tion.

Figure 2 shows a sequence of conductance
curves for an Al-normal metal thin film junction
as the squeezing pressure is changed. The normsl

* Supported by US DOX Contract No. DE-FGO2-
BAERAS09S.

** The Francis Bitter National Magnet Laboratory
ie wupported by the US

National Science Foundation.

metal is & 20na thick vanadium-titanium alloy.
The Al film was 6 am thick. The number to the
right of each curve inuicates the order in which
the curves vere taken. The nature of the conauc-
tion process acraoss the junction could bs changed
continuously by adjusting the squeezing force.
Ffor s large squeezing force a large srea of the
films are in ohmic contact; that is, the conduc-
tance ls constant as & function of bias voltage.
When the squeezing force is reduced, the contact
srea is reduced with s resulting decrease {n con-
ductance. PFor junctions with resistance above S
kohm an increasingly large portion of the conduc-
tion is due to tunneling. This is evident from
the appesrance of structure associated with the
0.3aV supsrconducting gap of the thin Al film.
The relative proportion of tunneling to ohmic com-
ductance across the junction can be readily
determined due to the fact that at 0.4 K the con-
tridbution to the conductance froa tunneling st
zern bias voltage is zero. The junction leakage.
that is ohmic conduction, decreases as the junc-
tion resistance increases. In addition the con-
ductance peak associsted with the singularity in
the 8CS density of states becomes sharper and more
pronounced.

T v T T i
Py -Pb
!
2
8 |
o
8
-
s
13
2
3
3 \
3 ¥
o
© \ T4 2k
0 1 1 1 i L
-9 -10 -5 [e] 3 10 '8

Bios Voltage (mv)

Fig. 1 Conductance of & Pb-Pb SET junction.
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The conductance curves in Fig.3 are those for
an Al-Fe thin film junction at a temperature of
0.4k in zero magnetic field end in an applied
magnetic field of 1.8 tesle provided by a water-
cooled Bitter magnet. The asymmetry vhich devel-
ops with the magnetic field applied is the result
of spin-.polarized tunneling(4) which is a conse-
quencs of both the Zeeman splitting of the Al
density of states and the ferromagnetic polariza-
tion of the Fe conduction electrons at the Fermi
surface.

T T
2 ad-N
r__._._—-—-—-—\ 3
TS 4 ~
! ——
-
2
o
< s
3
3
S <
© noed) -
6 Ts04k
4o ! -
1 1
o] ] 10

8ias Voilage (mv}

Pig. 2 A sequence of conductance curves
for an Al-normal metal SET junction for
different squeezing forces. The number
at the tight {ndicates the order in
which the curves vere taken.

f

: YR
e = *
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> / "N~
\ -
. ' 7 =
3 N IR TV
3 L LI | -7 ~ g
H

ot - \ .

\J MR 1)

3 PE) [) AR} Q
3 3% sorage el

rig. 3 Two conduccance curves of an Al-Fe
SET junction. The curve taken with ap
applied field shows the atymmetcy
assocciated with spin-polarized
tunneling.

Figure & shows conductance curves for & junce
tion between s Pb fila and & sintered pellet of
the high T. superconductor Ba YCu40y_ g wvhich hat &
cransition temperature of 92. i K{S]. Tho Pd film
was 130nm thick. The pellet was made st the Fran-
cis ditter Naticnal Magnet Laboratory(6}. Conduc-
tance curves were taken in s superconducting msg-
net to s maximuim field of 7 tesls. The size of
the BCS gap for a T, of 92.3K is indicated on the
figure. The |tructuro at lower voltage is approx-
imately the proper form for tunneling betwveen two

1560

ling ot Low Temp , High Fields

Pb films. The voltage pasaks correspond to those
in Fig. 1. Presumably some Pb hes been transfered
to the pellet. Since the bulk critical field of
Pb Ls 600 Oe, the observation of superconductivity
at 7 tesla suggests sither that the transfered Pd
1s in the form of very small particles, or {s
proximity-coupled to the Bay¥Cuy0y 4.

' 1
i"\\ - - ———23ncs -
! <3
| N

Conductonce tord unit)

oL e ; )
20 -8 -0 B ) ) 0 S
Bias voitoge 'mv)

Pig 4 Conductance curves of s Pb-
¥Cuy0y_s SET junction for several
fuol of tho spplied magnecic field.

SIMMARY

We have constructed s versatile squeezable
tunnel probe which allows study of thin fila snd
bulk samples in fields up to 20 T snd temperatuces
down to 0.4K. Spin-polarized tunneling between Al
and magnetic filme gives information about the
spin deneity of states of the magnetic materisl
asnd, in addition, has served as an invalusble tool
for studying Psull limited superconductors(?). Th
observation of spin-polarized tunneling in a me-
chanically adjustable tunneling device, reported
here for the first time, may lead to applicstion
of t.is technique to an increased variety of
materisle.
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Fig. C.1 Simplified drawing of the squeezing apparatus. A stop (not shown)
prevents the whole apparatus from turning as the rod is turned. Rather, the result
of turning the rod is to lower the tip and raise the cantilever so as to increase the
curvature of the substrates. Note that vertical vibration along the rod vibrates
the whole apparatus and not just the tip.
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