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Abstract

Presented herein, is a method for the analysis of the steady, viscous, cavitating flow about

a two dimensional hydrofoil. This method is based on a low order perturbation potential

formulation. Coupling of the cavitating and viscous portions of the flow is completed

through the use of blowing sources. Implementation of this method, resulted in the code

P2D-BLWC. The method has been shown to be convergent. Results compare favorably

with those due to existing methods for the case of inviscid flow. Tests of the validity and

consistency of the method for viscous cavitating flow results, gave favorable results.

As part of this research, experiments were conducted on a foil of constant chord

length in a water tunnel. The conditions were such that the flow about the foil was

partially cavitated. The experimentally measured displacement and momentum

thicknesses, and the force coefficients, were compared with the numerical results. To

account for the tunnel walls, the method was modified to include image effects.

Thesis Supervisor: Dr. Spyros Kinnas, Department of Ocean Engineering
Thesis Reader: Prof. Harri Kytomaa, Department of Mechanical Engineering
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1. Introduction

Turbomachines and propellers have held a key role in many industries, for over two

hundred years. Consider for instance public utilities, and their great reliance on

turbomachinery for power generation. Another example of significance, is the use of

propellers and hydrofoils by the marine and naval industries. Further examples could be

cited, but these should be enough to illustrate that the effective design of hydraulic devices

is essential to industry. Better designs would increase performance, thereby decreasing

operating costs and reducing the demand for precious natural resources.

As a result of this need for improved design of hydraulic devices, engineers are

required to have a greater understanding of the flow in and about these mechanisms. For

decades they have made use of empirical and analytical tools, to aide in their studies.

Now, with the advent of digital computers, engineers have available to them even more

powerful tools for flow analysis. Using this new technology, it is no longer necessary to

overly simplify or neglect many important effects as in the past. This development has

been a boon to the designers of hydraulic devices. Now they can more easily address two

of the greatest technical difficulties associated with their work: viscous effects; and

cavitation.

Viscous effects are of primary importance when considering the design of

turbomachines, hydrofoils, and propellers. The reason for this is no matter what one does

to decrease the effects of viscosity, the flow is affected to some degree. Take for example

the turbine blade of Figure (1-1). If one neglects to account for the influence of viscous
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effects in their design, it is quite possible that the boundary layer could separate, resulting

in an increase in drag and a reduction in lift. An effective design is one for which the

boundary layer on the blade is thin and stable, resulting in lower drag. We see from this

example, that though the influence of viscous effects on the flow can be decreased, they

are always present to some level.

Cavitation, though the focus of this work, must in general be relegated to a

position of secondary importance. The reason for this is that in many applications, it is

possible to avoid cavity formation through the use of improved designs, or by sacrificing

on operating performance. However, when cavitation does occur, its side effects, as

opposed to those due to viscous effects, are of greater detriment. Consider for instance

the cavitating propeller blade of Figure ( 1-2). The cavities shown can impact on the blade

surfaces causing erosion, and produce large changes in drag or thrust. Considering these

effects, and the fact that cavitation is in many recent high speed applications unavoidable,

one realizes the importance of its study.

The analysis of viscous flows and their effects on hydraulic machines, has evolved

quite rapidly over the course of the past century. This evolution has resulted in the

gradual supplantation of analytical methods by numerical methods. Conversely, the

development of techniques for the analysis of cavitating flow has been somewhat slower.

Unlike their colleagues, cavitation researchers have relied heavily on analytical techniques,

like those due to Wu [24], Tulin [21] and Leehey [15]. However, numerical calculations

have gained in popularity, thanks to the efforts of researchers such as Uhlman [23],

Lemonnier and Rowe [16], and Kinnas and Fine [12].

The development of numerical techniques for the analysis of cavitating flow, has

allowed researchers to address such issues as nonlinearity, unsteadiness, and complex

geometries. However, most existing numerical techniques are based on the assumption

that the flow is everywhere inviscid. While this simplification does not greatly alter the

general character of cavitation, it has a strong influence on cavity parameters such as
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detachment, cavity length and volume. Development of methods for modeling cavitating

viscous flows, is paramount to the continued improvement in the design of turbomachines

and propellers.

This paper describes the author's efforts to address the problem of cavitating flow

about impellers and propellers. Since this problem is a formidable one, it was necessary to

limit the scope of this study to the steady cavitating flow about 2-D hydrofoils. 2-D

Hydrofoils were chosen because they are fundamental to the design of turbine blades,

lifting surfaces and propellers. This study is further limited to large sheet cavities which

are attached to the suction side of the foil as shown in Figure (1-3). Other forms of

cavitation, such as bubble, cloud, and tip (see Section 1.2 for the distinction between each

form of cavitation), will not be addressed in this work.

The work described here took place in two stages. First, a model for partial sheet

cavities about hydrofoils was formulated. The formulation of this model is discussed in

Chapter 2. This formulation was implemented numerically, and the result is the code

P2D-BLWC, which is discussed in Chapter 3. The second stage included experimentation

for a partially cavitating hydrofoil as described in Chapter 4. The measurements from this

experiment were used to determine empirical parameters used in the model, and for

comparison with model results.

In Section 1.1, the objectives of this work are stated. A general overview of

cavitation is presented in Section 1.2. This is followed by the assumptions made in

modeling the flow. The chapter then closes with a brief review of research to date, which

is pertinent to this study.
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1.1. Objectives

As described in the last section, this research has been conducted in two stages. The focus

for the first stage of this work was on modeling considerations. The objectives associated

with this stage were three-fold:

(1) First it was necessary to formulate a model for the analysis of cavitating viscous flow

about hydrofoils in two-dimensions. A method was chosen which models the

interaction of the viscous and inviscid portions of the flow using a blowing source

distribution on the body and wake surfaces. In this method the cavity, which is

treated as part of the inviscid flow, is also modeled using blowing sources located on

the foil beneath the cavity. As part of the inviscid solution, the cavity influence is felt

via the inviscid velocity distribution which is used in the boundary layer solution. The

formulation of the viscous model is due to Drela [3].

(2) The second objective was to implement the method. The code which resulted is P2D-

BLWC. This code is actually a modification of PAN2D-BL, which is described in

[8]. PAN2D-BL uses a low order perturbation potential method, which is coupled to

Drela's viscous solver by means of the viscous blowing source distribution. It was

necessary to modify PAN2D-BL to include the effects of cavity blowing sources. A

Newton iterative technique was then used to determine the cavity height distribution

required to satisfy the dynamic boundary condition on the cavity surface.

(3) In the course of this work comparisons of numerical and experimental results were

required. However, the formulation discussed applies only to foils in an infinite

domain, while the foil was tested in a tunnel. It was necessary to account for the wall

effects by using the method of images.

The experimental stage was guided by the need to satisfy the following goals:
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(1) In this work some empirical parameters are used in the model. These parameters

pertain to the closure of the cavity. One goal was the experimental determination of

these parameters.

(2) The final goal of this work, was the comparison of numerical and experimental

results. Comparisons were based on integral parameters such as boundary layer

displacement and momentum thicknesses. Lift and drag force coefficients were also

measured and compared with those from the numerical model.

1.2. Cavitation - An Overview

In this section a brief overview of cavitation is presented. Issues of relevance to the study

of cavitation are discussed. Topics include inception, types of cavitation, closure models,

and the generally accepted terminology.

Cavitation is the formation of regions of vapor within a flowing fluid. These

regions form wherever the local pressure falls below some minimum pressure. This

pressure, which is denoted here as pv., is called the vapor pressure. The concept of vapor

pressure is well known, and values for it as a function of temperature can be obtained for

water from many sources. However, in the case of cavitation, where you have a flowing

fluid with impurities, the actual vapor pressure is in general different than the value

obtained from such sources. This is due to the presence of air nuclei in the fluid, other

impurities in the media, surface tension and viscosity. Much research has gone into

determining how these factors influence the vapor pressure, and therefore cavity inception.

But it is still vague as to what this pressure should be for a fluid at arbitrary conditions.

When cavities form, they have traditionally been characterized by their shape, size,

and proximity to solid boundaries. The result is four relatively distinct types of cavities:

bubble; cloud; tip; and sheet. Examples of each type are shown in Figures (1-2) and (1-4).

What follows is a brief description of each type:
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(1) Bubble cavities are typically the most abundant type. They have a wide range of

sizes. What delineates them from the other types is that each bubble is independent of

the others, and they are advected by the flow.

(2) Cloud cavitation is really a large group o very small bubble cavities which have been

entrained in some region of the flow. This type of cavitation is typically found behind

sheet cavities.

(3) Cavities also form at the tips of cavitating propellers and lifting surfaces. These so-

called tip cavities, result from the low pressures found at the core of tip vortices. One

feature of interest (from an aesthetic point of view) are the helical trajectories of

these cavities when seen in the wake of a rotating propeller.

(4) Sheet cavities appear as large pockets of vapor which are attached to a solid

boundary. They can form on or behind blunt bodies or lifting surfaces. In general,

while it is possible to clearly define a cavity surface (defined as the interface between

the liquid and vapor), this surface can oscillate rapidly and is less clearly defined near

its trailing edge.

While each form of cavitation is important, only sheet cavities will be addressed in the

present work. The reason for this is that in marine and hydraulic applications, sheet

cavities are usually quite common. They also tend to be of larger volume relative to other

forms and have a greater influence on performance. It must also be admitted that the

treatment of sheet cavities is much simpler than that of cloud or bubble cavitation. For

instance with bubble cavitation, one must account for a large number of independent

bubbles which are advected by the flow and varying with time. Accounting for all forms

of cavitation is beyond the scope of this work.

As stated earlier, sheet cavities form on or behind blunt bodies or lifting surfaces,

as shown in Figure (1-5). They are classified according to their size in relation to the

bodies they are attached to. The result of this classification are two distinct types of sheet

cavities, and an example of each is shown in Figure (1-6) and Figure (1-7). The first is a
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partial cavity, which has a length that is smaller than the chord length. The other type is a

supercavity, which extends from a point on the body past the trailing edge. In both cases

the cavity starts at a point on the body, called the detachment point. Note that for the

case of supercavities, two detachment points are possible. The surface of the cavity

usually is assumed to be of constant pressure over most of its extent. However, near the

trailing edge, this assumption is in general not valid. Near the trailing edge of the cavity,

experiments have shown that the surface is less well defined and tends to oscillate.

Modeling this zone near the cavity trailing edge, and determination of the detachment

point are key issues when studying sheet cavities.

Detachment has been studied extensively by many researchers. As a result, several

theories for the prediction of detachment exist. The classic condition is that of smooth

detachment. In this theory detachment occurs at the point of minimum pressure, and the

cavity velocity and curvature is required to be continuous there. However, observation

has shown that detachment occurs after the point predicted by this theory. Brennen [2]

has conducted experimental investigations, which have shown a relation between Reynolds

number and detachment for blunt bodies. Arakeri [1] went on to show for blunt bodies,

detachment occurs at some length, X, after the point of laminar boundary layer separation

for fuilly wetted flow. The arc length at detachment, SD, is given by

SD = Ssc + (1.1)

where, Ssc is the point of laminar boundary layer separation for the cavitating flow.

Arakeri found that this point is related to the point of separation for fully wetted flow,

SSF by

Ssc = SF -2.371 + ur/(Cp),F] x[Sx; -SCm 1 ] (1.2)

where, o is the cavitation number, (Cp) is the minimum pressure coefficient for the

fully wetted flow, and Scm,n is the position where the pressure is a minimum for the fully

wetted flow. The length is given in terms of Os, the momentum thickness at

separation for fully wetted flow, as

23



Fran and Michel133126] foundT (a similar connection between detachment and laminar(1.3)

Franc and Michel [6] found a similar connection between detachment and laminar

boundary separation for hydrofoils. However, the criterion they formulated for

detachment is not as precisely defined as that due to Arakeri.

The region near the trailing edge of the cavity is very complex. In this region the

surface of the cavity is not well defined and it tends to oscillate. There is also a mass flux

between the cavity and the external flow. Experiments by Meijer have shown that the

pressure in this region tends to increase [17]. Different models for this transition zone

have been used. Uhlman [23] used a modified Riabouchinsky model, in which the cavity is

terminated with a plate normal to the foil surface. Lemonier and Rowe [ 16] and Kinnas

and Fine [12] have used a pressure recovery model. In this model the pressure increases

algebraically over some region of length ,. This length is the distance from the start of the

transition zone to the cavity trailing edge as shown in Figure (1-3). The cavity surface can

either terminate on the foil or to some height abcve it. The case where the cavity is not

closed at the trailing edge corresponds to a mass flux between the cavity and external

flow. The difficulty with this model is that it relies on empirical parameters such as the

length .

1.3. Modeling Assumptions

At this point it is appropriate to discuss the assumptions which are made in developing the

numerical model. They are discussed here for they are fundamental to the model, and

influence the goals of the experimental studies. Figure (1-3) shows the model which

results from the following simplifications:

flow is steady and incompressible
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· cavitation is limited to a single partial sheet cavity on the suction side of the foil
(neglect bubbles, tip cavities, etc.)

• vorticity confined to a thin layer on the foil, cavity and wake surfaces

· pressure at the cavity surface is constant save for a region of length X near the trailing
edge, where it increases algebraically

· no mass flux between cavity and flow

· cavity height is zero at the cavity leading and trailing edges

· cavity length is fixed

This list contains those assumptions which are fundamental to this work. Several

assumptions which are less fundamental have been made and are discussed in chapter 2.

1.4. A Brief Research History

This section describes past research efforts for cavitating flows. Of course, as the name of

this section implies, this is only a short summary of past work. For a more complete

review, the reader is referred to Knapp et al [13] or Wu [25].

The focus of this work is sheet cavities on lifting surfaces. Fundamental to this

work is the assumption that the cavity surface is a streamline for the flow. This idea is not

exactly new. Kirchoff and Helmholtz studied this problem over a hundred years ago.

Using analytical techniques they were able to analyze supercavitating flat plates. In this

work it was assumed that the cavities were semi-infinite, which corresponds to a

cavitation number of zero. Levi-Civita continued this work by including the effects of

curvature of the hydrofoil; however, the requirement of zero cavitation number was not

relaxed.

The methods due to Kirchoff, Helmholtz and Levi-Civita, were based on

conformal transformations. While these techniques allow one to treat cavities and foils of
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arbitrary thickness, they are restricted to rather simple geometries and cannot be extended

to treat three dimensional flows. Tulin [21] put forth a linear method based on

perturbation techniques. His method allowed for the treatment of more general

geometries, and later was extended to cavities with a cavitation number number greater

than zero. Guerst [7] introduced a method for partially cavitating foils with finite

cavitation number. Common to these linear theories is the assumption that the foil and

cavity thicknesses, are much less than the chord length. This results in a simpler dynamic

boundary condition on the surface of the foil. A good reference for the formulation of the

two-dimensional linear problem, is the text by Newman [20].

The development of methods for the two-dimensional nonlinear problem and the

three-dimensional linear and nonlinear problems, have followed one another closely.

Leehey [15] introduced a method for supercavitating hydrofoils, based on a strip

approximation. Uhlman [22] presented a method for the study of partially cavitating foils

in three dimensions. Both these methods were based on linear theories. Uhlman's [23]

surface singularity method, allowed for the treatment of fully nonlinear two dimensional

partially cavitating hydrofoils. In this case the exact form of the boundary condition on

the foil was satisfied. Other methods have been developed for the two dimensional

problem, by Lemonnier and Rowe [ 16], and by Kinnas and Fine [12]. This latter method

was extended by Fine to three dimensions [5].

One thing common to all the methods discussed previously is the assumption that

the cavity surface is a streamline to the flow. The flow external to the cavity is assumed to

be incompressible, and the fluid inside the cavity is taken to be at rest. It is assumed in

these models, that in general there is no mass flux through the cavity surface. Note that

these assumptions are made to make the problem tractable mathematically.

Experimentation has shown that in a gross sense the resulting methods do adequately

represent reality. However, these models do not allow one to gain deeper insights into the

actual physics and details of the flow. Cavitating flows are highly turbulent, unsteady and
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multiphase in nature. To this author's knowledge, few attempts have been made to model

the actual complex flow structure. One notable attempt is due to Kato et al [9]. In that

work there was no distinction between the cavity and external flow. The two phases were

treated as a single viscous fluid of variable density. As they show this flow is inherently

rotational, because mechanisms for the generation of vorticity, such as viscosity and

baroclinicity of the fluid, are present. One drawback to their method is that it is

computationally intensive, since the exact form of the equations of motion and mass

conservation are used. It also relies on the specification of a number of parameters which

need be obtained empirically.

The tools developed for the analysis of cavitating flows, which are overwhelmingly

based on the free streamline model, have to date been adequate in the gross sense.

However, we lose a great deal of physics when using the free streamline model. In

contrast, the more physical model due to Kato, is too expensive for the current state of the

art to be used as a design tools. What is necessary is some bridge between these two

extremes, such as boundary layer methods are for the study of viscous fully wetted flow.

The author does not want to imply that the present method is such a bridge. The method

described herein is essentially a free streamline model, which includes the viscous effects in

the form of a boundary layer. As a free streamline model, the same restrictions on mass

flux between the cavity and external flow are still imposed. The intent of the present work

is to more closely approximate the actual gross characteristics of cavitating flow, such as

the experimentally observed thickening cf the boundary layer in the wake of the cavity.
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(a)

(b)

Figure (1-1) (a) Boundary layer without separation.
separation. From Moran [ 18].

(b) Boundary layer with

Cavitating Tip Vortex

Cloud Cavitation

Travelling Bubble Cavitatton

Figure (1-2) Cavitating propeller propeller blade from Fine [5].
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Figure (1-3) Flow schematic showing partial sheet cavity on suction side.

cloud cavitation

sheet cavity / bubble cavity

U.IM,p

Pc pressure on cavity surface
qc velocity on cavity surace

Figure (1-4) Types of cavities.
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Ivity

Figure (1-5) A lifting surface and blunt body with cavitation.

hi rnfn

Figure (1-6) A partial cavity formed on the suction side of a hydrofoil.
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Figure (1-7) A supercavity formed on the suction side of a hydrofoil.
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2. Formulation of the Model

In this chapter the method employed in the solution of the flow about two-dimensional

partially cavitating lifting sections is discussed. Section 2.1 presents the derivation of the

tullv wetted inviscid solution method using a perturbation potential formulation. Section

22 igoes on to describe the transpiration model employed to account for the cavity and

viscous boundary laver The details of the cavitv and viscous formulations are discussed

in Sections 2 3 and 2 4 respectively

2.1. Fully Wetted Inviscid Solution

The formulation of the inviscid fully wetted solution method is discussed in this section. It

is considered first for it forms the basis for the cavity and viscous models.

The inviscid flow is assumed to be two-dimensional, steady anci incompressible.

The flow domain is shown in Figure (2-1). The foil is assumed to be subject to a uniform

flow I. For these conditions the fluid velocity. v, can be represented by

= =7 + v (2.1)

where $. the perturbation potential, satisfies Laplace's equation

V2 0=0 (2.2)

The term perturbation potential is used for 4) represents the potential due to that portion of

the velocity field which does not include the free stream. This term is somewhat

misleading, since, perturbation implies that this portion of the velocity field is much
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smaller than the free stream. In actuality, these disturbances can be of the same order as

the free stream. But. to be consistent with the literature, this author will use the accepted

term. The total potential O. which corresponds to (2. 1), can be written as

(D = ,ln + ¢ (2.3)

() is the velocity potential for the free stream. For lifting surfaces at an angle of attack

a. as shown in Figure (2-2), this potential is given by

) n = [(/ (x cos a + t sin ca) (2.4)

The appropriate kinematic boundary conditions are

C0/l = -Ur, f on the body (2.5)

and

VO - at infinity (2.6)

%where. ,1. is the surface normal for the foil. defined as shown in F ure (2-1). For lifting

surfaces the Kutta condition

VO= finite: at the trailing edge (2.7)

must be imposed.

When solving the inviscid problem, it is only necessary to solve for the

perturbation potential on the body. The reason for this is that most quantities of interest,

such as the velocity and pressure distributions on the body, as well as in the flow field, can

be obtained from it quite easily. In light of this, Green's theorem can be applied at some

point p on the foil surface. and the perturbation potential at that point is then given by

G - 0' ]dS - A dS(2.8)

Equation (2.8) is a solution to Laplace's equation for the perturbation potential, and it

satisfies the boundary conditions (2.5) and (2.6). G is the infinite domain two-dimensional

Green's function. It is defined in terms of the distance R between point p and the element

dS as

G =lnR (2.9)
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The first and second terms on the right hand side of equation (2.8) represent source and

normal dipole distributions on the body S, with strengths - and , respectively. The

source strengths are known from the kinematic boundary condition (2.5); but, the dipole

strengths are unknown and must be solved for. The third term in equation (2.8) represents

a dipole distribution on the wake surface S. of constant strength A.,, which is equal to

F, the circulation about the body.

The perturbation potential on the body can now be obtained by solving (2.8) in

place of Laplace's equation. Note that the integrals in (2.8) are over the body and wake

surtfaces only. For the numerical solution one approximates the solution by making the

tollowing assumptions First the bodv is discretized and is solved for at a discrete

number ot'points In this tormulation. the body is represented in terms of N line segments

or panels as shown in Figure (2-2). The perturbation potential and source strengths. are

assumed to be constant over each of these segments. On each panel the point p at which

> is solved for. the control point, is taken to be the panel mid-point. The wake is assumed

to lie on the x axis as shown in Figure (2-2). For the inviscid solution the wake need not

be discretized. since the wake dipole is of constant strength and so can be represented by a

single vortex at the trailing edue of the foil.. Based on these assumptions. equation (2.8)

can now be written in discrete form for the perturbation potential on the i panel as

0, - 1_ V - (2.10)

where.

s=JsfS (2.11)

B = G,dS (2.12)

w = ~js (2.13)

The Kutta condition can be shown [19] to be satisfied when the circulation, and

therefore A,, is given by
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,x = - 0, (2.14)

where ,. and 0. are the potentials at the upper and lower trailing edge panels,

respectively. If one defines the influence coefficient A,

.4:1 = d+ +d..W. : W,< Si (2.15)

the discrete form of Green's theorem can then be written as

A;= i 4. 0! = B! 4- (2.16)

Inverting A.. in the above equation gives the following expression for the inviscid

perturbation potential

gn' 5 Z .. X(ZAB, ;) (2.17)

Given the foil geometry and angle of attack. one can calculate the influence

coefficients A and B., and the velocity normal to the body ,, Equation (2.17) can then

be used to obtain the N perturbation potentials t', on the body.

2.2. Blowing Source Model

In the inviscid problem the body surface is coincident with streamlines of the free stream.

However. for cavitating or viscous flows, the bounding streamline is effectively displaced

tfrom the body surface as shown in Figure (2-3). This displacement of the streamlines

dives rise to the well-known concept of the displacement thickness f6 for viscous flows,

and the leoser known cavity height h for cavitating flows. One can account for this

displacement of the streamlines in a similar manner as one accounts for the thickness of

the foil, by adding sources on the body surface.

This method of adding sources on the body surface itself was used by Hufford [8]

for viscous boundary layers in the code PAN2D-BL. Note that if one is to be rigorous,

the sources should be placed at the edge of the boundary layer as given by the
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displacement thickness. instead of on the foil. This introduces many complications, for the

location of the edge of the boundary laver is unknown, and must be determined as part of

the solution However, placement of these sources on the foil, introduces relatively small

errors in the solution.

The sources which are used to model the boundary laver and cavity are termed

blowing sources. Blowing sources act as do the sources which model foil thickness for

inviscid flows The difference now is that the strength of these sources is unknown, and

must be determined as part of the solution. Hufford [8] has shown that when viscous

blowing sources of strengh o' are included, the equation for perturbation potential (2. 17)

must be modified as foiilows

, -- ' , (2.18)

.-\ further modification is required when the flow is cavitating. The resulting equation is

zir:, ~, I:+ ,i, ZB' tS i I} = , St (2.19)

where.

k J ( dS (2.20)

I ' =G i dS (2.21)

The additional terms are due to the blowing sources for tie viscous boundary layer and

the cavity, respectively. The blowing sources for the cavity are again placed on the foil

surface. This is not strictly correct, though the errors due to this approximation are small,

as demonstrated by Kinnas and Fine [ 12]. Note that the N + N w viscous sources of

strength r"' are distributed not only over the body surface. but also over the wake surface

as shown in Figure (2-4). For this work the wake has been represented by Nw panels

which are stretched exponentially with distance from the trailing edge of the foil. The N C

cavity sources of strength cr are located on those panels which correspond to the body

surface beneath the cavity as shown in Figure (2-4).
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As was done in the previous section, A, can be inverted in (2.19) to give the

following expression for the perturbation potential

ot= ¢I +; 1 , i( I a + EL ( C, ) (2.22)

where 0'" is given by equation (2.17). Equation (2.22) can be written more concisely if

one defines the following influence coefficients

V, = 4,'__, (2.23)

(= V , AC.k (2.24)

Adding the free stream potential to equation (2.22) gives the following equation for the

total potential

-- ) -RV '' 1t + ,vc (2.25)

Equation (2.25) serves to couple the inviscid, viscous and cavity models. To

complete this coupling, one needs to relate a' to the boundary layer variables and ' to

the cavitv variables. Mloran (1 81 shows that this relation for viscous sources is given by

a = d(Ue9')/ds (2.26)

where. I !U is the edge velocity and s is the arc length measured along the foil surface. In

a similar manner, the cavity source strengths can be related to the cavity variables by

d =d(U,h)/ds (2.27)

Mass defects due to the boundary layer and cavity are given by

m = UeS (2.28)

and

mc = Ueh (2.29)

respectively. These defects are defined at the panel nodes, as are Ue, h and S. In

contrast, the blowing source strengths are defined at the panel control points. The

derivatives above are approximated using the following difference formulas

a = (m,, -m, )/(s,_ ,-s,) (2.30)

37



ah = (m, , -air,; -/( *sn l si ) <(2.31)

The indices I,,, j and k are defined as shown in Figure (2-4). The relation between i, andj

is simply

(2.32)

The relation between I,, and k is slightly more complicated. This relationship is given by

in = k + /2 + (2.33)

where ',a is the number of panels between the foil leading edge and the start of the

cavitv.

By replacing the blowing source strengths in equation (2.25) with the expressions

(2.30) and (2.3 1 ), the equation for the total potentia an be expressed in terms of the

mass defects as

.. c' _( "'I -m' + l (2.34)

where the influence coefficients I" , and . are given in terms of the arc lengths s,, and the

influence coefficients and ('

The displacement thickness and cavity height are determined from their respective

models: however. one needs an expression ftbr the edge velocity which is defined as

If = Sc /ES (2.35)

The potentials are defined at the panel midpoints, while the edge velocities are defined at

the panel nodes. Using a difference formula, one can express the edge velocity at some

nodej in terms of the values of ( and s at the control points directly preceding and

following it as

(Ue)t = ( - , -, )/(s, ) (2.36)

Substituting the expression of equation (2.34) for t· gives

(Ue), :(U?) + _.E_ Dvmj +,-..,'=, Dm,. (2.37)

where. the influence coefficients D' and DC, are defined in terms of J2' and C,; and the

arc lengths s,. U '" is the velocity tangent to the body for inviscid flow as defined by
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(U ) = (((I);,,,,1. ((), + 0) /[S 1 1] (2.38)

Equation (2.37) is the actual mechanism for coupling the inviscid, viscous and cavity

models. This is so for knowledge of the edge velocity is required when solving the

viscous and cavity problem. as is shown in sections 2.3 and 2.4.

2.3. Dvnamic Boundary Condition on the Cavity

This section treats the formulation of the cavity model. It is assumed in this formulation

that cavitation is limited to one partial sheet cavity on the suction side of the foil. The

cavitv detachment point is taken to be known. Cavity length I , which is the distance from

the detachment point to the cavity trailing edge, is also assumed known. Note that this

tormulation can be used for both inviscid and viscous flows.

For this work the cavitv is treated as two separate zones, as shown in Figure (2-5).

The first is a constant pressure zone between A and B, at pressure p,. This is followed by

a transition zone of length ;A between points B and C. The pressure in the transition zone

increases from the minimum value p, at B, to some maximum value at C. This is known

as a pressure recovery termination model.

Instead of working directly with pressure, it is more convenient to use cavity

velocity for this formulation. One can then recover the cavity pressure from Bernoulli's

equation

P, + RpU; = Pc(s)+ pq2(s,) (2.39)

where p is the free stream pressure. Both cavity pressure and velocity are defined in

terms of cavity arc length s., which is measured along the foil underneath the cavity

starting at the detachment point. The cavity velocity is given by

qc (s c ) = q [l - F(sc )] + U'eF(s,) (2.40)

where Ucte is the edge velocity at the cavity trailing edge, and qc is a constant defined as

39



qc = r / l+ ' (2.41)

The cavitation number, o. is defined in terms of cavity pressure as

cr = (p, - p.)/pU (2.42)

/-(s ) is given bv

(2.43)

0O sc < s F(S)= { i]V; : <

where s;, the cavity arc length at the beginning of the transition zone, is defined as

s. = -- . (2.44)

This model was used by Kinnas and Fine [ 12].

The cavitv is discretized as shown in Figure (2-6), with one cavity height being

defined at each cavity panel node. Cavity height is defined as the distance from the body,

along the local body normal, to the cavity surface. At each of these nodes the edge

velocity must equal the cavity velocity. This condition can be expressed by combining

equations (2.37) and (2.40) to get

qj[l--1"(s)] + (CF(si )=(U'-) + j ZN"D,,m' + 'lI D,,m, (2.45)

This equation. which must be satisfied at each of the N c + 1 cavity nodes, involves the

.'; + I unknown mass defects m, and the unknown velocities U "'e and qc. Thus, there

are two more unknowns than equations. This is resolved by taking the cavity mass defects

at the cavity leading and trailing edges to be given by

ml =0 (2.46)

m-vI, = M~,, (2.47)

The condition of zero mass defect at the cavity leading edge corresponds to the cavity

being attached to the surface of the foil. The second condition corresponds to a mass flux

between the cavity and external flow of strength M,,. When this mass flux is zero the

cavity reattaches to the foil.
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In the case of inviscid flow the viscous blowing sources are zero. Equation (2.45)

for this case is

qc[1 - F(s,)] + UceF(s) - +' D',m; = (Ui_) (2.48)

First the fully wetted inviscid problem is solved. Then the inviscid velocity on the body,

U", is calculated at the cavity nodes. Finally, equation (2.48) is applied at the cavity

nodes, and that set of equations is solved to get q., U"ce, and the mass defects. The cavity

heights can then be calculated from

h = mc / q(s) (2.49)

Matters are more complicated when the flow is viscous for the blowing source

strengths a'j, are non-trivial and must be evaluated as part of the boundary layer solution.

The viscous model, which is discussed in the next section, must then be used to provide

the additional information. The solution method for this case is discussed in Chapter 3.

2.4. Viscous Formulation

The viscous model used for this research is taken from Drela [3]. A summary of his

formulation is contained in this section. The reader is referred to [3] for more details

about the model.

The flow is assumed to be steady and incompressible, and viscous effects are

confined to a thin layer near the foil, cavity and wake surfaces. For these conditions the

standard momentum integral equation is appropriate

d+(2+H) dUe =C2 (2.50)
ds U ds

The so-called kinetic energy shape equation is also used

dH* 0 dU= Cf (2.51)
o +[2" +H'(I-H)]U a 2 2CD-H* 
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A third equation is also necessary, however, this equation is different for laminar and

turbulent flows. When the flow regime is laminar, this equation is the rate equation for the

amplitude of Tollmien-Schlichting waves

dii dii dR e (2.52)
ds dRe ds

This equation is used until hi reaches some specified critical value, ii,. This is referred to

as an e"' transition model. Once this point is reached, the flow is considered turbulent.

Equation (2.52) is then replaced by the shear stress lag equation

dC 5.(- (, , .+167Hf)] C2.2 dU, (2.53)
c, d, .. 7 3-6 2' , 

Equations (2.50) through (2.53) contain many variables which are represented by

rather complex functions. The reader is referred to [4] for these functional forms. In this

paper only the primary variables will be considered. For turbulent flows these are 0, 3',

Uf and (' When the flow is laminar ih is used in place of C.. The number of

independent variables can be reduced to three by considering the mass defect m" in place

of S and U, and by calculating the edge velocity where necessary using (2.37).

The no-flux and no-slip boundary conditions are applied on the foil surface. On

the wake surface the shear stress, and therefore C,., are taken to be zero. This last

constraint on the shear stress, also needs to be imposed on the cavity surface.

The blowing sources for the boundary layer are located at the panel control points

as shown in Figure (2-4). The boundary layer variables are defined at each panel node.

Note that in the wake, the boundary laver variables are assumed to be the sum of the

upper and lower side variables. Equations (2.50), (2.51), (2.52) and (2.53) are

approximated using central differences. At each node there are then three equations and

three unknowns.
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Inviscid flow domain.

y

u4,

Figure (2-2) Discretization for inviscid fully wetted flow.
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Figure (2-3) Displacement of streamlines for viscous cavitating flow.

cavtv extent
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Figure (2-4) Paneling and blowing source placement for viscous cavitating flow.
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Figure (2-5)

inviscid

Flow model showing cavity transition zone.

h

Figure (2-6) Cavity discretization for N = 3. Note that cavity heights are taken to be

zero at the cavity leading and trailing edges.
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3. P2D-BLWC: A Numerical Code for Viscous Flows with
Cavitation

This chapter describes the implementation of the method from Chapter 2 in the form of the

computer code P2D-BLWC. This code is based on PAN2D-BL, which is discussed in

Hufford [8] PAN2D-BL can be used to analyze 2D viscous Boundary Layers about

lifting surfaces. P2D-BLWC can be used to analyze partially Cavitating hydrofoils

including the effects of 2D Boundary Lavers. The solution procedure including Jacobian

iteration is discussed in Section 3 1. Note that the formulation detailed in Chapter 2, can

only be used for fbils in unbounded flow. Section 3.2 of this chapter, describes how the

method can be employed for the analysis of bounded flows via the method of images. This

allows for one to deal with Wall effects. Section 3.3 details the convergence results for

P2D-BLWC. Validation of the code for fully-wetted viscous flows and partially cavitating

inviscid flows is discussed in sections 3.4 and 3.5, respectively.

3.1. Implementation of the Method

In this section the actual implementation of the method outlined in Chapter 2 is discussed.

The code which resulted from this implementation is P2D-BLWC. It is based on the code

PAN2D-BL, which was extended to allow for the analysis of 2D partially cavitating

hydrofoils, including such real fluid effects as viscosity, turbulence and separation. P2D-

BLWC can also be used for flows which are bound by two parallel horizontal walls as
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described in section 3.2. This feature was added so that the code results could be

compared with those from experiments in a tunnel.

The viscous solver used in both PAN2D-BL and P2D-BLWC is the same that is

used in XFOIL [8]. This solver takes as its input the inviscid velocity distribution on the

body,. along with geometry information. Using a Newton technique it iteratively solves the

system of equations tformed by differencing equations (2.50), (2.51), (2.52) and (2.53).

The independent variables used in the boundary layer solver are mn', 0, and either or

('.. When solving the nonlinear set of equations using a Newton technique, it is necessary

to define perturbations to the boundary layer variables. The perturbations to the boundary

laver variables for viscous nodej in the Newton scheme are n,", S0, and either i, or

i'. The associated Newton system is

&nv ={-I<j l~i<N+N, (3.1)

Oi'; o r , -

vwhere. J:' and RiY are the respectively the viscous Jacobian and its residual as defined in

[8]. Once the viscous mass defects are known. the edge velocity is calculated using

(U), =(i'") ) + . D,-'m; + D,~mj (3.2)

However. the cavitv mass defects. m'i; are unknown and must be determined.

In solving the viscous cavity problem, one could conceivably modify the Jacobian

system (3. 1) to account for the presence of the cavity. However, in this work a double

Newton iteration is used instead. Figure (3-1) shows a flowchart of the method. The first

step is the solution of the fully wetted inviscid problem. The inviscid velocity U'" on the

body and wake are calculated as part of this solution. The next step is to solve the cavity
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problem in the absence of viscous blowing sources. This was discussed in section 2.3.

The set of equations (2.48). assuming that the mass flux at the cavity trailing edge M, is

zero. can be written in matrix form as

t'- -D '', ... - ), I,,
I- .. . - :, .

I:-F, -D , ... ..

I _ .' . I)C _ - 1)5 .. F .. .
. ."' - - V. - ,-' -- V i -1

SC

m:

m'.
7 ·Chp
U--

N'

(3.3)

c

where

I: = ( s, ) (3.4)

Equation (3 3) can be written more compactly using matrix notation

.Ax = (3.5)

where. .4 is the matrix on the left hand side of(3.3) and x is the solution vector. !'"" is

the edge velocity vector for fully wetted inviscid flow. The inviscid cavity solution, which

is the zeroth iteration for the main Newton iteration, is given by

x =.4 U (3.6)

The inviscid cavity velocity distribution for the zeroth iteration is then computed using

(C/-) = (U"" ) +C2 I ,;(m; )'O (3.7)

This distribution is then sent to the boundary laver solver, which calculates m,, 0, and Cr

or ii for the zeroth iteration. The edge velocity can then be calculated from

,(UC) = JC--) D; (mrn;'(n) (3.8)

Remember that the inviscid cavity velocity includes the fully wetted inviscid velocity

contribution along with the cavitv contribution, so equation (3.2) need not be used for the
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edge velocity calculation. The driving Newton iteration comes into play by requiring that

the edge velocity equal the cavity velocity distribution at the cavity nodes

(q..).li )(f. ... ,< i < N + (3.9)

The variable t above denotes iteration number, and NBC is the number of panels between

the foil leading edge and the start of the cavity (see section 2.2). In general this

requirement for the edge velocity is not satisfied. It is necessary to define a residual at

each cavitv node for the current iteration as

;C' = (q) )(U v Ii< N_ +1 (3.10)

When this residual is greater than some specified tolerance, it is necessary to perturb the

cavity solution and recompute the boundary layer solution based on a new inviscid cavity

velocity The perturbations to the cavitv variables are defined as follows

q " =: q. + & (3.11)

(U'"e)'" = (")' .+(Uct"e)' (3.12)

and

(m'i =(m)' +(nC)' 2<i< N c (3.13)

The inviscid cavitv velocitv for the next iteration is given by

(UC-")'= (UC")t + E'I" D,;(inc)' (3.14)

It only remains to show how the perturbations to the solution are computed. The

perturbation vector for the solution is defined as

x' = . + x' (3.15)

The cavity residuals. given by equation (3.10), can be written as a vector in terms of

.r', IU"' and (m') and D as

(Rc) = A x' - U'" - DV(m")' (3.16)
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where, equation (3.2) was used in substitution for (Ue),. The perturbation is found from

the following expression

JCaXt' = -(Rc)' (3.17)

where, the cavity Jacobian, JC,is defined as

iC .RC t (3.18)

Taking the derivative of (3.16) with respect to the solution vector gives

Jc=A- ({Dv(m)') (3.19)

In the present work it is assumed that the viscous contribution to the edge velocity varies

slowly with respect to the cavity solution. Mathematically this can be written

(3.20)

dxc

which results in the following simple expression for the Jacobian

JC -A(3.21)

The double Newton iteration just described, has been successfully implemented in

P2D-BLWC. Results from convergence tests of the code are described in Section 3.3.

Validation of the code, that is comparing it with existing codes, was possible for the cases

of viscous fully wetted flow and inviscid cavity flow. The codes XFOIL and PCPAN were

used for this purpose. However, no 2D boundary layer codes exist which can be used to

compare the viscous cavitating flow results. In this case another method of validation is

used as discussed in Section 3.6.
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3.2. Modeling Wall Effects Via the Method of Images

The formulation described in chapter 2 requires that the flow domain be infinite in

extent. In reality this condition may not be met. Such a situation is encountered when

testing fils in a water tunnel. It is then necessary to include the effects of the tunnel walls

on the flow.

Consider the experimental configuration described in chapter 4. The foil is bound

between two horizontal walls as shown in Figure (3-2). One can model this by using two

walls of infinite extent as shown in Figure (3-3). The foil is mounted in the tunnel at some

angle of attack. The flow at infinity is assumed to be uniform. If viscous effects on the

walls are neglected. it is then only necessary to satisfy the kinematic boundary condition

on the wails. The question now becomes, how does one modify the formulation of

Chapter 2 in such a way as to satisfv the no flux condition at the walls? One solution to

this question. and by no small coincidence the one chosen here, is by using the method of

images. What follows is a brief overview on the method of images, and how this method

can be applied to the problem at hand.

Consider the point source of strength F. located at (O,h), as shown in Figure (3-4).

The method of images tells us that the velocity potential for this configuration, sw,, can

be expressed as

Osxw = s,, (O, h) + stL G(x ,y) (3.22)

where. s,, (x,, ,Y ), is the potential for a source at (O,h) in the absence of the wall, and

SLkfG (x, y, ), the potential due to some image located at (x ,y, ). The image potential is

nothing more than the potential due to a source of the same strength placed at (0,-h), as

shown in Figure (3-4). So the final expression for , is

q,,, = Os. (O, h) + s,, (O,-h) (3.23)

The proof for this result will not be presented here, the reader is referred to the text by

Newman [20] or any introductory text on fluids.
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When a second wall is added, the problem becomes a bit more complicated.

Figure (3-5) shows such a case. The centerline of the tunnel is taken to be the' horizontal

axis. The distance from the centerline to the tunnel wall is t. A point source of strength F,

is located at (x,A). In the case of one wall it was only necessary to use a single image.

Adding a second requires an infinite number of images placed as shown in Figure (3-5).

However, as in the case of one wall, each of these images is nothing more than a source of

the same strength as the original. The potential due to a source between two walls, s,2w,

is given by

0 , = s,(x,A)+ =[0(ix.iH+(-1)'A)+s(xiH- (-l1)'A) ] (3.24)

where,

H = 2t (3.25)

The next and last case considered here, is shown in Figure (3-6). In this case the

potential is assumed to be due to a distribution of constant strength sources or dipoles of

over a panel, as shown in Figure (3-6). This case is of particular interest, because in

Chapter 2 the fundamental assumption was that the inviscid flow can be modeled by a

number of panels with constant strength source and dipole distributions over them.

Consider the panel of Figure (3-6), with a constant source distribution over it. The

potential at some point i, due to this panel which shall be referred to asj, was shown to be

S',= I, S (3.26)

This result is only correct when the domain is unbounded. When walls are included it is

necessary to use images so that the kinematic boundary condition at the wall may be

satisfied. As in the case of a point source between two walls, an infinite number of

sources are needed, placed as shown in Figure (3-6). The potential can be written

=s!)'W '''+c [•. ' ,+5kl] (3.27)

where,
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5s1 = k, sI (3.28)

S~,~k = 1k ~:ks (3.29)

The term (S,,) is the effective potential at point i due to panelj, and all its image panels.

q'. is the contribution to the potential by the jth panel's kth image above the horizontal

axis, as shown in Figure (3-6). S,'-k corresponds to the contribution of a panel which lies

below the horizontal axis.

In the code P2D-BLWC, the method of images has been implemented. The

formulation of Chapter 2 is essentially the same when including images. The only

difference is that the influence coefficients must be modified to account for the image

panels The modified influence coefficients were computed using expression (3.27) for

sources, and other similar expressions for dipoles. Note however that one can only use a

finite number of terms in computing the modified influence coefficients. In this work the

number of pairs of image panels kept was taken to be NIMG. There are two

considerations when choosing a value fbr NIMG. First, enough pairs of images must be

included so that the kinematic boundary condition at the wall has been satisfied. Then, the

value chosen must be one for which the results are converged.

In determining the number of image panels required for the satisfaction of the

kinematic boundary condition at the wall, it was necessary to consider two cases: inviscid

flow; and inviscid flow with blowing sources. Figures (3-7) and (3-8) show the normal

velocity along the lower and upper walls. In each figure, the normal velocity computed

using 20 images is compared with the normal velocity computed without images. This

latter case corresponds to unbounded flow. The foil section used in this comparison was a

NACA65A at an angle of attack of 5°. The tunnel height was half of the chord length of

the foil. Comparison of the two curves in each figure, shows that using 20 images results

in a velocity which is much smaller than the velocity along the wall without images. For

20 images, the velocities were on the order of O(10 4). It was found that using as few as
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5 images gave normal velocities on the order of O(10-3) . Figure (3-9) shows similar

results when viscous blowing sources are included. Shown are the velocities along the

upper and lower walls computed using 10 images, for the same configuration. With only

10 image pairs we see that the normal velocities at the wall, tend to be on the order of

O(10-3) to within three chord lengths in both the up and down stream directions.

The final consideration in choosing NIMG, is the determination of a value such

that the solution is a converged one. Many parameters can be examined when considering

convergence with number of panels. Some parameters examined for this study were drag,

cavity height, cavity velocity, and circulation. It was found that most of these parameters

converged at about 5 to 10 images. Interestingly enough, the circulation about the foil

was found to converge a bit more slowly than the other parameters. Figure (3-9) shows

that it takes at least 20 panels for circulation to converge. However, the circulation for 10

images was fbund to be within I percent of the converged value.

3.3. Convergence Results for P2D-BLWC

In the last section. convergence results were shown for the code P2D-BLWC, as the

number of images were varied. In this section convergence of the method with number of

panels and iterations is examined. The total number of panels is equal to the number of

panels on the body plus those of the wake. In this section, the number of wake panels will

be fixed at 30, and the wake length is taken to be 5 chord lengths. The results presented

here are meant to demonstrate convergence for the cases of inviscid and viscous cavity

flow. Hufford has demonstrated convergence for viscous fully wetted flow, and the reader

is referred to his thesis for details [8].

Figures (3-11) and (3-12) show results of inviscid cavity convergence tests, for a

NACA65A foil with zero camber, at an angle of attack of 5°. The foil thickness is 6
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percent of the chord length. Detachment was arbitrarily chosen at 10 percent of the chord

length, and the converged cavitation number was found to be ur=.6. Figure (3-11) shows

that cavity velocity qc , cavitation number and circulation converge at about 90 panels.

However, the velocity at the cavity trailing edge, U"e, converged much less rapidly. The

number of panels necessary for convergence of Ucte was found to be about 160. Figure

(3-12) shows that the cavity height converged at the same point. These results are not

particularly impressive. However, one must note that the cavity detachment point chosen,

is quite far from the leading edge. Figure (3-13) shows convergence results for another

configuration, but this time the detachment point was chosen using the criterion described

in Section 1.2. The foil used was a NACA0010 at an angle of attack 2°. The cavity

length was 30 percent of the chord, and the converged cavity number was found to be

cr = 68. Use of the detachment criterion resulted in detachment at 1 percent of the chord

length. In this case the cavity height distribution converged at only 80 panels, or half the

number of panels for the configuration of Figure (3-13).

Figures (3-14) through (3-16) show convergence results for viscous cavity flow.

The configuration is the same as that used for the convergence tests of Figure (3-13). The

Reynolds number for this test was 10° The edge velocity on the suction side of the foil is

shown in Figure (3-14). As this plot shows, the edge velocity converges at about 80

panels. Note in this figure that the edge velocity is constant over the cavity surface save

for the transition zone, which in this case is 40 percent of the cavity length. This is a result

of the dynamic boundary condition on the cavity surface. The displacement thickness also

converges at 80 panels, as shown in Figure (3-15). A similar result for the momentum

thickness is presented in Figure (3-16).

The curves showr in Figures (3-14), (3-15) and (3-16), are intended to

demonstrate convergence of the method with number of panels. Another point of concern

is convergence of the viscous solution with number of iterations. Remember, that the

dynamic boundary condition on the cavity is satisfied by the iterative process described in
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Section 3.1. The cavity solver iterates until the perturbations Sqc, 5U" e and5mj, are less

than some prescribed value. Figure (3-17) shows the cavity heights from the viscous

solution for the same configuration as Figure (3-13). The results presented are for the

first, fifth and twelfth iterations. From this we see that by the fifth iteration the cavity

height has essentially converged. The difference between the fifth and twelfth iterations is

small. Figures (3-18) and (3-19) show the edge velocity and displacement thickness for

the first and fifth iterations. The twelfth was not presented because it was virtually

identical to the results from the fifth iteration. By the fifth iteration we see from (3-18)

that the dynamic boundary condition on the cavity is satisfied. Figure (3-20) shows the

rate of convergence based on the maximum cavity height perturbation. This perturbation,

cdh,, is 2.23x10 -2 for the first iteration, and by the third it is 1. 15x10 -6 . These number

seem small, but some basis for comparison is necessary. A relative tolerance for the cavity

height can be defined as follows

Ah= hH, (3.30)

where, H. is some scale value for the cavity height. An appropriate value is the maximum

cavitv height. This value for the first iteration is 3.5x10-3 using Figure (3-17). The

relative tolerance for the first iteration is Ah = 7.8x10 -5, and by the third it is

Ah = 3.7x10- 9 . So in terms of cavity height, convergence is quite rapid. Figure (3-21)

shows the convergence with number of iterations for 6qc and UJc ' . One can define

tolerances for these variables also, where the scale in each case is the cavity velocity.

shows the convergence of cavity velocity with number of iterations. These tolerances for

the first iteration were found to be Aqc = 2.2x10-2 and AUC" = 7.6x10 -'. By the third

iteration, the solution had converged to within Aq, = 1.2x10-6 and AUCe = 5.6x0 -5

Note that the cavity trailing edge velocity converges least rapidly of all.
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3.4. Code Validation for Viscous Fully Wetted Flows

In this section the results of P2D-BLWC for viscous fully wetted flow, are compared with

those from XFOIL. Although fully wetted flow is not the focus of this research, this

section is included to demonstrate the validity of the results from the viscous solver.

The geometry used for this comparison was a NACA0O 10, at an angle of attack of

5°. The Reynolds number for these runs was 106, and the critical value for the transition

model was taken to be 9. The initial location of transition was taken to be at 95 percent of

the chord length on both the suction and pressure sides of the foil. Both codes were run

using 100 panels on the foil. Since XFOIL cannot be used for bounded flows, the number

of images was taken to be zero.

Figure (3-22) shows the pressure distribution on the foil computed by both XFOIL

and P2D-BLWC. As this plot shows, the two results compare quite favorably over most

of the foil. The greatest difference is found near the trailing edge of the foil. This is due

to the fact that each code uses different discretizations for the foil. Cosine spacing was

used with P2D-BLWC. The discretization used by XFOIL allowed for more panels near

the leading and trailing edges of the foil as does cosine spacing, but in a slightly different

manner. Another reason for the difference in the results near the trailing edge is related to

the application of the Kutta condition. In P2D-BLWC, the Morino-Kutta condition is

used, whereas in XFOIL a modified form is used. Similar results for the displacement

thickness are shown in Figures (3-23) and (3-24). In Figure (3-23), one may notice that

there is a kink at 7 percent of the chord length. This point corresponds to the point of

transition as predicted by the two codes. The actual locations of transition predicted by

XFOIL were at 6.6 and 96.6 percent of the chord for the suction and pressure sides

respectively. P2D-BLWC predicted transition on the suction side at 7.4 percent of the

chord, and on the pressure side this point was found to be at 99.8 percent of the chord.
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3.5. Code Validation for Inviscid Cavity Flows

Several codes exist for the analysis of two dimensional inviscid cavitating flow. In this

section the results from P2D-BLWC are compared with one of these codes. The code

chosen for this comparison is called PCPAN. It is based on the method due to Kinnas and

Fine [12].

The code PCPAN was chosen for the validation of P2D-BLWC, because both

codes are based on low order perturbation panel methods. One would expect them to

give very similar, if not identical results for a particular configuration. Where

configuration is taken to mean the foil geometry, angle of attack, discretization. cavity

detachment point and length. However, several fundamental differences do exist between

the two methods. The most important of these are:

· The use and placement of blowing sources in P2D-BLWC.

· Extrapolation of perturbation potential at leading edge of cavity in PCPAN.

· Differences in the models for the pressure recovery zones.

* Different discretizations on the foil.

Before jumping into a discussion of the validation tests, it is worthwhile to compare each

method so one can interpret any differences in the results.

As mentioned before, both methods are based on low order perturbation panel

methods. By low order it is meant that any source, dipole or blowing source distributions,

are assumed to have a constant strength over the panel. In PCPAN, a distribution of

sources and dipoles are placed on the cavity surface and everywhere on the foil body,

except under the cavity. In P2D-BLWC, source and dipoles are placed on the body and

blowing sources on those panels which lie beneath the cavity. Here we find two

differences occurring. The source and dipole distribution of the method described in this

paper are those which correspond to fully wetted inviscid flow, while the blowing sources
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are used to satisfy the dynamic boundary condition on the cavity. The second difference is

that the blowing sources are placed on the foil surface, not the actual cavity surface.

However, since the cavity surface is unknown, PCPAN places the cavity surface initially

on the surface of the foil. So the zeroth iteration of PCPAN corresponds to the method

presented in this paper.

The dynamic boundary condition on the cavity surface is

(3.31)

9s, OS,

where, s, in this case is the arc length along the surface of the cavity measured from the

detachment point. The boundary condition (3.31), is the form applied in the present work.

Kinnas and Fine work with another form of the boundary condition, obtained by

integrating (3.31)

(3.32)0(Sc) - (O) = | q,(t)dt -cn,(s) + (in(°) (3.32)

The resulting equation involves the perturbation at the start of the cavity, f(0). However,

this is an unknown quantity, so some method is necessary to determine its value. Kinnas

and Fine approximate it by using a cubic extrapolation of the perturbation potentials on

those panels which precede the detachment point [12]. In the present method, no such

approximation to the perturbation potential is necessary.

Before presenting the results, it is necessary to consider one more difference

between the two methods, which would affect the results of the comparison. The model

used for pressure recovery by Kinnas and Fine is

q,(s,) = q[1l - AF(s,)] (3.33)

Note that with this model, by specifying the constant A, one is effectively requiring that

the velocity at the trailing edge of the cavity be some fraction of the cavity velocity q.

The model used here

qc(sc) = qc[1 - F(sc)] + Uc'eF(sc) (3.34)
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places no such restriction on the velocity at the trailing edge. Instead it is determined as

part of the solution. If one is to compare the two codes, it is necessary to determine A

such that the two models are equivalent. The effective value for A which would satisfy

this requirement is

,4, = IjC /q, (3.35)

When comparing the two codes, P2D-BLWC is run first so that a value of At can be

computed for input to PCPAN.

The first comparison is for a NACA65A foil at an angle of attack of 5° . The

thickness of the foil relative to the chord is 0.06. The number of panels in each case was

two hundred. Casitv detachment was at 10 percent of the chord length on the suction

side. Cavity length was 30 percent of the chord, and the pressure recovery parameters

were u = I 0 and X=0· 05. The code P2D-BLWC was run first, and A,: was found to be

0 32. Figure (3-25) shows the cavity height distributions computed by each code. Note

that near the leading edge of the cavity the two distributions compare quite favorably.

However, near the trailing edge of the cavity, the differences between the two curves are

more pronounced. One reason for this is that, though the number of panels is the same,

the discretizations are slightly different. The cavity number computed by P2D-BLWC was

found to be 0.595. whereas PCPAN predicted 0.586 for a difference of 1.5%.

For the next comparison, the transition zone is taken to be X=0. Consider the

computed cavity height distributions, of Figure (3-26). The results shown are for a

NACA1606, at an angle of attack of 5°. Detachment was taken to be at the leading edge,

and the length of the cavity was set at 30 percent of the chord length. In this case, the

discretizations were the same for each method. The effective velocity fraction was found

to be A.- =1. For this comparison u= 1. As Figure (3-26) shows, the curves are nearly

identical near the trailing edge, with the greatest differences appearing toward the leading

edge and midpsan of the cavity. Since the geometries are the same in this cases, the

difference may be attributed to the approximation for the perturbation potential at the
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cavity leading edge. The cavitation number predicted by P2D-BLWC was 0.607, and the

value predicted by PCPAN was 0.595.

Now consider the case when the transition length is 40 percent of the cavity

length. Figure (3-27) shows such a case for a NACA65A foil at an angle of attack of 5°.

Detachment occurs at the leading edge, and the cavity length is 30 percent of the chord.

The pressure recovery parameters are X=0.4, v=l and Aeff=.332. As a result of this, the

cavity height distributions, as computed by the two codes, are quite different as shown in

Figure (3-27). The cavity as computed by the code PCPAN has negative heights near its

trailing edge. This would correspond to a cavity inside the foil. In contrast, the resulting

cavity height from P2D-BLWC, does not have this problem. In this case the cavity

velocity as predicted by P2D-BLWC was 1.538, and the result from PCPAN was 1.528.

Note that in this case, the discretizations are the same for each code.

3.6. Validation for Viscous Cavity Flows

When validating the present method for fully wetted viscous flow and inviscid cavity flow,

it was also possible to use another code for the validation phase. However, for viscous

cavity flows it is not possible to do this for no other similar codes exist. So some other

means of validation is necessary.

In the present method, the inviscid and viscous solvers are interactive. Starting

from some initial distribution, the cavity surface is perturbed each iteration and the

boundary layer solution is calculated. This continues until the edge velocity on the surface

satisfies the dynamic boundary condition. However, if one knew the location of the cavity

surface beforehand, this iterative process would not be necessary. It is this last idea which

can be used to formulate a method for validating the results from P2D-BLWC for viscous

cavity flow.
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The method used for validating the results of P2D-BLWC, is to take the predicted

height distribution and use it as an input to some fully wetted boundary layer code. The

way this is carried out in practice is quite simple. Consider Figure (3-28a), which shows a

typical foil and cavity. One can replace the foil and cavity with an equivalent foil. This

equivalent foil is the actual foil plus cavity as shown in Figure (3-28b). A boundary layer

solution can then be computed for the equivalent foil, and compared to the solution from

P2D-BLWC. Note that when solving the equivalent problem, the following condition

must be imposed

Cf =0 (3.36)

on that portion of the equivalent foil which corresponds to the cavity surface. The fully

wetted flow code used to solve the equivalent problem is PAN2D-BL.

The first test was conducted using a NACA0010 foil with 80 panels, at an angle of

attack of 5°. The Reynolds number was 106, and the boundary layer parameters were X

=0.4, v=0.5 and 1=0.3. Detachment for this case was at 1 percent of the chord length.

The relative tolerances for the velocities and mass defect were set at

Aq, = AU" = Am ' = 10-s. Convergence for these tolerances occurred by the eleventh

iteration. Figure (3-29) shows the edge velocity distributions on the suction side of the

actual and equivalent foil. The two curves are practically identical over most of the foil.

However, the equivalent distribution does deviate slightly from the actual curve over part

of the cavity surface. The cavitation number computed by P2D-BLWC was 0-0.625.

The cavity number for the equivalent problem, based on the maximum cavity velocity, was

0-0.628 for a difference of 0.5 percent. Figure (3-30) shows the displacement thickness

distribution for each geometry. In this instance, the two curves are nearly

indistinguishable.

The results for the next case tested are shown in Figures (3-31) and (3-32). The

configuration is the same as in the previous case, the difference is now that 200 panels are

used instead of 80. In this run, the results from P2D-BLWC for the fifth iteration were
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used for the comparison with PAN2D-BL. As we see in Figure (3-31), by the fifth

iteration the dynamic boundary condition on the surface is satisfied. The edge velocity for

the equivalent geometry is a very good match to the result for the actual geometry. Slight

differences between the two geometries are found near the cavity leading edge and the

beginning of the transition zone. The displacement thicknesses distributions are nearly

identical for the two geometries, as shown in Figure (3-32).

The final case tested here is for a VLR foil section. This geometry is the same as

that used in the experiment described in Chapter 4. The thickness is t/c=0.04,f/c=O.02,

and the leading edge radius is 0.002876 relative to the chord. The angle of attack was set

at 6°. The cavity parameters for this run were X=0.4, v=0.5 1=0.2, and detachment was at

4 percent of the chord length. The Reynolds number was 2.86x 106. In this case, 10

image were used to model the walls. The height of the tunnel was taken to be equal to the

chord length. The tolerances used were Aqc = AU te = Amc = 10-5. Convergence for this

geometry occurred by the eighth iteration. Figure (3-33) shows the edge velocity results

for the actual and equivalent geometries. Again the two distributions are nearly identical.

Similar results are found for the displacement thickness distributions, as shown in Figure

(3-34).
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Convergence Test for Inviscid Cavity Solution for Xdet=0.10 NACA65A tc=0.06 AOA=5
NIMG=0
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Figure (3-11 ) Convergence of inviscid parameters with number of panels on body
(converged value= 1).
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Figure (3-13) Convergence of inviscid cavity height with number of panels on body for a
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Figure (3-14) Convergence of edge velocity with number of panels on body.
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Figure (3-15) Convergence of displacement thickness with number of panels.
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Viscous-Cavity Convergence Test
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Figure (3-16) Convergence of momentum thickness with number of panels, Re=1 06.
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Figure(3-17) Iterated cavity height for configuration of Figure (3-13), Re=106.
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Edge Velocity for Inviscid Cavity Flow
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Figure (3-18) Iterated edge velocity for configuration of Figure (3-13), Re=106.

Iterated Displacement Thickness

0.008

0.007

0.006

0.005

0.004

0.003

0.002

0.001

0

0

--I Ist1st}

5th 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

X/C

Figure (3-19) Iterated displacement thickness for configuration of Figure (3-13), Re= 106.
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Figure (3-22) Comparison of pressure distribution results from P2D-BLWC and XFOIL.
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Figure (3-23) Displacement thickness on suction side from P2D-BLWC and XFOIL.
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Figure (3-24) Displacement thickness on pressure side from P2D-BLWC and XFOIL.
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Figure (3-28) (a) Actual geometry with cavity. (b) Geometry for viscous validation test.

Edge Velocity

Equivalent
Geometry

i ------ Acual Geometry
.... Actual Geometry i

0.4 

0.2 t
!

0
0 0.2 0.4 0.6 0.8 1

x/C

Figure (3-29) Edge velocity validation test results for NACA0010 with 80 panels.
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Figure (3-31) Validation test results for NACA0010 with 200 panels. Edge Velocity.

79

0.008

0.007

0.006

0.005

0.004

0.003

0.002

0.001

0

. I I i I I

4 A _
_ _1].4

-- -- --

F

L

1



Displacement Thickness

--- Equivalent
Geometry

*- - Actual Geometry

0 0.2 0.4 0.6 0.8 1

x/C

Figure (3-32)
thickness.

Validation test results for NACAOOIO with 200 panels. Displacement

Edge Velocity for VLR Foil

3 

2.5 +

2 -,

1.5 

1 +

0.5 +

o 'I-,
0 0.2 0.4 0.6

x/C

Figure (3-33) Edge velocity validation test results for VLR section with images.
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4. Experimental Studies

A hydrofoil with a VLR cross section was tested at the MIT Marine Hydrodynamics Lab

(MHL), using the Variable Pressure Water Tunnel (VPWT). The conditions were such

that the flow about the foil was partially cavitating. Experimental objectives were:

1. Measurement of boundary layer profiles for calculation of integral

parameters such as displacement and momentum thicknesses.

2. Measurement of drag and lift coefficients.

3. Measurement of cavity velocity and determination of cavity

number.

Section 4.1 describes the experimental apparatus and setup. Data measurement

techniques are discussed in section 4.2. Experimental procedures are the subject of

section 4.3. Data analysis techniques and experimental results are the subjects of sections

4.4 and 4.5, respectively.

4.1. Experimental Setup

The experiment described in this chapter was conducted at the MIT Marine

Hydrodynamics Lab. The MHL is equipped with a variable pressure water tunnel, laser

doppler velocimeter, and electronic data acquisition systems; all of which were used for

this experiment. What follows is a brief description of this equipment and the

82



experimental setup. For greater detail about the MHL and its facilities, the reader is

referred to Kerwin [10].

The original VPWT, which is shown in Figure (4-1), was built in 1928. It stands

more than two stories in height, and has a 53 inch 20"x20" test section. The flow speed

into the test section, and tunnel pressure are both adjustable. Flow in the loop is driven by

an impeller. By means of a vacuum pump, the pressure can be decreased from

atmospheric conditions as the need arises. This last feature, makes the VPWT an

attractive choice for cavitation experiments.

The flow into the test section is very nearly uniform, with a turbulence level of

approximately 1%. Note that this turbulence level is somewhat greater than those of other

facilities. However, the areas of interest in the flow for this experiment, such as in the

wake of the cavity or in the foil wake, should be turbulent in nature. Therefore, this

should not present any major drawbacks.

A closeup of the test section is shown in Figure (4-2). On each side of the test

section are large plexiglass windows. These windows allow for flow measurement using

the LDV system, as well as flow visualization techniques. Each window is highly

polished, and of nearly constant thickness to increase the accuracy of laser measurements.

The hydrofoil used for this experiment was a VLR section (Figure (4-3)). The

chord length of the foil was 18 inches, and it had a leading edge radius of .002867 relative

to the chord. Maximum foil thickness was 4 percent of the chord length, and thickness at

the trailing edge was 0.4 percent of the chord. The foil was machined by Bird- Johnson

Co. from aluminum. Its surface was anodized using a gold hard-coat to keep it from

reacting with the seed media which is injected into the tunnel during testing. Figure (4-4)

shows the foil as it would be mounted in the test section. Gaskets are on either of its sides

to prevent cross-flow between the window and foil cdge.
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Set Run | cm Hg I/c |a

A 1 8.00 25.80 0.20 1.31

A 2 8.00 32.50 0.10 4.06

B 1 5.00 14.50 0.36 1.22

B 2 5.00 16.80 0.20 1.28

Table (4-1) Flow conditions for experiment.

4.2. Experimental Procedure

The hydrofoil was installed in the tunnel as described in section 4.1. Water supplied from

a storage tank at the MHL facility was used to fill the tunnel. Before any tests were run,

the tunnel was dearated for a period of approximately twenty-four hours. This step was

necessary to decrease the air nuclei content of the water; thereby, decreasing the amount

of bubbles in the flow.

The experiment was performed at two angle of attacks, and a variety of

measurements were made at each angle for two different tunnel pressures as shown in

Table (4-1). The cavitation numbers shown are computed from the measured velocities.

The first angle of attack was 8°. At this angle the pressures were 25.8 and 32.5 cm Hg.

The angle of attack was then decreased to 5° for which the pressures were 14.5 and 16.8

cm Hg. At both angles of attack, the tunnel impeller was operated at 300 RPPM. This

resulted in a free stream speed of 19 ft/s. One additional run was conducted at 8° for a

speed of 8.5 ft/s (150 RPM). However, at this speed it was necessary to decrease the

tunnel pressure to about 7.75 cm Hg, to produce a stable cavity of less than 10% of the

chord length. This low pressure resulted in a high level of bubble cavitation in the tunnel,

especially in the wake of the cavity. For these conditions, measurements were to difficult

and time consuming, and the run was not completed.

The following measurements were made for each run (a run corresponds to a fixed

pressure and angle of attack). First, the cavity detachment and trailing edge points were
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measured using the laser. From these measurments one can calculate the cavity length.

Then, the horizontal and vertical velocities along a rectangular contour which enclosed the

foil were measured. These velocity measurements along the contours were used for force

calculations. Two sweeps, each at different chordwise locations dependent upon cavity

size, were measured from a point above the cavity to the cavity surface. The measured

profiles from these sweeps were used in determining the cavity velocity. Finally, boundary

layer profiles at chordwise locations of 0.33, 0.4, 0.6, 0.75 and 0.87, were measured in

the wake of the cavity. These boundary layer profiles were used for the calculation of

displacement and momentum thicknesses. Both the boundary layer and cavity sweep

profiles, were measured in the direction of the local body normal.

4.3. Data Measurement

The MHL facility is equipped with a laser doppler velocimeter, which was used for all

velocity measurement. This section gives a brief overview of the LDV system and

equipment.

The key feature of laser doppler velocimetry, is that it allows for nonintrusive

velocity measurements. This is accomplished by first splitting the laser into individual

beams of a single frequency. At the MHL facility, the laser is split into three beams,

referred to by their respective colors: green, red and violet. Each beam is used to measure

a particular component of velocity: green, is used for horizontal (x-axis) velocity

measurements; red, for vertical (z-axis) velocities; and violet, which can be rotated about

the y-axis for boundary layer measurements. Note that the beams can be used

simultaneously or alone, as need dictates.

A dual beam technique is used for each of the three beams. This technique

requires splitting each beam into two beams, and focusing these on a point in the flow at

which one wishes to make a measurement. The two beams come together and form an
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interference fringe pattern. Particles moving through the fringe pattern scatter light, and

this scattered light has a frequency which is different from the incident beams. This

change in frequency, referred to as Doppler shift, is proportional to the particle velocity.

The Doppler frequency, f, is measured using photodetectors. The particle velocity is

then calculated using

I = fdAd / 2 sin(0d)

where, A, is the wavelength of the incident beam, and Od is the half angle for the

converging beams. Note that it is necessary to shift one of the beams up by 38 MHz using

a Bragg cell. This step is necessary in determining the direction of motion of the particle.

Signals from the photodetectors are processed using TSI IFA-550 Intelligent Flow

Analvzers. one for each of the colored beams. The flow analyzer is used to determine if

the signal scattered by a particle should be kept or discarded. The acceptance criterion, is

that the particle has passed over some minimum number of interference fringes. The

minimum number of fringes used for this work is 8. The output from the analyzers is then

collected using a PC.

The PC was used for laser positioning and control, and for calculating velocities

from the particle velocity measurements. Each velocity measurement at a particular

location, is actually the average of many particle velocity measurements

,, = (1/ NV) 

The number of counts N, varied from about 400-800 above and in the wake of the cavity,

to as low as 200-300 points in locations far away from the foil and cavity. Figure (4-5)

shows a typical histogram for the streamwise velocity in the wake of the cavity. In this

case the mean was 25.8 ft/s with a standard deviation of 0.72 ft/s. The skew and kurtosis

for this distribution is 0.160 and 2.9. Figure (4-6) shows a running mean for the same

location. These plots, which were available to the experimenter during testing, were used

in determining the number of the number of particle counts, N, and the data rate.
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The seed media used for this experiment was silicon carbide with a mean diameter

of 1.5 m . It was injected into the flow during testing, and was allowed to mix before

measurements were made. In addition to artificial seeding, bubbles advected by the flow

also proved to be an effective scatterer. However, this did present some difficulties when

the bubbles were large. These large bubbles resulted in boundary layer profiles which had

many cusps. In addition the standard deviation of the data tended to be higher when the

flow was cavitating.

4.4. Data Analysis Techniques

When examining the results of an experiment, it is not always possible to use measured

data directly. Some degree of analysis is sometimes necessary before one can attain some

useful information. This section describes the data analysis techniques employed in this

study. First, the data smoothing technique which was applied to the boundary layer

profiles is discussed. This is fobllowed by a description of the method used for

reconstruction of boundary layer profiles from measured data. The section is then

concluded with an overview of force coefficient calculations, using the method outlined in

Kinnas [ 11].

When making boundary layer measurements, the profiles obtained included many

cusps as shown in Figure (4-7). These profiles would be sufficient for making direct

comparisorn' of boundary layer profiles. However, when reconstructing boundary layer

profiles and computing the integral parameters, it was necessary to smooth the data.

A simple exponentially weighted smoothing technique was used. First, the

boundary layer is divided into N, averaging intervals. For the ih interval, which has N,

points, the jih estimate i, obtained from smoothing, is taken to be given by the following

weighted sum of the measured values u,e,
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Q=E k l ( me ) k Wk

where the weights are given by

Wk =exp[-(r, - r) l,|

The weights depend on the distance between each measurement, and some length scale j,,

which depends on the interval chosen. Figure (4-8) shows the results of applying this

method to a measured profile. Notice that the desired effect is achieved, while the overall

form of the profile is unaffected.

When viewing the smoothed profile of Figure (4-8), it is immediately apparent

that the measured profile never reaches a constant value, as one expects of a boundary

layer profile. This is due to the influence of the normal pressure gradient for the external

inviscid flow. In boundary layer theory this gradient is usually neglected. If one is to

calculate quantities such as displacement and momentum thicknesses, it becomes

necessary to remove this influence and reconstruct a boundary layer profile.

The author chose the method described in Zierke and Deutsch [26]. In this

method, the measured profile is assumed to be a composite of the inviscid profile,

boundary layer profile and a matching constant. This can be written as

UN,,,a = 11 + U:, - U,

However. the constant edge velocity U/e and the inviscid profile U,, are unknown. Using

the fact that both the measured and boundary layer profiles go to zero at the body surface,

the edge velocity can then be obtained from

u, ( U.) wall

The inviscid profile must be obtained in some manner from the data. If one

assumes viscous effects are negligible far from the wall or body surface, the measured

profile can be assumed to approximate the inviscid profile. The main difficulty lies in

choosing at which point the viscous effects should be assumed negligible. Following

Zierke and Deutsch [26], the point is taken to be where the slope of the measured profile

88



changes by at least 50%. The data from this point to the furthest measured point from the

wall, is then fit using a least squares technique. This fitted profile is then extrapolated to

the wall so that the edge velocity can be determined.

Some results from this method of boundary layer reconstruction are shown in

Figures (4-9) and (4-10). In both cases the inviscid profile is fit using a linear expression.

The method was also tested with a quadratic polynomial, which resulted in a slightly lower

edge velocity. However, the boundary layer profiles were very similar in form. The point

at which the inviscid profile was started from, was also varied without much effect on the

reconstructed profiles.

One of the objectives of this experiment was the determination of forces and their

associated coefficients. However, with the configuration as described in section 4.1, it

was impossible to measure these directly. A method of obtaining these coefficients

indirectly, using the momentum flux formulation due to Kinnas [11], was used for this

work.

The first step in this method, is the measurement of the horizontal and vertical

velocities along a rectangular contour which encloses the foil. A typical contour or box is

shown in Figure (4-1 1). The free stream velocity U, is taken to be the average of the

horizontal flow upstream from the foil. It is convenient to define the perturbation velocity

U' = u-U,

Assuming that:

1. Boundary layer effects at the walls are negligible.

2. v << U,, at the upstream and downstream sides of the box.

3. u' << U at the top and bottom of the box.

Kinnas [ 11 ] has shown that the lift and drag coefficients are given by

CL = pUr

and
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CDwhere 2 Alized by chord length, and is (Athe circulation

where x and y have been non-dimensionalized by chord length, and cient is the circulation

around the foil. Note that the expression for the drag coefficient is correct to second

order in AuR, the dimensionless wake defect. Given the velocity measurements along the

contours and the free stream velocity, the integrals above are computed numerically

allowing for the determination of CL and CD.

4.5. Comparison of Numerical and Experimental Results

The method of Chapter 2, provides a means for analyzing viscous, cavitating flow. It is

natural at this point to ask, does the method agree with experimental observations, at least

in the gross sense? The purpose of this section, is to describe comparisons between

numerical predictions and experimental observations. The aim of these comparisons is to

address this question.

When making comparisons of numerical and experimental results, only the gross

flow parameters were compared. The reason for this is that the present method is not

meant as a tool for the detailed analysis of the flow structure. The gross parameters that

will be compared in this section, are the integral parameters 6 and 0, and the lift and drag

coefficients. The experimental force coefficients are computed using the method of

Section 4.4. Integral parameters are computed by numerically integrating the

reconstructed boundary layer profiles. The reconstruction of boundary layer profiles is

discussed in Section 4.4.

Before presenting the comparisons, one further issue needs to be addressed. What

would give rise to any differences between the numerical and experimental results? In the
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Set Run Lift Drag Lift Drag

A 1 1.361 0.028 1.468 0.031

A 2 1 .356 0.0161 1.438 0.015

B I 1 0.882 0.019 0.926 0.018

B 2 0.861 0.011 0.883 0.010

Table (4-2) Comparison of force coefficients.

development of the numerical model. several fundamental assumptions were made. As a

result, several flow effects were neglected. Some of these effects which are neglected, do

tend to have a weak influence on the solution. However, a few of the effects which are

neglected, can have a strong influence, and possibly be of the same order as those effects

which have been retained One such effect, is the mass flux between the cavity and

external flow In the numerical model, mass flux through the interface due to a change of

phase. is taken to be zero. The other effect which is important, is the unsteadiness of the

flow. This latter effect is important. for cavity pressure depends quadratically on the flow

velocitvy. In this section. no attempts will be made to quantify these effects: This will be

done in Chapter 5 However, the reader should take these effects into consideration,

when interpreting the results of the following comparisons.

The results from the numerical code were computed under the following

conditions. In each case, 120 panels were used to approximate the foil surface, and the

angle of attack was taken to be the same as the measured value. The walls were modeled

using ten image pairs. The detachment point and cavity length used for the computations,

were taken to be equal to the measured values for these quantities. The pressure was

taken to vary quadratically in the pressure recovery zone. and the transition length was
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varied until the computed cavity number equaled the measured value. The relative

tolerances used in the numerical computations were set at Aq, = XAUC'e = Amc = 10- .

The edge velocity distributions, which were computed using the numerical code,

are shown in Figures (4- 12), (4-1 5), (4-18) and (4-2 1). In each of these figures, we see

that the dynamic boundary condition has been satisfied for the specified tolerances. One

point of interest in each of these figures, is that the cavity velocity is not the maximum

velocitv on the suction side. The maximum occurs somewhat upstream of detachment. In

terms of pressure. this means that the cavity velocity is not the minimum pressure. This

agrees with the experimental observations of Franc and Michel [6]. The velocities

computed at the trailing edge of the cavitv ranged from between 30 to 67 percent of the

cavitv velocitv

The comparisons for the displacement thicknesses, are shown in Figures (4-13),

(4-16), (4-19) and (4-22) In each case there are kinks in the computed displacement

thickness distributions at the cavity detachment point and cavity trailing edge. Note that

the boundary laver grows as it approaches the cavity trailing edge, and then decays and

resumes growth in the cavity wake. The experimental results to compare favorably with

the computed results. In general, the differences are greatest near the cavity trailing edge.

This can be attributed to the complex nature of the flow in this region. However, we see

from the displacement thickness results, that the pressure recover-y model is adequate in

terms of approximating the boundary layer growth.

Figures (4-14), (4-17), (4-20) and (4-23), show the results of the momentum

thickness distribution comparisons. We see from these figures that the differences

between experiment and computation are greater than those found in the displacement

thickness comparisons. However, these differences are again greatest near the cavity

trailing edge. Again we find that the momentum thickness rises to a local maximum at the

cavity trailing edge, and then decays and begins to grow again in the wake of the cavity.

As was the case in the displacement thickness comparisons, the pressure recovery model
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does seem to adequately predict the growth of the momentum thickness. Although, in the

cavity trailing edge region, by neglecting mass flux due to phase change and unsteadiness,

results in larger differences near the trailing edge.

The comparison of the force coefficients, CL and CD, is shown in Table (4-2) for

each of the test cases. The experimental coefficients were calculated using the method

described in Section 4.4. In all cases, the lift coefficients from the numerical code were

larger than those from experiment, and the numerical drag coeffcients were smaller than

the experimental ones. The largest differences, about 7% for CL and 5% for CD, were

found at the angle of attack of 8° (Set A). The reader is reminded that for this angle of

attack, there were large deviations in the LDV measurements due to the high bubble

content of the water. The experimental force coefficients calculated by the method of

Section 4.4, are highly sensitive to these deviations of the measured velocities.
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Figure (4- 1) The variable pressure water tunnel at the MIT Marine Hdrodynamic Lab
tfrom Kerwin [10]
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Figure (4-4) Foil configuration from Kinnas [11 ].
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Velocity Histogram for Streamwise Velocity in Cavity Wake
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Figure (4-5) Velocity histogram for streamwise velocity in cavity wake.
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Velocity Profile Behind Cavity -Set B Run 1 Sweep D
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Figure (4-7) A typical boundary layer profile before smoothing.
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Figure (4-8) A typical boundary layer profile before and after smoothing.
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Smoothed vs. Reconstructed Profile - Set B Run 1 Sweep C

0.12 T

0.1 

0.08 -

o 0.06 -

0.04 

0.02

0
0

I i

i!
Ii

I/

=_J

0.5 1.51
u/Ue

Figure (4-9) Results of boundary layer reconstruction for velocity sweep C run 1.
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Figure (4-10) Results of boundary layer reconstruction for velocity sweep D run 1.
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Contour Box

Figure (4- 1 ) A typical contour box for flow velocity measurements.
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Figure (4-12) Edge velocity for Set A Run 1.
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Displacement Thickness Set A Run 1

0 01

numerical

experimental

- -.-- ~ - 7

02 03 04 05 06 0.7 0.8 0.9 1

xIC

Figure (4-13) Displacement thickness for Set A Run 1.
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Figure (4-14) Momentum thickness for Set A Run 1.
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Edge Velocity Set A Run 2
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Figure (4-16) Displacement thickness for Set A Run 2.
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Momentum Thickness Set A Run 2
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Figure (4-1 7) Momentum thickness for Set A Run 2.
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Figure (4-18) Edge velocity for Set B Run 1.
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Figure (4-19) Displacement thickness for Set B Run 1.
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Figure (4-20) Momentum thickness for Set B Run 1.
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Viscous Edge Velocity - Set B Run 2
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Figure (4-21) Edge velocity for Set B Run 2.
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Figure (4-22) Displacement thickness for Set B Run 2.
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Momentum Thickness - Set B Run 2
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Figure (4-23) Momentum thickness for Set B Run 2.
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5. Conclusions

In the previous chapters, a method for the analysis of viscous, cavitating flow was

presented. At this point one may ask, how does the inclusion of the boundary layer

influence cavity parameters? This question is addressed in Section 5.1 of this paper. In

contrast, two effects which have been neglected, namely mass flux and unsteadiness, are

investigated briefly in Section 5.2. The intent is to understand how these effects influence

cavity parameters such as length, pressure or height. Finally, the paper closes with some

recommendations for future work, in Section 5.3.

5.1. Effects of Viscosity on Cavitation

The method described in this paper, provides a means for the analysis of viscous cavitating

flow around a hydrofoil. This tool allows us to address one more issue, that is the effects

of viscosity on cavitation.

The addition of viscous effects, by means of the boundary layer, should indeed

have some influence on the cavitating flow. To gain some measure of this influence, it

becomes necessary to compare the inviscid cavitating flow with the viscous cavitating flow

for the same conditions. This was completed for the present work as follows. First, the

viscous cavitating flow was analyzed, and from this resulted a corresponding lift force and

cavitation number. The inviscid cavity flow case was then run, and the angle of attack and
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Table (5-1) Viscous effects on cavity parameters for the NACA0010 foil.

cavity length were varied until the lift and cavitation numbers obtained, matched those for

the viscous case. The comparison is made for constant lift conditions, to avoid any

differences due to the reduction in lift by the addition of the viscous boundary layer. Also

from a designers point of view, these two conditions are those which would need to be

specified.

Figure (5-1 ) shows the results of a study for the above conditions using a

NACAOO10 foil. The viscous cases were all run at a constant angle of attack of 20, for the

following cavity lengtt.s: 0.16; 0.27; 0.37. Table (5-1) summarizes the results of Figure

(5-1). The percent change in the cavity length, maximum cavity height, and angle of

attack are shown for each length. Note that these are all percent decreases. What

happens is that for a constant length, the addition of viscous effects reduces the cavity

velocity and the cavitation number. To account for this one needs to increase the cavity

length for the corresponding inviscid case. However, by increasing the cavity length, one

increases the lift so it becomes necessary to decrease the angle of attack. Reduction of the

angle of attack while holding the cavity length constant, results in a larger cavitation

number, so it becomes necessary to fisrher decrease the cavity length. One can continue

iterating in this way, until the results above are obtained. This heuristic argument

demonstrates why the percent changes are negative.

The results of another tt case, similar to te one above, is presented here to show

that the above results are not just mere aberrations for that particular configuration. The
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foil used in this case was the VLR section used for the'experiment described in Chapter 4.

The results are presented in Figure (5-2). The viscous runs were carried out at an angle of

attack of 5°, and the cavity lengths were 0.2, 0.3 and 0.4. Again, the percent changes

shown are decreases in the viscous cavity parameters. The arguments used above apply

here as well. Note that while the percent decreases in the cavity length and angle of attack

were close in value, the changes in maximum cavity height were much different and always

larger.

To aide in understanding what is happening above, we can examine the

relationship of the cavity length to the parameter alc. This relationship is shown in the

form of the graph of Figure (5-3). The curves presented are for the NACA00 0 foil. One

curve corresponds to inviscid cavity flow, the other is viscous cavity flow. With the aide

of this figure. we can repeat the heuristic arguments above to more clearly demonstrate

the viscous influence on the flow. From this chart we see that for the same value of ao,

the inviscid cavity will be larger than the viscous cavity. As a result, the larger inviscid

cavity will have more lift. To decrease lift and match the design condition, one can

decrease the angle of attack while holding the length constant. However, by doing this the

cavitation number increases. To match the design condition, it becomes necessary to

decrease the cavity length. The result is a shorter cavity, with less volume.

The curves shown in Figure (5-3) are for two different Reynolds numbers: 106;

107. From this graph we see that as the Reynolds number is increased, the cavity length

calculated using the present method, approaches the inviscid result for the same value of ca

/oc. The reason for this is that as the Reynolds number is increased, the boundary layer

becomes thinner. This thinner boundary layer has a weaker influence on the cavity, so the

solution approaches the inviscid solution.
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Table (5-2) Viscous effects on cavity parameters for the VLR foil section.

5.2. Effects of Unsteadiness and Mass Flux

In this section the effects of unsteadiness, and mass flux between the cavity and external

flow, are considered briefly. The aim here is to get some estimate as to what degree these

factors influence the solution. Note that in the present method, these effects are

neglected.

In reality, the flows of interest here are inherently unsteady. This unsteadiness

results in fluctuations of the cavity pressure, and therefore cavity length. Extending the

present method to account for this effect is beyond the scope of this work. However, an

estimate of how these effects influence the solution can be obtained by using a quasi-

steady analysis. In such an analysis the cavity pressure is assumed to oscillate sinusoidally

about some mean. The resulting cavitation number is

o = 1. 15 + 0.07 sin(wt) (5-1)

where the magnitude of the perturbation has been approximated from the data of Chapter

4. For the quasi-steady analysis, the unsteady effects are accounted for by the change in

cavitation number. All time derivatives are taken to be zero. Figure (5-4) shows the

results of this analysis for the following cavitation numbers: 1.08; 1.15; and 1.22. These

numbers correspond to the minimum, mean, and maximum, respectively. The foil used

was a NACA0010 at an angle of attack of 5 degrees. As Figure (5-4) shows, there are
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large deviations in the length of the cavity for the different cavitation numbers. The

magnitude of the deviation of the cavity number was 6%, which resulted in a maximum

deviation in length of 15%. Such estimates demonstrate that the effects of unsteadiness

are very important, and should be included to make the model more accurate.

In the free-streamline model presented here, mass flux due to phase change has

been neglected. In reality, there is a mass flux between the cavity and external flow over

the entire interfare due to evaporation and condensation. Modeling this mass flux would

be very complicated, and accounting for it is beyond the scope of this work. However, we

can estimate the influence that this mass exchange would have on the flow in a much

simpler manner. In the present work, the cavity is assumed to close on the foil. The term

close implies that the cavity height is zero at the trailing edge, and there is no mass flux.

The transition zone at the trailing edge of the cavity, where the flow is turbulent and two

phase, is modeled using pressure recovery as described in Chapter 2. The pressure

re~-very model allows for recompression near the trailing edge, but neglects the mass flux

there. Instead of using pressure recovery, we can assume that there is some finite mass

flux between the cavity and external flow. This mass flux would give rise to a pressure

jump at the trailing edge interface due to condensation of the water vapor. The jump in

pressure coefficient which is defined as

ACP = q - 2 (S) (5-2)

is given by

ACP = 2Yr,uv(uv - ,) (5-3)

where yr. is the specific gravity of the water vapor which is taken to be 10-4. The normal

velocities at the interface for the vapor and liquid are denoted here as u,. and lUt

respectively. Applying the equation for mass conservation gives

yv = l / U, (5-4)

or

U >> u1 (5-5)
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The vapor velocity can then be approximated as

U,(S) = LACp(s) 2 , (5-6)

Mass flux from vapor to liquid is given by

m= 'u~dS (5-7)

where the mass flux has been nondimensionalized by pU,c. The objective here is to

estimate the influence of this mass flux on the solution, and compare it with viscous

effects. So when making the comparisons, first the viscous model was used to compute

the mass flux at the cavity trailing edge and the pressure distribution. Based on the

viscous pressure distribution, equation (5-7) was integrated to give the mass flux. Figure

(5-5) shows the mass flux resulting from this analysis plotted versus the magnitude of the

pressure increase. As this plot shows, the estimated mass flux is always smaller than the

mass flux associated with the viscous model. However, the estimated flux is not a

negligible quantity especially for large pressure changes which correspond to longer

cavities. While this analysis provides only a very rough estimate of the mass flux, it does

demonstrate the importance of the mass exchange.

5.3. Conclusions and Recommendations

Presented in this thesis is a method for the analysis of cavitation about hydrofoils in steady

viscous flow. The method is based on a low order perturbation potential formulation.

Viscous effects are accounted for by means of a boundary layer. Coupling of the viscous

boundary layer and inviscid cavity flow is accomplished through the use of blowing

sources.
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The method was shown to be convergent. The Newton scheme used in satisfying

the dynamic boundary condition on the cavity, need very few iterations to attain a

reasonable tolerance on the cavity height and cavity velocity. Comparison of the results

with those from experiment, were in general favorable. The numerical results showed the

same general trends as those from experiment. However, differences near the trailing edge

of the cavity askde to problems in the modeling assumptions in this region.

The addition of the viscous effects were shown to have a strong effect on the

cavity, and those parameters which characterize it. It was shown that the effect of

including the boundary layer, while maintaining a constant cavity length and angle of

attack, was to decrease the cavity velocity. This decrease in cavity velocity, resulted in

larger changes in the cavitation number. The cavitation number decreased as did the

volume. The influence of viscous effects for constant design conditions, was also

demonstrated. It was shown that for constant lift and cavitation number, large differences

in volume, length and angle of attack occurred between the inviscid and viscous solutions.

While the method presented herein, may provide a useful tool for the analysis of

viscous cavitating flow, it is only a beginning. A great many assumptions were made in its

development. Some of these assumptions are nearly always approximately satisfied by the

actual flow. However, a few assumptions are made either to make the problem more

tractable, or because there is just not enough known about the details of the flow. If one

assumes there is an interface between the sheet cavity and external flow, it would be

necessary to account for mass flux through this interface due to phase change. This

interface of course is always moving, so the problem really is by nature unsteady. Near

the trailing edge of the cavity, the concept of the interface breaks down, because the flow

there is highly unsteady and of multiphase. In addition, this turbulent multiphase flow is

inherently three dimensional. Future efforts in this area should take into account these

effects. However, before one can attempt this in a model, it would be necessary to gain

more insights into the details of the flow through experimentation.
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The present method does allow for the analysis of cavitating flow, with the

inclusion of boundary layer effects. This method allows one to estimate those gross

parameters which are important to designers of propellers or turbomachinery. Obtaining

estimates in this way is more inexpensive than either model testing, or fully three

dimensional two phase numerical flow models. However, as with any model, one must

take into account the assumptions made in its development, when interpreting the

numerical results.
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Figure (5-1) Comparison of inviscid and viscous cavity height distributions for the same
cavitation number and lift coefficient for a NACAOO10, at three different cavity lengths
(Re=10 6 ).
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Figure (5-2) Comparison of inviscid and viscous cavity height distributions for the same
cavitation number and lift coefficient for a VLR foil, at three different cavity lengths
(Re=10 6 ).
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Mass flux at the trailing edge of the cavity for the viscous and open
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