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requirements for the Degree of Doctor of Philosophy
in Chemistry

Abstract:

This thesis presents a collection of studies using statistical analysis, solid-state NMR
and solution-state NMR for the elucidation of structure-function relationships, dynamics,
and macromolecular structure of proteins.

The first chapter contains a brief introduction to a number of biophysical techniques
used to study structure-function relationships, dynamics and determine three dimensional
structure.

Chapter 2 presents a statistical comparison of the amino acid composition in
secondary structure of proteins stable at high temperatures with those which are not. This
study has shown that the temperature dependent Zimm-Bragg helix propagation value s is
not a good predictor for the amino acids found in thermostable a-helix. We have shown
that residues tyrosine and glycine show a significant increase in a-helix residency in
thermostable proteins over their non-thermostable counterparts.

In chapter 3 we have shown that chemical shift, in particular, phosphorus anisotropic
chemical shift tensors are a good probe of structure and dynamics in the hydrolysis
reaction of bovine pancreatic ribonuclease A. We have demonstrated that the inhibitor 2'-
cytidine monophosphate changes ionization state upon binding at pH 5 and that the
anisotropic chemical shift tensor a,, is a sensitive probe of structural interactions at the
binding site, while r22 is an excellent indicator of the ionization state of phosphorus.

In chapter 4 an internuclear distance measurement is presented using solid-state NMR
and R 2 -SELTICS, a combination of the homonuclear dipolar coupling with sideband
suppression. In this study we were able to measure an internuclear distance for two
phosphorus atoms in glutamine synthetase of 2.7 +0.2 A. This distance was indicative of
a P-O-P ester bond and clearly demonstrates, in situ, that the inhibitor phosphinothriacin
(PPT) is phosphorylated during inactivation.

Finally, 3D 1H solution-state NMR was used to determine the structure of a protein
allergen isolated from Ambrosia trifida (Amb. t. V), a small ( 4,300 MW) disulfide rich
protein. The four disulfide bond pairs have been unambiguously identified through Cys
C[3H NOEs. The structure consists of a triple stranded antiparallel -sheet connected by
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a type II 3-turn and an unstructured loop. The 3-sheet is held together by two disulfide
bonds. A C-terminal nine residue a-helix lies over the top of the 3-sheet and is held in
place by two disulfide bonds. The backbone RMS deviation for this structure is 0.92 A.

Thesis supervisor: Dr. Robert G. Griffin
Title : Professor of Chemistry

Thesis supervisor: Dr. Gregory A. Petsko
Title : Lucille P. Markey Professor of Biochemistry and Chemistry
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CHAPTER 1

Introduction to structural techniques for the study of allergen

proteins

The study of the relationship between protein structure and function began almost as

soon as the first proteins were isolated and purified. Advances in this field have been

marked by three scientific events or epochs. The first was the discovery that proteins are

biopolymers, whose component parts are twenty amino ethanoic acids, linked linearly via

amide bonds. The elucidation of how cellular nuclear material determines the order and

composition of this polymer chain was a part of this first event. The second event was and

continues to be the use of physical means to study the structural and dynamic properties of

proteins. There are a large number of physical techniques which have been adapted, over

the last 50 years, to study or investigate protein structure and dynamics. The last event was

the development of models and computer algorithms to simulate dynamics and calculate

structure at atomic resolution.

The techniques used for the study of the structural properties of biopolymers can be

divided into five categories which are: 1) Absorption spectroscopy, 2) other optical

techniques, 3) magnetic resonance, 4) diffraction techniques, and 5) conformational

analysis. We will briefly describe how these techniques can be used to study protein

structure. A more detailed discussion of these techniques and their application to biological

molecules can be found in the first two volumes of the three volume series by Cantor and

Schimmel 1, 2

Absorption spectroscopy is done by passing an energy wave through a substance and

measuring the amount of energy absorbed by the substance. For biological molecules the

region of the energy spectrum used goes from the infrared (IR) bandwidth to X-rays.
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Information about the vibrational modes of bonds can be measured using IR or Raman

spectroscopy 3, 4. These techniques have been used, in conjunction with the Fourier

transform (FTIR) counterpart, to measure molecular changes in enzymatic pathways.

When combined with stop-flow techniques, it is possible to measure these spectra rapidly

and thus gain an understanding of the molecular changes occurring with respect to time.

Another bandwidth used for biological molecules is the UV bandwidth. From UV we can

obtain information about the electronic states of the macromolecule. In proteins, the far

UV region is dominated by amide bond absorption while in the near UV region contains

information about aromatic sidechains. Again this technique has proved most useful when

combined with stop-flow techniques for studying changes in the electronic state during

enzymatic reactions. The last absorption technique used in biological macromolecules is a

X-ray absorption technique called X-ray absorption fine structure (EXAFS). This

technique uses a tunable high-flux X-ray source generally from a synchrotron and

measures the X-ray absorption. This technique has proven useful for analyzing protein

structure adjacent to metal atoms in metalloproteins 5.

Two optical techniques used in the study protein structure that do not measure

absorption are circular dichroism (CD) and fluorescence spectroscopy. CD can be used to

measure the amount of secondary structure (-helix and 3-sheet) present in a protein. This

technique has been used extensively as a monitor of protein structure during protein folding

experiments 6. Fluorescence occurs when a chemical species absorbs energy at a particular

wave length and then relaxes back to the ground state by emitting radiation. In proteins the

residues phenylalanine, tyrosine, and tryptophan all absorb light between 250 and 280 nm

and fluoresce between 280 and 350 nm. Fluorescence in more sensitive to the

environment of the chromophore than absorption is. This property has been capitalized for

the study of protein structure by using both fluorescent groups present in the molecule and

external probes 2.
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Nuclear and electron magnetic resonance can been used to study both the local and

global aspects of protein structure and dynamics. With the development of multi-

dimensional homo- and heteronuclear techniques and isotopically enriched proteins,

solution state NMR has been used to determine protein structure at atomic resolution for

proteins up to 30,000 MW 7-10. Also important in structure determination by solution

state NMR was the development of computer algorithms which calculate a three

dimensional structure from the distance constraints generated by employing NMR dipolar

coupling techniques 11

Solution NMR is not the only magnetic resonance technique which can be used to

obtain structure information about biological macromolecules. Solid state NMR, in

conjunction with resolution enhancing magic angle spinning 12, can be used to study

insoluble or membrane bound proteins. There are many techniques in the literature which

use heteronuclear (DIPSHIFT, REDOR, TEDOR, FDR, etc.) and homonuclear (R2,

SEDRA, RFDR, etc.) dipolar couplings to obtain nuclear distance information. We will

describe only two of the techniques developed over the last six years, Rotational Resonance

(R2) and Rotational-echo, double-resonance (REDOR) because, so far, these are the only

methods which have been used in biological macromolecular systems to measure

internuclear distances.

A description of R2, a technique to selectively reintroduce homonuclear dipolar

coupling, is found in the introduction to Chapter 4. REDOR is an experiment which

measures heteronuclear spin pair distances by using rotor synchronized X pulses on one

nucleus and measuring the dephasing effect the dipolar coupling as on the other nucleus

(e.g. 13C-15N, etc.). For an isolated spin pair the dephasing is related to the distance

between the spin pair by l1r3 . This heteronuclear technique is not chemical shift tensor

dependent and does not require the heteronuclear coupling to be resolved within the sweep

width of the spectrum 13-17. This method has been used to measure nuclear spin pair

15



distances in an enzyme-inhibitor complex 18. In practice, for 13C-15N spin pairs, distance

measurements are limited to less than 6 A.

There are a number of diffraction techniques which have been used to determine atomic

resolution protein structures. In this case the protein structure is determined by measuring

the diffraction pattern of waves passed through a crystalline lattice. The wave source can

be X-rays or an electron or neutron beam. Electron diffraction has been used to determine

the structure of proteins found in a 2-dimensional lattice such a lipid bilayer. The

resolution of this technique is about 3 A. X-ray diffraction is able to resolve heavy atoms

which in the case of proteins is carbon, nitrogen and oxygen. Hydrogen can not be

observed using X-ray diffraction. X-ray crystal structures of proteins have been obtained

to 0.9 A resolution. Last, in neutron diffraction hydrogen has a scattering length

comparable to heavy atoms thus in this technique hydrogen position can be determined.

The principle disadvantage of neutron diffraction is that available neutron fluxes are low

requiring long exposure time and large protein crystals for the acquisition of scattering

intensities sufficient for analysis. All the diffraction techniques, while providing detailed

atomic resolution structural information, require an ordered protein crystal and require, in

the case of new unrelated protein structures, heavy atom derivatives for the solution of the

phase problem before the structure can be determined.

The last technique for studying protein structure and function is conformational

analysis. This technique uses the results from structural techniques and attempts to

organize this information through the use of statistics so as to understand how protein

structure relates to and effects function 19. A detailed description of this technique is found

in Chapter 2.

The dynamics occurring in biological macromolecules can be studied using a number

of different techniques. IR and resonance Raman spectroscopy are useful in studying

dynamics as well as structure because these techniques measure vibrational modes in

proteins which are the operational modes for protein dynamics. Magnetic resonance is
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another technique which has been used to study dynamics in proteins. In solution NMR

T1 relaxation of 13C and 15N is a good probe for measuring the dynamics of the backbone

of proteins. In solid state NMR, it is possible to study the dynamics of specific functional

groups using quadrupolar nuclei such as deuterium (2H). The size of the 2H quadrupole

echo interaction matches the time scale of dynamics in solids. Because the quadrupole

coupling constant is e2qQ/h = 2 x 105 Hz for C-D bonds, motions of CD 3 groups and two

fold flips of aromatic rings, on the order of 10-3 to 10-8 sec 20-22, effect the line shape of

2H spectra. Dynamic rates from 10-7 to 10-10 sec can be measured using 2H spin lattice

relaxation anisotropy 23, 24, while rates slower than 10-3 can be measured using 2-D

chemical exchange experiments 25-33. The T1 inversion recovery and 2-D exchange

experiments can be applied to spin 1/2 nuclei as well 34-36.

Protein dynamics can be modeled and simulated using computer algorithms 37 38

While it is not completely clear how this work will benefit the understanding of protein

dynamics in the future, work on the dynamics of the light driven proton pump in

bacteriorhodopsin and of the dynamics of the triose phosphate isomerase loop during the

reaction cycle have provided interesting insights into how dynamics effect the function of

these proteins and indicate these techniques hold a great potential for aiding in

understanding how dynamics effects structure and function.

The work described in this thesis involves only two of the techniques described so far;

conformational analysis and magnetic resonance to determine protein structure, study

dynamics, and to gain some understanding of how structure relates to function.

Conformational analysis was used in Chapter 2 in an effort to understand the mechanisms

involved in increasing proteins stability at high temperatures. Solid state NMR was used in

Chapter 3 to studying the dynamics and structural changes involved during hydrolysis of

ribonucleic acid by ribonuclease A. Chapter 4 describes an experiment in which solid state

NMR was used to determine the structure of an intermediate in the reaction pathway of
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glutamine synthetase. Last, a three dimensional protein structure was determined using

solution NMR of a protein allergen from ragweed pollen.
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CHAPTER 2

Conformation analysis of cx-helix in thermophilic organisms

Introduction

With the solution of the three dimensional structure of myoglobin 1 by X-ray

crystallography came the realization that the amino acid sequence in some way determines

protein structure. This realization spawned many attempts at prediction of protein

structures based on the amino acid sequences. Structure prediction, however, turned out to

be an extremely complex problem. Solutions were sought by looking for a less complex

substructure with the hope that prediction of this substructure would be a more amenable

problem.

It was observed that the myoglobin structure contained regions of what appeared to be

an intermediate or secondary structure along regions of irregular structure. Early studies

noted that certain amino acids show a tendency towards this secondary structure or a-helix

2. Attention focused on finding methods by which a-helix segments could be predicted

based on the amino acid sequence. Chou and Fasman 3,4 performed statistical analysis on

the tendency of amino acids for a specific secondary structure based on X-ray structures of

proteins, and developed a method by which secondary structure was predicted from the

primary sequence. Levitt 5 extended the data base from 20 to 66 proteins. However, the

accuracy of the prediction methods tended to peak at about 60-70%, with the boundaries of

the secondary structure elements most often wrong.

It was recognized that other factors, such as long range effects which were not easily

accounted for, had a large effect on secondary structure formation. However, for a time
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after the publication of the Chou and Fasman 3,4 secondary structural analysis method, it

was thought that secondary structure could more or less be predicted, and from that

tertiary structure could be predicted by packing the secondary structure so as to optimize

various energy parameters.

Presently, the field of secondary structure prediction has resigned itself to optimizing its

predictive capabilities to about 80% through the addition of long range electrostatic and

energy parameters, and through algorithm optimizations 6,7. A few amino acid

conformational and composition studies have been done recently but they have not dealt

with protein secondary structure 8,9

Scheraga 10 published a list of experimentally measured helix-coil stability constants

for the amino acids in randomly polymerized host-guest copolymers. This study generated

Zimm-Bragg 11 s value, a measure of helix propagation propensity, and a value, a

measure of helix nucleation tendency, values over a temperature range of 0-70 ° C. The

information of interest to this study was the change in helix stability for various amino

acids at high temperatures. Because the Zimm-Bragg s value is temperature dependent 12,

this leads to the prediction that a thermally stable protein should show a shift in the amino

acid composition of its a-helices.

A literature search was done to determine if the amino acid composition of a-helix in

thermostable proteins had been performed. No literature was found on the amino acid

composition of proteins which are catalytically stable at over 60 ° C.

The present study of ten thermostable proteins was undertaken to determine the

conformational preference of amino acids in thermophilic organisms (thermophilic defined

as having an optimal growth temperature above 600 C). The data generated were

compared to the conformation frequency parameters for mesophilic organisms (mesophilic

defined as having an optimal growth temperature below 450 C) and used to determine if

Scheraga's 10 data accurately predicts the shifts observed in the helix residency. Analysis
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of the change in the frequency parameters, along with a few postulates for the frequency

changes, are shown later in this chapter.

Experimental Procedures

A survey of the a-helix amino acid composition of proteins from thermophiles was

made based on ten proteins whose amino acid sequence and, for eight of the proteins, X-

ray crystal structures are known: thermolysin 13, tyrosyl-tRNA synthetase 14,15, holo-

glyceraldehyde-3-phosphate dehydrogenase from Bacillus stearothermophilus 16 and

Thermus acquaticus 17, manganese superoxide dismutase 18, thermitase 9, rubredoxin

20,21, phosphoglyceral kinase from Bacillus stearothermophilus 22 and Thermus

thermophilus 23,24, and L30 ribosomal protein 25. The regions of a-helix were determined

on the basis of their main-chain dihedral angles and were visually verified.

Counting Statistics. Whether or not a particular amino acid, i, shows a statistical

preference for a-helix, j, depends on the natural abundance of the amino acid in the protein,

Ni, and the number of times the amino acid is found in a-helix, nit. This is the frequency

for i in j, or fij. Levitt 5 found that if i amino acids randomly occur in j a-helix, then the

probability of finding i amino acid in j structure could be approximated by the binomial

distribution function

nit !(Ni - nit) ! 

Because nij and Ni are determined by counting, it is the value of fit which needs to be

determined. By assuming that all values of fi were equally likely, Levitt 5 normalized

equation 2-1 so that J P(fi)df = lwhich yields:

P(fij) = (NZ+ l)]fi(l - fi )N (2-2)

Lindley 26 showed that the above distribution (equation 2-2) closely approximates a

Gaussian distribution for a new variable x = ln[fi/(l - fij)]. Since the most likely value for
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P(fi;) will be fij = niy/Ni, the mean for the above variable is = ln[nijl(Ni - nij)] and the

variance 0 2 = [1/(nm + 1)] + [l/(Ni - nij + 1)]. Maxfield and Scheraga 27 have used this

approximation, with a high degree of accuracy, to determine frequency values.

The fij calculated is the particular preference an amino acid i has for a-helical

secondary structure. The probability of an amino acid which has no preference for a-helix

occurring randomly in that structure is f = Nj/NT, where Nj is the number of residues

found in a-helix and NT is the total number of residues in the statistical sample. If fij is

10% greater than f, or if fij is 10% less than fj then the particular amino acid is

considered helix favoring or helix breaking, respectively. If fj is greater than 0.9 f but

less than 1.1 fj then the i amino acid is considered helix indifferent.

Integrating the probability function, P(fj), is a method for determining the certainty of

the previous preference determination. The integrals are defined as follows: I0 is fj

integrated from 0 to 0.9 fi, Io19 is f integrated from 0.9 fJ to 1.1 5, and I is fi

integrated from 1.1 f to 1.0. These probability integrals demonstrate the probability that

the amino acid breaks, is indifferent to, or forms a-helix.

Because it is not possible to compare the fi's of different data sets due to the effects of

the natural abundance ofj in a structure on fit, Chou and Fasman 3 normalized the function

fit to yield P = ft/fj. The standard deviation, for the normalized function Pij, would be

(7P,, = ,fi(l - fj)/Ni (NT/N). The normalized values correspond to the previous

classification scheme: Pij< 0.9 is a-helix breaking, for 0.9 < Pij < 1.1 the amino acid is

indifferent, and if Pij > 1.1 the amino acid favors a-helix.

Population Difference Test. The Fisher-Irwin population proportion test can be used to

determine whether there was a statistical difference in the Pij value between proteins from

thermophilic organisms and proteins from mesophilic organisms. The Pij values

published by Levitt 5 were used for the mesophile population proportion values. Because

the n value ( the sum of the number of i amino acids from both populations) was large, i.e.
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greater than 90, the exact Fisher-Irwin test values were not calculated. Instead a large

sample number approximation was used 28

Z= pl-p2 (2-3)
-

- Ni N'i

Where P is the frequency fij and q = 1- - . There is a problem with this test, in that the

frequency values fij between different data sets and between different amino acids are not

comparable. Consequently a normalized test statistic shown below must be used.

Z= Pa12) - Nb (2-4)

_(Vi_- -( + N)I(N + N'T)]

The variables pa and pb correspond to the P0l for each population. The p11, p2 values are

fij from the populations being compared and = 1 - P. The Pij value difference, between

the populations, was considered significant (Ho: Pi- p2 = O, Ha:l - p21 > 0) if the test

variable Z was greater than 1.25, which corresponds to a 90% confidence level that the

populations are different.

Results

Thermophile Amino Acid Shift Predictions. The data from host-guest copolymer

stability constants 10 can be used to predict a shift in the a-helix forming amino acid

population for proteins from mesophilic to thermophilic organisms. These data are shown

in Table 2-1. Using the s values we would predict that the residues favoring a-helix would

be leucine, glutamic acid, valine and isoleucine. From the As values the residues, valine,

threonine, asparagine, glycine, and proline, are expected to show a slight increase in a-helix

residency over the mesophilic counterparts. All other residues would be predicted to show

a decrease in a-helix residency in thermophilic organisms with glutamic acid, methionine,

glutamine, tyrosine, and histidine predicted to be much less stable in c-helices at high

temperatures.
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TABLE 2-1: a-Helix Forming Tendency From Zimm-Bragg s Values

Amino Acidsa In Order of

a-Helix Forming Tendency Sb

at 60 ° C at 60 ° C

L 1.09

E 1.07

V 1.06

I 1.01

A 1.00

F 1.00

M 1.00

R + 0.94

W 0.92

E- 0.93

C 0.91

K+ 0.91

T 0.86

N 0.85

Q 0.78
S 0.73

Y 0.65

G 0.63

D 0.63

H+ 0.59

H 0.55

D- 0.53

P 0.25

a Amino acids are listed in the standard single letter code.

b S > 1.0 is helix forming, s < 1.0 is helix breaking 10,29-48

As

ox 104 20 to 60 C

33

100

1.0

55

8.0

18

54

0.1

77

6.0

1.0

1.0

0.1

210

33

0.1

66

0.1

210

0.1

210

70

0.1

-0.05

-0.28

0.11

-0.13

-0.06

-0.09

-0.20

-0.09

-0.19

-0.04

-0.08

-0.03

0.04

0.07

-0.20

-0.03

-0.37

0.04

-0.15

-0.10

-0.30

-0.15

0.06
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A comparison of mesophile t-helix probability and stability values is shown in Table

2-2. From these data the residues glutamic acid, alanine, leucine, methionine, glutamine,

lysine, arginine show a statistical tendency for a-helix. The residues phenylalanine,

isoleucine, and tryptophan are borderline residues, meaning that by some scales they show

helix tendencies, but in others are helix indifferent.

a-Helix Probability Values. Normalized probability values were calculated using the

formula

P (n = /N) (2-5)
(Nj/NT)

Pij and crpiJ values are found in Table 2-3. There are obvious differences between

the mesophilic data and the thermophilic data. First, lysine and methionine shift from

being strongly helix favoring (H) to helix indifferent (I) or H/I in the case of lysine.

Isoleucine moves from H/I to the helix indifferent helix breaking (I/B) border. Aspartic

acid, asparagine, and valine more from the I to B category while tyrosine moves from

strongly B to I.

The change observed in cysteine from B to I/B is probably not significant, as a quick

comparison between Table 2-2 and Table 2-3 shows that the mesophile probability value

lies within one standard deviation of thermophile value. The significance of the change

observed for cysteine can be tested by integrating the probability function.

The probability values, I0, I9, and I were calculated and are shown in Table 2-4.

The predictions from the probability function integration are slightly different than the

predictions from Table 2-3. Phenylalanine, which is helix forming based on

Pij is actually a borderline H/I residue based on the integration values. The same change in

structural code classification occurs for histidine and cysteine. As is seen in Table 2-4

these residues are now defined as I/B and B/I instead of I as determined based on P0

alone.
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TABLE 2-2: Mesophile mc-Helix stability and probability values

Amino

Acids Williams4 9 Levitts Richardson 50 O'Neil51 Scheraga °

E

A

L

M

Q

K

R

F

I

H

W

D

V

N

T

Y

C

S

G

P

1.59

1.41

1.34

1.30

1.27

1.23

1.21

1.16

1.09

1.05

1.02

0.99

0.98

0.76

0.76

0.74

0.66

0.57

0.43

0.34

1.44

1.29

1.30

1.47

1.27

1.23

0.96

1.07

0.97

1.22

0.99

1.04

0.91

0.90

0.82

0.72

1.11

0.82

0.56

0.52

0.80

1.80

1.20

1.50

1.30

1.10

1.30

1.30

1.20

1.00

1.50

1.00

1.20

0.90

1.00

0.80

0.70

0.60

0.50

0.30

-0.27

-0.77

-0.62

-0.50

-0.33

-0.65

-0.68

-0.41

-0.23

-0.06

-0.45

-0.15

-0.14

-0.07

-0.11

-0.17

-0.23

-0.35

0.0

=3

0.97

1.07

1.14

1.20

0.98

0.94

1.03

1.09

1.14

0.69

1.11

0.68

0.95

0.78

0.82

1.02

0.99

0.76

0.59

0.19
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TABLE 2-3: Statistical Preference for a-Helix in Thelmophiles

Amino

acid niu Ni Pija op.j Pi - py Pij + Opij

E 106 177 1.50 0.09 1.41 1.59

A 164 299 1.38 0.07 1.31 1.45

Q 31 61 1.28 0.16 1.12 1.44

L 120 239 1.26 0.08 1.18 1.34

R 62 132 1.18 0.11 1.07 1.29

F 38 82 1.16 0.14 1.02 1.30

K 70 159 1.10 0.10 1.00 1.20

W 13 30 1.09 0.23 0.86 1.32

M 17 43 0.99 0.19 0.80 1.18

Y 37 98 0.95 0.12 0.83 1.07

H 24 64 0.94 0.15 0.79 1.09

C 4 11 0.91 0.36 0.55 1.28

I 49 142 0.87 0.10 0.77 0.97

N 36 113 0.80 0.11 0.69 0.91

T 48 151 0.80 0.10 0.70 0.90

V 71 226 0.79 0.08 0.71 0.87

D 51 165 0.78 0.09 0.69 0.87

G 69 246 0.70 0.07 0.63 0.77

S 36 132 0.68 0.10 0.58 0.78

P 23 113 0.51 0.10 0.41 0.61

aNj =1,069, NT =2,683
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TABLE 2-4: Integration Values for a-Helices of Thermophilic Organisms

Amino structural

acids Pj I of~I I. 9 jfij I- codeacids Pij 0.0 o.9fi j 1.13j code

E

A

Q

L

R

F

K

W

M

y

H

C

I

N

T

V

D

G

S

P

1.50

1.38

1.28

1.26

1.18

1.16

1.10

1.09

0.99

0.95

0.94

0.91

0.87

0.80

0.80

0.79

0.78

0.70

0.68

0.51

4.16E-11

1.12E-11

7.96E-03

2.77E-06

4.18E-03

0.024

0.016

0.185

0.291

0.335

0.375

0.442

0.619

0.803

0.845

0.916

0.904

0.995

0.980

1.000

9.16E-06

6.57E-05

0.126

0.024

0.226

0.294

0.459

0.324

0.414

0.549

0.466

0.224

0.369

0.192

0.153

0.084

0.096

5.07E-03

0.020

2.05E-04

1.000

1.000

0.866

0.977

0.770

0.682

0.525

0.491

0.296

0.116

0.160

0.334

0.013

5.03E-03

1.34E-03

7.25E-05

3.68E-04

1.90E-07

4.92E-05

9.85E-08

H

H

H

H

H

H,I

H,I

I,H

I

I

I,B

B,I

B,I

B

B

B

B

B

B

B
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TABLE 2-5: Fisher-Irwin Population Proportion Hypothesis Test

Amino Ho atb P Ha

acids nij N nij a N 5a z O=0.05 true
:Jn·· N

E

A

Q

L

R

F

K

W

M

Y

H

C

I

N

T

V

D

G

S

106

164

31

120

62

38

70

13

17

37

24

4

49

36

48

71

51

69

36

177

299

61

239

132

82

159

30

43

98

64

11

142

113

151

226

165

246

132

126

186

67

152

50

65

147

26

39

48

50

42

90

68

90

124

107

90

112

282

464

171

378

168

193

385

84

84

98

131

121

296

241

351

440

330

519

439

0.432

0.834

0.046

-0.332

1.336

0.473

-0.950

0.328

-1.768

1.111

-1.288

-0.449

-0.708

-0.647

-0.153

-1.085

-1.997

1.437

-1.082

-' L2z 113 36 219 -U.U'/)

r 0.666

r 0.797

r 0.516

r 0.629

a 0.910

r 0.681

r 0.829

r 0.629

a 0.962

r 0.844

a 0.902

r 0.674

r 0.761

r 0.742

r 0.560

r 0.860

a 0.977

a 0.925

r 0.860

r 0.532

a Values obtained from Levitt 5

b r = Ho is rejected, a = Ho is accepted
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Population Difference Test. The results from the Fisher-Irwin and hypothesis tests are

found in Table 2-5. Because nij is small, less than 100 for some of the amino acids in the

thermophile sample, the applicability of the large sample number approximation had to be

tested. If both Plnl and qonl, where o = [1- ((nij + n'ij)/(Ni + N'))], are greater than 5

then the large sample approximation is appropriate 52. All the residues passed the large

sample size approximation test (data not shown).

From Table 2-5 arginine and glycine show a statistically significant increase in a-helix

residency in thermophilic organisms, while methionine, histidine, and aspartic acid show a

significant decrease. Aspartic acid had the largest statistical significance, Z value of 2.0,

corresponding to 98% probability that the mesophile and thermophile conformation

probability are different. Residues that had at least an 80% probability but less than the

90% statistical significance cutoff are alanine and tyrosine, showing an increase in a-helix

residency, and lysine, valine, and serine which were found to have decreased residency in

a-helix. Residues having a trend towards difference from the mesophile data are

phenylalanine with increasing helix tendency, and cysteine, isoleucine, and asparagine with

a smaller residency.

Discussion

Though ten thermostable proteins were used for the statistics of this study, only nine

have known structures. For glyceraldehyde-3-phosphate dehydrogenase from Thermus

acquaticus only the primary sequence is known. Chothia and Lesk 53 have shown that if a

protein has >50% sequence homology with another protein, the two proteins will have

nearly identical structures. This is especially true if much of the core of the protein is made

up of a-helix. There is 62.1% sequence identity and 70% sequence similarity between the

glyceraldehyde-3-phosphate dehydrogenases of Bacillus stearothermophilus and Thermus
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acquaticus. The major secondary structure surrounding the active site of glyceraldehyde-3-

phosphate dehydrogenase is a-helix. Using the relationship formula A = 0.40 e' 8 7 H 53,

where A is the RMS deviation in A and H is fraction of mutated residues, a 0.79 A RMS

deviation in the backbone atomic positions between these two proteins would be expected.

A sequence alignment of the two proteins thus allowed us to assign the regions we expect

to be a-helical.

Comparison of Thermostable Probability and Zimm-Bragg s Values. Since the

purpose of this study was to test whether or not the predictions taken from Scheraga's

10,29-48 a-helix stability constants could accurately predict mutations required to stabilize

a-helices at high temperatures, it is important to examine the data in more detail, in

particular, the s values from Table 2-1 and the Pj values found in Table 2-4. Though the

Zimm-Bragg s values obtained by Scheraga 10,29-48 accurately predicted glutamic acid (E),

alanine (A), leucine (L), and phenylalanine (F) as helix forming, the s values wrongly

predicted valine (V) and isoleucine (I) as helix forming while failing to predict arginine (R)

as helix forming. In fact, Scheraga's 44 data predicted that tyrosine would shift from helix

forming at low temperatures to helix breaking at high temperatures, instead of the helix

indifferent value observed. Though there are minor differences between the s values found

in Table 2-1 and the probability coefficients in Tables 2-2 and 2-3, e.g. I and R, it is the

large differences for V and Y which are of the greatest concern.

The inaccuracy for V is a result of a positive As value for this residue. A comparison

of the mesophilic probability values with the s value (Table 2-2) shows a similarity

between the measurements. The probability value for the thermostable proteins studied is

significantly less than the mesophilic value. This is supported by the integration values

(Table 2-4) showing V having 92% of its probability in the helix breaking category. Thus

it is that s values predict that V will be more stable in an a-helix at high temperature, while

in thermostable proteins the opposite is true. A similar but opposite problem is present

between the s and probability values for Y. In this case, Y is predicted to be much less
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stable (As = -0.37) in a-helix at high temperatures. Based on a s value of 0.65 we would

predict Y to be helix breaking. Instead we find it to be helix indifferent. Explanations for

these differences will be discussed latter.

Comparison of Mesophile and Thermophile Probability Values. The mesophile a-

helix probability study which contains the largest number of proteins and residues, and is

expected to be the most accurate, is the study by Williams et. al. 49 summarized in Table 2-

2. Comparison of the thermophilic data with this data set was not possible as the paper

does not contain the counting statistics necessary for a Fisher Irwin population proportion

test. As a result the comparison found in Table 2-5 uses the data found in Levitt 5 as the

mesophile data set. Levitt's 5 probability values were obtained from a set of 36 proteins,

while Williams et. al. 49 values were calculated from a data set containing, effectively, 75

proteins. Although the Williams et. al. values could not be used in the Fisher-Irwin test

they can be used to test the comparisons involving Levitt's data. Table 2-5 shows the

residues glycine > arginine > tyrosine > alanine > phenylalanine increasing in a-helix

residency as temperature increases, while aspartic acid > methionine > histidine > valine =

serine > lysine > isoleucine > asparagine show a decrease in residency.

It is now necessary to compare the Pij values of Williams with the thermophilic value

to test if the differences apply for both the Williams and Levitt data. For glycine the

Williams Pij is less than (0.43 versus 0.56) Levitt's value so the result showing an increase

in glycine holds. For arginine, Williams value is within one standard deviation (SD) of the

thermophilic value (1.21 and 1.18), so the increase seen versus Levitt's data is probably not

correct. There is no significant difference between the Pij values of Levitt and Williams

(0.72 and 0.74) so the increase observed tyrosine stands. For alanine, the Williams data

moves to within one SD of the thermophilic Pij (1.41 versus 1.38). The Pij values of

Williams and the thermophilic data are identical for phenylalanine. To summarize, there is

an increase in a-helix residency for glycine and tyrosine, but when compared with

Williams data no increase in residency is observed for arginine, alanine, and phenylalanine.
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Continuing the comparison for the residues which showed a decrease in residency for

thermophilic proteins, there is little difference between Williams and the Levitt data for

aspartic acid (0.99 versus 1.04). However, a large difference for methionine (1.30 versus

1.47) was observed. The thermophilic Pij value is 0.99 ± 0.19. Williams value is still

greater than one SD from the thermophilic data which suggests that methionine shows a

decrease in residency. For histidine this is not the case, as the Williams data lies within one

SD of the thermophilic data (1.05 and 0.94+0.15). Valine is not a concern, as the Williams

data is greater than Levitt's (0.98 versus 0.91) so the statistical decrease is still valid. For

serine there is an interesting problem. When compared with Levitt's data the thermophilic

residency shows a decrease (0.82 versus 0.68±0.10). However, when compared with

Williams data the thermophilic data shows a increase of greater than one SD (0.57 versus

0.68±0.10). Since the thermophilic value lies between the two mesophilic values, for the

case of serine it appears that there is no statistical difference between the residency of

mesophiles or thermophiles. The Pij mesophile values for lysine are identical so the

statistical decrease observed for Levitt's data holds. For isoleucine, the Williams value is

greater than the Levitt value so the decrease observed is even more statistically significant.

The Williams value, for asparagine, is closer to the thermophilic value so the tendency

towards a decrease (probability of difference 0.742) is not significant. In summary, the

decreases observed for aspartic acid, methionine, valine, lysine, and isoleucine are valid

while the decreases for histidine, serine, and asparagine, when compared with Williams

data, are not significant.

There is one residue which showed no significant difference when compared with

Levitt's data, but when the proline thermophilic Pij value is compared with the Williams

value, proline shows a significant increase in residency (1.5 SD difference) for

thermophilic proteins. What is interesting about this increase is that Scheraga 30 predicted

that proline would show more stability in -helix (As=0.06) at high temperatures. The

35



comparison between Williams Pij value and the thermophilic Pij seems to support this

prediction.

Literature Predictions of Changes Required to Increase Thermostability. The residues

for which a statistical increase in ax-helix residency have been observed are glycine >

tyrosine, and possibly proline. The residues aspartic acid > methionine > valine > lysine -

isoleucine all show decreased residency over mesophilic proteins. There have been two

papers by Argos et. al. and Men6ndez-Arias et al. 54,55 which used sequence comparison

to look at the sequential changes required for increased thermostability. It is interesting to

compare our results with the results of these papers.

Argos et. al. 54 found that the preferred changes to increase helix stability were changes

from glycine to alanine, serine to alanine, aspartic acid to glutamic acid, and valine to

alanine. All of these changes, with the exception of the change from valine to alanine, were

found to increase hydrophobicity and internal packing or bulkiness of the side chain. There

was a valine to isoleucine change which was found to have a small APa (+0.06) for ca-

helix. The Argos et. al. data would lead to the expectation of a decrease in the ca-helix

residency for glycine, serine, aspartic acid, and valine while seeing a concomitant increase

in alanine and possibly glutamic acid.

Menedez-Arias and Argos 55 found shifts of isoleucine to valine, glutamic acid to

arginine, serine to alanine, lysine to arginine, aspartic acid to arginine increased

thermostability of the protein and had a preferred conformation of a-helix. Shifts of lysine

to alanine and glycine to alanine were found to improve thermostability, but did not have a

preferred location; being found in both oa-helix and 3-sheet. All of these changes, with the

exception of the isoleucine to valine change, were found to increase hydrophobicity. For

the isoleucine to valine change stabilization was thought to come about through a decrease

in side chain flexibility. From these data we would expect to see decreases in -helix

residency for isoleucine, glutamic acid, serine, lysine, aspartic acid and possibly for

glycine. Increases are expected for valine, alanine and arginine residues.
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The results from these two studies and the results from this study are summarized in

Table 2-6.

TABLE 2-6: A Comparison of Helix Residency and Thermostability Studies

Current Study Argos Men6dez

increase decrease increase decrease increase decrease

G D A G A D

Y M E S R E

P(?) V D V G(?)

K V I

I K

S

With the exception of aspartic acid none of the studies show much agreement. In the

Argos et. al. and the Menedez-Arias study alanine is shown to increase thermostability

while serine and aspartic acid decrease thermostability. Other than these three residues

there is little agreement. If we assume that the Men6dez-Arias study is the most accurate,

since it used a larger data base, then comparisons can be made with the current study. The

residues which decrease thermostability and are found less often in thermostable helices are

very similar, with the exception of methionine and valine. Valine had the largest ratio of

observed to expected for helix. However, its proposed mechanism of stabilizing, a

reduction of stability, was different from all other observed helix thermostable residue

shifts. Also Argos et. al. has valine as a residue to shift away from to increase

thermostability. None of these studies predicted the increase in glycine and tyrosine we

observed in this study.

One explanation for the increased use of the aromatic amino acid tyrosine is that

thermal stability is increased through aromatic-aromatic interactions which provide
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approximately 1 kcal/mol of interactions 56. The favorable enthalpy is produced when an

aromatic hydrogen, a nitrogen, or a sulfur atom interacts with the Xe electron cloud of

another other ring perpendicular to the plane of the ring. The structure of thermolysin,

which has the largest percentage of a-helix and the highest percentage of aromatic residues

in helix of the protein studied, was checked visually for the presence of such aromatic

interactions. Only two near perpendicular ring-ring interactions within 3.7 A were

observed for all the 41 aromatic residues in thermolysin. Neither interaction had a perfect

900 angle, para hydrogen perpendicular to and pointing into the plane of the x electron

cloud, nor where the residues which showed a possible interaction found in a-helix.

Though aromatic interactions may be an explanation for the increased use of tyrosine in

thermostable proteins, these interactions were not observed to exist extensively, at least in

thermolysin.

The use of tyrosine in an a-helix might be favored by thermophilic organisms because

of the ability of this residue to hydrogen bond. Although tyrosine is unable to form the

energetically more favorable salt bridge because it lacks a charge, it is capable of forming

hydrogen bonds. The structure of thermolysin was again checked to see if many of the a-

helical tyrosine residues formed hydrogen bonds. Two of the a-helical tyrosine were

observed to form hydrogen bonds and one (Y 83) formed an intra-helix hydrogen bond

with histidine. Thus, the formation of hydrogen bonds is one possible explanation for why

tyrosine over phenylalanine is favored in thermostable proteins. Presumably, the

amphipathic nature of tyrosine is also important since one would expect, if hydrogen

bonding alone was the major stabilizing factor, that residues like glutamine, asparagine,

histidine, and tryptophan would have shown statistically significant o-helix residency

increases also, as these residues are not ionic and readily form hydrogen bonds.

One argument for the increased use of hydrophobic residues by thermophilic

organisms would be to stabilize a-helices and thus their proteins through the hydrophobic
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effect 57. If the core of the protein becomes more hydrophobic then the stability of the core

can be increased and the temperature at which the core is stable increases as well.

While all of the arguments listed above work well to explain the increase in residency

for tyrosine there are no good explanations why glycine should show increased residency

in thermophilic proteins. Men6dez-Arias and Argos 55 list, in addition to the hydrophobic

effect, a decrease in flexibility of the backbone atoms as a thermal stabilizing factor.

Glycine is the most flexible of the amino acids, so if anything we would expect glycine to

decrease in residency for thermostable proteins. The only study which would predict an

increase in stability for glycine at high temperatures is the Zimm-Bragg s value measured

by Scheraga 31. For glycine the As value is positive and from it we would predict a

increase in the glycine residency for thermostable proteins, as observed

The prediction from the Zimm-Bragg negative As value 36 that methionine would

move from a helix forming to a helix indifferent residue was accurate (Tables 2-1 and 2-5).

While the most obvious and reasonable explanation for its decrease in helix residency at

high temperatures is that the sulfur present in the side chain oxidizes to a sulfoxide or

sulfone, this is not a complete explanation. The host-guest polymers were carefully tested

so as to exclude any oxidization products or the effects those products might have on the s

value measured. The fact that, in this case, this technique predicted the observed effect and

the magnitude of that effect forces us to place in question oxidization as the complete

answer for the methionine temperature dependent decrease in helix residency. In general,

most of the amino acids with large aliphatic side chain showed a decrease in helix

residency. In the case of methionine, oxidation may work to increase the magnitude of the

effect.

In summary, we have shown that Scheraga's Zimm-Bragg s value or As value cannot

be used to predict whether a residue will be thermally stable in ct-helices. While the

prediction was accurate for glycine, the direction of As was wrong for tyrosine and valine

and thus predicted exactly the opposite of that observed statistically. The lack of agreement
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with other studies of thermal stability is puzzling. However, the fact that the two studies

cited do not agree with each other reveals an inherent flaw in all the work on thermal

stability done so far. In all these studies, the sample size is small. There is very little

structural data about thermostable proteins, be that primary sequence or three-dimensional

structure. Another problem may be in the method by which we have attempted to solve

the problem. In addition the use of a large statistical study, may be hiding what are small

cumulative changes. A better method of study might be to compare a single protein from

organisms in cold environments to extreme thermophiles searching for the changes made

in the individual protein as it increases in thermostability. Another method, which has

already been proposed, is the mutagensis of a thermostable protein back to a mesostability.

This reductive method would provide information about a pathway otherwise impossible

to obtain. The current study provides useful information to those designing thermostable

proteins and peptides. It has been shown for the first time that glycine and tyrosine show a

net increase in thermostable a-helix residency, while valine, a residue previously described

as increasing a-helix temperature stability, appears not to do so.
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CHAPTER 3

Protein Structure and Dynamics Studies By Solid State NMR

Introduction

In solid state NMR, as in solution, two methods exist for obtaining structural

information; chemical shift, and/or magnetization exchange processes. While the

chemical shift is the most sensitive method, registering structural changes on the order of

hundredths to thousandths of an angstrom, there is no method by which the chemical shift

can be turned into quantifiable structure information. On the other hand, magnetization

exchange processes, in particular dipolar coupling exchange, provide quantifiable

structural information but are insensitive, with one exception , to changes in structure of

less than 0.1 A 2-5. The next two chapters are concerned with both processes in an effort

to understand something about the dynamics and structure of two proteins: ribonuclease

A from bovine pancreas (RNase), and glutamine synthetase from Escherichia coli.

Bovine pancreatic ribonuclease A (RNase A) is a 13 kD enzyme that consists of 124

amino acid residues and catalyses the hydrolysis of RNA via a two step process. Its

small size, availability and ruggedness make RNase a good model for physical and

chemical studies of enzyme catalysis. Extensive enzymatic and structural studies 6 reveal

that it does not catalyze the hydrolysis of DNA which lacks the 2' hydroxyl group that is

essential for this reaction. It has also been observed that it has a strong specificity for the

pyrimidine, i.e. U or C, ribonucleotide bases. The first step in the hydrolysis of RNA is

the formation of a cyclic phosphate intermediate during an in-line attack by the 2'-

hydroxyl group as seen in Equation 3-1. The cyclization step is generally accepted as
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being much faster than the hydrolysis step, with the histidine residues H-12 and H-119

acting as general-base and general-acid catalysts, respectively, for cyclization. H-12 is the

general-acid and H- 119 the general-base catalyst for the hydrolysis step. This reversal of

roles between cyclization and hydrolysis is expected based on the principle of microscopic

reversibility 6.

rT.- '

I

o OH

OBB
/ ~~B

(3-1)

ROH

Of interest in this study are the binding properties of the substrate. Cryogenic

crystallographic studies have shown that crystallographic B-factor changes as a function

of temperature in a biphasic fashion with a relatively flat region from 210 to 2300 K 7.

Previous solid state 31 p NMR investigations of 2'-cytidine monophosphate (2'-CMP)

bound to RNase in the crystalline state indicate a dianionic state for the bound inhibitor 8.

The study of chemical shift anisotropy would be of value in understanding the structural

and dynamic aspects of such enzyme substrate complexes. 3 1p is an ideal nucleus for

such a study owing to its high sensitivity and high natural abundance.

In nuclear magnetic resonance, the most sensitive but least quantifiable probe of

structural change is the chemical shift both isotropic and anisotropic. Structural change

measured by chemical shift is not quantifiable because, to date, there is no theory as to

how to calculate, on first principles, chemical shift from structure or vice versa. In solid

state NMR the chemical shift has two components, a measure of the local directionally

independent magnetic environment (isotropic chemical shift) and a directional component
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(anisotropic chemical shift tensors). Andrew et. al. 9,10 showed that the intensity of

heteronuclear dipolar IIHIlsI and chemical shift anisotropy II1Hzs components of the line to

first order go as (3cos2 0 - 1)/2, where 0 is angle of the sample and NMR coil with

respect to the static B0 magnet field. If the sample is spun at an angle of cos 2 0 = 1/3 or

0 = 54.735 ° and at a speed of O > IHziI,IllHsII these components are averaged to zero. 0

is called the "magic" angle and spinning at this angle is referred to as magic angle

spinning (MAS). If HZ > C > H then analysis of the rotational side bands yields

a measure of the local magnetic environment of the nuclei (isotropic chemical shift) and

orientation information (anisotropic chemical shift) 1l. Thus, a qualitative measure of

binding dependent structural changes in RNase A can be obtained by studying changes in

chemical shift tensors in the bound and unbound states.

Experimental Procedures

Protein Crystallization. All solid state NMR studies performed used crystallized

bovine pancreatic ribonuclease A type X11-A from Sigma (St. Louis, MO). RNase A

was crystallized as follows. RNase was dissolved in distilled water to a concentration of

24 mg/mL. Methanol was added slowly to this solution until the concentration was 50%

(v/v). The pH was adjusted to 5.5 and the solution filtered using a 0.22 lm Millipore

filter. Aliquots (1.0 mL) were placed in siliconized glass vials. Methanol was added drop

wise to the vials until the solution remained opalescent for approximately 10 seconds after

addition of methanol. This occurred at approximately 52% (v/v) methanol. The solutions

were seeded, sealed and left to crystallize for two weeks. Final protein concentration was

12 mg/mL.

Ribonuclease A Inhibition Standard. RNase (100 mg) was dissolved in 2.0 mL

distilled water. 2'-cytidine monophosphate (2'-CMP, 1), purchased from Sigma (St.

Louis, MO), was added to the solution (2.6 mg, 1.1 eq). The solution was allowed to
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stand at room temperature for 30 minutes and frozen in a liquid nitrogen bath. The

sample was lyophilized and stored at -20 ° C.

1 2'-CMP

31p NMR. 31p cross polarization 12 magic angle spinning (CPMAS) solid state

NMR (SSNMR) experiments with continuous wave (CW) proton decoupling 13 were

performed on a home built spectrometer operating at 317 MHz for protons and 128.6

MHz for 31p. A home built variable temperature double resonance probe (H/ 3 1p) was

used with a spinning assembly from Doty Scientific Inc. (Columbia, SC). The probe and

sample were cooled using a low temperature device described previously 14. Typical 1H

and 3 1p pulse lengths were 3.5 and 5 gs respectively. A 3 s recycle delay was used

which was adequate for full relaxation (>5 1H T 1) with an optimal cross polarization time

of 2 ms for the enzyme-inhibitor complex. The RNase sample was prepared as follows

for the NMR experiment. A pooled sample from a 720 mg crystallization containing

protein crystals and supernatant was centrifuged at 5,000 G for 30 minutes. The

supernatant was decanted and approximately 180 mg of the resulting crystal slurry packed

into a 7 mm single crystal sapphire rotor. The probe and rotor were cooled to 1950 K and

then 5 mg of 2'-CMP in 200 gtL 60% (v/v) methanol (1.2 eq) was added to the rotor. The

cold sample and probe were placed in the magnet and a CPMAS spectrum was obtained.

Spectra at higher temperatures were obtained by warming the probe while in the magnet

and then acquiring the spectrum.
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Chemical Shift Tensor Analysis. The chemical shift tensors were determined by

analysis of side band intensities based on the method of Herzfeld and Berger 15. Chemical

shift anisotropy, 6, and the asymmetry parameter, rI, follow the Spiess convention. The

asymmetric tensor elements represented by R, Ryy, and R, were assigned such that

IRzz - Risol _ JRx - Riso 2 IRyy - Ris , 3 = Rzz, 7 = (Ryy - Rx)/(Rz) 16

Results

Since small changes in 31p isotropic chemical shifts occur during binding and

inhibition of RNase to 2'-CMP 8, our experiments were concerned with interpreting the

large changes in chemical shift tensors to elucidate changes in structure and/or in the

ionization state during the enzymatic reaction. The isotropic chemical shifts for the bound

and free inhibitor are identical to those obtained by Dobson and Lian 8,17,18, where they

performed a direct comparison between the bound and unbound inhibitor in solid and

solution states. For 2'-CMP the chemical shift of the bound phosphate group was

observed to be very close to that of the dianionic state of free 2'-CMP in solution, a result

rationalized on the basis of interactions with Lys41 and Hisl 19 in the active site 17. In the

present study, the aim is to utilize the chemical shift tensors in the free and bound states to

provide a detailed description of the structural changes that occur upon binding. The

chemical shift parameters, including both the isotropic chemical shift and the anisotropic

chemical shift tensors, were analyzed from three experiments and are found in Table 3-1.

The first experiment was a comparison of the unbound inhibitor 2'-CMP, measured in

a frozen solvent similar to the enzyme crystallization conditions, with the inhibition

standard described previously. Comparisons of these parameters to that of 2'-CMP

bound to RNase are found in Table 3-1. There is no observable change in isotropic

chemical shift of the 2'-CMP phosphate group. This disagrees with the results from

Dobson and Lian 8 in solution, which state that at a pH of 5.5, free 2'-CMP in solution
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exists in a combination of the monoanionic and dianionic form while 2'-CMP bound to

RNase in the crystalline state exists almost completely in the dianionic form.

In the second experiment, the spectrum of the solubilized free inhibitor was compared

with that of a crystallized RNase-inhibitor mixture at 295 K. Once again, it can be seen

that there is no major change in the isotropic chemical shift difference of the 2'-CMP

phosphate group. In the third experiment, the inhibitor was allowed to soak into the

RNase A crystals over night and spectra of the soaked enzyme-inhibitor complex were

obtained. It should be noted, from Table 3-1, that once again there was no change in the

isotropic chemical shift, Oiso. This would be expected if 2'-CMP was bound to the

enzyme in the dianionic state since the single pH value used for all the samples was well

above the titration point for bound 2'-CMP 8 in a methanol solution.

From the second experiment, it was observed that the anisotropic chemical shift

tensors (in Table 3-1), ai and 33 for the 2950 K data for the crystallized enzyme and

inhibitor mixture, are similar to the solubilized inhibitor values (experiment 1). The

downfield and upfield extremes of tensors, acH and r33 , have previously been shown to

vary with bond length and bond angle 19,20. The absence of a change in these values

indicates that the bond lengths and bond angles of the phosphate group in the inhibitor

remain unchanged in the crystallized enzyme-inhibitor mixture. It has also been

demonstrated that a change in the 22 element does not correlate well with changes in the

bond lengths and angles, however, 22 is sensitive to the ionization state of the phosphate

group. As can be seen in Table 3-1, 22 remains practically unchanged on going from the

solubilized inhibitor to the crystallized enzyme-inhibitor mixture which indicates that there

is no change in the ionization state of the inhibitor.

However, it is interesting to note that the tensor elements cl and a22 are markedly

different for the soaked crystal and free solubilized inhibitor data (experiment 3). On

comparing the values of 22 for urea phosphoric acid complexes, BDEP, calcium

hydrogen phosphate dihydrate and calcium dihydrogen phosphate monohydrate 21,22, it
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can be seen that U22 shifts upfield upon deprotonation. Therefore it can be concluded that

a change from 11.7 ppm (in the free inhibitor) to -25.9 ppm (in the soaked crystal

mixture) indicates a change in the ionization state of the phosphate group of 2'-CMP upon

binding. A 50 ppm downfield shift in a,. on going from the free inhibitor to the soaked

crystal mixture is indicative of a change in the bond lengths and angles. Variations of

bond lengths in phosphates and their esters result from reduction in or elimination of the

capacity of one or more of the oxygen to contribute to d-p it-bonding. This occurs when

one or more of the of the oxygen p orbitals, which contribute to the d-p -bonding

molecular orbitals, must also accommodate a bond resulting from protonation 19. In this

case, we believe the variation in 33 to be a measure of the ability of the oxygen 01 's

(Figure 3-1), which is involved in an ester linkage with the sugar, contribution to d-p -

bonding. The downfield shift of all is the result of a decrease in the ability of 01 to

contribute to d-p bonding. This in turn would tend to increase the d-p It-bond order on

the other 3 oxygen atoms and thus a larger change would be observed in the oy, - 022

plane.

A change from 11.7 ppm (in the free inhibitor) to -25.9 ppm (in the soaked RNase

crystals-inhibitor mixture) for 022 indicates a change in the protonation state of the

phosphate group of 2'-CMP. The upfield direction of this shift is indicative of

deprotonation in the soaked crystals mixture. This is in agreement with the suggestion by

Dobson and Lian 8 that 2'-CMP exists in the dianionic state when bound to RNase. This

result demonstrates that the isotropic chemical shift is a poor indicator of the ionization

state of 2'-CMP since no difference was observed between free and bound inhibitor.

There are significant differences for the chemical shift anisotropy 6 and the asymmetry

parameter Ti on going from the free inhibitor to the soaked crystals. The 6 and ir values,

both show that the free inhibitor has a larger anisotropy and is more asymmetric than the

bound form. This is to be expected if bound 2'-CMP is in the dianionic state. A dianionic

phosphate group is more symmetric and can undergo a tensor narrowing hopping motion.
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This was evidenced by the fact that the width of the tensor for the inhibitor was

considerably narrower in the bound form than in the free form.

(33

R'01

22

R _04
R"02

Figure 3-1: The chemical shift tensor orientation with respect to

the molecular frame. The tensor is perpendicular to the page

pointing out towards the viewer 20. R'=P,C,H and R"=P,C,H. For

2'-CMP R' is the sugar moiety and R" is H for the monoanionic

state.
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TABLE 3-1: 31p Chemical Shift Parametersa

Species Temp. iso a11 r22 U33 S r7

(°K)

2'CMP 52% MeOH 295 0.0 -71.1 11.7 59.4 71.1 0.67

2'CMP RNase 295 0.0 -76.4 14.4 61.9 76.4 0.62

2'CMP RNase lyph 295 0.0 -51.4 -5.5 56.9

2'CMP RNase 195 0.0 -66.8 10.6 56.1 66.8

2'CMP RNase 215 0.0 -59.6 11.0 48.5 59.6

2'CMP RNase 230 0.0 -62.2 12.9 49.2 62.2

2'CMP RNase 245 0.0 -58.9 10.6 48.2 58.9

2'CMP RNase 255 0.0 -60.2 11.7 48.5 60.2

2'CMP RNase soak 295 0.0 -33.3 -25.9 59.2 59.2 0.12

Urea-H3 P0 4 21 -5.2 -44.6 2.5 26.6

Ba-diethylPO4 21 -5.5 -109.8 17.5 75.9

CaHPO4.2H 20 22 -1.0 -53.0 -12.0 70.0

Ca(H 2PO4)2 -.H2 0 22 0.7 -48.8 1.0 49.0

Ca(H2PO4 )2 -H20 22 0.0 -66.0 7.0 59.0

a 31p NMR chemical shift parameters of the phosphorus containing inhibitor and

inhibitor-protein complexes: 2'CMP 52% MeOH is the inhibitor solvated in 52%

methanol solution, 2'CMP RNase lyph is the inhibition standard described previously,

2'CMP RNase is a mixture of crystallized RNase and a 2'-CMP solution described

previously, 2'CMP RNase soak is a mixture of RNase crystals and 1.2 eq of 2'-CMP

soaked over night in mother liquor.
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Figure 3-2: 31p CPMAS spectra of inhibitor and enzyme-inhibitor complexes.

Spectrum A is of RNase crystals soaked with 1.2 eq. 2'-CMP dissolved in mother liquor

over night. Spinning speed for this spectrum was 2.979 KHz. Spectrum B is of the

standard lyophilized RNase 2'-CMP complex. The spinning speed was 4.931 KHz.

Spectrum C is of 100 mg 2'-CMP solvated with 200 gL 52% (v/v) MeOH. Spinning

speed was 2.490 KHz.

54

rV C

IW



Temperature (K)

295

G

F

E

C

B

I I I I I
100 50 0 -50 -100

Chemical Shift (PPM)

Figure 3-3: 31p CPMAS temperature dependent spectra of crystallized RNase and a 2'-
CMP mixture is 52% (v/v) MeOH. Spectra A to F are from a single sample of
crystallized RNase cooled to 180 K. An inhibitor solution was added and the sample
warmed to 195 K. The spinning speeds (SS) for spectra A to F are as follows: A
SS=2.49 KHz, B SS=2.44 KHz, C SS=2.49 KHz, D SS=2.49 KHz, E SS=2.49 KHz,
and F SS=2.54 KHz. Spectrum G is the soaked RNase crystal sample described
previously. The spinning speed for this sample was 2.98 KHz.
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Spectra of solubilized 2'-CMP, the standard lyophilized enzyme-inhibitor complex,

and the overnight soaked crystal data are found in Figure 3-2. The standard inhibition

sample and soaked crystal sample have similar spectra, while the solubilized inhibitor 2'-

CMP differs greatly. The difference in the spectra is in the width of the chemical shift

tensor (it is narrower for the standard lyophilized enzyme-inhibitor complex and the

overnight soaked crystals and broader for the free solubilized inhibitor). There is an

asymmetry or splitting of the center band in both spectrum A and B. This can be

explained by the fact that the overnight soaked crystals might be contain predominantly

the dianionic form of the inhibitor in the bound state but the presence of some unbound

monoanionic inhibitor in the sample cannot be ruled out.

Temperature dependent spectra are shown in Figure 3-3. There is no noticeable

differences in spectra A through E, which cover a temperature range from 1950 K to 255 °

K. There is a shift in all the resonance lines for spectrum F. Though the spinning speed

increased by 1.6%, the differences seen in this spectrum are not due to an increase in the

spinning speed but to a change in the shift tensors as is seen in Table 3-1. All of these

spectra (A-F) are similar to solvated 2'-CMP spectrum (see spectrum B in Figure 3-2)

and are very different from the soaked crystal spectrum G. It should be noted that an

asymmetry in the line shape starts in spectrum E and continues to develop in spectrum F.

The asymmetry is similar to the one seen in Figure 3-2 spectrum B, but different from the

splitting of the center band observed in spectrum G of Figure 3-2. The asymmetry is

probably due to an unresolved isotropic chemical shift difference between the

monoanionic and dianionic states of 2'-CMP.

Discussion

The questions we wished to address in this study were: Does 2'-CMP undergo

structural and dynamic changes upon binding to RNase and would there be noticeable
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changes in the chemical shift tensors in the bound and unbound states. If so, can a

qualitative measure of binding dependent changes in RNase be obtained by studying

changes in the chemical shift tensors of the phosphate group of the inhibitor.

We observed that the isotropic chemical shift in the solid state is not very sensitive to

the changes that occur upon binding although our chemical shift for the free solubilized

inhibitor and the bound lyophilized inhibition standard are in agreement with those

obtained by Dobson and Lian 8.

We have demonstrated that, for the 2'-CMP RNase system, anisotropic chemical shift

tensor elements are a sensitive register of changes in structure. Chemical shift tensor

elements, for this system, seem to be a better probe for structural change because the

difference for m and r22 between bound and unbound for 2'-CMP is large. 22 for 2'-

CMP in the free state and the unbound state is at 11.7 ppm and 14.4 ppm respectively

whereas it shifts upfield to -25.9 ppm in the bound state. This change in 22 is indicative

of deprotonation of the 2'-CMP phosphate group. This result is in agreement with the

suggestion by Dobson and Lian 8 that the inhibitor exists in the dianionic form in the

bound state. A downfield shift of 50 ppm in ao. on going from the free state to the bound

state of the inhibitor indicates that there is a change in the d-p ir bond order in the rll- 22

plane and that there is considerable deshielding owing to the interactions with Lys41 and

Hisl 19 in the active site of RNase 17

Furthermore, the CSA and the asymmetry parameter are smaller in the bound state as

compared to the unbound state. This is explained by the fact that the dianionic form of the

inhibitor is more symmetric than the monoanionic form. The width of the chemical shift

tensor is narrower in the bound state than in the unbound state and this suggests that there

might be motional averaging (e.g. three site hopping motion in the phosphate group) in

the bound dianionic state.

It is of interest to understand how temperature and thus the dynamic state of the

enzyme effects the binding of substrate. We have demonstrated that it is possible to study
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small structural changes using anisotropic chemical shift. Future work in this field will

include the use of anisotropic chemical shift to study temperature dependent structural

changes. One suggestion is the use of 3'-CMP as the inhibitor for measuring the

anisotropic tensor values over a temperature range for inhibited crystallized RNase. Since

3'-CMP binds less tightly it may have smaller induced structural changes due to binding.

We would it expect it to be a sensitive probe of temperature related structural change in

that any restriction of motion in the active site would be readily observed. Because

inhibited enzyme would be used freezing of the sample, which would occur at low

temperatures, would in no way affect the results.

In summary, we have demonstrated that it is possible to use anisotropic chemical shift

tensors as a sensitive measure of changes in protein structure . We have shown it is

possible to obtain useful information about protein structure and temperature related

dynamics using ribonuclease A.
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CHAPTER 4

Structure Determination In Escherichia coli Glutamine

Synthetase By Rotational Resonance 31p Solid State NMR

Introduction

As discussed in Chapter 3, there are two NMR methods of obtaining structural

information for biological macromolecules: chemical shift (isotropic or anisotropic) and

magnetization exchange processes, namely exchange through dipolar coupling. This

chapter describes work which uses dipolar coupling, employing one of the many methods

currently available, to obtain structural information about a large protein complex.

Glutamine synthetase (GS) from Escherichia coli is a soluble high molecular weight

(MW-600 kD) protein with 12 subunits. The enzyme is thought to form a tetrahedral

adduct during the two step ATP-dependent process of converting glutamate to glutamine 1.

Inhibitors which, when phosphorylated, mimic this postulated tetrahedral adduct form a

tightly bound complex halting the enzymatic reaction in the step just prior to release of

product (Equation 4-1).

E + I EoI - E-I-P - E*I-P > E+I+P (4-1)

The hydrolysis of ATP is necessary for inhibition. This was demonstrated

spectroscopically using a stable phosphorylated inhibitor, D,L-2-amino-4-

phosphonobutyric acid (APB), which was isolated from inactivated enzyme and its

structure determined by NMR 2. It has been shown that another class of inhibitors, L-
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phosphinothricin (L-2-amino-4-(hydroxymethylphosphinyl) butanoic acid, PPT, 1) 2,3 and

L-methionine-S-sulfoximine (MSOX, 2) 4, inactivate GS in the presence of ATP. Both

PPT and MSOX have been isolated from inactivated enzyme and characterized by NMR 1.

However, direct attempts to observe phosphorylated PPT (PPT-P) bound to the enzyme in

solution using 3 1 p NMR have failed due to extreme line broadening of the 31p resonance

as a result of the large molecular weight of the complex. Solid state MAS NMR is

uniquely suited for the solution of this problem as the line width for the 31p resonance is

unrelated to the molecular weight of the solid being studied.

n

CCOH3 -2
\X/ CYCH3

NH

\CH3

NH3
+ NH 3+

1 PPT 2 MSOX

Magic angle spinning (MAS) removes second rank tensor interactions, including

isolated spin pair dipolar coupling, from the spectrum. Consequently dipolar coupling, if it

is to be used, must be reintroduced. One of the first methods found for reintroducing

homonuclear dipolar coupling was discovered by Andrew et. al. 5. They found that if the

sample was spun at an integer multiple of the chemical shift difference, i.e. co' = no r, of

two coupled homonuclear spins their resonance lines broaden. Recently it has been shown

that resonance line broadening or the magnetization transfer rate can be modeled and the

distance between the homonuclear spin pair determined 6-10. This method, Rotational

Resonance (R2), has been used to measure spin pair distances in peptides, membrane

proteins, and in a photointermediate of bacteriorhodopsin 11-13. Magnetization transfer for

the spin pair goes as l/r6 and, for values of n > 1 of nor, shows a chemical-shift tensor
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orientation dependence. Distances of up to 6 A have been successfully measured for 13C-

13C and 3 1p_31p spin pairs.

In the present study we employ a homonuclear magnetization transfer method to

determine if there is coupling between the phosphinate and phosphorus species present in

the PPT ATP inactivated enzyme. The homonuclear magnetization transfer technique used

is a modification of the R2 technique described previously 6-13. This method allowed us to

demonstrate that PPT is phosphorylated in the inactivated enzyme. We have measured a

P-P distance of 2.7 + 0.2 A between the phosphinate of PPT and phosphate, which is

indicative of a P-O-P ester linkage between the phosphinate and phosphate.

Experimental Procedures

Enzyme Inactivation. Glutamine synthetase from Escherichia coli was purified and

inactivated as described previously, 1,2 with one exception. The samples used for solid

state MAS NMR had a lower salt concentration and were prepared as follows: 47 mg of

GS in 1.5 mL of 1.2 mM MgC12 and 10 mM Hepes buffer at pH 7.5. The sample was

inactivated by incubating with 1.2 mM DL-PPT and 1.08 mM ATP for 5 minutes at 37 ° C

and was then frozen and lyophilized at room temperature. The GS had a starting specific

activity of 114.4 with an adenylation state of approximately 1. After inactivation the

specific activity was 35.4.

R2 SELTICS Development. The experiments described were performed on a home-

built spectrometer operating at 317 MHz for 1H and 79.9 MHz for 13C. All sample

spinning was performed using rotors and stators from Doty Scientific Co. (Columbia, SC)

and the spinning speed was stabilized to within +0.05% 14. R 2 SELTICS is R 2 7-9 with

the sideband suppression technique SELTICS 15 added just before acquisition. The pulse

sequence and phase cycle modes are shown in Figure 4-1. There are two forms of

SELTICS side band suppression, the basic SELTICS and SELTICSi which contains a
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refocusing T pulse in the middle of the sequence to correct for linear dephasing errors.

Both methods were extensively tested for differences. Side band suppression was

performed by measuring the spinning speed and then calculating the pulse lengths and

delays based on the pulse sequence in Figure 4-1. The parameters were then optimized to

obtain the best sideband suppression possible. Testing of these sequences was done using

two model compounds, (1,2-13C)-Zinc acetate (ZnAc) 9 and 15% (4'-13CI)-tyrosine (1'-

13Cl)ethyl ester (TEE) 9. Magnetization exchange rates were determined by integrating the

peak area for the rotationally resonant spin pair with respect to the mixing time. The peak

areas were summed, normalized to the initial value, and plotted (Figures 4-2 and 4-3) along

with numerical simulations 10. A number of rotational resonance conditions, i.e. no r,

were tested for both model compounds (TEE n=2,3,4; ZnAc n=3,4,5,6).

NMR of Glutamine Synthetase. All 31p NMR spectra were acquired on a home-built

spectrometer operating at 212 MHz for H and 85.7 MHz for 31p. The spinning speed

was stable to better than +0.5%. Typical pulse lengths were 3 gs for 1H and 3.8 gs for

31p with a soft inversion pulse length of 650 ips. The optimum cross polarization time

was measured to be 0.5 ms for this sample. 31p spectra acquired with and without

SELTICS are shown in Figure 4-4. The resonance lines, for all the GS samples, were

broadened due to chemical shift inhomogeneity, resulting in line widths on the order of 600

to 1000 Hz. All R2 SELTICS data were acquired at the n=l, no, R2 condition and a

spinning speed of 5.41 KHz. At mixing times of 2 ms all of the magnetization had

exchanged (Figure 4-6).

Typically 9600 transients were acquired per mixing time. The magnetization exchange rate

was determined by integrating the area under the phosphinate resonance with respect to

time. The integrals were normalized with respect to the initial value and plotted versus

time.
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Results

R2 SELTICS Method Development. Since there was considerable concern that any side

band suppression technique would influence the R2 magnetization rate extensive testing

was done to prove that this was not the case. The model compounds studied were chosen,

because they had been well characterized and because they had dipolar coupling constants

at either extreme of the scale (2,300 and 58.9 Hz for ZnAc and TEE, respectively). The

differences observed for ZnAc at short mixing times i.e. from 0.0 to 10.0 ms, between the

exchange curves with and with out SELTICS were all within the noise inherent in each data

set (data not shown). For low values of n in nor, the exchange profiles are similar except

at long mix times where SELTICS data tended to continue exchanging for a period of time

after R2 without SELTICS had ceased to exchange. This trend continued and became

more pronounced at higher n values in ZnAC where the rotational sidebands are

increasingly more intense (data not shown). The differences are more apparent in the low

coupling constant TEE sample where there is a much larger side band overlap.

A typical example of this lowering of the magnetization exchange asymptote and

lengthening of the mixing time required to reach the asymptote for R 2-SELTICS is found

in Figures 4-2 and 4-3 for TEE at the n=2 condition. In the R 2 with no sideband

suppression (Figure 4-2) the magnetization exchange profile exchanges more rapidly than

the simulation crossing the simulation line and reaching an exchange asymptote at 30 ms

mixing time. The R2 data acquired using SELTICS does not deviate from the numerical

analysis value even at a mixing time as long as 40 ms. The result is an increase in the

precision of the distance measurement. These data, which were acquired using R 2

SELTICS, are the most precise distance measurement for TEE obtained to date.

Distance Measurement in Glutamine Synthetase. Because the chemical shift

anisotropy for 3 1p is large (generally on the order of 15 KHz) overlapping sidebands are a

severe problem especially when the R2 condition is matched. For the typical GS sample,
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the signal intensity for the unbound inhibitor, PPT, and the phosphate present from ADP

and ATP was 10 to 20 times that of the bound PPT. The result was spinning sidebands for

the phosphate peak equivalent in intensity to the bound inhibitor peak (Figure 4-4).

However, with the use of SELTICS before acquisition the spinning sideband intensity was

less than one percent of the center band (Figure 4-4). Eight mixing times from 0.0 to 2.0

ms at the n=1 R2 condition were acquired, four of which are shown in Figure 4-6.

Comparing these spectra (Figure 4-6) with the off R 2 spectra found in Figure 4-5 shows

that the bound PPT signal decreases over time, but only when the R 2 condition was

matched. Spectra were acquired at longer mix times (5, 10 and 15 ms) to check to make

sure there were no magnetization exchange oscillations and for complete exchange. No

oscillations were observed (data not shown) so it was assumed that complete exchange

occurs between 1.75 and 2.0 ms.

Since the zero quantum T2 (T2zQ) can be estimated using line width, we needed to

determine if the line broadening observed was due to relaxation, T2ZQ, or to chemical shift

inhomogeneity. This was checked by applying a highly selective pulse to the unbound

PPT peak. The result was a hole burned in the resonance line which is indicative of line

broadening due to inhomogeneity (data not shown). This inhomogeneity could be

generated either by the magnetic field or by an overlap of many different chemical shifts.

Because a phosphorus standard, barium diethyl phosphate (BDEP), measured under

similar conditions had a narrow line width, 93 Hz, it is safe to assume that inhomogeneity

in the magnetic field was not the cause of the broad lines observed for GS. Thus line

broadening in GS was the result of chemical shift inhomogeneity. Since T2ZQ is one of the

experimental parameters required for the numerical simulation analysis some estimate of

this value had to be made. We chose twice the value of BDEP, 186 Hz, as starting value.

The final value used for the simulations was 860 gs which corresponds to a line width of

195 Hz. This value is significantly different from the previous R 2 study of D-Ala-D-Ala

ligase 11 where T2ZQ corresponded to a line width of 37 Hz. Since the line width
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measured for the standard BDEP sample was much larger than 37 Hz a comparison of the

T2ZQ between these two experiments is not appropriate. The T2ZQ value used in the

numerical simulations was checked by performing a covariance analysis of dipolar

coupling versus T2ZQ. This value, 195 Hz, lies within the region of minimum RMS

deviation between the experimental and simulated exchange (data not shown).
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= 1234 3412

= 1432 3214
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Figure 4-1: Pulse sequence and transmitter-receiver (, AMD) phase modes for the R2

SELTICS experiment. The transmitter modes 1,2,3,4 represent the phases 0,90,180,2700

or x, y, x, y. The receiver modes 1,4,3,2 are defined as 0,90,180,2700 or x, y, x, y. The

variable R is the time required for one rotor cycle in seconds.
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The anisotropic chemical shift tensor and principle crystallographic orientation values

are also required information for numerical analysis. We were unable to measure the

tensors because the lines in the phosphate region of the spectrum were not resolved and

because the bound PPT peak was weak. Consequently, we used the published value for a

similar inhibitor-enzyme system 11. The anisotropic chemical shift values were scaled for

field and the principle crystallographic orientation values were used directly. Because we

were matching the R2 condition at n=l there was a smaller orientation dependence than

when if the n=2 or 3 conditions were used. Consequently, the accuracy of these

parameters need not be high. One of the anisotropic chemical shift parameters, rl, was

tested versus dipolar coupling using covariant analysis. The value used for pr lies in the

region of minimum RMS deviation between experimental and simulated. Covariant

analysis reveals that the data is dependent on dipolar coupling but independent of p. A

variation of as much as 20% for p1 is still within the minimum RMS region (data not

shown).

The experimental magnetization exchange values and numeral analysis curves are

found in Figure 4-7. The dipolar coupling constant between the phosphinate of PPT and a

3-phosphate species is 1000 Hz. With the exception of the 0.25 ms mixing time the data

agrees well with a distance of 2.7 ± 0.2 A. Since the coupling is between the phosphinate

and chemical shift typical for f3-phosphate and the distance between the species is 2.7 A,

the phosphinate of PPT is linked via a P-O-P bond to P-phosphate.
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Figure 4-2: Calculated and experimental magnetization exchange profiles consisting of

normalized peak area differences of the center bands for 13C in TEE at the R 2 condition of

n=2, nor and no side band suppression. The upper and lower bounds correspond to 5.10

and 5.00 A.
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Figure 4-3: Magnetization exchange profiles for the normalized center band integral

differences of TEE at the R 2 condition of n=2 using SELTICS to suppress the sidebands.

The upper and lower bounds correspond to 5.05 + 0.05 A. The data show excellent

agreement through out the mixing time displayed.
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Figure 4-4: 31p MAS NMR spectra of PPT inactivated GS. Spectrum A is a CPMAS

spectrum with SELTICS sideband suppression and a spinning speed of 5.41 KHz.

Spectrum B is a CPMAS spectrum with no sideband suppression and a spinning speed of

5.1 KHz. Chemical shifts for spectrum A are PPT-P 60.1, PPT 42.0, P-PO4 1.48, and

ADP -PO4 -4.44 ppm. For spectrum B the chemical shifts are PPT-P 63.1, PPT 42.3,

f-PO4 0.30, and a-P04 -5.03.
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Figure 4-5: MAS 3 1p NMR off R 2 spectra from 0.0 to 1.8 ms mixing time. The

spinning speed was 5.1 KHz and no sideband suppression was performed.
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Figure 4-6: 31p MAS R 2 SELTICS spectra of PPT and GS. The n=l R 2 condition was

matched requiring a spinning speed of 5.41 KHz. The bound PPT signal exchanges with

the negative -P0 4 peak over time until the peak intensity is zero at 1.75 ms mixing time.
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Figure 4-7: Experimental and calculated magnetization evolution profiles for the bound

PPT-GS 31p_31p spin pair. The upper and lower bounds correspond to 2.7 +0.2 A. The

spin pair dipolar coupling was 1000 Hz and T2ZQ 860 ts.
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Discussion

We have introduced two modifications to the R2 technique in this chapter. The first

and most important is the use the side band suppression technique SELTICS to remove

sidebands from species with large anisotropic chemical shift which would bury low

intensity coupled signals. In the case of GS where the P-PO4 sidebands are equal in

intensity to the bound PPT peak it was essential that the side bands be suppressed. There

are other methods of side band suppression, i.e. TOSS 16,17, however SELTICS is the

only technique which mixes the sidebands back into the centerband instead of using

dispersive averaging as does TOSS to remove the sidebands. In addition SELTICS is a

much shorter sequence, requiring only half a rotor cycle to complete, the result of which is

a smaller loss in signal. Biological macromolecular systems suffer from weak signals,

thus the use of a suppression technique which involves a large loss in signal is

unacceptable. In our hands R2 SELTICS suffered from a 46% signal loss over the

traditional R2 experiment. This results in data acquisition times which are 2 to 3 times

longer than if R2 without sideband suppression was performed. Any sideband

suppression technique involving a larger signal loss would make distance measurements

using R2 as the dipolar coupling technique unfeasible. Using R 2 SELTICS we have been

able to improve the precision of the R2 technique by an order of magnitude from +0.5 to

±0.05 A for TEE 9. In cases where a large anisotropy overlap exists, we have shown that

it is vital to address the problem of damping of the magnetization exchange caused by

overlapping sidebands.

The second modification to the currently published R2 technique is the use of one site

analysis. For this study the magnetization exchange profile was obtained by examining the

change in the area under the bound or PPT-P peak with respect to time. The use of one site

analysis is not a novel idea as attempts to use it have been studied in the past. However,

most of these attempts determined that the change in the bulk magnetization of the sample,
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as measured by difference in the integrals of the two coupled resonance lines (intensity

difference), remained the same for both R 2 and the off R2 data before attempting to use it.

Though the intensity difference remained within +5% of the initial value for the GS-PPT

sample, the contribution of the bound PPT peak on the intensity difference parameter was

less than the variability seen for this parameter in the off R2 data. This raised questions as

to whether for this system the conventional method of determining the bulk magnetization

present was appropriate. Since the magnetization of the 3-phosphate region remains within

5% of the initial value for even long mixing times (up to 25 ms, data not shown) for both

on and off R2 it is reasonable to assume that the bulk magnetization is constant through out

the experiment.

We have observed PPT-P bound to GS and have been able to answer questions about

this complex previously unanswerable in solution. We have observed a dipolar coupling

of 1000 Hz in PPT ATP inactivated enzyme between the phosphinate and phosphate peaks.

This coupling has been simulated and corresponds to a distance of 2.7 +0.2 A which is

indicative of a P-O-P ester bond. This distance measurement demonstrates, in situ, that

PPT is phosphorylated by E. coli GS to produce a PPT-P inactivated enzyme.

We also demonstrate the feasibility of SSNMR, in particular the novel technique of R2-

SELTICS, for studying structure in high MW (-600kD) proteins. This is the first such

study performed to date. R 2-SELTICS opens for study, by SSNMR, a class of proteins

never before studied by solution or solid state NMR. It is now possible to ask specific

structural questions about proteins of molecular weights up to 600 kD. This expansion of

the molecular weight feasibility limits makes accessible for study all except the very largest

protein complexes. It also opens the way for work on a class of proteins relatively

unstudied structurally, namely insoluble or membrane bound proteins and protein

complexes.
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CHAPTER 5

Protein Structure Determination By Multidimensional 1H NMR

Spectroscopy of Ragweed Allergen Amb. t. V.

Introduction

Of the plethora of foreign substances which assault the immune system there are a

few (allergens) which elicit a deleterious hypersensitive response. Though exposure is

under extremely low-dose conditions the response can be as mild as onset of sneezing

and watering eyes or as severe as anaphylactic shock and death. This is called the

allergic response. Though a response is elicited, the part allergen structure plays in

triggering this detrimental mechanism is unknown. It was suggested many years ago that

because the allergen is presented under extremely low-dose conditions, recognition is not

an acquired response but occurs only for epitopes already present, i.e. immunodominant

epitopes, at the B and T cell level 1. B-cell epitopes, known more commonly as

antibodies or immunoglobulins (Ig), are primarily surface structures making them

structurally or chemically species-specific 2. They bind with high avidity only to native

structure 3. This means that peptides or protein fragments containing the chemical

species found in the binding site, but without the native 3-dimensional structure, bind

with less avidity. B cell epitopes are generated by clonal selection, e.g. immunoglobulin

is generated when an antigen binds to a B cell surface receptor, have a repertoire

estimated to be a large as 107, and a high specificity being able to recognize single atom

differences 3,4. There are several types of B cell epitopes, IgA subclass IgAl and IgA2,

IgD, IgE, IgG with subclasses IgG , IgG2, IgG3, including the rare IgG4, and last IgM.
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These classes are determined by the immunoglobulin heavy chain type. It is of interest to

note that allergic reactions are triggered exclusively by the binding of IgE. No other Ig

class triggers an allergic response. B cell epitope idiotype is determined by the

lymphokines produced by the T helper cell 5,6.

In contrast, "Ia/T cell" epitopes are generally peptide fragments processed by the

antigen-presenting cell (APC) from the native protein and presented to the T cell within

the groove of the major histocompatibility complex (MHC, transplantation antigen, or Ia)

surface protein 7,s. Genetically encoded in three classes, MHC is referred to as class I,

class II, or class III 9 and is involved in the presentation of antigens to the immune system

for both the B and T cell systems. MHC is the molecule detected by the immune system

for the determination of self and non-self and was first identified as being involved in

graft rejection. Allergens are presented in MHC class II molecules. Though the Ia/T cell

epitope has a specificity equivalent to the B cell epitope its repertoire is smaller, on the

order of 103 to 104 3. For binding avidity, structural conformation appears to be

unimportant. Binding has been observed for peptides of the antigen region, protein

fragments and native protein 9,10. A T cell response is elicited when a sufficient number

of antigens are bound to and presented by the MHC for recognition by a helper T cell

receptor 11,12. It is not known how the APC processes the native protein so as to generate

the Ia/T cell epitope. However, processing must take place as binding of the antigen to

the MHC occurs only a high antigen concentration once the MHC is transported to the

cell surface. Based primarily on mouse studies which used ovalbumin as the antigen, it

has been proposed that amphipathic peptides, primarily amphipathic a-helix, are the

preferred Ia/T cell epitopes 13. In summary, the allergic response is triggered by binding

of the B cell epitope (IgE) and is a surface interaction. However before this surface

interaction can become an allergy, the selection of the antibody idiotype for IgE by the

T/Ia cell epitope and the T helper cell must be made. This selection is based on

chemistry; native allergen structure playing a poorly understood role in this process.
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The low molecular weight protein allergens Amb. t. V and Amb. a. V (formerly Ra5G

and Ra5S) isolated from Ambrosia (ragweed) trifida (giant) and artemisiifolia (short),

respectively, are good models for studying the structure function relationship between B

and Ia/T cell epitopes 14-18. Amb. t. V and Amb. a. V are small molecular weight (40

residues MW-4300, 45 residues MW-5000 respectively) highly homologous (50%

sequence identity) polypeptides 19-21. They are extremely thermostable 22 (1 hour at 100 °

C in 50% glycerin) and contain four disulfide bonds. These proteins are not cross-

reactive at the B cell level 23 but are recognized by the same HLA-DR2/Dw2-associated

MHC class II molecule, HLA-DR(a,3l*1501), which suggests they have the same Ia-

binding epitope 19,24-28. This implies that the two proteins have different surface

structures, but share a piece of internal structure or chemistry which is similar.

Understanding the structure-function relationships between these two proteins and the

immune system requires detailed 3D structure information. These proteins do not readily

crystallize so the X-ray crystal structure can not be determined. They are, however,

highly soluble. With the development of multidimensional NMR techniques, evolution

of data analysis protocols, and design of computational algorithms, it has become

possible to use 1H NMR to elucidate 3-dimensional structure in solution 29. We have

undertaken the structure determination of Amb. t. V using 2 and 3D 1H NMR in an effort

to clarify the structural basis and elements involved in the interaction of these proteins

with the immune system.

Experimental Procedures

Sample Preparation. A 40 mg sample of highly purified Amb. t. V from A. trifida

isolated and purified, as described previously, was generously provided by L. Goodfriend

19,23. For the NMR experiments 20 mg each of Amb. t. V was dissolved in 600 gL of an

NMR buffer (50 mM acetate, 1 mM NaN 3, 11 mM EDTA, pH 4.0 at 20 ° C) to make two
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samples of a final concentration of 7.8 mM. One the samples contained 10 % 2H 20

included for an internal lock signal. The other was lyophilized, dissolved in 99.8% 2 H 20

and quickly placed in the spectrometer so as to measure amide exchange rates. The fully

exchanged sample was prepared as follows. The exchange sample was lyophilized,

dissolved in 99.9% 2 H20, warmed to 50 ° C and lyophilized twice, and finally dissolved

in 99.996% 2 H20. 5-mm NMR tubes model 535-PP purchased from Wilmad Glass

(Buena, NJ) were used.

1HNMR Spectroscopy. H NMR experiments were performed on home built

spectrometers operating at 501.9 and 591.1 MHz for 1H. 2D NMR spectra were acquired

with quadrature detection in both dimensions by the hypercomplex method 30 in the

phase-sensitive mode. 3D NMR spectra were acquired using the TPPI-States method 31.

For the 2D spectra, water suppression was performed using a low power presaturation

pulse for 2.0-s during the recycle delay. The a protons were allowed to recover with the

addition of the scuba pulse train just after the presaturation pulse 32. Most 2D data were

acquired as 2048 complex in t2, and 512 complex FIDs in tl over a 6024 Hz sweep width.

At least 64 transients were acquired for each tl increment. The same sweep width was

used for the 3D experiments and 8 transients were acquired per time increment. The 3D

acquisition parameters were 1024 complex points in t3, with 128 complex FIDs in t2 and

64 complex FIDs in tl. All data were acquired at 20 ° C.

For the 2D data "no-diagonal" ND-COSY 33, "primitive" PCOSY 34, "primitive

exclusive" PECOSY 35,36, "double quantum filtered" DQFCOSY 37,38, TOCSY 39,40,

NOESY 41-43, and " 1,1 jump-return" JRNOESY 44-46 experiments were performed

following the standard methods. A composite 180 ° pulse was applied during the middle

of the mixing, in the NOESY experiment, to prevent recovery of the solvent peak. Four

NOESY mixing times, 50, 100, 150, and 300 ms were acquired. A single mixing time,

150 ms, was used for the JRNOESY experiment. Most resonance assignments and

structural constraints were obtained using these data. The spin-locking period during the
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TOCSY experiments involved either MLEV-17 40 or z-filtered DIPSI-2 sequences 47-50

Two TOCSY mixing times were used, 50 and 80 ms, with a 8.8 KHz average spin lock

field.

The 3D homonuclear data were acquired using NOESY-TOCSY 51-54 and TOCSY-

NOESY 54-57 experiments. Water suppression was achieved with a low power

presaturation pulse for 1.5-s during the recycle delay and the ca protons were allowed to

recover with the addition of the scuba pulse train just after the presaturation pulse 32

Both experiments used a 1,1 jump return selective excitation pulse immediately following

the NOESY portion of the experiment for an additional improvement in water

suppression. These experiments will be referred to as NJRTOC and TOCNJR for

NOESY-TOCSY and TOCSY-NOESY, respectively. The pulse sequence for the

TOCNJR experiment is found in Figure 5-1. The selective excitation pulse sequence

allowed for the use of a weaker presaturation pulse resulting in less bleaching of the a

proton resonances near the solvent peak. In the 3D experiments the mixing times were

150 ms for NOESY and 50 ms for TOCSY.

Data processing was done using in-house software written by David J. Ruben on

VAX station 4000/90 and VAX station 3100 M38. A low frequency convolution filter

was applied to the acquisition dimension (t2 for 2D and t3 for 3D) of all data acquired

with H 2 0 as the solvent so as to remove residual water peaks 58. Ridge artifacts were

removed by applying baseline fixing after Fourier transformation in both t2 and tl for 2D

experiments. Baseline fixing was applied only to the t3 transform of the 3D data sets.

All 2D data, except the ND-COSY, PCOSY, and PECOSY were linearly predicted to

1024 points in tl and then zero filled to 2048 resulting in a 2048 x 2048 Fourier

transformed matrix. An exponential/Gaussian apodization function was applied in both

time domains before Fourier transformation. The ND-COSY and PCOSY were linearly

predicted to 4096 in t2 and 1024 in tl then Fourier transformed into a 4096 x 4096

matrix by zero filling. A sine bell apodization function was applied to both time domains
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before Fourier transformation. All 3D data was linearly predicted to 256 points in t2 and

128 point in tl and Fourier transformed into a 1024 x 512 x 256 matrix by zero filling.

A Gaussian apodization function equal to /(acquisition time) in Hz was applied to all

three time domains before Fourier transformation.

TOCNJR

Presaturation
L

7
Scuba

Delay

-U

Scuba

Delay

TOCSY

Trim 90x 180y 90x90-x 180-x 90-x90-x 180-x 90-x 90x 180y 90x Trim

tl 

I~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~..' .......

NOESY

t2 t .
mix

JUMP-RETURN

Figure 5-1: Pulse sequence for the 3D 1H NMR TOCSY-NOESY experiment. This

sequence contains a 1,1 jump-return selective excitation pulse instead of a 90 ° read pulse

at the end of the NOESY experiment for improved solvent suppression.

Resonance Assignments. Resonance assignments were made in the manner described

by Withrich 29. This involved the classification of spin systems using 2D ND-COSY,

83

�_____I �____I__________ _1_1_ 1�______1___________1_______1______1_ �____PB� ssa ol ssaoa-ps N I -----------oolaansasoaI
L I



DQFCOSY, and PCOSY experiments. These were verified using 2D TOCSY and the

TOCSY portion of the 3D TOCNJR, NJRTOC experiments. Sequence specificity was

determined using medium mixing time (150 ms) NOESY data from both 2 and 3D.

NOESY data were also used to identify intraresidue assignments for the 6NH protons of

asparagine and the aromatic protons of tyrosine. This resulted in assignment of 236

intraresidue NOE cross peaks.

For the 3D experiments, TOCSY assignments were obtained from 01 x (03 cross-

sections along 0)2 axis of both the NJRTOC and TOCNJR experiments, while sequential

and nonsequential NOESY assignments were obtained from observing (02 X (03 planes

along the o axis of the TOCNJR experiment (see Figures 5-2, 5-3, 5-4, and 5-5). The

C() X 2 cross sections were not extensively used in either of the 3D experiments because

signal from the solvent peak tended to reside in these cross-sections. They were checked

to confirm what was observed in the 01 x (03 and 2 X (03 cross-sections (Figure 5-5).

The convention used has oo1 as the acquisition dimension corresponding to t3, with 602 as

the slow dimension corresponding to t2, and (03 as the frequency of very slow dimension

with the related time domain being tl.

A procedure similar to the one described by Kline et al. 59 was used to assign the

nonsequential NOE cross-peaks. Approximately 60% of the cross peaks were assigned

unambiguously based on unique chemical shifts present in uncrowded regions of the

spectrum. The distance constraints were calculated using cross peak intensities and

preliminary structures calculated. The remaining crosspeaks were assigned using the

structures generated in an interactive process as described below. This procedure led to

the identification of 80 sequential and 100 nonsequential NOE cross peaks.
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0.6

Figure 5-2: The aliphatic region of a 3D 1H NMR NOESY-TOCSY experiment in D 20

at 200 C. The NOESY mixing time was 150 ms and the TOCSY mixing time 80 ms. The

TOCSY spin lock mixing sequence used was DIPSI-2 49. The processed data matrix size

was 512 X 256 X 32.
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Figure 5-3: A diagram illustrating the magnetization transfer planes for the 3D TOCSY-

NOESY experiment.
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Back Transfer
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Y NH (i+1)
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Figure 5-4: A schematic diagram illustrating the magnetization transfer pathways as

observed in 2D planes from a 3D TOCSY-NOESY experiment. The co2xo3 plane

illustrates a one possible sequential assignment strategy.
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aa

3

NOE

CO 1 (PPM)

TOCSY

i
a.

c3
93

(01 (PPM)

NOE

:k Transfer

(02 (PPM)

Figure 5-5: A diagram illustrating the magnetization transfer pathways for the 1H 3D

NOESY-TOCSY experiment. The cross peak patterns shown are the patterns expected

for (x-helical secondary structure. The dark line in the upper two spectra represents the

residual solvent peak and the filled circles indicate a TOCSY transfer pathway. The
peaks above and below the NH resonance in the col x 03 slice represent the NHNH (i, i

+1) and (i, i - 1) cross peaks. It should be noted that there is no residual solvent peak
observed in the 2 X (03 plane.
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Structural Constraint Generation. There are three types of structural constraints that

can be obtained from NMR data: interproton distance constraints from NOE data, torsion

angle constraints from J-coupled spectra, and hydrogen bond constraints from exchange

data.

Initial distance constraints were calculated using resolved -methylene protons based

on the isolated two spin model at a NOESY mixing time of 150 ms. These constraints

were further refined using a number of intensities from protons present in the antiparallel

P-sheet. The NOE cross peak volumes were not calculated for the 3-D data. Instead it

was assumed that the peak amplitude and volume were linearly related. Since the digital

resolution in the NOE plane was low it was assumed that the multiplicities did not

introduce large errors into this relationship. The experimental intensities were

comparable to calculated intensities. The resulting distances were divided into three

classes, strong between 1.8 and 2.7 A, medium from 1.8 to 3.4 A, and weak from 1.8 to

5.0 A 60-62. NOEs observed at 300 ms mixing time, but not at 150 ms, were initially

included in the weak class to prevent distance misassignment due to spin lattice diffusion.

Distances were refined in latter structures. For the tyrosine aromatic and methyl group

protons 0.6 and 1.0 A were added to the upper distance constraints, respectively 61-63

The increase in the distance constraint is due to the multiple unresolved protons (three in

the case of the methyl and two for the tyrosine aromatic) involved in exchange which

produces measurable exchange at longer distances than for a single spin pair.

The backbone torsion constraint D was obtained by measuring the value of 3 JHN

using high resolution DQF-COSY and PCOSY experiments for 19 residues. The 

constraint ranges were -120 ° + 40 ° for 3 JHNa > 8.0 Hz, and -60 ° + 400 for 3JNa < 4.5 Hz.

These constraints were not used in the structure calculation, but instead were used to test

the final structures. Stereochemical assignments of the -methylene protons were made

using NOE intensities from HN-[3 and oa- at 150 ms mixing time 61 and confirmed by

measuring 3Ja, with PECOSY. This resulted in the stereochemical assignment of 11
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nondegenerate O-methylenes and the determination of X1 angle constraints (either 60 °,

-60,° or 180 ° ± 40°). These constraints were included in the final structure calculations.

Hydrogen bond constraints were not included in the structure calculations because

these bonds can not be determined directly using 1H NMR. They are inferred based on

long amide exchange times and NOE patterns indicative of types of secondary structure,

i.e. -turns, 3-sheet, and a-helix. While long exchange times, i.e. greater than 24 hours,

were observed for a small number of amide protons hydrogen bonds, for these protons,

were not included in the structure calculations.

Structure Calculations. All structure calculations were performed on a Silicon

Graphics Crimson R-4000 computer using the program XPLOR 3.1 64. Ten initial

structures included only unambiguous 1-protons between cysteine disulfide pairs and

putative secondary structure NOE constraints. Dihedral · and X1 constraints were not

included in these calculations. The structures were checked for global fold and for

disulfide bonding pattern. Additional constraints were gradually added to the structure

calculations while checking the generated structures to make sure there were few distance

constraint violations and low energy values. Structures with more than 2 NOE violations

greater than 0.5 A or with ENOE greater than 50 and/or ETOTAL greater than 200 kcal/mole

were excluded. After the first three cycles of this process, pseudo-NOE constraints for

the cysteine sulfur atoms of the observed disulfide bonds were included. This process

was repeated until 50% of the structures generated fulfilled the above criteria and had a

RMS deviation for all atoms of less than 3.5 A. A set of 30 structures were generated

using this final constraint set. The structures were then refined using high temperature

simulated annealing with a slow-cooling portion at the end. The refinement included

dihedral 4, X1 constraints and disulfide bonds. A set of ten structures were generated

using an ab initio simulated annealing protocol against a straight chain template 65 for

comparison with the distance geometry/simulated annealing regularized structures.
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The refinement procedure used has been described previously 66 and was used with a

few modifications. A straight chain polypeptide template was generated in which the

cysteine sulfur atoms were not protonated. A file containing structure information, i.e.

atom types, bonding and angle information, was generated in which the cysteine sulfur

atoms were modified so that they were unprotonated, had no charge, and had a

nonbonded van der Waals radii of 1.1 A. Ten structures were generated using an

embedded distance geometry (substructure) protocol (dg_sub_embed.inp) and regularized

using a simulated annealing protocol (dgsa.inp) 64,66,67. The steps are as follows: 1)

distance geometry (DG) substructure embedding, 2) minimization against a DG energy

term, 3) high temperature simulated annealing (SA) against the template structure

described previously, 4) a cooling stage followed by Powell minimization, and 5) testing

for the correct enantiomer. The last three steps are the SA regularization for the DG

substructures mentioned previously. Covalent disulfide bonds were not included during

any of the procedure described above. The structures were further refined using a 5 fs

time step for Langevin dynamics starting at 1000 ° K and slowly cooling to 100 ° K. A

final minimization included two hundred steps of the Powell conjugate gradient method.

Relaxation Matrix Back-Calculation. The average coordinates were further refined

against a NOE intensity relaxation matrix. This was accomplished by calculating cross

peak intensity between spins i andj, Ii,, from refined atomic coordinates by means of a

relaxation matrix 91 68,69:

Iij [exp(- rm )]ij, (5-1)

where m is the NOE mixing time. The transition rates Q"i, of which the matrix 9 is a

function,

'i2 -if if j
912Qjla (5-2)

are determinedj 2dipolar coup lectra l densities 64,70

are determined by dipolar coupling strengths and spectral densities 64,70
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y4 h2

dj = 1r6 (5-3)
'' 10r6

and

QOi = diJ(O)

Q`7 = dJ(o) (5-4)

fI = 6dJ(2co)

where y is the gyromagnetic ratio for the nucleus of interest (in this case protons) and ru

is the distance between nuclei i andj. For this calculation, the Lipari and Szabo 64,71

"model free" approach was used to describe the non-NOE magnetization losses in the

lattice, Re,,,, where internal motion is modeled using two parameters, an effective

correlation time e and an order parameter S2:

J(w) = S2 2 +(1-S 2 ) e 2 (5-5).l+ Co2r 2 1+ 2 2

The variable xc assumes that the macromolecule being studied has a single isotropic

correlation time. For this calculation it was assumed that internal motion was much faster

than the overall molecular tumbling rate (e << ) so that the value of the second term of

equation 5-5 becomes negligible 64. Because this calculation is computationally

intensive, the calculation was performed for a single mixing time, 150 ms. The

correlation times ( c) used for backbone to backbone, backbone to sidechain, and

sidechain to sidechain, were 0.85, 0.80, and 0.65 seconds, respectively.

Results

Resonance Assignments. 1H resonance assignments for Amb. t. V were made

following the standard procedures described in detail by Wiithrich 29. This first requires

associating amino acid residue spin systems into classes using ND-COSY, PCOSY, and

TOCSY spectra. The spin systems are initially identified from the J-coupling and cross
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peak pattern observed using one of the variants of the COSY experiment. Figure 5-6

shows a portion of a PECOSY spectrum with some of the AMX spin systems identified.

The spin system assignments were verified using a long mixing times (80 ms) TOCSY

spectrum. Sequence specific assignments were made from a NOESY experiment with a

medium length mixing time (150 ms). Two of the spin systems provided unique starting

points for the sequential connectivities, in particular alanine 33 (A33) and glutamic acid 7

(E7), because they occurred only once in the sequence. Other spins systems such as the 4

glycine with nondegenerate Ca protons (G8, G12, G15, and G23), the two isoleucine

residues (122 and 134), and the two threonine residue (T9 and T40) provided other

starting positions. In addition, identification of the aromatic d NOEs for the four

tyrosine and the d,, for two of the three asparagine helped to reduce the degeneracy in

the 20 AMX spin systems present in this peptide and provided additional starting

positions. NOESY spectra with a 150 ms mixing time were used to identify the

sequential dvN, dNN, and dpN connectivities. We were able to assign 70% of the residues

sequence specifically. 2D contour plots of some of the connectivities, d, and dNN are

shown in Figures 5-7 and 5-8, respectively. Additional sequential assignments were

made using 3D data (see Figures 5-9, 5-10, 5-11, 5-12, 5-13, 5-14, and 5-15) leading to

the identification of sequential connectivities for 39 of the 40 residues (sequential

connectivities to D1 were not observed). The result was the identification of 80

sequential (i, i+l and i, i-1) NOE connectivities. The determination of the sequence

specific resonance assignments allowed for the identification of 236 intraresidue NOE

connectivities. The resonance assignments for Amb. t. V are summarized in Table 5-1.
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Figure 5-6: The HCa to HC, region of a 2D PECOSY spectrum in D 20 at 20 C. The

cross peaks highlighted are characteristic for an AMX spin system and their sequential

assignments are as shown.
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Table 5-1: Proton Chemical Shifts (PPM) for Amb. t. Va
residue NH CaH C3H CH C8H other

2.88, 2.80
1.47, 0.92

1.67
3.51R, 2.73S
3.10R, 2.99S
1.77R, 2.18S

4.17
2.77R, 2.84S
2.87R, 3.28S

1.37R, 1.55S
1.89

1.70, 2.00
2.38, 2.55
2.76R, 2.32S
3.09R, 3.35s
4.12R, 4.24S
2.36, 1.99
1.81

1.44R, 1.34S
2.93
2.71R, 3.17S
2.21

2.83R, 2.52S
2.57R, 3.21S
2.61R, 2.81S

4.20R, 3.92S
0.28R, 1.27S
1.32
1.62
3.15, 3.00
2.68
1.77
1.96R, 2.83S
2.94R, 3.18S
4.26

1.66 0.92, 0.89
C£H 6.79

7.09
2.54, 2.06

1.19

1.07
1.07, 0.90

1.28

1.26, 1.15 1.36
6.70

2.10, 1.85
1.60

1.77

3.55, 3.49
1.26

1.66
7.10

N5H 7.35, 6.95

C£H 2.86

C£H 2.78
C£H 6.85

CyH3 0.93

Cell 2.97;Nell 7.59
Cell 6.79

0.84, 0.82

7.13

1.08, 0.66 1.37

1.54, 1.06 0.92

1.59 1.43

C£H 6.69

C£H 2.80

CyH3 1.06

NH 7.31, 7.03
CHll 2.91 NH7.53
N6H 7.22, 6.78

1.13

a Assignments for Amb. t. V were made in 50 mM acetate buffer (pH=4.0) at 20 C in
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D1
D2
G3
L4
C5
Y6
E7
G8
T9
N10
Cll
G12
K13
V14
G15
K16
Y17
C18
C19
S20
P21
122
G23
K24
Y25
C26
V27
C28
Y29
D30
S31
K32
A33
134
C35
N36
K37
N38
C39
T40

8.03
8.27
8.28
8.45
8.93
9.02
8.39
8.88
9.00
7.89
8.11
7.63
8.03
9.27
7.48
8.40
9.44
9.31
9.27

8.16
8.69
8.48
7.90
8.24
8.77
8.29
9.20
9.06
7.45
8.89
8.34
7.58
7.84
8.75
7.31
7.33
7.99
7.60

4.24
4.13
3.98
4.44
5.32
5.08
3.55
3.76, 3.64
3.67
4.59
4.85
4.15, 3.89
4.58
3.55
4.22, 3.69
4.69
4.77
5.74
5.04
5.10
4.61
3.90
4.18, 3.72
4.64
4.86
3.89
3.99
5.15
4.77
4.61
4.94
3.19
4.03
3.50
3.15
4.30
4.07
4.70
4.98
4.25

90% H 20. R and S denote protons assigned stereospecifically.
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Figure 5-7: An expansion of the fingerprint region of a 2D NOESY spectrum with a 150

ms mixing time. Sequential dN connectivities from C18 to C19 and from C26 to D30

are shown. No cross peaks were observed for two of the sequential connectivities, Y29

and S30, at this mixing time.
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Figure 5-8: An expansion of the amide region from a NOESY spectrum with a 150 ms

mixing time. The sequential medium strength NOEs highlighted are indicative of oc-

helix.
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Figure 5-9: The Hcc resonance plane along c)2 from a 3D NJRTOC experiment. The

vertical line indicates a NOE transfer pathway while the horizontal line delineates the

TOCSY pathway. Note that in addition to the sequential connectivities a long-range

NOE from C18 to Y29 is observed.
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Figure 5-10: The sequential identification of residues 18,19, and 20 are shown in this c02

plane from the TOCNJR experiment at the C19 amide resonance. Note that the S20 Hac

resonance could not be identified due to interference from residual solvent and the small

difference between the amide resonance for C19 and S20. This interference would not be

present in the C(2 X (03 plane.
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Figure 5-11: An o x Q3 plane along o)2 from the TOCNJR experiment at the amide

resonance for C28 showing the sequential resonance assignment of V27 and C28. The

horizontal line signifies a TOCSY transfer pathway while the vertical line indicates a

NOE transfer pathway.
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Figure 5-12: A plane along 02 from the NJRTOC experiment at the Ht resonance for

C28. Note that in addition to the sequential cross peak to the amide of Y29 there is an

intense long range NOE to the Ho of C18. This NOE is indicative of anti-parallel 3-

sheet.
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Figure 5-13: This co2 plane from the TOCNJR experiment at the Y29 amide resonance

confirms the sequential crosspeak observed at the Ca proton resonance. The missing Hoc

to HN crosspeak between Y29 and D30 may be lost in the solvent signal since the Y29

Ha resonance lies under the solvent peak.
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Figure 5-14: The sequential resonance assignment for residues Y29 and D30 from the

Co2 plane of a NJRTOC experiment at the chemical shift corresponding to the amide

resonance for Y29. This Hoc to HN cross peak was not observed in the fingerprint region

of 2D NOESY spectrum seen in Figure 5-7.
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Figure 5-15: Six 03 planes from a NJRTOC experiment illustrating the sequential

assignment of six residues, V27 to Y29 and C11 to K13. The planes intersect at a 03

chemical shift corresponding to the amide resonance of the residue listed in the left hand

comer of the spectrum.
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Secondary Structure Conformation Analysis. The presence of slowly exchanging

amide proton is indicative of secondary structure or a large tightly packed hydrophobic

core. Since this is a small peptide and the presence of a large hydrophobic core is

unlikely, it was assumed that the slowly exchanging amide proton observed in this case

were probably due hydrogen bonding present in secondary structure. However, there are

examples of small peptides with slowly exchanging amides due to a tightly packed

hydrophobic core and not hydrogen bonding 72.

The presence of a-helix was indicated by the observation of medium strength d

NOEs observed from residues K32 to C39. This was substantiated by the identification

of a stretch of medium range NOEs, da (i, i+3) and daN (i, i+3), from residues D30 to

C39. The small values observed for 3JHNa dapin some of the residues in this region

confirms the presence of a-helix for this region.

The f-sheet was identified by the presence of strong sequential da NOEs, weak

intraresidue dav NOEs, and large values for 3JHNa. These conditions were observed over

three regions of the sequence; residues C5 to G8, Y17 to S20, and C26 to Y29. The

presence of strong da NOEs far apart in the sequence is indicative of the presence of

anti-parallel f3-sheet. Two strong daa NOEs were observed between C18 and C28 and

between E7 and Y17. This would indicate the presence of a triple-stranded anti-parallel

-sheet. This was confirmed by the presence of strong daN(ij), dNN(ij) between residues

adjacent to the da, NOEs.

The last secondary structure feature identified was a Type II 1-turn. This was

identified by the presence of a small 3JHNa value for V14 with a strong dv NOE between

V14 and G15, and a strong dNN NOE between G15 and K16. The last identifying NOE

was a medium strength dw (i, i+2) NOE between V14 and K16.
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Figure 5-16: An col plane corresponding to the chemical shift of the H3 of C35 (3.15

PPM) in the NJRTOC experiment. The cross peak observed is a NOE backtransfer peak

from the Hp resonance at 3.00 PPM to the H[3R of C5 at 3.51 PPM. A backtransfer NOE

and NOE cross peaks were observed to the HIS C5 resonance as well.
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Figure 5-17: The HPS to HPS Cll-C26 NOE cross peak is high lighted in this 2D plane

along an col chemical shift of 3.28 PPM. A NOE cross peak from C11 HPS to the Hoa of

C26, not shown, was also identified.
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Figure 5-18: An col plane, from the NJRTOC experiment, corresponding to the chemical

shift of the HPS of C28 (2.52 PPM) reveals a NOE cross peak between the C28 HPS and

the C18 Hf3R protons. A NOE cross peak was also observed between the C18 HPS and

the C28 HPS protons.
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Figure 5-19: The NOE cross peak between C39 H3R and C19 HpR found in the wol

plane corresponding to 2.94 PPM is more ambiguous than previous HP3-H3 disulfide

identifications. However, it serves as a verification that the three previous disulfide

assignments are correct.
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The disulfide bonding pattern was determined by identifying d NOEs between

cysteine residues. Seven such constraints were observed, four of which are shown in

Figures 5-16, 5-17, 5-18, and 5-19. In addition two day NOEs between cysteine residues

were identified from 26 Ha to 11 H3 and from 18 Ha 28 Hp. The disulfide bonding

pattern, identified based on these 9 NOE constraints, was: C - C3 5 , C, - C2 6, C1 8 - C2 8,

and C 19 - C39.

Structure Determination. A total of 416 NOE structural constraints were identified

using NOESY 2- and 3-D data. The NOE data set used for the structure calculations

included 80 sequential, 53 medium-range (-jl<5) (i-j > 5), and 47 long-range (-jl>5)

constraints for a total of 180 interresidue constraints. A set of 30 DG-SA starting

structures were generated and refined by high temperature dynamic simulated annealing

using the program XPLOR as described previously. Before refinement there were 14

structures defined as accepted i.e. no NOE constraint violations greater than 0.5 A, ENOE

less than 50 kcal/mole, and ETOTAL less than 200 kcal/mole. After refinement there were

21 structures which met the above criteria. Of these 21 structures 5 were chosen and an

average refined structure calculated. It is of interest to note, from the structure

calculation statistics found in Table 5-2, that the RMSD for all atoms dropped by 1.1 A

during the refinement as well as ETOTAL, but ENOE increased slightly and the RMSD for all

NOE constraints remained constant. The average RMSD for all backbone atoms was

0.92 A. This included residues 1 and 2 which are disordered and for which no NOE

constraints have been identified. The RMSD for all nonhydrogen atoms was 1.50 A and

for all atoms 2.76 A. A superposition of the Ca atoms and the backbone atoms for the 5

final refined structures is shown in Figure 5-20 and 5-21, respectively. Figure 5-22

contains a Richardson plot displaying the secondary structure of a representative "best"

structure.
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Figure 5-20: A view of the Ca atoms from 5 refined structures of Amb. t. V. These

structures were superimposed so as to minimize the RMSD of all atoms. Note the

disorder in the first two Ca atom positions due to a lack of NOE constraints for these

residues.
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Figure 5-21: A view of the backbone atoms (HN, N, HCa, Ca, and C) of 5 of the final

refined structures of Amb. t. V. The structures were superimposed in a manner similar to

that described in Figure 5-20. Note that in the 5-strands (5-7 and 27-29 in particular) the

HN and HCa protons are highly resolved.
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Figure 5-22: A Richardson diagram of a representative structure. The triple stranded

antiparallel ,8-sheet (residues 5-7, 17-20, and 27-29) is represented by arrows and the a-

helix (residues 31-39) by a spiral tape. The c-helix lies over strand 5-7 and 17-20 of the

,8-sheet.

113



Backbone

4

3.5 -

3 -

2.5 -

0

U)
2

1.5

1

0.5

0

1 6 11 16 21 26 31 36

Residue Number

Figure 5-23: A histogram of the RMSD of the atomic positions for the backbone atoms

(N, Ca, C, O). The structure is well defined for part of the 3-sheet (residues 17-20 and

27-29) and in the c-helical region.
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Figure 5-24: A histogram of the RMSD of the atomic positions for all atoms. The

structure is well defined in the 3-strand from residues 17-20.
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Figure 5-25: A combined histogram for the RMSD of the atomic positions of the

backbone, in black, and all atoms, cross hatched.
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Table 5-2: Structural Statistics

(SA)a (SA)rb Metzler 73

RMSD

violations for all NOE constraints 0.060 0.060 0.047

bond violations 64 0.004 0.004

angle violations 64 0.98 2.78

improper violations 64 0.64 1.06

Energy

ETOTAL 127.2 112.9

ENOE 28.6 30.1 48.0

RMSD for backbone atoms 0.92 0.64c

RMSD for all nonhydrogen atoms 1.50

RMSD for all atoms 3.56 2.76

a DG/SA regularized structures.
b High temperature SA refined structures.
c This value includes only residues 5 to 38.

The structure was chosen on the basis that it had no NOE violations > 0.5 A, no X1

constraint violations > 400, and the lowest ENOE and ETOTAL force field values out of a

family of structures. The structure is best defined in two of the strands of the triple

stranded 3-sheet, residues Y17 to S20 and V27 to Y29 as well as in the a-helix from

residues K32 to C39. Plots of the RMS distance deviations are found in Figures 5-23, 5-

24 and 5-25. For the backbone atoms, the structure is well defined except for the first

two residues, residue in a loop region from 8 to 10 and a short loop consisting of residues

29 and 30.

The sidechain atoms are disordered in this structure except in the central strand of the

P-sheet, residues 17 to 20, and in the last two residues of the Co-helix, residues 39 and 40.
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This is due to the difficulty, especially in the 3D data, of unambiguously identifying

structural NOEs between sidechain protons. Another factor contributing to the disorder

seen in the sidechains is the absence of the 236 intraresidue NOE constraints identified

from the structure calculations. Inclusion of these constraints should improve sidechain

resolution. These constraints were omitted from the current distance constraint set in a

effort to decrease structure computation time.

Structural Details. At a gross structural level Amb. t. V can be viewed as two

structural elements held together by four disulfide bonds. The elements are a short triple

stranded antiparallel P-sheet connected by two irregular loops regions from residue 1 to

30 and an a-helix from residues 31 to 40 lying over the top of the sheet. The P-sheet is

held together by two disulfide bonds C 11-C26 and C18-C28. The two structural

elements are held in place by the other two disulfide bonds C5-C35 and C19-C39.

The xc-helical region from 31 to 39 is not a 3-10 helix. This was determined by the

detection of one d (i, i+4) NOE and by the detection of several weak d, (i, i+2) NOEs.

The d(i, i+2) NOE is expected to be medium in strength if the helix is 3-10. The a-

helix extends from residue 31 to 39 with residue 40 being slightly disordered.

The NMR secondary structure analysis predicted the presence of a short triple

stranded anti-parallel -sheet. The three strands of the sheet are observed to run from

residues 5 to 7, 17 to 20, and 27 to 29. As is seen in the structure (Figures 5-20 and 5-22)

two strands 5 to 7 and 17 to 20 parallel with the third strand 27 to 29 angled about 10° out

of the plane. Two of the strands, 17 to 20 and 27 to 29, are in well-defined regions of the

structure (Figure 5-23).

The three 3-sheet strands are connected by two irregular loops. One of the loops,

residues 8 to 16, contains a type II -turn 74 between residues 13 and 16 which was

predicted previously based on NOE cross peak patterns. There is a puckering of the loop

just prior to the -turn in the sequence. However, this puckering does not fall within the

standard classification for a well-defined turn 74. The second loop, residues 21 to 26,
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contains no standard secondary structure elements. Though this loop is not as well-

defined as the 3-sheet and a-helix regions it is not as disordered as the N-terminus of this

protein. There are a number to medium- and long-range NOEs to this loop. Much of the

conformational variability is a result of the torsional flexibility of G23.

The N-terminal residues 1-3 are quite disordered, though there are two long-range

NOEs observed for residues 2 and 3. There are no medium- or long-range NOEs to

residue 1 which explains the greater than 2 A deviation observed for the backbone atoms

of this residue (Figure 5-23). The flexibility observed in further confirmed by the

degenerate shifts for the ca protons of G3. The degeneracy suggests that the torsion

angles are conformationally averaged on the NMR timescale in solution.

The disulfide bonds for this protein have not, to date, been chemically determined.

Thus it was of extreme importance that care be taken in determining the disulfide

bonding pattern using NMR since there was no independent check of the assignments.

Initial structures included only the unambiguous cysteine d NOEs observed in the 3D

NJRTOC experiment (Figures 5-16, 5-17, 5-18, and 5-19). When it was obvious from

the preliminary structures that the dp NOEs observed placed the cysteine sulfur atoms

within bonding distance to form pairs than pseudo-NOEs connecting the sulfur atoms

were added to the constraint set. These sulfur-sulfur distance constraints were used for

all subsequent structure calculations.

Quality of Structural Calculations. The quality of a structure can be determined by

analyzing the number of distance and torsion angle constraint violations and by

determining the RMSD for the distance and torsion constraints for a set of structures.

However, these criteria do not necessarily define a "good" structure, especially if

misassignment of ambiguous constraints has occurred. In an effect to provide additional

checks of the quality of the structure we have looked at other structure determination

criteria. The first is an examination of the structures for deviation from ideal covalent

geometry. In this case, this was done automatically by accepting and selecting only those
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structures which deviate from ideal geometry by less than 0.05 A for all covalent bonds

and by less than 50 from dihedral and improper (this refers to planarity and chirality

constraints) geometry 64. Second we checked that the total force field energy values

where approximately equal to or less than the values expected for "good" structure.

Third, a Ramachandran plot (Figure 5-26) has been used to demonstrate that the cI and '

torsion angles for the average structure lie, with a few exceptions close to sterically

allowed regions. The exceptions are residues 2, 29, and 31. Residue 31 is the first

residue in the C-terminus a-helix. There are no obvious reason why this residue is found

outside the sterically allowed region for a-helix except that the current structure has the

backbone reversing direction in two residues from -strand in residue 29 to a-helix lying

over 13-strands 5-7 and 17-20. This reversal of direction in two residues in similar to a y-

turn which would allow for the steric strain observed for residue 31. Residues 2 and 29

also lie outside any sterically allowed region. This error is not as bad as it might appear

for Y29. There is a sterically allowed region in the lower left-hand corner of the plot

which Y29 lies just outside of. Again for similar reasons as found for residue 31, the

steric strain observed for this residue was expected. Since D2 is in the disordered N-

terminus and has only one long-range constraint finding it in a sterically forbidden region

is not unexpected and can be explained as the result of positional disorder due to a lack of

distance constraints.
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Figure 5-26: A Ramachandran plot of a geometrically averaged, high temperature SA

refined structure. Each amino acid is labeled with its residue number. The open circles

represent glycine residues and the closed circles represent all other amino acids.
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A derived structure should not only fulfill all structural constraints it must also

explain any observed chemical shift anomalies. The present structure fulfills that

requirement. For example, the 3 protons for K32 and D2 are shifted upfield substantially.

In the present structure the [3 protons of K32 lie above the r-cloud of Y17. Thus the

upfield shift is due to ring current effects. In the current structure the only long-range

NOE constraint to D2 is from T40. This places D2 directly at the end of a-helix. Thus

one explanation for the anomalous chemical shift observed for D2 is that the 3 protons

are effected by the a-helix dipole moment.

Discussion

The low molecular weight Amb. V protein allergens from the pollen of Ambrosia

(ragweed) are good models for studying the structure function relationships involved in

the human immune response. Because these proteins are small and contain a large

number of disulfide bonds they are of particular interest for studying the effect of

disulfide bonds on immune epitopes. These interactions are not amenable for study by

any other systems, in particular peptides.

To date the disulfide bonding pattern has not been determined biochemically. We

have demonstrated for the first time that the disulfide bonding pattern can be determined

by NMR alone. Our disulfide bonding pattern has two disulfide bonds, C 1-C26 and

C18-C28, linking and stabilizing the triple stranded 13-sheet. The a-helix is held in place

and stabilized by the other two disulfide bonds, C5-C35 and C19-C39. This disulfide

bonding pattern is in agreement with the 2D NMR solution structure published previously

73. It does not agree with sequence analysis which suggested a pairing of C5-C19 and

C35-C39 75 or with the 1D NMR work which proposed a pairing of C5-C39 and C19-

C35 76. The other two disulfide pairings, C 1-C26 and C18-C28, correspond to those

proposed previously.
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The structure presented here is almost identical to the structure published using 2D

NMR techniques. The published structure will be referred to as the 2D structure since 2D

NMR was used as compared to the 3D NMR techniques used in this study. A

comparison of the structural calculation statistics is found in Table 5-2. The differences

are minor. The ENOE term obtained for our structure was 60% of the value obtained for

the 2D structure. However, the NOE RMSD for the 2D structure was 20% smaller than

the value for this structure. The differences in the structure are found in the P-sheet and

in the C-terminus. We were able to identify NOE constraints for both residues 39 and 40.

Consequently, these residues are well defined structurally. The 2D structure is poorly

defined at both the N- and C-terminus e.g. > 4 A RMSD for backbone at the N-terminus

and 2.5 A RMSD for the C-terminus. The other structural difference is that the 2D

structure has tilt in the residues 5 to 7 portion of the P-sheet, with residues 17 to 20 and

27 to 29 being flat and well defined. The current structure has the 5 to 7 and 17 to 20

portion of the P-sheet as flat and the 27 to 29 portion as tilted. This difference is a result

of the use of hydrogen bonds in the structure calculation constraint file for the 2D

structure. No hydrogen bonds were used in the constraint set for the current structure in

an effort to not bias the structure using constraints which can only be inferred and not

measured. We have been able to generate a well defined structure with out the use of

hydrogen bonds, though some of the tilt observed in the P-strands (Figure 5-22) may

result from the lack of these constraints.

The C-terminal region of Amb. t. V has been implicated as being the Ia/T cell epitope

26. It is of interest to note that in the current structure the C-terminal helix is an

amphipathic helix. This agrees with the model proposed by Margalit et. al. 13 for Ia/T

cell epitopes. This would imply that it is the C-terminal helical region which binds to the

MHC class II molecule. It must be emphasized that recent crystallographic data on the

related MHC class I molecule indicates that the peptides maybe bound in an extended

conformation 77. This would imply that native structure may not be important for binding
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in the MHC molecule. Native structure may, however, be important in the processing

required before binding of the epitope to the MHC.

In the current study we have shown that it is possible to identify NOEs to and

determine the disulfide bonding pattern in proteins using 3D 1H NMR. The structure of

Amb. t. V contains a rigid triple-stranded antiparallel 3-sheet stabilized by two disulfide

bonds from C 11-C26 and C18-C28. An eight residue two turn oc-helix is tethered to the

[3-sheet by two disulfide bonds, C5-C35 and C19-C39, such that the charged residues lie

on the surface of the molecule and are exposed to the solvent.
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