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Abstract

This dissertation is a collection of three essays which address several questions in corporate
finance and taxation. The first essay uses a panel dataset of balance sheet and income
information, taken from the tax returns of U.S. corporations, to study the relationship
between bank competition and the financing of firms. Over the period 1987 to 1998, I find
that in more competitive banking markets firms use less outside debt and more inside debt
and equity than firms in less competitive banking markets. The evidence is consistent with
models in which market power provides banks with implicit equity stakes in their borrowers,
making banks more willing to begin lending relationships with borrowers whose projects
are characterized by substantial asymmetric information or delayed payoffs.

In the second essay, I reconsider the distortionary impact that the U.S. corporate and
personal tax systems may have on organizational form choices by firms. I show that when
Project choice is endogenous and when one considers the non-linear nature of the corporate
tax schedule, it is not necessarily inefficient for a firm to choose to be a pass-through entity
rather than a non-pass-through entity in response to differences in after-tax returns between
the two entity types. I provide empirical evidence that is consistent with this theoretical
point by examining the behavior of a sample of S corporations and C corporations.

The third essay is coauthored with Daniel Bergstresser and James Poterba. In this
essay, we use a panel dataset of mutual fund characteristics and returns from Morningstar,
Inc. to develop measures of the effective capital gains tax burden mutual fund investors face
on unrealized capital gains in mutual funds. We explore the determinants of the effective
capital gains tax burdens and the impact they have on net inflows of savings into mutual
funds.

Thesis Supervisor: James Poterba
Title: Mitsui Professor of Economics
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Chapter 1

Introduction

This dissertation is a collection of three essays which address several questions in corporate
finance and taxation. The first two essays consider the impact of the U.S. banking and tax
environments on the financial and organizational form choices of firms. The third essay
considers the measurement and determinants of the effective capital gains tax burdens U.S.
mutual fund investors face and explores the impact of these effective capital gains tax

burdens on the flow of savings into and out of mutual funds.

In the first essay, I use a panel dataset of balance sheet and income information, taken
from the tax returns of U.S. corporations, to study the relationship between bank com-
petition and the financing of firms. Theoretical models reach different conclusions about
the effects of bank competition on the equilibrium quantity of credit that banks provide
to various types of borrowers. I use both cross-sectional and time-series variation in bank-
ing market concentration during a period of substantial change in the structure of U.S.
commercial banking markets - 1987 to 1998 - to estimate the relation between small- and
medium-sized privately held firms’ methods of financing and the competitiveness of their

banking markets.

I find that in more competitive banking markets firms use less outside debt and more
inside debt and equity than firms in less competitive banking markets. Estimates from the
entire sample period indicate that an increase in bank deposit concentration, as measured by
the Hirschman-Herfindahl Index (HHI) of bank deposits at the metropolitan statistical area
level, from the 25th percentile to the 75th percentile (an change of approximately 1000 HHI

points) increases the likelihood a firm will have bank loans by about on percentage point
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and decreases the likelihood that it will borrow from its owners by about one percentage
point. For a firm aged five years or younger, an increase in bank concentration from the
25th percentile to the 75th percentile deceases the likelihood that it will borrow from its
owners by two percentage points. An increase in HHI of 1000 points increases the bank
debt to asset ratio by about one percentage point and decreases the ratio of capital from

owners to assets by about the same amount.

The findings are strongest for the youngest firms in my sample. The evidence is con-
sistent with models in which market power provides banks with implicit equity stakes in
their borrowers, making banks more willing to begin lending relationships with borrowers
whose projects are characterized by substantial asymmetric information or delayed payoffs.
The evidence presented in this first essay is broadly similar to the findings of prior studies

examining different time periods and countries.

In the second essay, I reconsider the distortionary impact that the U.S. corporate and
personal tax systems may have on organizational form choices by firms. Previous research on
tax distortions to organizational form choice has concluded or assumed that tax distortions
to organizational form choice occur when firms choose to be pass-through (non-corporate)
entities instead of pass-through (corporate) entities. Contrary to this previous research,
1 show that when project choice is endogenous and when one considers the non-linearity
of the corporate tax schedule, it is not necessarily inefficient for a firm to choose to be a
pass-through entity rather than a non-pass-through entity in response to differences in tax
burdens between the two entity types. Because the tax functions faced by pass-through
entities, which face tax at the personal level only, are typically less convex than the tax
functions faced by non-pass-through, or corporate, entities, under certain project choice
sets and tax brackets of the firm owners firms may actually choose to be corporate entities
to exploit the graduated portion of the corporate tax schedule and implement projects with
less extreme outcomes and with lower pre-tax returns, but with higher after-tax returns,
than if they chose to be pass-through entities.

I provide empirical evidence that is consistent with this theoretical point by examining
the behavior of a sample of S corporations (pass-through entities) and C corporations (non-
pass-through entities) using the corporate tax return data. I find that the distribution of net
income of S corporations is flatter than the distribution of net income of C corporations.

Further, S corporations are more likely to have net income that exceeds the graduated
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portion of the corporate tax schedule. S corporations have on average both larger losses,
conditional on having losses, and higher net incomes than observationally equivalent C
corporations. This is consistent with the theoretical point made in the first part of the
essay.

The third essay is coauthored with Daniel Bergstresser and James Poterba. In this essay
we use a panel dataset of mutual fund characteristics and returns from Morningstar, Inc.
to develop measures of the effective capital gains tax burden mutual fund investors face on
unrealized capital gains in mutual funds. A key concept in this exercise is the capital gains
realization rate, or the ratio of capital gains realized to the stock of total capital gains of
the fund, both realized and unrealized. The capital gains realization ratio can be thought
of as the fund’s propensity to realize a dollar of capital gains. We explore the determinants
of the capital gains realization ratio for a sample of retail equity mutual funds and find that
funds with high turnover and short manager tenure have higher capital gains realization
ratios all else equal.

We find that funds with higher turnover rates had higher capital gains realization rates,
Funds with new manager also had higher capital gains realization rates as new managers
tend to shift investing strategies, resulting the sale of assets that had accrued gains. We
also find that within funds there is substantial variation in capital gains realization ratios.
This is particularly true when asset prices fluctuate greatly, as they did from 1999 to 2001,
when the U.S. stock market experienced a massive decline in equity prices.

We also use the capital gains realization ratio to generate expected present-discounted
values of the capital gains rate on unrealized capital gains. Mutual funds that have higher
capital gains realization rates have higher effective capital gains tax rates on their unrealized
capital gains. We use this effective capital gains tax rate to calculate a prospective tax
burden and explore the impact of these prospective tax burden calculations on the net
inflows of savings into the mutual funds. We compare the performance of the prospective
tax burden measure with a tax burden measure which assumes a constant effective tax rate
on unrealized capital gains of 10%. Fund with higher measures of both tax burden measures
experienced lower inflows in 1993-1999; however, for the 1993-2001 period, we find strong
effects only for the tax burden measure that assumes a constant effective tax rate of 10%.
This poses a set of measurement and conceptual challenges for our prospective tax burden

measure which will be addressed in future research,
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Chapter 2

Does Bank Competition Affect
How Much Firms Can Borrow?

New Evidence from the U.S.

2.1 Introduction

Economic models provide divergent predictions about the effects of bank competition on
the quantity and quality of credit extended to potential borrowers. Traditional models of
competition, such as Klein (1971), predict that as fewer banks compete in a market they will
charge higher interest rates on loans and pay lower interest rates on deposits, leading to a
decrease in the equilibrium quantity of deposits and loans. On the other hand, starting with
Stiglitz and Weiss (1981) models incorporating asymmetric information between lenders and
borrowers have shown that credit rationing can be an equilibrium outcome in competitive
lending markets. More recently, models such as Petersen and Rajan (1995) suggest that
competition amongst banks may weaken lending relationships, leading to a decrease in the

supply of bank credit to borrowers characterized by large informational asymmetries.

Because the effects of competition in the banking sector on the supply of credit are
theoretically ambiguous and because bank regulators and firms seeking external financing
are interested in knowing the size and sign of the effects, there is a need for empirical
analysis of the impact that bank competition has on various populations of borrowers and

depositors. Although theories about bank competition and lending apply to all borrowers,
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this study focuses on one particular type of borrower - small firms - and explores the
empirical relationship between bank competition and the amount and types of financing
these firms use. I focus on small firms for three reasons.

First, theories such as Petersen and Rajan (1995) emphasize borrowers about whom little
is known or whose projects are risky or difficult to evaluate. Small firms, especially newly
created ones, are likely to be such borrowers. These firms often do not have established
track records, which may make it difficult for banks to screen and monitor them. Second,
because data are difficult to find, empirical research on small firms is limited despite the
large number and economic significance of these firms. Small firms are typically privately-
held and, therefore, not required by law to disclose financial information to the general
public. Finally, examining the relationship between bank competition and the amount and
type of financing small firms receive contributes to a second strand of empirical research that
investigates the effects of financial market structure and development on economic growth.
Studies which estimate the relationship between measures of financial market structure
and economic growth often conclude that a statistically significant relationship between
measures of the two variables is the result of financial market structure affecting the amount
of financing obtained by firms, which in turn affects economic growth.! By estimating the
relationship between bank competition and the types and amount of financing used by
individual firms, I can evaluate this proposed link between financial market structure and
growth in the context of the commercial bank credit market.

1 employ a dataset of balance sheet and income information for a large panel of U.S.
corporations maintained by the United States Internal Revenue Service which has not been
used to examine issues of bank market structure and small firm finance before. I link the
firms in this dataset to their local banking markets, defined at the metropolitan statistical
area (MSA) level, using bank branch deposit data from the United States Federal Deposit
Insurance Company (FDIC). I exploit variation in bank deposit concentration across bank-
ing markets and within banking markets over the period 1987-1998 to distinguish which

theories about bank competition and lending are on net consistent with observed correla-

'For example, Rajan and Zingales (1998) find that GDP growth in industries classified as more dependent
on external finance when young is higher when financial markets in a country are more developed. The
authors interpret this as evidence that financial market development causes faster growth via more and/or
better financing of these industries. In a follow-on study, Cetorelli and Gambera (2001) find that these
same industries also grow faster if the banking market, defined on a national level, is more concentrated.
The authors interpret. this as evidence in support of the Petersen and Rajan (1995) model in which market
power encourages banks to lend to informationally opaque firms.
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tions between bank concentration and firms’ balance sheets, controlling for firm and market

characteristics.

My central findings are that, all else equal, an increase in bank market concentration
is associated with an increase in firms’ usage of outside debt and a decrease in firms’
usage of the private savings of their owners to finance their activities. Estimates from the
entire sample period indicate that an increase in bank concentration, as measured by the
Hirschman-Herfindahl Index (HHI) of bank deposits, from the 25th percentile to the 75th
percentile (a change of approximately 0.10 or 1000 HHI points) increases the likelihood a
firm will have bank loans by about one percentage point and decreases the likelihood that it
will borrow from its owners by about one percentage point. For a firm aged five years old or
younger, an increase in bank concentration from the 25th percentile to the 75th percentile
decreases the likelihood that it will borrow from its owners by two percentage points. An
increase in bank concentration of 0.10 increases the bank debt to asset ratio by about one
percentage point and decreases the ratio of capital from owners to assets by about the same

amount.

Overall, my estimates suggest that having some market power over firms characterized
by substantial informational asymmetries gives banks an incentive to develop lending re-
lationships with these firms. Over the time period examined, such lending relationships
appear to have increased the amount of bank financing these firms received and to have
reduced the firms’ reliance on the private savings of their owners, a plausibly more expen-
sive form of financing for the firms than bank debt. Further research will explore whether
the firms in more concentrated banking markets actually perform better than firms in less
concentrated banking markets and whether the potential gains to small firms in more con-
centrated banking markets are greater or less than any offsetting losses to other borrowers

and depositors in the same markets.

The remainder of this chapter is organized as follows. Section 2 discusses in more detail
theories about the effects of bank competition on lending to small firms. Section 3 reviews
the changes in U.S. state and federal banking regulations that occurred in the 1980s and
1990s and the correspondent changes in bank market structure. Section 4 describes the
data used in the present study; section 5 presents the findings. Alternative explanations
for these findings are considered in section 6. Finally, section 7 concludes and offers some

directions for future research.
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2.2 Theories of Bank Competition and Lending

Theories of why banks exist and extend loans take one of two forms: (1) banks are dele-
gated monitors that reduce duplication of monitoring costs by multiple lenders to the same
borrower;? and (2) banks provide liquidity to investors which is not available in exchange
markets for other financing instruments. Versions of these two arguments are exposited in
classic articles by Diamond (1984) and Diamond and Dybvig (1983). Once we take as given
that banks exist as either liquidity providers or delegated monitors or both, we can then
explore how the structure of the banking market may affect banks’ willingness and ability

to screen and monitor borrowers and, in turn, affect the amount of credit banks extend.

T assume that the firms considered in this study are choosing their capital structures
from a combination of retained earnings, cash infusions of the owners, in the form of debt
or equity, trade credit and bank debt. This is an important assumption because it removes
the need to consider the effects of competition from other external finance markets, such
as the bond market and the public equity market. Additionally, it is reasonable to assume
that firms prefer bank credit to their owners’ private savings or trade credit for external
finance. Trade credit, when paid late, typically has higher interest charges than bank loans
and borrowing money from the firms’ owners can be undesirable due to the resulting lack

of diversification in the owners’ personal portfolios.

If a firm wishes to use debt to finance a project, it must decide whether to issue bonds
to individual investors or to get a loan from a bank. The firm will presumably choose
the method of financing that raises the needed amount of money at the lowest cost, taking
into account transactions costs, informational costs, and the demand for different types of
financing instruments by investors. Small firms are more likely to demand smaller amounts
of external financing at a time and to be more “informationally opaque” than larger firms.
Informationally opaque firms are firms about which little is known - e.g. new firms - or
which are difficult to monitor. For such firms, bank loans are the likely to be less costly
than issuing bonds, since a bond issuance may involve too many transactions costs for the

amount of money needed to be raised and because the monitoring costs of individual bond

2There is a related justification for the existence of banks, or financial intermediaries, that has more to
do with adverse selection than moral hazard. It is that if borrowers suffering from asymmetric information
before contracting with investors form a coalition (i.e. get funding together from the same set of investors)
and their project outcomes are independent, they can lower their (informational) cost of capital. See Leland
and Pyle (1977) and Diamond {1984).
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investors may be too high. Raising external finance either through an IPO or from venture
capitalists is typically not an option for many small firms as it is likely to be too costly due
to transactions costs and the lack of investors who are willing to screen and monitor the

firms.

2.2.1 Traditional Theories of Bank Competition and Lending

Traditional theories of bank competition and lending invoke standard industrial organization
models to predict what will happen to the equilibrium price and quantity of loans as the
number of banks competing in a market increases. Klein (1971) presents a model in which
banks choose the quantity of loans to “produce,” given a downward sloping demand curve
for loans and an upward sloping supply curve for deposits. Banks engage in Cournot
competition with the standard result that, all else equal, as the number of banks in the
market increases the greater is the equilibrium quantity of loans. Because it is more natural
to think of banks as competing over prices rather than quantities, more recent models, such
as Hannan (1991a), have modelled banks as engaging in double-sided Bertrand competition
over deposits and loans. Typically these models incorporate product differentiation or
transportation costs, so that each bank has some monopoly power over the borrowers located
closest to it. These models do not usually explicitly incorporate informational asymmetries
between borrowers and lenders, but do often have different categories of loans with different
costs. A loan category having a higher cost can be interpreted as a loan requiring more
hours and resources spent screening or monitoring the loan applicant before the bank is
convinced of the borrower’s prospects.

The theoretical literature has developed much more involved models than standard
Bertrand or Cournot models by incorporating different types of borrowers and depositors
and outside securities in which the bank can invest.®> However, the basic flavor of the models
remains the same. An increase in the number of banks competing over price for deposits and
loans will lead to a decrease in interest rates charged on loans and the amount of deposits
loaned out and an increase in the interest rate paid on deposits. The magnitude of these
changes will depend on the degree of differentiation amongst the banks, the elasticities of

demand for the different loan categories, and the value of the outside investment option for

®See in particular Freixas and Rochet (1997) for examples of and references to more detailed and realistic
models.
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the banks.

2.2.2 Theories of Bank Competition with Asymmetric Information

A second class of theories about bank competition and equilibrium lending and interest
rates explicitly incorporates asymmetric information between borrowers and banks. These
theories point out that, in the presence of adverse selection? or moral hazard®, equilibrium
lending to informationally opaque borrowers may actually decrease and the equilibrium
interest rates charged to these borrowers may increase as bank competition increases. Pe-
tersen and Rajan (1995) present a model in which competition undermines relationships
between banks and borrowers. If a bank does not know the quality of the firmm applying
for the loan or does not expect the lending relationship with the firm to be profitable until
a few periods into the future, its decision about whether and how much to lend to the firm
will depend on the bank’s expected market power over the firm in the future periods. The
bank’s expected market power influences the likelihood the firm will stay with the bank
and not refinance its loan with another bank offering better loan conditions. If the firm
continues to borrow from the first bank, this allows the bank to extract future rents from
the firm, affecting the banks incentives to lend to the firm ex ante. The following stylized
model which captures the Petersen and Rajan effects of market power on whether credit
extended to a firm.

A young firm has a project of unknown quality in the first period for which the firm
needs I in external funds. The project will succeed with probability p, in which case it
generates pre-interest profit of R.  With probability 1 — p the project fails and generates
zero profits. If the project succeeds, there is a follow-on project requiring external finance

of K and which yields a safe profit of S. Figure 2-1 depicts the timing of project financing.

Assume the firm has a project with positive net present value over the two periods;

however, the first period project does not have a positive net present value. That is,

4Broecker (1990) shows that when price-competing banks independently perform imperfect tests to screen
loan applicants, the equilibrium loan interest rate is increasing in the number of banks in the market, as the
average credit-worthiness of applicants that pass the test with at least one bank is decreasing in the number
of banks. Marquez (2002) presents 2 model in which information about borrowers becomes more dispersed
as more banks compete, eroding banks ability to screen and leading to higher interest rates in equilibrium.

SHoff and Stiglitz (1997) demonstrate that moral hazard problems may drive up interest rates as com-
petition amongst banks increases. As the number of competing banks increases, information flows worsen,
weakening borrowers’ incentives to repay their debt, in turn leading to a rise in interest rates.
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rPeriod 1 Period 2 Period 3
[ | |
[ | ]
Bank makes Project succeeds Bank makes
loan | with probability p. another loan of K
Bank gets R if and gets L(M).
success M is the bank’s
market power
L |
Figure 2-1: Timing of Project Financing
assuming no discount rate,
pR < T (2.1)
p(R+8) > I+K (2.2)

If the bank has monopoly power and expects to maintain its monopoly position in the
next period, it will finance the initial project, assuming it is risk neutral. The bank simply
extracts all of the rents from the firm being paid R if the firm is successful in the first period
and .5 in the second period, leaving the firm just indifferent between seeking financing and
not. Now suppose the bank has market share M € (0, 1) of the firm’s local banking market.
If the bank invests in the first period project and the project succeeds, the most the bank
can charge for the second period loan is L(M) < S, where L'(M) > 0 and L(1) = 8 and
L(0) = K. If the bank charges more than L(M) the firm will go to a competing bank to
finance the second period project. Assume that the bank can extract the full rent from the

first period project R — I. The bank will only finance the firm in the first period if

P(R+LIM)>T+ K (2.3)

Note there is some M* such that pP(R+L(M*) =1+ K. For M < M?*, the bank will not
make a loan to the firm in the first period and the firm will have to use the personal savings
of its owners to finance the first period project or not undertake the project. Figure 2-2

depicts the bank’s decision tree.

It is also possible to construct a model in which the bank must choose not only whether
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R+L(M)—I-K

Bank gets R, makes loan
K and has market power
M.

Bank makes
loan 1

Bank doesn’t
make loan

Figure 2-2: Bank’s Decision Tree

to lend to the firm but also how much to lend. If the firm has two projects it wishes to
finance, one of which yields a safe return to the bank the other which only yields a payoff
after a second round of financing at the end of the second period, the bank may only finance
the safe project. This would cause the amount the bank lends to the firm in the first period

to be decreasing in the bank’s market power M.

This simple model illustrates how competition between banks may create a disincentive
to invest in learning about the quality of firms’ projects or to invest in long-term projects
which have delayed payoffs. An empirical prediction of the this model is, given firms with
similar investment opportunities that are characterized by uncertainty or delayed payoff,
the firm facing a banking market that is less competitive should have more bank debt than
the firm in a more competitive banking market. A second empirical prediction is that
the interest rate young firms pay on loans should start out lower but fall less over time in
the less competitive banking market than in the more competitive banking market. The
reason for this last prediction is that the higher interest rates paid later in life by a firm

compensate the bank for the risk born at the start of the lending relationship.

Traditional industrial organization models and models of bank competition and asym-

metric information provide differing views of the effects of bank competition on equilibrium
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lending and interest rates, but they are not necessarily at odds with each other. Even
if less competition among banks does strengthen relationships between banks and some
borrowers, the total amount of lending to all categories of borrowers may decrease as bank
competition decreases. Although banks may lend less as competition decreases, the com-
position of their lending may also shift. My empirical tests attempt to distinguish which
theories best describe the lending markets for small firms in the U.S. from 1987 to 1998,

but do not comment on the lending markets for other types of borrowers.

2.3 Deregulation of the U.S. Banking Sector During the 1980s
and 1990s

Since the 1980s, the United States commercial banking sector has experienced major struc-
tural changes partly in response to state and federal legislation that eased restrictions on
banks’ abilities to branch within and across state borders. The end of these restrictions
on bank expansion were welcomed by many as an end to inefficient protectionism by states
which had become no longer viable in the wake of technological advances in the banking
sector.

During the 1980s, individual states began relaxing restrictions on the ability of banks
to branch within and across state lines. Prior to this wave of deregulation, states had
restricted to various degrees how banks could expand, with some restrictions so severe as
to limit banks to one branch each.® Both banks with state and national charters had to
abide by the regulations of the states in which they were headquartered, as dictated by the
McFadden Act of 1927. State laws also made interstate branching almost nonexistent.

All of this began to change in the late 1970s as banks faced increasing demands from
their depositors for ATMs and branches farther away from home without high user fees.
Further, the rise of alternative savings institutions threatened to steal away deposits and
credit card business. One by one, states began to relax restrictions on bank expansion
within their borders, with some states allowing intrastate branching only by mergers and
acquisitions and others allowing both de novo branching and branching by M&A within
their borders. Gradually, states also opened up their borders to banks headquartered in

other states, though not unconditionally.” Once again, both national and state banks had

®Such states were called “unit banking” states.
"Maine was the first state to open its borders in 1978 to banks headquartered in other New England
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to abide by the interstate banking regulations of their state headquarters as dictated by the
1956 Douglas Amendment to the Bank Holding Company Act.

By 1991, all states except Arkansas, Iowa and Minnesota allowed some type of in-
trastate branching, and all states except Hawaii, Kansas and Montana allowed some type
of interstate banking.® Finally, in 1994 the United States Congress passed the Riegle-
Neal Interstate Banking and Branching Efficiency Act, which for the first time took bank
expansion regulatory powers from the states and transferred them to the federal govern-
ment. The Riegle-Neal Act authorized interstate banking and branching across state lines
regardless of states’ laws regarding interstate banking. The act did, however, allow states
to regulate intrastate branching once an out-of-state bank had crossed its borders. The
act also allowed states to opt out of interstate branching (the ability of out-of-state banks
to merge with banks or open new branches within a state) but states could not prevent

out-of-state bank holding companies from acquiring banks in within their borders.?

These changes in state and federal bank regulations were coupled with a greater permis-
siveness by federal regulatory bodies such as the Federal Reserve Board and the Department
of Justice in approving proposed bank mergers. In 1981, a U.S. Appeals Court ruled that
the Federal Reserve needed to be more concrete in blocking proposed mergers than its
previous claims of “potential anticompetitive effects.” These changes combined with the
regulatory reforms mentioned above lead to a spike in the number of bank mergers as banks
expanded within and across state borders. Between year-end 1984 and March 31, 1996, the
total number of bank holding companies and independent banks fell from 14,887 to 9,481.1°

This fall reflected the rise in mergers as well as a slowdown in new bank charters and a

large number of insolvencies of banks started in the early 1980s.

At the same time that banks were becoming more consolidated, the easing of restrictions
on bank expansion made banking markets more contestable since banks could now more
easily enter new markets. The next section describes how banking market concentration

changed towards the end of the period of state-by-state regulatory reform.

states in the United States’ first regional bank compact. Other states opened up their borders to other
states on a case-by-case basis if given reciprocity.

8Minnesota allowed intrastate branching via M&A in 1993, and Arkansas allowed it in 1994. Kansas
allowed interstate banking in 1992, and Montana allowed it in 1993.

®Qnly Montana and Texas chose to apt out of interstate branching under Riegle-Neal.

10Gee McCoy (2000).

24




2.3.1 How Much Did Bank Concentration Change between 1987 and
19987

My measure of bank competition will be the Hirschman-Herfindahl Index (HHI) of bank
deposits in an MSA.11,12

Table 2.1 summarizes bank deposit HHI for the 303 MSAs represented in my dataset.
Panel A summarizes how bank deposit concentration varied within and between the MSAs.
I summarize the data over two periods - the entire sample period 1987-1998, and the period
before the enactment of the Riegle-Neal legislation 1987-1995.13

‘There is substantial variation in bank deposit HHI across MSAs. The average bank
deposit HHI in an MSA from 1987 to 1995 was around 0.2 with a standard deviation
of 0.07. Some MSAs had quite concentrated banking markets from 1987 to 1995, such
as Pittsfield, MA (0.457). Other MSAs had very low bank deposit concentrations, such
as Oklahoma City, OK (0.060). These differences in average HHI across MSAs are in
part due to the historical accident coupled with the fact that entry was restricted since
banking markets were only partially deregulated and in part due to differences in underlying
economic conditions across MSAs.

Bank deposit HHI changed within MSAs over the sample period as well. From 1987 to
1995, some MSAs experienced substantial increases in HHI, such as Nashua, NH (0.179).
Other MSAs experienced significant declines in HHI, such Tuscaloosa, AL (-0.257). On
average, however, increases in HHI offset decreases from 1987 to 1995, and most MSAs did
not experience very large changes. The changes observed within MSAs between 1987 and
1995 were due to a combination of intrastate bank mergers and de novo branching, bank
failures, and the shifting of deposits between banks already in existence.

After passage of the Riegle-Neal Interstate Banking and Branching Efficiency Act in
1994, there were greater changes in bank deposit HHI within MSAs. Many MSAs saw

'The Hirschman-Herfindahl Index (HHI) is caleulated by summing the squared market shares of all the
firms in the market. A market with just one firm would have an HHI of 1. A market approaching
perfect competition would have an HHI approaching 0. In the case of the market for bank deposits, HHI 1s

2

calculated as Deposits , where ) | Deposits;, is the sum of all the deposits in the MSA and where
Depasitsy

k indexes the banks having branches in the MSA.

2The advantages and disadvantages of using bank deposit HHI as a proxy for bank competition will be
discussed in section 5. Future work will collect data on the number of banks operating in each MSA as an
alternative measure of banking competition.

®Note that Riegle-Neal was enacted at the end of 1994, but my measures of HHI are taken from the
beginning of the year. I, therefore, include 1995 as pre-Riegle-Neal.
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spikes in their HHIs at the end of 1995 and also in 1997, when the act applied to all states
and not just those that chose to “opt in” to interstate banking early in 1995 and 1996.
Panel B in Table 2.1 depicts this fact. From 1987 to 1995, average bank deposit HHI
remained fairly constant; then it jumped by about 0.05 in 1996 and remained at that level
until 1998. This increase in average HHI in 1996 is caused by large jumps in HHI in a
subset of MSAs. However, after HHI jumped in these MSAs, it did not necessarily remain
at the higher level until 1998. Many MSAs had initial jumps in HHI in 1996, some as high
as 0.1 and then by 1998 or 1999 HHI had fallen significantly, sometimes by as much as the
jump in 1996. For example, Denver, Colorado had a jump in HHI from 0.135 in 1995 to
0.277 in 1996 after consistently low HHI from 1987 to 1995. Denver’s HHI was 0.287 in
1997 and then jumped back down to 0.128 in 1998.

A key point to note is that, unlike in the period 1987 to 1995, increases in HHI post-
Riegle-Neal appear to be of a more volatile and temporary nature. This raises the question
of whether contemporaneous HHI from 1996-1998 is a good measure of market power since
banks may expect not to retain their levels of market power in the following years. Even the
increases in HHI in 1998 were often followed by significant declines in ITHI in 1999 and 2000.
The years 1987 to 1995 witnessed fewer drastic changes in MSA-level bank deposit HHI.
Changes that did occur during this period tended to be of a more permanent nature. This
is because by the late 1980s and early 1990s most of the states had partially deregulated,
ushering in a period of relative stability before the passage of the Riegle-Neal Act, which
again put banking markets into a state of flux.

Finally, Table 2.2 presents average bank concentrations and changes in bank concen-
trations for some larger MSAs. There is heterogeneity even across large MSAs in average
HHI and changes in HHI. Some MSAs, such as San Francisco experienced jumps in bank

concentration after Riegle-Neal. Others, such as Atlanta were relatively stable.

2.4 Evidence on the Effects of Bank Competition on Lending

to Small Firms

Studies evaluating the traditional theories of bank competition have appeared mainly in the
industrial organization literature. These studies test the structure-conduct-performance

paradigm in the banking sector by estimating the relationship between measures of bank
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market concentration and interest rates paid on deposits, interest rates charged on different
loan categories, and bank profits. For example, Berger and Hannan (1989) find that interest
rates paid on deposits in local banking markets decreases as bank deposit concentration in
the market increases. Hannan (1991b) finds that commercial Ioan interest rates are higher
in more concentrated banking markets.

Overall, these studies find evidence that increasing bank concentration is associated
with increases in the equilibrium prices of some loan categories and decreases in equilibrium
interest rate paid on deposits. However, these studies do not explicitly focus on loans to
small firms, which are likely to be characterized by greater informational asymmetries than
other types of borrowers. Studies which do are more often found in the “small firm finance”

literature and can be classified according to where data are found.

2.4.1 U.S. Evidence

Evidence from the United States on the effects of bank competition on lending to small firms
has come from three main data sources - the Federal Reserve’s Survey of Small Business
Finances (SBF), the consolidated Reports of Income and Condition (Call Reports), and the
Federal Reserve’s Survey of Terms of Bank Lending to Business (STBL).14

In cross-sectional evidence from the 1988 SBF, Petersen and Rajan (1995) find that firms
in more highly concentrated bank markets, measured by three concentration categories, tend
to have longer relationships with their banks, pay lower interest rates when young, and pay
a smaller fraction of their trade credit late, all of which support the theory that competition
harms relationships between banks and informationally opaque borrowers and may cause
some firms to be credit-constrained. Jayaratne and Wolken (1999) use the 1993 SBF and
find that small firms do not appear to be any less credit constrained, in terms of late
payment of trade credit, or more likely to have a line of credit if there has been an increase
in the fraction of small banks in the firms’ local banking markets. However, Berger, Miller,
Petersen, Rajan, and Stein (2002), also using the 1993 SBF, match firms with the individual

banks from whom they most recently borrowed. The authors find that young firms that

M“The SBF isa survey of several thousand private U.S. businesses, which are asked detailed questions about
their methods of financing and the characteristics of their most recent loans. The survey is conducted every
five years, but the same firms are not necessarily sampled each time. The Call Reports contain consolidated
quarterly balance sheet and income information for U.S. commercial banks. Starting in 1993, the amount
each bank lends to small businesses is reported in the Call Reports. The STBL contains more detailed
contract information on a sample of bank loans to businesses and has been collected since the late 1970’s.
The STBL is typically only available to researchers inside the Federal Reserve system.

27



do not keep formal financial records are more likely to borrow from small banks, that small
banks are more likely to communicate personally and have longer relationships with their
borrowers, and that borrowers from small banks are less likely to pay their trade credit
late. These last two papers do not comment directly on the effects of bank competition on
lending to small irms, but do so indirectly if bank size is correlated with banking market
concentration. For example, we may think that more concentrated banking markets have
larger banks, though this is not necessarily true. I will further discuss this possibility in
the section 7 when I consider alternative explanations for my empirical findings.

Black and Strahan (2002) use a panel of total incorporations in each U.S. state and
regress log incorporations on state-wide measures of bank concentration and size during the
period of state-by-state deregulation in the 1980s and early 1990s. They find a negative
relationship between log incorporations and bank concentration and a positive relationship
between log incorporations and bank size. They interpret their results as evidence that both
bank competition and consolidation encourage the starting of new businesses, presumably
because more bank credit is available to them. The authors do not, however, provide direct

evidence that these new incorporations were financed primarily by bank debt.

Studies using the Call Reports and the STBL typically examine the broad lending
behavior of banks. Some studies find that small banks tend to invest a higher proportion

15 Other studies focus on the

of their assets in small business loans than do large banks.
effects on bank’s balance sheets after mergers and acquisitions. Dynamic analyses such
as Peck and Rosengren (1998) and Strahan and Weston (1998) find that mergers between
small banks tend to increase lending to small businesses but that mergers between large

banks or between large and small banks have mixed effects on small business lending.'®

In surnmary, evidence from the U.S. on the effects of bank competition on the supply of

5However, since by regulation banks cannot invest above a certain percentage of their assets in any
one borrower, small banks may be lending to small businesses because they simply cannot lend to large
businesses.

16 Jayaratne and Strahan (1996) take a different approach, exploiting the different timing in bank branching
deregulation across states to examine the growth of gross state product and personal income before and after
state deregulation. They employ a differences-in-differences estimation strategy and find that states grew
faster after banks in a state were allowed to branch within the state. They do not find state-wide increases
in total lending after deregulation, but they do find that the statewide percentage of nonperforming loans
falls after deregulation and interpret this as evidence that banks lend to better borrowers after deregulation.
They suggest that competition in the banking industry allowed more efficient banks to take over, or threaten
to take over, less efficient banks which in turn caused faster growth. The study, however, does not comment
directly on the effects of bank competition on the financing and growth of informationally opaque firms.
It is still possible that certain categories of borrowers suffered as a result of the changes in bank market
structure.
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credit to small firms has been mixed.

2.4.2 International Evidence

International data have also been used to investigate the relationship between bank market
structure and the financing and growth of firms. Bonaccorsi di Patti and Dell’Ariccia (2001)
examine firm births in a panel of Italian provinces and industrial sectors and find that the
rate of firm births in industrial sectors characterized by more asymmetric information is
higher when the banking market in the province is more concentrated. The authors classify
sectors as characterized by greater asymmetric information if the ratio of physical assets to
total assets is low.,

Berger, Klapper, and Udell (2001} examine a dataset of Argentinian firms and find,
using the size of firms as a proxy for informational opaqueness, that small firms receive
fewer loans from large and foreign-owned banks and tend to lend money from just one bank.
The authors interpret this as evidence in support of models in which relationship lending
is important for small firms to obtain adequate financing. Sapienza (2002) examines loan
contracts between Italian banks and firms before and after bank mergers. She finds loan
interest rates decline after a merger if the resulting market share of the merging banks is not
too high, but that small firms are often dropped from the merging banks loan portfolios.

In summary, studies using international data largely support theories in which bank
market power and relationship lending increase the flow of capital to informationally opaque

firms, though the evidence is still mixed.

2.4.3 Innovations in this Study

The present study is similar in approach to Petersen and Rajan (1995) since it examines
the relationship between firm-level financial characteristics and the concentration of the
banking markets in which firms are located. However, instead of having a cross-section of
firms and a categorical variable for bank concentration, I have a 12-year panel of firms and
a continuous measure of bank concentration. Having panel data allows me to estimate the
relationship between MSA-level bank deposit concentration and the financial characteristics
of firms using a variety of fixed-effects specifications that exploit to differing degrees the
cross-sectional and time-series variation in bank concentration over the sample period. The

panel data allows me to look at the effects of bank concentration before and after the passage

29



of the Riegle-Neal Act and to observe whether bank concentration seems to matter to the
same degree over time.l” Additionally, I know in which MSA each firm is located and
can better control for MSA-level economic characteristics and fluctuations which may affect

firms’ demands for external financing.

2.5 Data

2.5.1 SOI Corporate Tax Files

The firm-level data used in this study are taken from the Statistics of Income (SOI) Cor-
porate Tax Return Files maintained by the Internal Revenue Service.!®* The firms in the
Corporate Tax Return Files are, as the database name suggests, corporations (both C and
S corporations), but not partnerships, sole proprietorships, or limited liability companies
choosing to be taxed as partnerships. The information contained in the SOI Corporate
Tax Return Files is a subset of the information firms must report on Form 1120 and re-
lated schedules.’® This information includes basic balance sheet and income statement
information. The period over which I have this information is 1987-1998.20

It is possible to form an unbalanced panel of firms from the yearly SOI Corporate Tax
Return Files. Each year SOI samples a cross-section of all the corporations filing tax
returns in the U.S. Each annual cross-section is a stratified random sample. There is
an oversampling of the larger corporations, in terms of both sales and assets, and a bias
towards repeat sampling of firms.?! The data are subject to potential survivorship bias, as
firms disappear from the sample due to death, merger or a significant change in their sizes.
In sections 5 and 6, I discuss how this potential bias may affect my estimates.

Just as firms disappear from the sample due to death, merger, or substantial change in
their sizes, new firms are sampled each year, some of which are newly created firms and

some of which had just not been previously sampled. My dataset follows firms from the

173ome have argued that bank concentration should become less impartant over time as banks have devel-
oped better information processing technology which allows them to more accurately screen loan prospects
and mitigates adverse selection problems.

18The statistical analysis done in this chapter has been reviewed by the IRS to ensure that the identity of
any single firm is not revealed in the tables or text.

19Examples of Form 1120 and related schedules for various years can be downloaded from the IRS website
at http://www.irs.gov.

20Prigr to 1987, the SOI electronic tax files are difficult to obtain and analyze.

2B a complete description of the SOI sampling procedure, see Scction 3 of IRS Publication 16, various
years.
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year of their first appearance between 1987 and 1998 to the year of their last appearance.

I link the SOI data to bank market data from the Call Reports and the Federal Deposit
Insurance Company’s Summary of Deposits. The Summary of Deposits contains branch
level deposit information for U.S. commercial banks. This data is used to create HHI of
deposits by banking market, defined as a firm’s MSA.2%23 [ use the zip code reported for
a firm’s headquarters to link the firm to a particular MSA.

The advantage of my dataset is that I observe basic balance sheet information for a
large number of privately-held firms of various ages over time for whom bank debt is the
most likely form of external financing. The disadvantage of the SOI dataset, compared to
a dataset such as the SBF, is that it does not have detailed information about the interest
rates charged on different loans; rather it just records the total amount of interest paid by
the firm each year. Additionally, the SOI dataset records if a firm has bank debt and how
much, but does not record from which bank or banks the firm is borrowing. As a result, I
am limited to examining the effects of overall changes in the banking market on the firms in
my sample. I select my sample to contain firms which, if they have bank debt, will plausibly
have bank debt from banks with branches in the MSA in which the firm is headquartered.?*

The variables used in the empirical analysis are described in an appendix.

2.5.2 Sample Selection

I would like to estimate the relationship between banking market structure and the financing
of young corporations whose financing options are likely to be the private savings of their
owners, trade credit, or bank loans from banks in their MSAs. I, therefore, eliminate firms
with access to banks outside their MSA and other types of capital markets, such as the
public equity and bond markets or the internal capital markets of a parent or subsidiary

company. [ keep only nonconsolidated 1120, 1120A and 1120S tax returns of non-financial

2] thank Dan Bergstresser who generously provided the deposit HHI data by MSA.

*3Following standard procedure in US. banking market studies, I use the MSA as the relevant definition of
a banking market. The U.S. Office of Management and Budget defines MSAs according to published stan-
dards that are applied to Census Bureau data. An MSA includes counties which meet certain criteria, such
containing a city with 50,000 or more inhabitants or having a significant fraction of the population working
in the main MSA counties. See http://www.census.gov/population/www/estimates/aboutmetro.html for
more information.

In non-MSA areas, the county is defined as the relevant banking market. However, since 1 only have bank
concentration data for MSAs I do not consider firms in non-MSA counties.

4] further discuss the assumption that firms in my estimation sample borrow from banks in their own
MSAs in section 5.4.
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firms for each year. I do not include consolidated 1120 tax returns because these are the
returns of conglomerate firms whose financing positions are likely very different from those
of stand-alone firms. I combine the twelve cross-sections of tax returns, keeping firms for
which there are at least two years of data, for a total of 406,860 firm-year observations. 1

then eliminate firms according to the following criteria:

e the firm is not located in an MSA, as I only have bank concentration data for MSAs.
I keep only firms located in MSAs that are defined for the entire sample period 1987-
1998.25 This eliminates 104,069 firm-years;

e the firm reports having a parent or is part of a controlled group, indicating that it
has access to internal capital markets to which stand-alone firms do not.?6  This

eliminates 63,965 firm-years;

e the firm is a foreign corporation or reports having a foreign owner who holds more
than 25% of the corporation’s stock, indicating that the firm might have access to
capital markets outside of the local banking market where it is headquartered. This

eliminates 32,123 firm-years;

e the firm can be matched to COMPUSTAT, indicating that it has access to public
equity markets. I also eliminate firms that file form 1120 and do not report numbper
of shareholders.?” These firms are likely to have a large number of shareholders and

perhaps also be publicly-traded. This eliminates 19,874 firm-years;

e the firm has a total debt-to-asset ratio greater than 2 for any year in which it is in the
dataset. This eliminates firms with extremely large levels of debt relative to assets.
In most cases, these firms have high debt-to-asset ratios because they report little

assets. This eliminates 402 firm-years.

I combine the remaining firm-years into one dataset, which forms an unbalanced panel

from 1087-1998. My final sample contains 186,427 firm-years representing 30,301 firms.

25\ S As change over time; some are introduced, some die off as the characteristics of their component
counties change. I include only MSAs that are defined over the entire sample period.

26 A controlled group is defined as (1) a parent corporation and its 80 percent owned subsidiaries or (2) two
or more corporations at least 80 percent owned by five or fewer noncorporate shareholders, who collectively
own more than 50 percent of the stock of each corporation. Being part of a controlled group might give a
firm access to internal capital markets through for example tunnelling.

27Firms filing form 1120 are required to report their number of shareholders if the number is less than or
equal to the threshold for $ corporation status (35 shareholders prior to 1997 and 75 after 1997).
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Table 2.3 contains the distribution of firms by number of observations and by year. Over
time SOI sampled more and more firms which partially explains the increasing number
of firms observed each year. My final estimation samples are slightly different from the
numbers reported in Table 2.3 since using lagged variables will eliminate observations and

some firms are also missing contemporaneous variables used in the regressions.

2.5.3 Firm-Level Descriptive Statistics

Table 2.4 presents descriptive statistics for the tax return sample of firms, pooling obser-
vations across all years. The firms are small, having median total assets of approximately
$1 million, and with some firms having only several thousand dollars in total assets. Sales,
another measure of firm size, are also small, with a pooled median of approximately $2
million. The firms are closely-held, with the median firm having just two shareholders.
These statistics support the assumption that I have selected small privately-held firms that
are unlikely to have access to other types of external capital markets, other than the bank
credit market, trade credit, and the savings of their owners.

Bank debt is an important means of finance for these firms. Approximately 70% of the
observations are for firms with some bank debt. The pooled average ratio of bank debt
to assets is 0.264, larger than the pooled average ratio of loans from stockholders to assets
or the pooled average ratio of trade credit to assets.?® However, these other two forms of
finance are not insignificant. Approximately 36% of the observations are for firms with
some loans from their stockholders and approximately 76% of the observations are for firms
that use some trade credit.

Although the firms in the tax return sample are small, they appear to be engaged in
real economic activity in a variety of industries. About 20% of the observations are for
firms operating in the manufacturing sector, 20% for firms operating in the services sector,
and another 40% for firms operating in the wholesale and retail trade sectors. The average
ratio of tangible assets (property, plant, and equipment, land, and inventory) to assets is
almost 0.50.

Table 2.5 divides the sample by age and presents means and standard deviations for
some key variables. Firms in the youngest age category, those aged 0 to 5, are the smallest

firms both in terms of assets and sales. Assets and sales increase monotonically with age.

2Trade credit is defined as accounts payable.
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The youngest firms are also the most highly leveraged. The ratio of bank debt to assets
for these firms is 0.319 versus 0.220 for firms over 20 years old. The mean ratio of loans
from stockholders to assets is 0.151 for the youngest category of firms versus only 0.043
for the oldest category of firms. There is a monotonic decline in the ratio of loans from
stockholders to assets as firms age, indicating that in the early stages of a firm’s life it
depends more on the private savings of its owners to finance investment and production.
There is also a monotonic decline in the ratio of bank debt to assets from the youngest to
oldest firms, though less of a decline in percentage terms than for the ratio of borrowing
from the firms’ stockholders to assets. These statistics indicate that as firms age they turn
to other forms of finance, for example retained earnings.

The ratio of trade credit to assets does not appear negatively correlated with age. Be-
cause trade credit can serve multiple purposes, such as smoothing transactions costs as well
as serving as a form of credit, it is likely that some of the trade credit usage we observe is
due to industry-specific and technological needs and not due to the firm being unable to

29 Controlling for industry in the regression analysis

obtain external financing elsewhere.
may help control for these other reasons for using trade credit.

Both young and old firms are evenly distributed throughout the U.S., with slightly more
young firms in the West and South and slightly more old firms in the Northeast and the
Midwest. Older firms are more concentrated in the manufacturing and wholesale trade

industries while younger firms are more concentrated in retail trade and services. There

are, however, firms of all ages in all industries.

2.6 Empirical Findings

2.6.1 Bank Concentration and the Probability Firms Receive Financing

I first investigate whether bank concentration affects the probability a firm has a bank loan
and the probability that it borrowers from its owners or has trade credit from its suppliers.
I estimate probit models of the following form. Index k represents the type of debt - outside

debt, loans from stockholders, and trade credit.

Pr(Debtyy > 0) = ®(aor + arg HHInsas + obAgel, + sk Xis) (2.4)

2Unfortunately, I do not observe whether a firm pays its trade credit late, which is often used in the small
firm finance literature as a proxy for credit-constrainedness.
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Pr(Debtyss > 0) = ®(fok + fycHHImsan + Bl Agel, + By HHInsay - Agel,

+B845Xit) (2.5)

The equations are estimated using maximum-likelihood allowing for an arbitrary variance-
covariance matrix for firms in the same MSA. Clustering standard errors at the MSA-level,
rather than the firm-level, is necessary because variation in the bank ITHI variable is MSA-
level variation. Clustering at the MSA-level allows for MSA-specific shocks that may cause

firms within MSAs to have correlated error terms, both contemporaneously and over time.

Traditional structure-conduct-performance models of bank competition would predict
that a; < 0 for the regression in which bank debt is in the dependent variable. Other models
suggesting market power gives banks an incentive to extend credit to firms they would
otherwise not in a more competitive market would predict a; > 0. Table 2.6(a) estimates
the effect of bank concentration on the probability that a firm has some bank debt, using
different combinations of fixed effects and control variables. Derivative effects at the sample
means are reported. Column (1) includes no fixed effects or control variables; column (2)
includes only year fixed effects. In Column (1), the coefficient on HHI is identified from
both cross-sectional and time-series variation in HHI. In Column (2), identification of the
coefficient on HHI comes from both cross-sectional and time series variation in HHI, but
aggregate year effects on the fraction of firms having bank debt are taken out. Controlling
for year effects more than doubles the coefficient on HHI; it is clearly important to control

for cyclicality in the fraction of firms that lend from banks.

Columns (3) and (4) control for the industry and other firm characteristics and MSA
economic characteristics. Identification of the coefficient on HHI still comes from both
cross sectional and time series variation in HHI, but level effects of industry and firm
characteristics, such as age and size, are taken out. Column (3) adds 3-digit SIC code fixed
effects. Column (4) controls for firm characteristics - age, size, number of shareholders,
tax status, and fraction of tangible and liquid assets out of total assets - as well as MSA-
level economics activity by including 6 lags of both MSA-level employment growth and real
personal income growth. Also included in the Column (4) is log of total bank deposits in
the MSA. This variables controls for the overall size of the banking market. Including

Just industry fixed effects lowers the coefficient on HHI, as we might expect since certain
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industries may be more prevalent in more concentrated banking markets, but the coeflicient
is still significant. The size of the banking market is negatively correlated with the HHI of
the banking market. Including the size of the banking market in Column (4), significantly
lowers the coefficient on HHI, as firms in larger banking markets are less likely to have bank

debt. The coefficient on HHI is still positive but is now statistically insignificant.

Column (5) includes nine census division fixed effects and interactions of the census
division fixed effects with the year fixed effects in addition to all the covariates included in
Column (4). Now identification of the coefficient on HHI comes from variation in HHI across
MSAs only within the same census division and variation in HHI within MSAs over time.
The census division-year fixed effect interactions remove aggregate cyclical movements in
debt which may vary across census divisions over time. Including this set of fixed effects
increases the coefficient on HHI and the estimate is again statistically significant at the 5%
level. It appears that controlling for census division cyclicality in bank debt is important.
When I include MSA fixed effects, instead of census division fixed effects, in Column (6)
identification comes from within MSA variation in the bank deposit HHI. Again, in Column

(6) the coefficient on HHI is positive and statistically significant at the 5% level.

The estimates in Columns (1)-(6) in Table 2.6(a) are broadly similar. With the ex-
ception of Column (4), all estimates are statistically significant. The estimated coefficient
in column (5) indicates that an increase in bank deposit HHI of 0.10, approximately one
standard deviation, increases the probability that a firm will have a bank loan by almost
one percentage point. At the sample mean this would mean an increase in the percentage

of firms that borrowed from firm from 70% to 71%.

Table 2.6(b) presents probit estimates analogous to those in Table 2.6(a), but where
the dependent variable is an indicator for whether the firm borrows from its owners. Now,
the estimated coefficient on HHI is negative and statistically significant and robust to a
variety of controls and fixed effects. The estimated coefficient in Column (5) predicts that
if bank deposit HHI increases by 0.10 the probability that a firm borrows from its owners
declines by almost 1 percentage point. At the sample mean, my estimates imply that the
percentage of firms borrowing from their owners would decline from 36% to 35%. The
slightly larger coefficients (in absolute value) estimated in Table 2.6(b) than those in Table
2.6(a) indicate that some firms receive bank debt, but perhaps not enough and are therefore

forced to borrow from their owners to make up the difference. But overall, it seems that
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in less concentrated banking markets, firms are making up for the fact that they do not

receive bank financing by borrowing funds from their owners.

Table 2.7 reports the estimated coefficients for the firm-level control variables in the
specification estimated in Column (5) of Tables 2.6(a) and 2.6(b), as well as specifications in
which bank deposit HHI is interacted with firm age categories. While there is no statistically
significant difference in the probability that younger firms will receive bank financing in more
concentrated banking markets, there is a statistically significant increase in the probability
that firms 5 years old or younger will not borrow from their owners in more concentrated
banking markets. An increase in bank deposit HHI of 0.10 decreases the probability that
a firm 5 years old or younger will borrow from its owners by a bit over 2 percentage points,

from 44% to 42%.

I also report the results of probits in which the dependent variable is and indicator for
whether a firm has trade credit, or accounts payable. There is no significant effect on trade
credit usage for all firms nor for the youngest firms as bank concentration increases. It
seems since I do not observe late paid trade credit, but only trade credit, that most firms
using trade credit in my sample are using it not because they are credit constrained but
because they are in industries where it is common to engage in trade credit. Therefore, my

measure of trade credit used as a substitute for bank debt will be noisy.

Overall the results in Tables 2.6 and 2.7 suggest that increases in bank deposit HHI are
associated with a significant increase in the likelihood that small, privately-held firms will
use bank debt and a significant decrease in the likelihood that they will use loans from owners
to finance investment, though the magnitude of these effects is not large. The negative effect
of bank concentration on the probability that firms aged 0 to 5 borrow from their owners is,
however, larger. This evidence is consistent with models in which possessing market power
encourages banks to lend to firms characterized by greater asymmetric information. It is
plausible that firms younger than § years are characterized by much greater informational

asymmetries and are, therefore, more affected by local bank market structure.

Finally, Tables 2.6 and 2.7 also reveal some broad determinants of small, privately-held
firms’ capital structures. The larger the firm, the more bank debt it is likely to have and
the less likely it is to borrow from its owners. Controlling for size, the younger a firm the
more likely it is to borrow from a bank and from its owners. The more shareholders a

firm has the less bank debt it will have, presumably because there is more equity financing
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available for the firm. There is also evidence that S corporations, because they are not
subject to the corporate level tax, have less of an incentive to take on debt for purposes of

shielding corporate income from taxation and are, therefore, less likely to have bank debt.

2.6.2 Bank Concentration and the Amount of Financing Firms Receive

I next investigate whether firms in more concentrated banking markets have more bank
debt and/or borrow less from their owners than firms in less concentrated banking markets.
I first examine the sensitivity of firms’ debt-to-asset ratios to changes in bank deposit HHI

by estimating equations of the following form:

Debtk,‘,t ; i

AsTtsZ,t = opk +argHHIysay + o Agel , + oapXis + et (2.6)
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I estimate equations (2.6) and (2.7) using Tobit estimation. Tobit corrects for left-
censoring of the debt-to-asset ratios at zero by making distributional assumptions on the
dependent variable (i.e. normality) and uses maximum likelihood to estimate the coeffi-
cients.

Tables 2.8(a) and 2.8(b) report estimates of equation (2.6). Columns (1)-(6) in Tables
2.8(a) and 2.8(b) correspond to Columns (1)-(6) in Tables 2.6(a) and 2.6(b), and identifi-
cation of the coefficient on. HHI comes from the same sources of variation as described in
the previous subsection. In addition, Column (7) adds a specification with firm fixed ef-
fects. Here, identification of the coefficient on HHI comes from deviations from firm-specific
mean debt-to-asset ratios, rather than MSA-specific mean debt-to-asset ratios, as in Col-
umn (6). The firm fixed effects specification eliminates variation in debt-to-asset ratios
that arises from different types of firms entering or leaving the sample from year-to-year as
HHI changes. The disadvantage of the firm fixed effects specification is that it does not
exploit cross-sectional variation in HHI.3°

The estimated coefficients on bank deposit HHI in Table 2.8(a) are positive and statisti-
cally significant, though not economically large. The estimates indicate that an increase in

bank deposit HHI of 0.10 raises the bank debt-to-asset ratio by about 0.005. At the depen-

30This is a disadvantage to the extent that we think that cross-sectional variation is more due to different
degrees of deregulation. I do not include a firm fixed effects specification in the probit estimates of the
previous subsection because very few firms switch from having debt to not having debt and vice versa.
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dent variable sample mean, such an increase in HHI would increase the bank debt-to-asset

ratio from 0.264 to 0.269.

The dependent variable in Table 2.8(b) is the sum of loans from owners plus equity
divided by total book value of assets. The estimated coefficients show that increases in
bank deposit HHI clearly have a negative effect on the ratio of loans from owners and equity
to total assets, however. The estimates in Columns (1) and (2) imply that an increase in
bank deposit HHI of 0.10 leads to a decrease in the ratio of loans from owners to assets
of around 0.002. The Tobit estimates in Column (7) (firm fixed effects) are marginally
significant and imply that an increase in HHI of 0.10 would lower the ratio of loans from
owners to assets by 0.002. The estimates in Tables 2.8(a) and 2.8(b) suggest that firms are
substituting the private savings of their owners for bank debt to finance investment in less

concentrated banking markets.

Table 2.9 interacts bank deposit HHI with the different age categories and reports Tobit
estimates for the specification in Column (5). An increase in HHI lowers the dependence
of the youngest firms on the savings of their owners much more so than it does for the older
firms and increases their dependence on outside (bank) finance. An increase in HHI of 0.10
decreases the ratio of loans from owners to assets by half a percentage points for firms aged
0 to 5 years.>! This would lower the average ratio of loans from owners to assets for these

firms from 0.15 to 0.145.

If we believe that borrowing from owners to finance investment is more expensive for
the firms than financing investment with bank debt, then we can interpret increases of this
form of financing relative to bank debt as evidence that firms are more credit constrained.32
We may think that borrowing from owners is less attractive to firms because owners would

rather have their private savings held in more diversified portfolios. Owners of small firms

*1The null hypothesis that the sum of the coefficient on HHI and the coefficient on HHI*Age0-5 is zero is
rejected at the 95% confidence level.

32 A firm is credit constrained if it wishes to borrow at the market lending rate, but is denied by the credit
supplier. There is a large and divided literature on how to measure and statistically test for credit con-
straints. One commonly used measure is a firm’s investment-cashflow sensitivity, first explored by Fazzari,
Hubbard, and Petersen (1988) and most recently challenged by Kaplan and Zingales (2000). The main
criticism of this measure is that cashflow is correlated with investment opportunities which also affect de-
sired investment levels. Therefore, an positive investment-cashflow sensitivity may be driven by a variations
in investment opportunities and not by credit constraints. Another measure of credit constrainedness is
whether a firm uses a form of finance which is considered more expensive than the credit which the firm
is presumably denied. The argument is that if the firm were not credit constrained it would not use the
more expensive form of credit and instead use the cheaper form of credit. Often late-paid trade credit is a
measure of credit constrainedness, as in Petersen and Rajan (1995).
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often derive labor income from the firms. Investing too much in the firm might expose the

owners’ personal portfolios to too much idiosyncratic risk.

2.6.3 Bank Concentration Before and After Riegle-Neal

In section 2, I described how the passage of the Riegle-Neal Interstate Banking and Branch-
ing Efficiency Act removed many of the barriers to interstate banking and branching. As
a result, banking markets may have become more contestable after the passage of the Act.
Additionally, I described how many banking markets experienced often temporary spikes
in their HHIs just after the Act was passed. Greater contestability of banking markets
coupled with the fact that banks may have expected current market power to be temporary
in first few years after the act may cause bank deposit HHI to be a poorer proxy for bank

market power post-Riegle-Neal.

To test the hypothesis, T estimate the impact of bank deposit HHI before and after the

passage of the Riegle-Neal Act.

Yit=o0+ o HHIpysap+axHHINgA: - PostRN; + a3 PostRN, + o Xt + €4 (28)

PostRN is a dummy variable equal to 0 for the years 1987 to 1995 and equal to 1 for
the years 1996 to 1998. Table 2.10 presents Probit and Tobit estimates of equation (2.6)
for the set of dependent variables considered in the previous subsections, with industry,
census division, and census division-year interaction fixed effects. It is indeed the case that
HHI has a much stronger effect on the dependent variables in the pre-Riegle-Neale period.
Looking at the coefficient on HHI before the passage of Riegle-Neal, an increase in bank
deposit HHI of 0.15 increases the bank debt-to-asset ratio by around 0.01 and decreases the

ratio of loans from owners plus equity to assets by about the same amount.

There are two ways to interpret the estimates reported in Table 2.10. The first is
to say that bank market power is still provides an important incentive to banks to form
lending relationships with informationally opaque borrowers, but that bank deposit HHI is
just no longer a good measure of bank market power. The second interpretation is that
the theories such as Petersen and Rajan (1995) are becoming less important in more recent

times because banks are better able to screen and monitor borrowers in part due to better
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information technology and credit scoring models.>® The resolution of these competing

interpretations of Table 2.10 is beyond the scope of the present study.

2.6.4 Issues with the Empirical Analysis

There a several challenges associated with the empirical analysis in this chapter. The first
challenge is finding an appropriate metric for bank market competition. The degree of
competition in the market for commercial bank loans may depend on a variety of factors,
including the number of banks, technological differences amongst banks, the degree of dif-
ferentiation amongst banks, and the contestability of the market for commercial loans. My
measure of the degree of competition amongst banks in the commercial loan market in each
MSA is bank deposit HHI. Bank deposit HHI measures how concentrated bank deposits
in an MSA are amongst the banks having branches in that MSA. An identifying assump-
tion, therefore, is that bank deposit HHI is negatively correlated with the degree of bank
competition in lending to firms in an MSA. This seems a fairly reasonable assumption.
The more deposits in an MSA a particular bank has, the more funds it has, relative to its
competitors, to lend to firms in that MSA. There are, however, some scenarios in which
an increase in bank deposit concentration may not necessarily correspond with a decrease
in the degree of competition amongst banks in the commercial loan market.

For example, if the market for commercial loans is contestable then the threat of entry
by another bank would still be competition for the bank which has increased its share of
deposits amongst the banks already in the market. If this is the case, then changes in
bank deposit HHI will not be as strongly negatively correlated with the competitiveness
of the commercial loan market, if at all. Unfortunately, I have no way of controlling
for the contestability of the banking markets in my sample. However, if the commercial
loan market, particularly the commercial loan market for privately-held firms, is perfectly
contestable, then I will observe no relationship between changes in bank deposit HHI and my
dependent variables of interest. Therefore, market contestability is not a concern if we do
observe a significant relationship between bank deposit HHI and the dependent variables.34

A second concern with using MSA-level bank deposit HHI as a measure of competition in

333ee Petersen and Rajan {2002) and Amel and Starr-McCluer (2002} for opposing views on this matter.

34There is still the concern that if we do observe a significant relationship between bank deposit HHI and
the dependent variable that this may be due to omitted variables correlated with HHI. This is a separate
concern and will be discussed later on in this section.
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the commercial loan market is that banks may face competition from other credit suppliers
besides banks with branches in the same MSA - e.g. banks in other MSAs or public bond
markets - in providing loans to the firms in my sample. Or we may think that the correct
market for some firms is in fact smaller than the MSA. I have tried to eliminate the
possibility of competition from non-bank credit suppliers by eliminating firms currently
accessing public capital markets.3® However, there still may be a coucern that the MSA is

not the correct market for bank loans for some of the firms in my sample. Because MSAs

are urban areas, including a major city or cities and the counties in which a significant
fraction of people living there commute to the city for work, it is reasonable to assume that
banks having branches in the MSA are potential lenders to firms in that MSA as most banks
will have branches in the city and in the suburbs if their customers are moving back and
forth between them. Further, evidence from the SBF suggest that the banking markets for
firms such as those in my sample are very local. Over half of firms are within two miles of

their primary lending institution, and ninety percent are with fifteen miles.36

However, it is still possible that some of the firms may be able borrow from banks outside
the MSA or only a subset of the banks in the MSA. For these firms, changes in MSA-level
bank deposit HHI may be poor proxies for the true amount of choice they have amongst
potential bank lenders. This again, will bias my analysis towards finding no effect of bank

deposit HHI on the capital structures or growths of the firms in my sample.

Finally, it is possible to argue that I should use MSA-level bank asset HHI, instead of
bank deposit HHI, as the measure of competition in the commercial loan market. Bank
asset HHI would give a measure of the degree of concentration of all bank assets in the
MSA, including deposits as well as other claims on the banks such as equity and other debt
which can be lent to firms. However, there are practical problems with calculating this
MSA-level bank asset HHI. While the FDIC’s Summary of Deposits reports deposits of
banks by MSA, publicly available balance sheets of U.S. banks are consolidated. If a bank
has branches in more than one MSA, it is difficult to establish which of its assets should be
allocated to one MSA versus another. I, therefore, use MSA-level bank deposit HHI as my

best measure of the competitiveness of the loan market each firm in my sample faces.

3 There is still the possibility, however, that even though a firm is not currently getting capital from the
public markets that it might do so if the cost of bank borrowing becomes too high.

**Petersen and Rajan (1995) discuss the validity of using MSA level bank deposit HHI as a proxy for bank
competition.
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A second challenge in estimating the relationship between bank competition and the
capital structures of firms is controlling for other factors correlated with bank deposit HHI
that may also affect the amount and type of debt a firm has. Not properly controlling for
these factors could lead to omitted variables bias in the estimated relationships between
bank concentration and the dependent variables. There may be cross-sectional differences
between firms which cause them to have different demands for debt or abilities to acquire
debt; additionally, there may be changes over time within the same firm which affect its
willingness or ability to finance investment with debt. Omitted variables bias, like endo-
geneity bias, can be avoided if one has an instrument which is correlated with HHI but
which is uncorrelated with the omitted variable. For now, I adopt the strategy of including
controls for possible alternative variables which may influence variation in the dependent
variables.3"

I control for cross-sectional differences amongst firms using information from the SOI
dataset, including the firm’s primary 3-digit SIC code, firm age, firm size (measured by
the natural logarithm of total book assets), and the number of shareholders. Firms in
different industries, by the nature of the investments they undertake and their production
technologies, may have different needs for external finance. Firms of different ages may
also have different needs for external finance. Finally, the more shareholders a firm has,
the likely larger is the pool of personal savings from which the firm may borrow to finance
investment.

Firms may increase their debt to shield their income from the corporate income tax, as
interest payments on debt are tax deductible. T include a dummy variable equal to one if
the firm is an S corporation and therefore pays only personal tax on its income. We should
expect S corporations to have less of a need for tax debt shields because they do not pay
corporate tax on their income.

Firms’ debt ratios may also differ because they face different investment opportunities.
If two firms are otherwise identical, but one of which is in a market with a great investment,
opportunity, the firm with the investment opportunity is likely to have more debt to finance
the investment. T control for MSA-specific investment opportunities using current and six

lags of MSA-level real personal income growth and employment growth.® T also control

37In future work, I will explore the use of bank mergers and/or failures as instruments for bank deposit
HHI.
*These data were obtained from the U.S. Department of Commerce Bureau of Economic Analysis.
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for the level of funds available to invest in the firms by including the natural logarithm
of total bank deposits in the MSA. Further, I control for industry and region specific
investment opportunity and demand differences using different combinations of 3-digit SIC
code dummies, year dummies, MSA dummies, firm dummies, and year-census division

interactions.

2.7 Alternative Explanations

2.7.1 Bank Size or Bank Concentration?

Tt is possible that MSA-level bank deposit HHI proxies for the size of banks in the MSA,
rather than the market power of the banks in the MSA. If smaller MSAs have more
concentrated banking markets because there are fewer deposits to spread amongst banks,
it is possible that bank concentration is negatively correlated with bank size. Likewise, it
may be the case that bank deposit HHI is positively correlated with bank size if banks with
a lot of market power are also larger banks.

Just as there are conflicting theoretical predictions about the effects of bank competition
on lending, there are conflicting theoretical predictions about the effects of bank size and
consolidation on the quantity and price of lending to informationally opaque firms. One set
of theories suggests that as banks gain more deposits they are better able to diversify their
loan portfolios, which makes them more willing to lend to riskier borrowers. Diamond
(1984) formalizes this in a model in which the bank becomes more transparent to the
depositors as the bank’s loan portfolio becomes more diversified.

Another set of theories about bank size and lending to informationally opaque firms
involves a purported information processing diseconomies of scale in banks. The main idea
behind this type of theory is that as banks become larger, with more layers of management,
it is difficult for local loan officers to communicate “soft” information to their superiors, who
allocate capital to regional offices. This idea is most recently formalized in Stein (2002).
Loan officers may observe information about prospective borrowers, such as whether they
seem trustworthy, but cannot easily “harden” this information and communicate it to those
allocating capital to loans. Because those making loan decisions in small banks are those
observing “soft” information about the borrower, small banks are better able to distinguish

good loan prospects from bad ones. Small banks have better technology in processing and
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acting on soft information and, therefore, lower costs of screening and monitoring borrowers
that have little reliable “hard” information.

I reestimated the equations above including controls for bank size. I define four bank
asset categories - banks having less than $50 million in assets, banks having between $50
and $100 million in assets, banks having between $100 and $300 million in assets, and banks
having greater than $300 million in assets.>®

I construct measures of bank size using the Call Reports, which only report consolidated
bank information. Therefore, I cannot distinguish the total amount of assets held by banks
with branches in a particular MSA. Thus my measure of small bank presence in the local
banking market may be overstated if I am not accounting for large banks that are not
headquartered in the MSA but do have branches there; my measure of small bank presence
in the local banking market may be understated if I am not accounting for small banks that
are not headquartered in the MSA but have branches there.

Re-estimation including the bank size variable does not qualitatively alter the coefficients
on HHI. In fact, in many cases the size and significant of the coefficient on HHI increases
when a measure of bank size is included in the regressions. However, because my measures
of bank size may be noisy, I cannot completely rule out the explanation that bank HHI is

proxying for bank size.

2.7.2 Price versus Quantity of Loans?

Because I am using balance sheet data in my construction of debt-to-asset ratios and debt
levels, it is possible to argue that an observed increase in either may be because interest
rates on loans have risen as a result of bank market power rather than that quantities of
loans have risen. If this were the case, however, we should not expect to see reductions
in borrowing from owners. In particular, if increases in bank HHI lead to much higher
interest payments for firms we should in fact expect to see firms in more concentrated
markets borrowing more from their owners. However, we observe the reverse.
Unfortunately, I cannot conduct a more direct test of this alternative explanation as I
can only construct a measure of the average interest rate, by dividing interest payments by
some measure of debt. Additionally, [ only have information on interest paid for all firms

beginning in 1993. Running regressions with Interest Paid/(Bank Debt+Owner Loans) as

¥ Dollars are constant 1993 dollars.
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the dependent variable for the period 1993-1998 leads to an small, positive, but insignificant

coefficient on bank deposit HHI.

2.7.3 The Impact of the Community Reinvestment Act

Starting in 1993, the Community Reinvestment Act, which requires that all banks involved
in a proposed merger pass certain low- to moderate-income small business lending tests,
began to be more vigorously enforced. If banks in more concentrated banking markets are
more likely to be involved in or expect to be involved in mergers, then the increased bank
lending I observe may be due to the Community Reinvestment Act and not evidence of a
model in which market power encourages the formation of lending relationships. However,
there is no reason to expect CRA to differentially impact young versus old firms in low to
moderate income areas, but such a differential impact is consistent with theories of bank

market power and lending relationships.

2.7.4 Bank Market Power or Bank Efficiency?

It is possible that bank concentration proxies for the relative efficiency of banks in the
market. If a particular bank or banks have lower costs and /or better monitoring or screening
technology, they may compete better with other banks in a market and consequently gain
market share. Therefore, more concentrated banking markets may be more concentrated
because the banks in them are better lenders. As a result, bank concentration would
be positively correlated with bank debt held by firms. The fact that bank concentration
differentially affects young and old firms is evidence in support of market power theories;
however, it may still be the case that some banks are more efficient at lending to younger
firms. If this is the case, then there is no way to distinguish between the market power
theories of lending and whether banks in more concentrated banking markets are inherently

better lenders due to information processing technology or organizational structure.

2.7.5 Selection Effects

Finally, it is possible that my findings suffer from sample selection biases. For example,
in more concentrated banking markets survivorship bias may be more prevalent if firms
fail more often. Perhaps many firms do not get bank financing in these markets and then

fail, or never even begin. The observed positive correlation between bank concentration
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and bank debt held by the firms may not account for the fact that we do not observe the
firms that did not get financing. However, specifications with firm fixed effects still show a
positive impact of bank concentration on bank debt, and these specifications are not subject
to survivorship biases at least for the firms in the sample. For these firms, at least, bank
concentration does appear to be beneficial. In subsequent research I plan to model how

firm survivorship depends on banking market concentration.

2.8 Conclusion

This chapter has examined the empirical relationship between bank market structure and
the capital structures of small firms in the United States from 1987-1998, using a unique
dataset previously unexplored in this context. The effects of bank market structure on firm
financing and growth is of growing interest to academics and policy-makers alike, in part,
because of recent and prospective regulatory reforms of the banking sector.

Using the age of a firm as a proxy for its degree of informational opaqueness, I find
evidence consistent with models, such as Petersen and Rajan (1995), that possessing market
power encourages banks to lend to firms whose quality is ex ante unknown because the banks
can extract rents from the firms in later stages of the relationship. I find that increases
in bank market concentration are associated with an average increase in firms’ usage of
bank debt and a decrease firms’ usage of the private savings of their owners to finance
investment. These findings are strongest for the youngest firms. Further work will
explore the sensitivity of these findings to other subsamples of the data and to different
measures and functional forms of bank competition.

These findings do not, however, imply that decreases in bank competition are overall
good for growth. I did not consider the effects of changes in bank competition on other loan
markets, such as consumer loans or loans to larger firms, or on depositors in my empirical
analysis. My central findings, however, do suggest that in many banking markets increases
in bank market power may have good consequences for certain types of borrowers, namely
small, young firms. However, to really conclude this I must estimate the effect of bank
market structure on individual firm and overall growth.

I have observed that changes in bank concentration seem to effect the composition

of debt that small firms use to finance productive activity. This evidence is consistent
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with models such as Petersen and Rajan (1995), but leads to a number of questions as
to whether this change in the composition of debt is associated with any real economics
effects. For example, does the observed increase in bank debt usage and decrease in
borrowing from firms’ owners affect the amount or type of investments these firms make?
Does greater bank concentration lead to faster firm growth? Do differences in banking
market concentrations affect who starts firms? Does the quality of entrepreneurs or firms
change in more concentrated banking markets? Does bank market power lead to greater
market power of the borrowing firms? I will address these and related questions in future

research.
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2.9 Variable Definitions

Tax Return Variables:

Total Assets

Trade Credit
Outside Debt
Inside Debt

Equity

Tangible Assets
Liquid Assets

Age

Shareholder number
Sales Growth

S Corporation

book value of assets; includes cash, accounts receivable,
other current assets,tax-exempt and government obligations,
PP&E, intangible assets, loans to shareholders,

real estate loans, land, other investments and assets
accounts payable

short- and long-term notes, bonds, and mortgages
loans from shareholders

common stock plus paid-in capital

property, plant, and equipment, and land

cash, accounts receivable, other current assets

current year minus date of incorporation

reported if less than or equal to 35

log of gross receipts minus log of lagged gross receipts
dummy equal one if firm passes income through to its

shareholders to be taxed as the shareholders’ personal tax rates

Banking Market Variables:

HHI

Total Deposits

Real Personal Income

Employment

sum of squared market shares (deposits) of banks having
branches in the market (MSA)

sum of all commercial bank deposits in the MSA
disposable income in an MSA in constant dollars,
calculated by the U.S. Bureau of Economic Analysis

total number of workers in an MSA
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Table 2.3 Distribution of Firms in SOI Corporate
Tax Return Sample

Panel A - Firms by number of observations

Number of Number of Number of
Years Firms Firm-Years
12 4,087 49,044

11 1,841 20,251

10 1,492 14,920

9 1,497 13,473

8 1,768 14,144

7 1,841 12,887

6 1,840 11,040

35 2,770 13,850

4 3,229 12,916

3 4,030 12,090

2 5,906 11,812
30,301 186,427

Panel B - Firms by year

Year Number of
Firm-Years
1987 9,088
1988 9,637
1989 10,788
1990 12,327
1991 13,449
1992 14,536
1993 19,114
1994 20,221
1995 20,924
1996 19,620
1997 20,050
1998 16,673
186,427
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Table 2.4 Descriptive Statistics for Tax Return Sample (186,427 firm-year observations)

Variable Mean  Standard 25th Median  75th
Deviation Percentile Percentile
Firm Characteristics
Total Assets (Thousands 1993 §) 6,950 26,100 250 1,060 4,170
Sales (Thousands 1993 §) 14,500 63,700 510 2,210 9,100
Gross Profits (Thousands 1993 $) 3,990 15,100 210 730 2,520
Net Income (Thousands 1993 §) 510 3,560 0 20 150
Bank Debt (Thousands 1993 §) 2,180 13,200 0 90 780
Bank Debt/Total Assets 0.264 0.310 0 0.148 0.441
Loans from Owners/Total Assets 0.086 0.215 0 0 0.052
(Loans from Owners+Equity)/Total Assets 0.203 0315 0.013 0.068 0.245
Trade Credit/Total Assets 0.147 0.195 0.002 0.073 0.211
Interest Paid/(Bank Debt+Owner Loans)* 0.088 0.098 0.039 0.076 0.104
Tangible Assets/Total Assets 0.469 0.300 0.210 0.483 0.711
Intangible Asset/Total Assets 0.016 0.079 0 0 0
Liquid Assets/Total Assets 0.416 0.300 0.164 0.374 0.633
Operating Income/Total Assets** 1.92 369.2 0.047 0.154 0.313
Gross Profits/Total Assets 109 1,605 0412 0.754 1.44
Age 16.6 152 5 13 23
Number of Sharcholders 2.98 4.46 1 2 3
S Corporation 0.476 0.499 0 0 1
Bank Deposit HHI 0.182 0.092 0.115 0.164 0.220
1-digit SIC code Census Divisions
Agriculture, forestry, fishing 0.028 New England 0.053
Construction 0.138 Mid-Atlantic 0.183
Manufacturing 0.179 South Atlantic 0.171
Mining 0.009 East South Central 0.041
Retail trade 0.206 East North Central 0.198
Services - 0.226 West South Central 0.094
Transportation 0.044 West North Central 0.067
Wholesale trade 0.170 Mountain 0.049
Pacific 0.144

Percentiles for dollar figures have been rounded to the nearest ten thousand dollars to preserve the

confidentiality of the data.

* Interest paid is only available for all corporations from 1993-1998.

** Operating income is operating net income plus interest, taxes and depreciation.
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Table 2.5 Descriptive Statistics for Tax Return Sample by Firm Age

Firm Age
0-5 6-10 11-20 > 20
Total Assets (Thousands 1993 §) 3210 ' 47780 ** 5930 °* 12,400
(17,600) (21,000) (22,100) (35,700)
Sales (Thousands 1993 §) 5670 "M 10,700 ** 12,700 °* 25,900
(35,800) (61,800) (43,500) (91,000)
Bank Debt (Thousands 1993 $) 1420 '3 1,770 > 1,950 ° 3,300
(9,820) (9,680) (12,100) (17,600)
Bank Debt/Total Assets 0.319 ' 0.285 ** 0247 °? 0.220
(0.358) (0.320) (0.287) (0.253)
Loans from Owners/Total Assets 0.151 "3 0.0925 >? 0.0661 ° 0.0434
(0.299) (0.220) (0.173) (0.128)
(Loans from Owners+Equity)/Total Assets 0.337 ' 0220 ** 0.160 ° 0.117
(0.405) (0.329) (0.264) (0.202)
Trade Credit/Total Assets 0.137 '} 0.155 * 0.150 0.149
(0.223) (0.209) (0.187) (0.164)
Average Interest Rate 0081 ' 0.088 2 0.091 0.090
(0.105) (0.100) (0.100) (0.091)
Operating Income/Total Assets 3.96 0.986 3.62 -0.321
(332) (398) (542) (116)
Gross Profits/Total Asscts 124 11.8 19.2 2.88
(756) (1,694) (2,754) (190)
Manufactuting 0.113 ' 0.138 ** 0167 3 0.271
Retail 0216 0.207 0.205 0.198
Wholesale 0.118 *? 0.151 ** 0174 °* 0.225
Services 0334 %} 0267 ** 0.222 °* 0.111
Northeast 0225 ° 0221 ° 0225 °* 0.263
South 0.344 3 0334 ** 0.306 °* 0.256
Midwest 0230 '2? 0.243 3 0256 ° 0.315
West 0201 ° 0.202 ° 0213 ? 0.167
HHI 0179 * 0.180 * 0.183 0.185
N 47,257 33,135 49,184 55,702

Means and (standard deviations).

1 - mean statistically different from mean for firms aged 6-10 at 5% level, standard errors corrected for clustering
within MSA

2 - mean statistically different from mean for firms aged 11-20 at 5% level, standard errors corrected for clustering
within MSA

3 - mean statistically different from mean for firms older than 20 at 5% level, standard errors corrected for clustering
within MSA
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Chapter 3

Tax Function Convexity,
Risk—Taking, and Organizational

Form Choice

3.1 Introduction

amongst several organizationa] forms, or business entities. Each organizational form hag
different tax and non-tax features, which a rational decision-maker must trade off when
choosing a firm’s optimal organizational form.

Understanding the features of each organizational form and how they may affect a firm’s
rate of return is an on-going task of business owners and managers. This is especially true
for the owners and Mmanagers of young firms since these are the firms which usually have
the broadest choice of organizational form.

While firms may individually optimize their organizational form choices in response to
the legal and tax environments, the total effect of individua] firms’ choices may not be
optimal for the economy as a whole. Understanding the potential economic inefliciencies

that may result from firms’ organizational form choices and the empirical relevance of these

and legal systems.

Much of the research analyzing the potentia] inefficiencies introduced by firms’ organiza-
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tional form choices focuses on the trade-offs between tax and non-tax features of organiza-
tional forms. An inefficiency, or “distortion,” may be introduced when a firm finds it most
profitable to chose one organizational form when it must pay taxes, but would have found
it most profitable to choose another organizational form in the absence of taxes. Part of
this research consists of theoretical attempts to identify the distortionary incentive effects
of business entity law; the other part consists of attempts to empirically identify how large

are these potential distortions in firm behavior.

This chapter focuses on the differences in the tax treatment of losses and the progressive-
ness of tax rates between pass-through entities and non-pass-through entities and examines
how these differences may lead to inefficient choice of organizational form by firms.! The
contribution of this chapter is two-fold. First, contrary to previous research on tax dis-
tortions to organizational form choice, I show that when project choice is endogenous it
is not necessarily inefficient for a firm to choose to be a pass-through entity rather than
a non-pass-through entity in response to differences in after-tax returns between the two
entity types. Second, I provide empirical evidence that is consistent with this theoretical
point by examining the behavior of a sample of S corporations (pass-through entities) and C

corporations (non-pass-through entities) using microlevel U.S5. corporate tax return data.

This remainder of this chapter proceeds in five sections. Section 2 describes the array
of business organizational forms that firms in the United States may take and provides
some historical context for the current set of business entities. Section 3 reviews the
traditional economic thinking and empirical evidence on distortions in organizational form
choice introduced by differences in the tax treatment of pass-through and non-pass-through
entities. Section 4 describes how differences in tax loss offsets between pass-through and
non-pass-through entities and the progressiveness of the corporate tax schedule may in fact
lead to inefficient organizational form choice in a direction contrary to the usual thinking.

Section 5 presents the empirical evidence; section 6 concludes.

1pags-through entities are firms that typcially pay only one layer of tax, at the personal level, on their
incomes. Income is “passed through” to the owners of the firm, who are then liable for taxes owed on the
income.

Non-pass-through entities are firms which pay the corporate tax on their incomes and additional personal
tax on income paid out as dividends or capital gains.
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3.2 The Array of Business Organizational Forms in the U.S.

Currently in the United States, firms may choose one of five organizational forms. These
are sole proprietorship, partnership, C corporation, S corporation, and limited liability

company (LLC).

When deciding which organizational form to choose, a firm must weigh the non-tax and
tax features of each form. The main non-tax features of the five organizational forms are
(1) limited liability; (2) transferability of ownership; and (3) flexibility in allocating profits
and losses to the owners of the firm. Corporations, both S and C, and LLCs provide lim-
ited liability to their owners, unlike sole proprietorships and partnerships.? Corporations
provide much easier transferability of ownership than LLCs, partnerships, or sole propri-
etorships. LLCs and partnerships afford greater flexibility in how a firm’s income may be

allocated amongst its owners than S or C corporations.

‘The main tax features of the five organizational forms are (1) whether income is passed
through to the firm’s owners or taxed at the entity level; (2) deductibility of employee
fringe benefits for owners; (3) treatment of capital gains; and (4) treatment of accumulated
earnings and losses from when the firm had a different organizational form. S corporations,
LLCs, partnerships, and sole proprietorships are pass-through entities. Owners include
their share of a firm’s income on their tax returns and pay their individual tax rates on
the income. C corporations are non-pass-through entities and pay a “double tax,” both
corporate and personal, on their profits. Pass-through entities pass both gains and losses
through to their owners, so owners may offset their other income with the losses from the
pass-through entity. A non-pass-through entity can offset past income with losses. If it
does not have enough past income to offset current losses, it may carry forward the losses

and use them to offset any future income that it earns.

Table 3.1 summarizes the tax and non-tax features of the five business organizational

forms, which are described in further detail below.

*Talk about how corporate veil is often pierced and how this may not be such a big distinction anymore.
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Table 3.1 Summary of Current U.S. Business Organizational Forms

Entity Pass-through? | Non-tax features Other tax features
Sole Proprietorship | Yes Only one owner; unlimited liability | Employee fringe benefits not
deductible
Partnership Yes Managing partners have unlimited Employee fringe benefits
liability; limited partners have deductible, except for partners

limited liability; harder to sell
ownership stake than in corpora-
tion; may split gains and losses

in any way amongst partner

C Corporation No Owners have limited liability; Employee fringe benefits
easy to transfer ownership; deductible for all employees;
continuity of life PSCs not eligible for graduated

tax schedule; no favorable

treatment of capital gains

S Corporation Yes Same as C corporation with Employee fringe benefits not
restrictions; fewer than 75 deductible for ; 2% owners;
shareholders; one class Cannot pass through losses or

of stock, no corporate or

foreign shareholders, no DISCs gains from C corp years
Limited Liability Possible Like partnership, but all Employee fringe benefits,
Company members have limited liability; deductible, except for LLC
may choose to be taxed members

as corporation or partnership

3.2.1 Non-Tax Features

A sole proprietorship may have only one owner and is essentially indistinct from its owner.
A sole proprietorship does not need any official documentation to exist; the owner may just
simply run the firm. The sole proprietorship ceases to exist when the owner dies or simply
no longer carries out the firm’s activities. A sole proprietor is personally liable for the
debts and obligations of the firm.

A partnership must have two or more owners, or partners. Partners can be general or
limited partners. Limited partners are not personally liable for the firm’s obligations and
may not be engaged in the active management of the firm; general partners are personally
liable for the firm’s obligations and are engaged in the management of the firm. A part-
nership agreement determines the partners’ shares in the firm and how income will be split
amongst the partners, as well as other details. If a formal partnership agreement is not
drafted it is then often assumed that all partners are general partners and that each has an

equal share of the partnership.
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Unlike sole proprietors and partners, the owners of both C and S corporations have
limited liability. In addition, the owners of a corporation are distinct from the corpora-
tion. A corporation is its own legal entity and has an indefinite lifespan. The owners of
corporations have shares of stock which they may sell; however, the corporation remains its
own entity regardless of who owns its stock and how many owners it has. This stands in
contrast to a partnership or LLC which must redraft its partnership agreement whenever a
partner departs or joins the firm. Because corporations are distinct entities with indefinite
lifespans, the transferring of ownership of corporations from one person or entity to another
is easier than for partnerships or LLCs.

A C corporation is the traditional type of corporation. Tts stock can be publicly traded,
and it can have any type of legal entity as a shareholder. S corporations, so named after
the section of the Internal Revenue Code which establishes their legality, can be thought
of a subset of C corporations. All S corporations could become C corporations, but the
reverse 1s not necessarily true. S corporations must have fewer than 75 shareholders, have
no corporate or foreign shareholders, have only one class of stock, and may not be Domestic
International Sales Corporations {DISCs).

An LLC is like a partnership except that all of the “partners,” called members, have
limited liability. An LLC can choose to be taxed as either a corporation or a partnership.
LLCs are viewed by many business advisors as combining the flexibility and potential tax
advantages of the partnership organizational form with the limited liability of a corpora-

tion.

3.2.2 Tax Features

Sole proprietorships, partnerships, and S corporations are all pass-through entities. That
is, the income of these firms is passed through to their owners, according to ownership share
or the partnership agreement, and is reported on the owners’ tax returns and taxed at the
individual level. The income of a C corporation, a non-pass-through entity, is instead
taxed at the corporate level and then again at the individual level if the income is paid out
to the shareholders as dividends or as capital gains. Hence, C corporations face what is

typically known as the corporate “double tax.” LLCs may choose to be taxed as pass-

Domestic International Sales Corporations is a type of corporation designed to yield benefits to U.S.
exporting businesses.
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through or non-pass-through entities. That is, LLCs may choose whether they will abide
by partnership tax laws or by C corporation tax laws.

Although it may seem that a firm will always have a lower tax burden if it chooses
to be a pass-through entity rather than a C corporation, this is not always the case. A
firm organized as a C corporation may have a lower tax burden than if it organized as a
pass-through entity if its retained income falls within the graduated area of the corporate
tax schedule and this income is reinvested in the firms and, hence, paid out to owners in
future capital gains.*° Like individual federal tax schedules, corporate tax schedules are
graduated. Currently, C corporations pay 15% on the first $50,000 of taxable income, 25%
on the next $25,000, and 34% on the next $25,000. Between $100,000 and $18,333,333 of
taxable income, the corporate marginal tax rate fluctuates between 34% and 39%. The
corporate marginal tax rate is 35% on taxable income above $18,333,333. Appendix A lists
the federal corporate and personal tax schedules from 1984 to the present.

A firm may choose to organize as a C corporation and pay out earnings as wages or
interest to owners and leave $100,000 or less of the earnings within the firm for reinvestment.
This strategy will be discussed in further detail in Section 4. This strategy will not work,
however, for Personal Service Corporations (PSCs), whose incomes are taxed at a flat
35% rate. PSCs are corporations engaged primarily in the health, law, engineering, and
business services industries and whose stock is substantially owned by the employees of the
corporation.®

Another tax issue firms must consider when choosing an organizational form is the de-
ductibility of contributions to employee fringe benefit programs, such as health insurance
and pension plans. Contributions to employee benefit programs made for non-owner em-
ployees are tax deductible for all entity types. However, only C corporations may deduct
contributions made for employees who are also owners of the firm.

Yet another tax issue is the treatment of capital gains of the firm. In pass-through
entities, capital gains and losses are passed through to the owners just like ordinary income

and are therefore taxed at the lower capital gains tax rate. In C corporations, capital

4This thought experiment assumes that the level of pre-tax income will not change if the firm is organized
as a pass-through or non-pass-through entity. This may not be the case, as will be discussed in a later
section, if the “transactions costs” of one organizational form are higher than another

5Deferring capital gains lowers the effective capital gains tax rate that an investor pays through the ability
of the investor to earn interest on the deferred taxes.

8PSCs were subject to a flat 35% corporate tax rate in 1987 because Congresss feared that they were
being used to shelter the income of the corporations’ owners.
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gains are taxed at the same rate as ordinary income. Finally, if a firm plans to switch
organizational forms, it must be concerned with the tax implications of doing so. If a firm
switches from being a C corporation to being an S corporation, the losses or gains that the
firm carries with it from when it was a C corporation are still treated as corporate earnings.
These gains must still face the double tax; and the losses can only be used to offset income
earned when the firm is a C corporation. This feature may dampen a firm’s incentives to
switch to being an S corporation in order to pass through losses accrued while the firm was
a C corporation, and underscores the importance of choosing the best organizational form

from the beginning of a firm’s life.

3.2.3 A Brief History of U.S. Business Entity Law

Until 1958, the only business entities in the United States were sole proprietorships, part-
nerships, and C corporations. Then Congress introduced Subchapter S to the Internal
Revenue Code, which created the S corporation. The purpose of Subchapter S, in the
words of Congress, was to afford small businesses “the advantages of the corporate form
of organization without being made subject to the possible tax disadvantages of the cor-
poration.”” The aim of Subchapter S was to have these special corporations be taxed as
partnerships; however, the tax rules embodied in the legislation bore little resemblance to
partnership tax laws.

It was not until 1982 that Congress amended Subchapter S to make the tax treatment
of S corporations more like that of partnerships. After these changes were made, the S
corporation became a more popular organizational form. After the passage of the Tax
Reform Act of 1986, which lowered the top individual tax rate below the top corporate
tax rate, the number of $ corporations relative to C corporations has grown steadily. In
1999, according to the IRS Statistics of Income division (SOI), S corporations accounted for
55.2 percent of all corporations filing tax returns, accounting for 2,725,775 returns in total.
216.5 thousand of these S corporations were newly incorporated business. The number of
S corporations in the United States is expected to grow between 4 and 5 percent annually
in the coming years; in contrast, the number of C corporations is expected to grow between
2 and 3 percent annually. This growth in S corporations relative to C corporations will

in part be fueled by 1996 legislation which relaxed eligibility restrictions for S corporation

7See Chapter 12 of Pratt and Karlsrud (2000).
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status. Starting in 1997, S corporations could have 75 shareholders, instead of 35, and
the set of eligible sharcholders was broadened to include certain trusts and employee stock
ownership plans.

Although the number of S and C corporations is growing, the vast majority of firms in
the United States are still either partnerships or sole proprietorships. In 1999, according
to SOI, there were 1,936,919 partnerships and about 17,575,600 sole proprietorships in the
United States. However, the number of S corporations is growing more quickly than the
number of partnerships.?

In 1997 Congress formally introduced the LLC organizational form in its current state.?
Despite widespread opinion that this organizational form would replace the S and C corpo-
ration for small firms because of the perceived flexibility in choosing tax regime and limited
liability, this has not yet occurred.’?  Although the number of LLCs is increasing, it is
increasing at a rate about one half to a third of the rate of new incorporations according
to the International Association of Corporation Administrators. Time will tell whether
the new LLC organizational form will eventually grow more rapidly than corporations as
perhaps it becomes more familiar to lawyers and business advisors.

This section has described the different tax and non-tax features of the five business
organizational forms in the U.S. and has shown that pass-through organizational forms have
been growing relative to C corporations in the United States. The following sections discuss
models of how firms may trade off these features when choosing an optimal organizational

form.

3.3 The Gravelle-Kotlikoff Model of Tax Distortions to Or-

ganizational Form Choice

Gravelle and Kotlikoff (1989) extended the Harberger corporate tax incidence model to allow
for both corporate and non-corporate production of the same good. Here, “non-corporate”
refers to all pass-through entities, even S corporations which are in fact corporations, but

not subject to the corporate tax. In previous analyses of the incidence of the corporate

8Tn the late 1990s, the number of partnerships in the United States was actually declining.
9Trom 1988 to 1997, the LLC existed in certain states, but the rules governing its tax status were more

complicated.
10F,r an examination of the causes behind the enduring popularity of S and C corporation status for small
firms see Lee (2000).
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tax, such as Harberger (1966) and Shoven (1976), it was assumed that certain sectors
were inherently non-corporate and others corporate. For example, machine manufacturers
might be inherently corporate because of limited liability and law firms might be inherently
non-corporate because of the benefits of allocating income in different shares to different
partners. Taxing the capital in the corporate sector lead to a distortion in the allocation
of capital across the corporate and non-corporate sectors, creating a DWL as capital that
should have been employed in the corporate sector was used in the non-corporate sector.
In the Gravelle-Kotlikoff model the corporate tax leads to even bigger distortions to the
allocation of capital since both corporate and non-corporate capital can produce the same

goods.

The Gravelle-Kotlikoff model is a general equilibrium model in which capital, labor,
and managerial labor are allocated across corporate and non-corporate production of two
goods. Whether a firm is corporate or non-corporate is determined by the type of manager
it has. All managers have the ability to manage corporate or non-corporate firms; however,
some are more “talented,” or productive as managers of non-corporate entities. In the first
best equilibrium, managers who are more productive as non-corporate managers create
non-corporate firms, and managers who are more productive as corporate managers create

corporate firms.

Then a tax system is introduced in which corporations’ incomes are taxed at rate 7°,
the corporate tax rate, and then at rate 7¢, the personal rate on corporate income. Non-
corporate firms’ incomes are taxed at rate 7P, the tax rate on personal income. Note that
7¢ < 7P, since the personal tax rate on corporate income will be a combination of the
personal tax rate on ordinary income, 77, and the personal tax rate on capital gains, which

is lower than 7P.

If firm i with organizational form F has rate of return r¥, then in the first-best, or

non-distortionary, equilibrium, all firms for whom the rate of return when non-corporate,
cc

75235 i5 less than the rate of return when the firm is corporate, ;" “"P choose to be to be
corporations. In the Gravelle-Kotlikoff model, a distortion from the tax system occurs

when conditions (1) and (2) are met.

pPuss < GO0 (3.)

IA

(1= 7P)rfess > (1— 7)1 — 7o), CCoP (3.2)
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That is, a distortion occurs when a firm would find it more profitable to be a C corpo-
ration in a no-tax world, finds it more profitable after taxes to organize as a pass-through
entity. The DWL from this distortion can be approximated by equation (3.3), the difference

between the rates of return between the two entity types.

DWL; ~ (riCCorp o ,riPaSS)K (33)

The total DWL in the economy would be the sum of pretax rate of return differences
multiplied by the firms’ capital stocks for all firms which switched from being C corporations

to being pass-through entities.

Tt is clear that the Gravelle and Kotlikoff model ignores two very important features
of the U.S. tax code - tax loss offsets and the graduated C corporation tax schedule. In
other words, the Gravelle-Kotlikoff model has a linear tax system with perfect loss offsets,
when in fact the tax system in the U.S. is highly non-linear. In some empirical work meant
to estimate the elasticity of substitution of capital between corporate and non-corporate
production of the same good - a key parameter in the Gravelle-Kotlikoff model - losses
are incorporated into the Gravelle-Kotlikoff model by assuming that if a firm has a loss it
will prefer to be a C corporation rather than a pass-through entity since the tax loss offset
in the Gravelle-Kotlikoff model for a C corporation, (1 — 7¢){1 — 7¢), is bigger than for a
pass-through entity, (1 — 77). However, as discussed in the previous section, pass-through
entities typically have more generous loss offset provisions than C corporations, especially

for young firms.

Because the Gravelle-Kotlikoff model ignores the nonlinearity of U.S. tax system, they
derive the result that whenever a firm switches to being a pass-through entity from being
a C corporation in response to taxes, that this switch is inefficient. Subsequent empirical
work has assumed that a switch from being a C corporation to being a pass-through entity
is inefficient and sets out the estimate the propensity of firms to switch organizational
form. This is essentially an exercise which estimates a parameter of the Gravelle-Kotlikoff
model, but does not test the validity of the Gravelle-Kotlikoff model. This empirical work
is briefly reviewed below. I then present an alternative model which incorporates tax
nonlinearity, uncertainty, and project choice and which is also consistent with the prior

empirical evidence.
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3.3.1 Empirical Evidence on the Gravelle-Kotlikoff Model

Most of the empirical work on tax distortions to organizational form choice has focused on
estimating the impact of the “tax-wedge” between the top statutory personal and corporate
tax rates on the share of non-corporate production in various sectors. Empirical work
such as Gordon and Mackie-Mason (1997) and Goolsbee (1998) has tried to estimate the
elasticity of substitution between the corporate and noncorporate sectors in response to time
serles variation in the relative personal and corporate statutory tax rates. More recently,
Goolsbee (2002) uses variation across states in the tax wedge between the top corporate
and personal tax rates to estimate the elasticity of substitution of capital between corporate
and non-corporate production of goods. These studies find that there is more production
of goods in non-corporate entities when the difference between the top corporate tax rate
and top personal tax rate increases. These studies use the estimated elasticity, which they
find to be statistically significant but not economically very large, to calculate the DWL of

the corporate tax based on the Gravelle-Kotlikoff model.

Gordon and Mackie-Mason (1994) estimate the cost of switching organizational form
using a CAPM with taxes framework and U.S. data aggregated at the 1-digit SIC code
level. Their ultimate estimate is made given many assumptions, many of which we may
not accept, such as that all firms in the manufacturing industry no matter how large or
small face the same cost of changing organizational form as well as linearity of the tax

system. The authors find the costs of switching organizational form to be quite large.

Other studies do not offer DWL calculations, but just investigate whether taxes seem
to matter in firms’ organizational form choices. These studies also use the top statutory
tax wedge between corporations and individuals as the measure of the tax influence on
organizational form choice. Plesko (1994) and Carroll and Joulfian (1997) find that the
firms are more likely to organize as S corporations when the difference between the top

corporate tax rate and the top personal tax rate increases.

These empirical studies show that organizational form choice is influenced by taxes.
However, the welfare implications drawn by Goolshee and Gordon and MacKie-Mason may
be incorrect. Firms may in fact be likelier to choose to be pass-through entities when
the top personal tax rate falls relative to the top corporate tax rate, but such behavior

may be consistent with models of organizational form choice other than the one proposed
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by Gravelle and Kotlikoff. In fact, Carroll and Joulfian find that the sales growth of
firms which switch to being S corporations from C corporation is higher than for firms
which remain C corporations. This piece of evidence seems inconsistent with the Gravelle-
Kotlikoff model in which a firm should perform more poorly after switching to being a

pass-through entity since it is paying less in taxes.

3.4 Organizational Form Choice with Tax Progressiveness,

Imperfect Tax Loss Offsets and Endogenous Project Choice

In the Gravelle-Kotlikoff model, firm ¢ had a single rate of return associated with organiza-
tional form F, rf. Now suppose that instead of a single rate of return, there is a project
choice set for firm 7 associated with organizational form F, Qf . Each project in " has
its own risky rate of return. If the firm organizes as a C corporation it can choose to im-
plement a portfolio of projects chosen from QZCCOTP . If the firm organizes as a pass-through
entity it may choose a portfolio of projects from Qf @55 Tn a no-tax world, a risk neutral
firm would choose the project portfolio with the highest expected return. Let Ficcow be

Qiccorp with the highest expected

the expected return of the project portfolio chosen from
return, and 7% the expected return on the project portfolio chosen from QFess with the
highest expected return.

In this setup, a firm has two decisions to make. First, it must decide, conditional on
being a particular organizational form, which portfolio of projects to implement. Second,
it must decide which organizational form to take. The optimal decision for an individual

»CCorp

firm in the absence of taxes would be to compare 7, and 7% and to choose the

organizational form for which the expected return of the best project portfolio is higher.

=C

For instance, if 7°C7P > 7F5 then the firm would choose to be a C corporation and

implement the project(s) in QC°P which yield 77 .

Taxes can distort both a firm’s project choice and organizational form choice. If we
introduced the same corporate tax system as Gravelle and Kotlilkoff, i.e. a linear tax system
with perfect loss offsets, then there would be no distortion to project choice. Further if
we also assume that (1 — 7°)(1 — 7¢) < (1 — 7P), i.e. that the tax rate on corporate

income is always higher than the tax rate on non-corporate income, then all distortions

to organizational form choice will occur when C corporations switch to being pass-through
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entities as in the Gravelle-Kotlikoff model.

Introducing a progressive corporate tax system with imperfect loss offsets, such as the
one in the U.S., will lead to distortions both in firms’ project choices and in their organi-
zational form choices. progressiveness and imperfect tax loss offsets make the tax function
a firm faces convex and may distort the portfolio of projects chosen.!! The differences in
convexity of the tax functions that a firm will face when organized as different entities, as
well as the difference between the top corporate and personal tax rates, may distort a firm’s
organizational form choice.

In particular, a more convex tax function may distort a firm’s project choice by reducing
its desire to take on risk. The more convex a firm’s tax function the more taxes are taken
from the firm as the firm’s income increases and the firm gets fewer subsidies as its losses
become larger. Given a convex tax function, a firm may find it more profitable after taxes
to choose a project which is less risky, e.g. has a lower variance, even though the riskier
project might have a higher pre-tax return.'> One organizational form may have a less
convex function associated with it, but with higher overall level of tax rates, while another
organizational form may have a more convex tax function, but with lower tax rates in
certain regions. These difference across entities in tax functions may distort organizational
form choice as well as project choice.

Let 77977 be the expected pre-tax return on the project(s) in QF“°® with the highest
expected after-tax return, E[(1 — 7¢)(1 — 7¢)rCC“"P). Similarly, let 71238 be the expected
pre-tax return on the set of projects in yielding the highest expected after-tax return,
E[(1 — 7P)rPess]. A firm’s project choice is distorted when it is organized as form F if
> FiF . In other words, the firm’s project choice is distorted if the firm chooses a set of
projects which yields a higher expected after-tax return but a lower expected pre-tax return
than the first-best set of projects.

Firm i will choose to be a C corporation if E[(1-7)(1—7¢)r" “°"?] > E[(1—77)rFas5] and

)

will choose to be a pass-through entity if E[(1—7°)(1—7¢)rCCoPTa2] < E[(1—7P)pSCorpTaz)
There is a distortion in the firm’s organizational form choice if it chooses to be a pass-through
entity but 7°°°P > 7Fass or if it chooses to be a C corporation but 7Fess > FECerP,

Now, instead of just one type of distortion, i.e. firms choosing to be pass-through

A tax function is the amount of tax a firm owes as a function of its taxable income.
“There is a substantial economics and finance literature on the effects of tax function convexity on risk
taking. See for example Domar and Musgrave (1944) and Sandmo (1985).
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entities instead of C corporations, as in the Gravelle-Kotlikoff model, there are two types of
distortion that can occur. Firms may distort both their project choice and organizational
form choice. Also, it is no longer the case that organizational form distortions only occur
when firms choose to be pass-through entities rather than C corporations. A distortion
can occur when a firm chooses to be a C corporation instead of a pass-through entity to
take advantage of the lower corporate tax rates at lower levels of corporate income.
Taking account of tax progressiveness and imperfect tax loss offsets, organizational form
choice distortion can occur both when firms choose to be C corporations over pass-through
entities and when firms choose to be pass-through entities over C corporations. I will focus
on the distortion when a firm chooses to be a C corporation rather than a pass-through
entity because this is a possibility that has been ignored in the literature and because this
is the most relevant distortion for young firms, the firms most likely to have a real choice
of organizational form. Following is a numerical example in which a firm chooses to be a
C corporation instead of a pass-through entity and chooses a project with a lower expected

pre-tax return than it would have if it were forced to be a pass-through entity.

3.4.1 Numerical Example in which Firm Inefficiently Chooses to be a C

Corporation

Consider a firm which has a project choice set §; = Qiccmp = QP25 which consists of two
projects. The projects a firm has available to it do not change whether the firm is a C
corporation or another entity. This assumption is a plausible one if the firm is young and
is choosing between being a C corporation or an S corporation. The advantages of a C
corporation over an S corporation, such as having more than 75 shareholders and corporate
shareholders, are not so important for a young firm with a few owners, especially since it is
virtually costless for an S corporation to switch to being a C corporation when its need for
more shareholders becomes apparent.

Project 1 has income of $100,000 with probability é and income of -$50,000 with prob-
ability % Project 2 has income of $50,000 with probability % and income of -$10,000 with
probability % Each project requires an initial outlay of $250,000. So the expected pre-tax
rate of return on Project 1 is % [40% — 20%] = 10%, and the expected pre-tax rate of return
on Project 2 is 1 [20% — 4%] = 8%.

In the absence of taxes, a risk neutral firm will choose to implement Project 1 since
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it has the higher expected pre-tax return. The firm is indifferent between being a C or S
corporation. Now introduce a tax system similar to the one in the United States. Assume
for simplicity there is one sharcholder of the corporation and that she is in the 36% tax
bracket due to other income she receives. Assume also that this is the firm’s first year of
operation so that the firm has no earnings in the past three years. For now, I will also

ignore the effect of state-level taxes. For simplicity also assume that 7° = 0.

If the firm organizes as an S corporation it will face a linear tax function. If the firm
earns $100,000, $36,000 will be paid in taxes. If the firm earns -$50,000, the shareholder
will owe $18,000 less in taxes since she can offset the $50,000 loss against her other income.
The expected after-tax return on Project 1, conditional on the firm being an S corporation,
is therefore (1—0.36)-10% = 6.4%. The expected after-tax return on Project 2, conditional
on the firm being an S corporation, is (1 - 0.36) - 8% = 5.92%. If the firm organizes as an
S corporation it will choose Project 1, the project with the highest expected pre-tax return
since 6.4% > 5.92%.

If the firm organizes as a C corporation it will face a non-linear tax function. The
corporate income tax schedule taxes corporate income up to $50,000 at a rate of 15%.
Income between $50,000 and $75,000 is taxed at a rate of 28%; income between $75,000
and $100,000 is taxed at 34%. The average tax rate on $100,000 is therefore 23%. The
average tax rate on the $50,000 loss is 0% in the current period since there is no income
in the past three years against which to offset the loss. However, if the firm expects to
earn positive income in the next 15 years it can use the current period’s loss to offset this
income,

The expected after-tax return of Project 1 if the firm organizes as a C corporation is
(3 (1-0.23)-40%) + (3 —20%) = 5.4%. The expected after-tax return of Project 2 if the
firm organizes as a C corporation is (1 - (1 — 0.15) - 20%) + (3 - —4%) = 6.5%. If the firm
ignores future benefits from tax loss carryforwards it would choose to implement Project
2 since 6.5% j, 5.4%. Further since 6.5% ; 6.4%, the firm will choose to organize as a C
corporation and choose to implement Project 2. So, there is a DWL of 0.1% as a result of
the firm choosing to be a C corporation instead of an S corporation.

So far we have ignored the ability of the C corporation to carryforward any losses in
the first period to future periods. Further if the C corporation had positive income in the

past three years greater than $50,000, it would have had an immediate offset of its loss
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from Project 1; however, we have assumed that the firm begins in the current period. To
consider the effect of future tax loss carryforwards on future earnings the firm must have
an expectation of what its future earnings will be. Let's assume that the firm whether
it is an S or C corporation expects to earn $10,000 for each of the next three years on its
$250,000 in assets. In choosing whether to implement Project 1 or Project 2 the firm will
calculate the expected present discounted value stream of after-tax returns over the next
four years. The firm will choose the course of action that yields the highest expected PDV
of after-tax returns. The PDV sum of after-tax expected returns if the firm is organized

as a C corporation are (assuming a discount rate of 0.06):

Projectl : =(1—0.23 -2 5(1-0.1 o4
roject 5 (1—0.23)40% — 520% + {2( 015)4% + 5 %} {1.06 T Toe " 1.063}

= 15.29%
1 1 1(1-0.15)4% + 24% 1 1
Project? : ~(1—0.15)20% — =4% - 2 2 {_ __}
roject 2( 0.15)20% 5 % -+ 706 + 4% 106 + 068
= 15.87%

The PDV expected after-tax return on Project 1 is 13.24% and on Project 2 is 11.96%.

The firm will choose to be a C corporation and implement Project 2.

Now imagine a tax rate change such that income from both individuals and corporations
is taxed at 28%. Project 1 has a PDV after-tax return of 14.82% and Project 2 a PDV
after-tax return of 13.42% if the firm is organized as a C corporation. Project 1 has a
PDV after-tax return of 14.890% and Project 2 13.46%. The firm now finds it better to
organize as an S corporation and undertake Project 1 after the tax change. This example
illustrates how a change in the relative corporate and personal tax rates could cause a firm

to reorganize as an S corporation and actually decrease the DWL of the corporate taz.

This example is stylized and I could have made another assumption about the firm’s
expectations about future earnings which would have altered the outcome of the tax change.
For example, if I assumed that if the firm chose Project 1 it had income which was an iid
draw from the same distribution as Project 1 for the next 3 years and that if it chose Project
2 it had income which was an iid draw from the same distribution as Project 2, I would
have found that with 77 = 0.36 and 7¢ = 0.23,0.15, the firm chose to be a C corporation
and undertook Project 1. Given the tax change which set 77 = 7¢ = 0.28, the firm would

have chosen to be an S corporation and implemented Project 1. In this case, the firm
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reorganizing as an S corporation has no efficiency consequences.

This numerical example serves to illustrate that observing firms reorganizing as S corpo-
rations or choosing to be S corporation from the beginning of their lives does not necessarily
imply a deadweight loss resulting from their choice. In fact, because the corporate tax code
is graduated and has imperfect loss offsets, it is possible that by switching to S status in
response to a change in the relative personal and corporate tax rates, deadweight loss may

actually decrease.

This section has shown that it may be the case that organizational form changes by
corporations to pass-through entities in response to taxes may not be inefficient. Con-
sidering a progressive tax system with imperfect loss offsets, it is clear that distortions to
project choice and organizational form choice can occur in a variety of ways - both when
C corporations switch to pass-through entities and when pass-through entities switch to C

corporations.

However, the distortion when a firm chooses to be a C corporation instead of a pass-
through entity, such as an S corporation, seems to be the most relevant. This is because
young, smaller firms are firms for whom entity choice is most relevant since these firms can
easily switch from being C corporations, to S corporations, to partnerships as they typically
meet the legal requirements for all entity types. The corporate tax functions of these firms
are also likely to be more convex than their non-corporate tax functions. This is because
young firms do not have much past positive income against which to offset losses and are also
likely to have small enough amounts of income to fall in the graduated area of the corporate
tax schedule. Tt is also likely that the owners of these firms have enough personal income
against which to offset losses of the firm and also to be above the graduated region of the
personal tax schedule. Thus, young small firms are likely to have linear tax functions at
the higher personal tax rates when organized as pass-through entities and highly non-linear
tax functions when organized as C corporations. Thus, it would seem that these firms are
more likely to inefficiently choose to be C corporations than to inefficiently choose to be

non-pass-through entities.

83



3.5 Empirical Evidence from S and C Corporations

If firms choose to be C corporations instead of pass-through entities, such as S corporations,
because of the graduated portion of the corporate tax code and not because the C corpo-
ration organizational form provides significant non-tax advantages, such as greater growth
opportunities, then we should observe that the taxable incomes of these firms fall within
the graduated area of the tax schedule or not far above it. ~We should also observe that
S corporations’ taxable incomes fall more often above the graduated area of the corporate
tax schedule and that S corporations have greater losses than observationally equivalent C
corporations. We should also observe that S corporations have on average higher taxable
incomes than observationally equivalent C corporations and more volatile taxable incomes.

If we observe these facts, it does not necessarily follow that the C corporations’ behavior
is being distorted by the tax system; it may be the case that the C corporations have only one
type of project and that the optimal organizational form for this project is a C corporation
because it offers the lowest tax burden. Matching S and C corporations on observables does
not control for the unobservable differences which may affect the investment opportunities
of the firms and, hence, their organizational form choices. But observing the above facts
does cast doubt on the assertions that C corporations would perform worse if they switched
to being S corporations.

Finally, I can observe firms which switch from being C corporations to being S corpora-
tions and vice versa and can observe what happens to the size and volatility of their taxable

incomes after the switch.

3.5.1 Data

The data I use are the micro-level corporate tax files maintained by the Statistics of In-
come Division (SOT) of the Internal Revenue Service. This dataset contains basic income
statement and balance sheet information for annual stratified random samples of the set of
corporations, both S and C, which file tax returns in the United States. Larger corporations,
measured by assets-sales categories are oversampled. It is possible to form an unbalanced
panel from the annual cross-sections because of a bias towards repeat sampling of firms.
Once a firm has been sampled it is sampled again unless it dies, is merged, or in some other

way changes its entity or if it falls into a lower sales-asset size category. I have data from
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1988 to 1998.

I form an unbalanced panel of non-financial S corporations and C corporations eligible
to become S corporations or which could easily become eligible. I keep only C corporations
which have fewer than 35 shareholders, 75 in 1997 and 1998, have no parent corporation,
are not part of a controlled group, and do not have a foreign owner. I want to compare
the behavior of C corporations for which the costs or reorganization are not too large to
the behavior of S corporations; for example, publicly traded C corporations cannot viably
reorganize as S corporations, nor can subsidiaries of larger Corporations. These costs
of reorganization stand in contrast to the costs of being an S corporation instead of a C
corporation.

The sample contains 354,114 firm-years. 182,401 of the firm-years are S corporation-
years; 171,173 are C corporation-years. 101,401 corporations comprise the 354,114 firm-
years. 48,854 of these corporations are S corporations; 47,396 are C corporations. 5,151
of these corporations change organizational form during the sample period. 3,801 of these
are C corporations changing to S corporations, and 1,125 are S corporations which switch

to C corporations. 225 of these change form more than once.

3.5.2 Findings

Table 3.2 reports summary statistics for the corporate tax return sample. The S corpo-
rations are larger than the C corporations in both total assets and sales. Average total
assets for the sample of C corporations are $5 million versus $9.5 million for the sample of
S corporations. Average sales for the sample of C corporation is $ 9 million versus $20
millions for the sample of S corporations. Although the S corporations are on average
larger than the C corporations, the firms in both samples are around the same age and
spread similarly across industry groups.

Table 3.2 suggests that matching S and C corporations on observables such as age,
number of shareholders, and industry, all else equal S corporation are larger in both sales
and assets. This fact is consistent with the story in which C corporations take on less risky
projects which have smaller losses and smaller potential upside, but which are expected to
payoff in the graduated area of the corporate tax schedule.

Figures 3.1 and 3.2 depict in graphical form what will be seen in the following regression

analysis. Figure 3.1 plots a histogram of net income for the subsample of S corporations.
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Figure 3.2 plots a histogram of net income for the subsample of C corporations. While
both subsamples have a large fraction of observations with net income very close to zero,
the subsample of S corporations has a slightly flatter distribution of net income, with larger

tails to the left and right of zero.

The first set of regressions test whether, all else equal, C corporations are more or less
likely than S corporations to have net income which falls in the graduated area of the
corporate tax schedule. Looking at the corporate tax schedules in Appendix A, over the
period 1988 to 1998, corporate net income up to $75,000 was taxed at a lower rate than net
income above $75,000. I create a dummy variable which is equal to one if a firm has net

income greater than $75,000 and run linear probability models of the following form.

I(NI > 75, OUO)it = g + Oclc'COT‘pit + O.’2X1‘t + a3Z¢ + agYi + e (3.4)

The letter 4 indexes the firm, and t indexes the year. Equation (3.4) includes a dummy
CCorp which is equal to one if the firm is organized as a C corporation. The matrix X
includes firm-level controls such as age, log of total assets, and number of shareholders.
The matrix Z includes industry dummies, and the matrix Y includes year dummies and a

time trend.

The first column of Table 3.3 reports OLS estimates for equation (3.4). Standard errors
are corrected for clustering at the firm level. The estimated coefficient on the C corporation
dummy is -0.154 and is significant at the 1% level. This means that, all else equal, a C
corporation is 15 percentage points less likely to have net income above $75,000 than an S

corporation.

Columns 2 through 5 of Table 3.3 run regressions similar to equation (3.4) but with
different dependent variables. In column 2 the dependent variable is a dummy which is
equal to one if the firm has a loss, i.e. net income is less than zero. In the full sample,
1988 to 1998, C corporations are about 2 percentage points more likely to have a loss than
observationally equivalent S corporations. However, when net income is the dependent
variable as in column 3, conditional on having a loss, C corporations have smaller losses
than observationally equivalent S corporations. A C corporation has on average a loss

which is $89,000 smaller than an observationally equivalent S corporation.

In column 4, net income is also the dependent variable, but here the regression is run
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for both loss and gain firms. Now, a C corporation has $619,000 less in net income than an
observationally equivalent § corporation. A C corporation has on average $2.5 million less in
total income and $9 million less in sales than an observationally equivalent S corporation.!3

Table 3.4 runs these five regressions on the annual subsamples of the total sample, and
Table 3.5 runs the regressions on industry subsamples of the total sample. The results are
broadly similar across these different subsamples. The findings for the coefficients on the
C corporation dummy get stronger over time and are slightly strongest for the wholesale
trade and services industries. However, the results are qualitatively similar in all of the
subsamples.

The results in Tables 3.3, 3.4, and 3.5 reveal that C corporations are more likely to have
net income in the graduated area of the corporate tax schedule and have both smaller losses
and gains than observationally equivalent S corporations, though S and C corporations are
just as likely to have losses, at least in the earlier part of the sample.

We have seen that C corporations have on average lower sales than S corporations, which
may explain why some C corporations also have lower net income than S corporations. But
it is also possible that some C corporations have lower net income because they shift their
income out of the firm in the form of tax deductions, such as wages and interest paid to the
owners of the corporations. Such “income shifting” would achieve lower net incomes for
the C corporations without there being any real difference between the projects undertaken
by S and C corporations.

Table 3.6 reports estimates from the following regression.

Deduction;
=P - o+ B1CCorpi + PoXn + faZi + BaYi + e (35)

Sales;;

"This regression tests whether C corporations deduct more items from their sales than
S corporations in an attempt to shift income into the personal tax base without paying
corporate tax on the income. There is some evidence that this occurs, however, not enough
to lower net income to the levels observed in Table 3.3. In particular, officer compensation
seems to be the deduction item that C corporations use to shift corporate income into the
personal tax base without incurring the double taxation of the income.

Finally, I analyze the variability of C corporations’ net income and sales. While the

"3Total income is gross profits (sales minus cost of goods sold) plus any other rental or non-operating
income.
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cross-sectional evidence suggests that C corporations’ incomes are less volatile than S corpo-
rations’ incomes, I test this more directly by computing the standard deviation of individual
corporations’ incomes and regressing these on the control variables used in equations (3.4)

and (3.5).

StdDev(Income); = Yo + 11CCorp; + 2 Xy + v3Zi + 1Yt + €ut (3.6)

The control variables which vary over time, such as age and log of assets, in equation
(3.6) are taken from the first observation of the firm, and standard deviations of income
are computed only for firms with 4 or more years of data. The results in Table 3.7
indicate that C corporations have more volatile net income and sales than observationally
equivalent S corporations. A C corporation has a standard deviation of net income which
is around $1,000 dollars less than an observationally equivalent S corporation. Table 3.8
estimates equation (3.6) on industry subsamples. The results are qualitatively the same
for all industry groups, with the results being strongest for C corporations operating in the

manufacturing and wholesale trade industries.

The empirical evidence presented has shown that small privately-owned C corporations
in the U.S. have lower and less volatile net incomes and sales than observationally equivalent
S corporations. This evidence supports the hypothesis that C corporations choose to be C
corporations, i.e. because they expect to benefit from the lower corporate tax rates because
they expect their net incomes to be less volatile and to fall mainly in the graduated area
of the corporate tax schedule. This evidence is consistent with C corporations inefficiently
taking on less risky projects than if they had chosen to be S corporations. However, it does

not prove that this is the case.

To prove that C corporations are inefficiently choosing their projects because the after-
tax return is higher rather than choosing better projects as S corporations, we would need
to randomly assign or force corporations with identical project choice sets to be S and C
corporations and then observe the differences in the size and volatility of incomes between
the organizational forms. As it stands, the evidence presented in this chapter tells us that
firms with projects yielding net income in the graduated area of the corporate tax schedule
and not having very large losses in the event of negative net income choose to become C

corporations. It could be the case that all of the firms which look the same according
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to observable characteristics in the data have different unobservable project choice sets.
Those firms with the less risky projects choose to be C corporations and those with more
risky projects choose to be S corporations, but there is no inefficiency resulting from their
choices.

However, what we have observed is necessary, though not sufficient, for the scenarios
discussed in subsections 4 and 5. The evidence does, however, cast doubt on DWL cal-
culations presented in empirical studies. Is not necessarily the case that when we observe
business activity shifting from C corporations to S corporations that this corresponds to
a DWL. It is possible that such movement corresponds to an increase in efficiency. It
is also possible that such shifts correspond to neither an increase or decrease in DWL; it
may be the case that the project choice set of a firm does not depend on whether it is a
C corporation or an S corporation and that there are no real changes when firms change

organizational form.

3.6 Conclusions

This chapter has shown how, given the progressiveness of the corporate tax schedule and
differences in the treatment of losses between pass-through and non-pass-through organi-
zational forms, firms may choose to organize as C corporations when in fact it would be
more efficient for them to organize as pass-through entities. Further, empirical evidence
was presented which is consistent with this possibility and which casts doubt on previous
empirical studies which assume that shifting of business activity from non-pass-through to
pass-through organizations corresponds to a deadweight loss to the economy.

For small firms, it may be more sensible to focus on the effects of the tax advantage of
being a C corporation due to the graduated corporate tax schedule rather than focusing
on the double-tax disadvantage of the C corporation form. Tt seems that in addition to
focusing on more linear tax loss offsets and integration in the corporate tax system as
ways of reducing inefficiency, some attention should be paid to the potentially distortionary
effects of the progressiveness of the corporate tax schedule.

Young, small firms are the ones with most flexibility in their choice of organizational
form and the ones we observe actually changing form. There is not much evidence that

these firms perform more poorly as pass-throughs than as C corporations. Rather, it seems
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that young small C corporations perform more poorly than pass-throughs.
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3.7 Figures and Tables

Figure 3.1 Distribution of Net Income ($1,000) for S Corporations
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Figure 3.2 Distribution of Net Income ($1,000) for C Corporations
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Table 3.2 Summary Statistics for Data Sample

Variable ($1,000) C Corporations (n=171,173) S Corporations (n=182,401)
Mean StdDev 25th  50th  75th | Mean StdDev 25th  50th 75th
Total Assets 5,020 27,800 190 810 2,600 9,590 31,500 190 1,410 8,500
Sales 9,300 51,500 370 1,630 5,960 | 20,100 68,100 330 2,570 16,400
Total Income 2,660 12200 180 600 1,770 5,810 4 19,400 180 990 4,790
Total Deductions | 2,280 10,200 120 500 1,570 [ 4,750 16,700 170 860 3,780
Net Income 210 5,410 -1 10 90 1,060 5,230 -1 70 640
Age 16.5 14.6 6 13 23 15.2 15.4 4 10 22
#+ Shareholders 2.9 4.0 1 2 3 3.4 4.7 1 2 4
Manufacturing 0175  0.380 0 0 0] 0191 0.393 0 0 0
Retail 0.200 0.400 0 0 0| 0.200 0.400 0 0 0
Wholesale 0.164 0.370 0 0 0144 0.351 0 0 0
Services 0.209 0.407 0 0 0 0.248 0.432 0 0 1
Transportation 0.049 0.215 0 0 0 0.048 0.214 0 0] 0
Construction (143 0.350 0 0 0 0.114 0.318 0 0 0
Mining 0.012 0.108 0 0 0] 0.014 0.115 0 0 0
Agriculture 0.048 0.214 0 0 0| 0040 0.196 0 0] 0

Quartiles have been rounded to the nearest $10,000 so as to not reveal the identity of any

single firm.
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Table 3.3 Are C corporations More Likely to Have Net Income in the
Graduated Area of the Corporate Tax Schedule?

C corporation

Log(Assets)

Shareholders

Manufacturing
Retail
Wholesale
Services
Transportation
Construction
Mining

Trend

N
R2

=1 if Net Inc =1 if Net Inc if Net Inc Tot Inc Sales
Over 75,000 Loss Loss ($1,000)  (%$1,000) ($1,000) ($1,000)
-0.205%%* 0.077F** B5.0%** ~G4gHkk -2,344%%% g 59k
(0.0024) (0.002) (23.9) (31.8) (107) (428)
0.008*** -0.008*** 14.Q%** 21.5%F* H1.5%%* 135%**
(0.0002) (0.0002) (1.84) (2.52) (12.4) (37.2)
-0.000*** 0.000*** -0.151*** -0.142%%x* 0.109 0.844
(0.000) (0.000) (0.030) (0.047)  (0.249)  (0.729)
0.053%** -0.020%** S124% %k 203 H* 1,345%** 4 54Q***
(0.0004) (0.0004) (7.30) (10.9) (37.5) (135)
0.006%** -0.001*** -45.6*** B1.7F¥* 404%** 1,197%**
(0.0003) (0.0002) (3.52) (6.61) (28.8) (99.2)
0.211%** -0.053%** ~360*** 1,033%**  2280%%k 7 7ok
0.075*%* -0.031%** 88.2 207F+* 2,116%%*  10,200***
0.169%** -0.078%** -33.5 318*** 1,443%*¥%  16,700***
0.115%** -0.050%** -144** 515%** 3,331%F* 5 621FF*
0.114%%* -0.003 -4 8THRH* 377FH* 4,460%** 4,081%**
0.129*** -0.054%** 141*** 252%%% -30.8 5,429%**
0.134%*+* 0.026** -393*** H15*+* 1,021** -2,178**
0.005 0.002%** -36.8%** -3.97 163%** 471 HK*
347,815 347,815 103,365 347 815 347,815 347,815
0.268 0.0553 0.0274 0.0384 0.116 0.100

All regressions are OLS, include year dummies, and have standard errors clustered at
the firm level (99,260 clusters).

*¥** 1% significance; ** 5% significance; * 10% significance
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Table 3.4 Coefficient on C Corporation Dummy for Regressions by Year

=1 if Net Inc =11if Net Inc if Net Inc Tot Inc Sales
Over 75,000 Loss Loss ($1,000)  ($1,000)  ($1,000) ($1,000)

1988 -0.200%FF  0.092%% 101%+* L S B W13 e T
(0.006) (0.006) (42.9) (43.1) (122) (437)
1989 02225 (. 102%¥* 29.2 GOBKEE ] 4330k g 120wk
(0.005) (0.006) (54.6) (76.7) (180) (514)
1990 10.230%%%  0,115%** -124 GTSTRE ] 669FHF 60264+
(0.005) (0.005) (121) (90.7) (161) (633)
1991 -0.304%%%  ,191%F** -45.0 _93g*I ] GlARKE 5 Q5oRRK
(0.005) (0.005) (55.4) (71.0) (171) (935)
1992 -0.205%%%  (,173%* 61.8 _Q48*** 1 52BFRE g 5A4RRH
(0.005) (0.005) (62.6) (93.1) (197) (890)
1993 -0.154%F%  0,023%** 153+ LB D 30QRRE B TOBwRK
(0.005) (0.005) (33.6) (16.0) (136) (457)
1994 0.165%%*  0.016%* 112 BILFRE 2,533FKE g 0ggrRH
(0.005) (0.005) (37.8) (31.5) (144) (454)
1995 J0.150%*%  (.024%%* 161+ BOGRRE D BORKE g TITHRK
(0.005) (0.005) (42.3) (32.9) (146) (533)
1996 0164 0.038%** 167+** TEARHRE 3 040%FF 11, 300%%*
(0.005) (0.005) (57.4) (40.4) (162) (631)
1997 S0.L7EFRE 0.046%F* 264 % ¥ _QL8*FFF 3 BIEHRR 12,600%F*
(0.005) (0.005) (57.9) (46.5) (179) (680)
1998 0.191%%% Q.01 12344k 1,049%%% 3 4ddRRE110,900%%*
(0.004) (0.004) (45.8) (43.7) (149) (462)

All regressions include the controls in Table 3.3, with the exception of year dummies
and trend. Estimation is by OLS and standard errors are clustered at the firm level.

*+* 19 significance; ** 5% significance; * 10% significance
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Table 3.5 Coefficient on C Corporation Dummy for Regressions by Industry

=1 if Net Inc =1if Net Inc if Net Inc Tot Inc Sales
Over 75,000 Loss Loss ($1,000) (81,000)  ($1,000) ($1,000)

Manufacturing -0.199*** 0.083*** 73.4 -1,104%%*  _3,040%**  _10,200%**
(0.005) (0.005) (79.9) (136) (271) (794)
Retail -0.205%** 0.049%** 27.9 SHLO¥FF 2 416k 110,200%k*
(0.005) (0.005) (75.3) (43.1) (228) (742)
Wholesale -0.213*** 0.055*** 330*H* -832FKK 2 B54%k* 19 gO***
(0.006) (0.005) (94.8) (49.0) (206) (1,872)
Services -0.2271%** 0.122%** 120** SGTTH*E L2,097FF* |3 gn5EkE
(0.004) (0.005) (61.2) (48.7) (245) (310)
Construction -0.178%** 0.078*** 28> -433FFE1,200%FF 7 7RERE
(0.006) (0.005) (92.1) (34.2) (68.2) (518)
Transportation -0.171%** 0.057*%* 18.5 -385 -1,532%%F 7 117%*
(0.009) (0.009) (290) (145) (614) (856)

All regressions include the controls in Table 3.3, with the exception of industry dummies.
Estimation is by OLS and standard errors are clustered at the firm level.

**% 1% significance; ** 5% significance: * 10% sienificance
) g ; B
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Table 3.6 Do C Corporations Achieve Lower Net Income by Shifting Income
to Shareholders through Deductions?

OfficerComp/  Wages/  Interest/ Employee Pension/ TotalDeductions/
Sales Sales Sales Benefits/Sales Sales Sales
C corporation 0.034*** 0.012%* 0.017*** 0.005%** 0.003%** 0.117%%*
(0.004) (0.006)  (0.004) (0.002) (0.001) (0.045)
Age 0.0015%** -0.031%**  .0.001%F+* 0.000 0.0005%** -0.024%%*
(0.0005) (0.001)  {0.0003) (0.000) (0.0001) (0.004)
Age? -0.000* 0.000%**  0.000* -0.000 -0.000%** 0.0002%**
(0.000) (0.000)  (0.000) (0.000) (0.000) (0.00005)
Log(Assets) -0.0081%** 0.0018 0.007*** 0.0003 -0.0003 -0.052%**
(0.0012) (0.0013)  (0.001) (0.0004) (0.0002) (0.015)
Shareholders 0.0025*** 0.0095***  (0.004*** 0.0009*** 0.000 0.047***
(0.0007) (0.0012)  (0.0006) (0.0002) (0.000) (0.007)
Manufacturing -0.024* -0.143%4F Q. 141%* -0.004 0.001 -1.76%*F*
Retail -0.047%** -0.137*** .0.134%** -0.014*** -0.001 -1.99%**
Wholesale -0.027%* -0.146% %% _(0.139%%* -0.009*** 0.002 -1.84%%*
Services 0.085*** 0.001 -0.071%%* 0.006 0.013*** -0.980***
Transportation -0.006 -0.042 -0.073%%* -0.003 0.005 -1.16%%*
Construction -0.008* -0.178¥¥F  _(.122%%* -0.009%** 0.004** -1.99%%*
Mining 0.097** 0.072 0.007 0.061 0.018%* 0.631
Trend -0.001 0.004**%  0.007*** 0.0005 0.000 0.033*¥*
N 331,835 331,819 331,836 331,881 331,884 331,823
R? 0.0030 0.0055 0.0031 0.0009 0.0006 0.0046

All regressions are OLS, include year dummies, and have standard errors clustered at

the firm level.

#** 1% significance; ** 5% significance; * 10% significance
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Table 3.7 Do C Corporations Have less Variable Incomes?

Std Dev Std Dev Std Dev
Net Income ($1000) Total Income ($1000) Sales ($1000)

C corporation -382%rk -836%** -2,871%%*
(32.6) (66.1) (275)
Age -0 66*F* -3.98 -38.2%
(2.12) (4.92) (22.0)
Age? 0.115%** 0.018 0.444
(0.035) (0.087) (0.348)
Log(Assets) 270k** Hga¥** 1,962+
(13.5) (27.3) (122)
Shareholders 37.3%%* 114%%* 268*+*
(5.02) (20.5) (37.8)
Manufacturing 4 5kr* §4QFH* 1,611 %%
Retail -90.0%* 236** 2,203%%*
Wholesale 40.4 254 ** 5,768%%*
Services 352%%* 1,146%** 2,133 +*
Transportation 341%%% 1,426%%* 950**
Construction 24.1 i 15.4 1,997*+*
Mining 35THH 120 -1,134%%x
Trend 31.2 81.5 237**
N 35,916 35,916 35,916
R? 0.074 0.074 0.038

Standard deviations are for firms with 4 or more observations. All regressions have
year dummies, are estimated using OLS, and have robust standard errors.

*** 1% significance; ** 5% significance; * 10% significance
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Table 3.8 Coefficient on C Corporation Dummy for Regressions by Industry

Std Dev Std Dev Std Dev
Net Income ($1000) Total Income ($1000) Sales ($1000)

Manufacturing -514*** -QQTH** -3,070%**
(103) (174) (428)
Retail -128*** -4QTHR* -1,983***
(28.2) (92.9) (307)
Wholesale -569*** -1,179%%* -5,208%**
(142) (208) (1,776)
Services -414%%% R rirfa -1,120%%*
(74.0) (213) (234)
Construction -3k ~448FH* -2, 48] Fk*
(28.6) (48.0) (320)
Transportation -210% -874%* S1.TRI*HH
(125) (348) (61.4)

All regression include the controls from Table 3.7 with the exception of industry dum-
mies. Estimation is by OLS and standard errors are corrected for heteroskedasticity and
serial correlation.

k% 1% significance; ** 5% significance; * 10% significance
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3.8 Appendix: U.S. Federal Tax Schedules

Table 3.A1 Corporate Income Tax Rates 2003-1993

Taxable income over ($) Not over Tax rate
0 50,000 15%

50,000 75,000 25%

75,000 100,000 34%

100,000 335,000 39%

335,000 10,000,000 34%

10,000,000 15,000,000 35%

15,000,000 18,333,333 38%

18,333,333 35%

Table 3.A2 Corporate Income Tax Rates 1992-1988

Taxable income over ($) Not over Tax rate
0 50,000 15%

50,000 75,000 25%

75,000 100,000 34%

100,000 335,000 39%

335,000 e 34%
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Table 3.A3 Corporate Income Tax Rates 1987

Taxable income over ($) Not over Tax rate
0 95,000 15%

25,000 50,000 16.5%

50,000 75,000 27.5%

75,000 100,000 37%

100,000 335,000 42.5%

335,000 1,000,000 40%

1,000,000 1,405,500 42.5%

1,405,500 oo 40%

Table 3.A4 Corporate Income Tax Rates 1986-1984

Taxable income over ($) Not over Tax rate
0 95,000 15%

25,000 50,000 18%

50,000 75,000 30%

75,000 100,000 40%

100,000 1,000,000 46%

1,000,000 1,405,500 51%

1,405,500 oo 46%
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Table 3.A5 Individual Income (Married Joint) Tax Rates 2003-2002"

Taxable income over (§) Not over Tax rate
0 12,000 10%

12,000 47,450 15%

47,450 114,650 27%

114,650 174,700 30%

174,700 311,950 35%

311,950 e 38.6%

* Tax brackets are adjusted each year for inflation; bracketsreported are for the year 2003.

Table 3.A6 Individual Income (Married Joint) Tax Rates 2001

Taxable income over (3) Not over Tax rate
0 45,200 15%

45,200 109,250 27.5%

109,250 166,500 30.5%

166,500 297,350 35.5%

297,350 39.1%

Table 3.A7 Individual Income (Married Joint) Tax Rates 2000-1993*

Taxable income over (3) Not over Tax rate
0 43,850 15%

43,850 105,950 28%

105,950 161,450 31%

161,450 288,350 36%

288350 e, 39.6%

* Tax brackets are adjusted each year for inflation; brackets reported are for the year 2000.
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Table 3.A8 Individual Income (Married Joint) Tax Rates 1992

Taxable income over ($) Not over Tax rate
0 35,800 15%

35,800 86,500 28%

86,500 31%

Table 3.A9 Individual Income (Married Joint) Tax Rates 1991-1988~

Taxable income over (§) Not over Tax rate
0 29,750 15%

29,750 71,900 28%

71,900 149,250 33%

149250 e 28%

* Tax brackets are adjusted each year for inflation; brackets reported are for the year 1988.

Table 3.A10 Individual Income (Married Joint) Tax Rates 1987

Taxable income over (§) Not over Tax rate
0 3,000 11%

3,000 28,000 15%

98,000 43,000 28%

45,000 90,000 35%

90,000 e 38.5%
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Table 3.A11 Individual Income (Married Joint) Tax Rates 1986-1984*

Taxable income over (§) Not over Tax rate
0 3,670 0%

3,670 5,940 1%
5,940 8,200 12%
8,200 12,840 14%
12,840 17,270 16%
17,270 21,800 18%
21,800 26,550 22%
26,550 32,270 25%
32,270 37,980 28%
37,980 49,420 33%
49,420 64,750 38%
64,750 92,370 42%
92,370 118,050 45%
118,050 175,250 49%
175,250 e 50%

* Tax brackets are adjusted each year for inflation; brackets reported are for the year 1986.
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Chapter 4

Mutual Fund Portfolio Turnover
and the Effective Tax Burden on

Taxable Investors

4.1 Introduction

The tax treatment of equity mutual funds is the result of a complex bargain originally struck
in the Securities Act of 1940. Mutual funds are not subject to corporate income tax on their
dividend income or realized capital gains. Instead, they must pass through their dividends
and realized capital gains to investors, who then include these flows in their taxable income.
Capital losses do not flow through to investors. If losses are realized within a fund, they
can be used to offset other gains and to reduce the net gain distributed to investors, but net

losses cannot be distributed. Losses that are not offset by gains must be carried forward.

The flow-through treatment of realized capital gains can create situations in which an
investor purchases a mutual fund, sees the mutual fund shares decline in value, but still
pays capital gains taxes prior to the sale of his shares. This would occur when the mutual
fund manager liquidates positions that have accrued capital gains. When a fund distributes
capital gains, the investor’s tax basis is increased by the amount of the taxable distribution.
This higher basis reduces the investor’s capital gains tax liability when the fund shares are
sold, so paying capital gains taxes when the fund distributes a gain represents a re-timing

of the capital gains tax liability, rather than a creation of a new liability. When the investor
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described above finally sells his mutual fund shares, his realized capital loss at sale will be
larger than the simple difference between the sale price and the purchase price, because the

intervening capital gain distribution will increase his tax basis.

The unusual tax treatment of mutual funds can make it difficult for investors to evaluate
the prospective tax burden on fund investments, and there is even some debate about
whether investors consider taxes in selecting mutual funds. For the substantial group of
mutual fund investors who hold their shares through IRAs or other tax-deferred accounts,
the tax issues associated with capital gains distributions are irrelevant. The central issue is
therefore about the behavior of taxable investors. Two previous studies have explored the
link between tax considerations and mutual fund inflows. Barclay, Pearson, and Weisbach
(1998) focus on how unrealized capital gains within a fund affect fund inflows. They find
that funds with a larger overhang of unrealized gains attract smaller inflows than otherwise
similar funds with smaller unrealized gains. Bergstresser and Poterba (2002) investigate
the impact of unrealized gains as well as recent capital gain distributions on inflows. They
find that funds with substantial recent capital gain distributions, and with a high share
of heavily-taxed dividends relative to lightly taxed unrealized capital gains, attract smaller
inflows than funds with similar pretax return histories but lower investor tax burdens. They

also find that large unrealized capital gains discourage inflows.

Neither of these studies provides a completely satisfactory analysis of the prospective
tax burdens associated with holding a mutual fund. Barclay, Pearson, and Weisbach (1998)
assume that the presence of an unrealized gain will lead to future capital gains tax burdens.
They do not distinguish between funds that did not accrue capital gains, and therefore could
not have substantial unrealized gains, and funds that accrued substantial gains but realized
them and thereby raised investors’ capital gains tax liability. Thus they combine differences
in capital gain realization rates with differences in past return experience. Bergstresser and
Poterba (2002) implicitly assume that a fund’s historical tax burden will provide an accurate
indication of its future tax burden. While some factors that affect the tax burden may be
stable over time for a given fund or a fund-manager pair, such as the difference across
managers in their propensity to realize gains or to hold dividend-paying stocks, there may
also be substantial variation over time in a fund’s tax burden. In particular, a fund that
realizes most of its gains in one year, and thereby faces investors with a high tax burden,

will be less likely to realize gains in the future, and thereby may face a lower tax burden.
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In this chapter, we consider an alternative approach to analyzing a fund’s prospective tax
burden. We use data on the fund’s historical rate of capital gain realizations to forecast the
fund’s future realizations and associated tax burdens. We implicitly assume that the fund’s
capital gain realization rate is a more stable attribute of the fund than other tax-related
attributes, such as the realized tax burden and the stock of unrealized gains. We document
the wide variation across funds in gain realization rates, and we develop an algorithm for
computing future tax burdens based on these rates. We then estimate regression models for
fund inflows to compare the explanatory power of this prospective capital gains tax burden
with the alternative historical tax burden measure.

The chapter is divided into five sections. The first explains the problem of measuring
the effective capital gains tax rate for a mutual fund investor, and concludes that there is
no single approach to measuring this tax burden that solves all of the outstanding difficul-
ties. Section two describes how we calculate the capital gain realization ratio (CGRR) and
notes some of the conceptual problems with this measure. The third section describes how
CGRR varies across large equity mutual funds, noting both cross-sectional differences in
fund realization rates, and time series vari‘ation in the realization rates for individual funds.
This section also reports the results of regression models that explain the differences across
funds in their capital gain realization rates. We find that a number of factors, such as the
length of a manager’s tenure, help to predict a fund’s gain realization rate. Section four re-
ports regression models that compare the explanatory power of historical tax burdens, and
effective tax rate measures based on the capital gain realization rate, for explaining fund
inflows. The findings suggest that there have been changes in the relationship between past

returns, tax burdens, and inflows during the last decade. Finally, there is a brief conclusion.

4.2 Defining the Tax Burden on Mutual Fund Investors

The central problem in measuring the tax burden on equity mutual funds is deciding what
tax rate to impute to the capital gains component of mutual fund returns. These capital
gains have two components: realized gains that are distributed to investors, and unrealized
gains that remain within the fund. For a fund investor, the tax liability associated with
unrealized gains could be triggered in either of two ways. The fund manager might realize

the gains while the investor is still holding his shares in the fund, in which case the realized
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capital gains will be passed through to the investor. Alternatively, the investor might choose
to sell his shares in the fund, in which case taxes will be due on the appreciated value of

the fund shares.

Research on the tax burdens faced by mutual fund investors is designed to calculate a
measure of the tax burden on returns earned by mutual funds, so that the after-tax returns
earned by investors can be compared with the after-tax returns on bonds, directly-held
stocks, or other investment classes. For this purpose, it is essential to collapse the future
tax liabilities associated with capital gain or loss realization into a current measure of the
investor’s tax burden. Bergstresser and Poterba {2002) do this when they define the ex post

tax burden on fund i in year ¢ as

Tie = To1v dit + 7oc (91 + 98)it + TucG Uit (4.1)

where 7o is the tax rate on capital gains, Tpry is the tax rate on dividend income, d
denotes current dividend income, gy, and gg are long and short-term realized capital gains,
respectively, u is the fund’s unrealized capital gains that accrued in period ¢, and 7ycg 18 the
effective tax rate on unrealized capital gains. Measuring Tyce requires strong assumptions
about future patterns of investor behavior, in particular with respect to the sale of fund
shares and the probability that the shares will be held until death. Bailey (1969) is an
early example of a study that developed crude algorithms for estimating the value of Tvea
relative to 7oc. For common stocks, Bailey (1969) suggested that a value of .25 for this
ratio might be appropriate. Bergstresser and Poterba (2002) assume that the high turnover
rate on mutual fund shares leads to a somewhat higher value of this ratio, and when the

statutory tax rate on realized long-term gains is 20 percent, they assume that Tpycg = 10.

There are two important limitations of this approach to measuring the ex post tax
burden on a mutual fund, and to projecting this tax burden into the future. The first is that
it applies the same tax burden on undistributed capital gains to all mutual funds, despite
the fact that different funds realize gains at very different rates. Even if investors have the
same propensities to sell shares in different mutual funds, fund managers differ. Because
the realization-based capital gains tax system provides investors with an interest free loan
between the time a gain accrues and the time it is realized, funds with lower realization

rates will impose lower effective tax burdens on the unrealized capital gains available to
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their investors. Our empirical work is designed to remedy this limitation in earlier work by
developing an alternative, fund-specific measure of the capital gains tax burden on accruing
capital gains. We model the gain realization rates for different funds, and then using these

rates to construct new measures of the effective capital gains tax burden on accruing gains.

There is a second limitation with the approach described in (1), and it is more difficult
to address. This arises from the inability of mutual funds to pass through capital losses
to their investors. Provided g;, gs, and u are all positive, so that the fund generates
capital gains and the manager realizes net gains, the approach described above offers an
attractive conceptual framework for analyzing tax burdens. When funds generate losses,
however, so that u is negative, or when the fund manager realizes net losses, the basic
framework becomes inadequate. It then becomes essential to recognize the time lag between
the generation of losses by the securities held in the fund, and the recognition of losses by
fund investors. This can be accelerated if investors sell their shares, but for buy-and-hold

fund investors, the time lag may be substantial.

In the 1990s, when tax considerations in mutual fund investing first began to attract
attention, most funds generated capital gains. The approach to measuring after-tax investor
returns suggested in equation (4.1) therefore seemed reasonable, and it motivated work such
as Bergstresser and Poterba (2002), who analyzed fund tax burdens over the 1993-1999
period. The last three years, however, have witnessed negative returns on many equity
mutual funds. Accruing capital gains have been negative, and the stock of unrealized gains

held by many funds has been replaced by a stock of unrealized losses.

The present chapter does not consider the problem of unrealized losses, but focuses
instead on alternative approaches to treating the future tax burdens associated with mutual
fund gains. In this way it provides new insight on the alternative ways to measure fund tax
burdens during a period of rising share prices, such as the 1990s. In future work we hope
to address the role of losses, and incomplete loss pass-through, on fund returns and fund

investors.
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4.3 Defining the Capital Gains Realization Rate and Imple-

menting Effective Tax Rate Calculations

The centerpiece of our analysis of fund tax burdens is replacing the constant assumed tax
rate on undistributed capital gains in equation (4.1) with an alternative measure of the
unrealized capital gains tax burden that varies across funds. We calculate this tax measure
by assuming that the rate at which investors in different mutual funds realize gains is the
same, but allowing for differences across fund managers in their gain realization rates. This

leads us to focus on the capital gain realization rate as a key attribute of a mutual fund.

A fund’s capital gains realization rate (CGRR) during any interval is the fraction of
the fund’s accrued net unrealized capital gains that the manager chose to realize. Two
pieces of information are needed to calculate the CGRR — the amount of capital gains the
fund realizes and distributes to its shareholders and the stock of unrealized net capital
gains from which the fund distributes the gains. If CGDIST is total amount of capital gain
distributions and GAINSTOCK is the stock of unrealized capital gains, then fund i’s capital

gains realization rate in period t is

CGRR;; = CGDIST, ;/GAINSTOCK;, (4.2)

One challenge in generating fund-specific capital gains realization rafes is measuring
the fund’s stock of unrealized net capital gains. We have annual data reported at the end
of the calendar year, so we can only measure the stock of unrealized capital gains as of
December 31st. Over the course of a year, however, a fund’s stock of unrealized net gains
may fluctuate due to changes in asset prices and realization decisions by the fund manager.
Consider a fund that has $1 million in capital gains in August. If the fund manager realizes
$100,000 in gains, but by the end of December, the prices of the fund’s assets have fallen
so that it now has only $700,000 in unrealized gains, we would calculate the fund’s capital
gains realization rate as 100,000/(100,000+700,000) or 0.125. When gains were actually

realized, however, the capital gains realization rate was 0.10.

It is possible for the measured CGRR to be greater than one, less than zero, or undefined.
Our measure of the stock of unrealized capital gains aggregates unrealized gains, unrealized

losses, and tax-loss carry-forwards. We calculate GAINSTOCK as the sum of the year-
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end stock of net unrealized capital gains plus capital gains distributions during the year.
Distributed gains cannot be negative, but the other component of GAINSTOCK can be,

which leads to the measurement difficulty.

Two examples highlight the measurement difficulties. First, consider a mutual fund that
has $400,000 to invest at the beginning of the year. In one scenario it invests all of its money
in a stock which costs $100 per share on January 1st and $120 per share on December 31st.
Capital gains as a percent of net assets would then be ({120-100)*4,000)/ (120*4,000) or
16.7 percent. Multiplying this number by year-end net assets, 120*4,000, would give us the
correct measure of the stock of unrealized capital gains. Now consider the same mutual
fund, but which now invests half of the $400,000 in the asset worth $120 per share on
December 31st and half in a stock which costs $100 per share on January 1st but only $80
per share on December 31st. Now there are no net unrealized capital gains at year-end, even
though the fund manager could sell some of the appreciated stock and thereby generated

capital gain distributions for the fund shareholders.

As a second illustration of the measurement problems, consider a fund that fund in-
vests $100,000 in the stock which is worth $120 per share on December 31st and $300,000
in the stock which is worth $80 per share on December 31st. The reported percent-
age of net assets that are capital gains would now be negative, (120*1,000+80*3,000-
(100)*4,000)/(100*4,000) or -10 percent. We would calculate the stock of unrealized capital
gains to be -$40,000. In this case, if the fund manager sold some appreciated stock, the
CGRR would be negative.

Aggregating unrealized gains and losses and tax-loss carry-forwards in the denominator
of CGRR captures differences in capital gains realization behavior of mutual funds. If two
funds have the same amount of capital gains distributions and stock of unrealized gains,
but one has a larger stock of unrealized capital losses, the fund with the larger stock of
unrealized capital losses will have a larger CGRR. This reflects the fact that it could have
used some of its losses to offset its gains. However, a practical problem arises since when
CGRR is outside the unit interval, it can no longer be used a the probability that the fund
will realize a 31 of accrued capital gains.

We can use a mutual fund’s CGRR to generate a measure of an individual investor’s
expected future tax burden on the fund’s unrealized capital gains. If we assume that the

CGRR is a fund-specific constant, and that the nominal interest rate, r, the tax rate on
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capital gains, Tog, and the tax rate on interest income, 7y, are all constants, then the
expected present discounted value of the future tax payments on $1 of unrealized capital

gain in fund 4 in period ¢ is:

T7ccCGRR; (1 — CGRRi,t)

(1471 = 11nT))

7c¢CGRR;4(1 — CGRRy)’
(1 + T‘(]. - T]NT))Z
1 — CGRR;,)*

= TCGcGRRi,tSO (1(+ r(l ‘_ TINT)))k
TCGCGRRi’t(l -+ 7‘(1 — TINT))

CGRRM + 'r'(l — TINT)

EPVCG;; = T7c¢CGRRE; 4 +

+

(4.3)

Tn our calculations, we assume that r = 0.05, 7og = 0.20 and 7;n7 = 0.31, and we then
calculate fund-specific expected tax rates on capital gains each period. In fact, however,
the nominal interest rate as measured by the 30-year Treasury constant maturity rate has
ranged from 5% to 8% over our sample period. We allow the capital gains realization rates
to vary across fund-years in most of our analysis, but one could alternatively assume that
the CGRR is constant and construct an estimate of this value by averaging the results from

different years.

Figure 4.1 shows the relationship between EPVCG and CGRR, under several assump-
tions about the nominal interest rate, r. The relationship between EPVCG and CGRR,
when CGRR is between 0 and 100%, is concave. When CGRR rises slightly above 0,
EPVCQG rises at a rapid rate and then starts to asymptote towards 20%, the statutory tax
rate on realized capital gains. When the nominal interest rate is 5%, EPVCG is already
18%, very close to the statutory capital gains tax rate, when CGRR is around 20%. For an
EPVCG of 10%, given a nominal interest rate of 5%, CGRR must only be 3%.

The CGRR is the starting point for a forward-looking measure of a fund’s tax burden
that can be applied to the fund’s accruing capital gains. We construct this “expected

present value tax” measure as

EPVT;; = mpiv diy + EPVCGis(gr + 95 + u)it (4.4)

This expression assumes that investors assess the prospective tax burden on all of a

fund’s accruing gains in a given period by using the forward-looking EPVCG measure.
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It assumes that investors do not distinguish between gains that the fund realizes in the
current period, and all other accruing gains. A variant of this approach would replace
Tycc in equation (4.1) with EPVCG, while still applying the statutory tax rate to any
realized gains. The logic behind equation (4.4) is that it treats all accruing gains in the
same way, and assumes that investors forecast their prospective tax burden on the basis of
the capital gain realization rate. We have also considered the alternative approach, and the

empirical findings are similar to the ones we report below.

We begin to apply our approach to measuring tax rates by considering the largest U.S.
equity mutual funds. Table 4.1 reports the capital gain realization rates for the twenty
largest U.S. equity mutual funds at the end of calendar year 2001. These funds include
both actively managed and index funds, and they represent a range of different mutual
fund families. The two largest funds, Fidelity Magellan and Vanguard Tndex 500, have
more than $70 billion under management, while the smallest fund in the table has just over

$15 billion in assets.

The entries in Table 4.1 show wide dispersion in the capital gains realization rates across
funds in a given year and for a given fund over time. Consider the entries for calendar year
2001, a year when the market generated losses for many funds. In this case the highest
CGRR is for the American Funds Fundamental Investor fund, which recorded a value of
18.75. For eight of the twenty largest funds, the CGRR was zero for 2001, and for two
funds it could not be computed, because the denominator, the stock of unrealized gains
plus realizations, was negative. The dispersion is greater in many of the earlier years, when
most funds had accruing gains. In 1999, for example, the highest realization rate was for
the Vanguard Windsor fund - it realized 35.3 percent of its available gains. The lowest
realization rates were also for Vanguard funds. The Index 500 realized 1.7 percent of its
gains, and the Total Stock Market Index fund realized 2.8 percent of its gains. There was
a clear contrast between the two largest funds, with the CGRR for the Fidelity Magellan

fund nearly ten times that of the Vanguard Index 500.

The rows of Table 4.1 show significant variation in fund realization rates from year
to year. The realization rate for the Fidelity Magellan fund, for example, ranges from
2.7 percent (2001) to 69.5 percent (1996). The variation is generally greater for actively
managed funds than for index funds. The American Funds ICA fund, the third largest

fund in 2001, reports CGRR values between 57.3 and 7.4. These two extreme years are
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adjacent, and show that after a year of high realizations, 2000, a fund may have a year of

low realizations, reflecting the smaller pool of gains available for realization.

While the data for the largest funds is instructive, we also consider a much larger sample
of equity mutual funds when we consider the determinants of mutual fund inflows. QOur data
come from Morningstar, Inc. We analyze a sample of broad domestic equity retail mutual
funds and have annual data on these funds from 1993 to 2001. Table 4.2 shows how the data
sample changes with the various restrictions we impose. We exclude funds that are younger
than 3 years, following Chevalier and Ellison (1997), and fund-years with net inflows less
greater than 1,000%, following Bergstresser and Poterba (2002). We also exclude funds that
serve primarily institutional investors, as these investors are tax exempt, and funds that are
not rated by Morningstar. These restrictions leave us with a sample of 12,335 fund-years,
with the number of funds increasing over the period 1993 to 2001, as more funds are begun.
We also exclude fund-years for which CGRR is greater than 100% or less than 0, because in
our later analysis we treat the CGRR as though it was the probability of the fund realizing
gains in each period. This eliminates 1,119 fund-years. Of these, 1,119 fund-years, 399 are
in 2001 and 380 in 2000. This is due both to the larger overall sample in these years, and

to the sharp coincident drop in equity prices.

Table 4.3 shows the annual sums of dividend and capital gain distributions and net
assets of our sample of mutual funds. In 2000, our sample accounted for $13.5 hillion in
dividend distributions, $183 billion in capital gains distributions, and nearly $2 trillion in
net assets. Total capital gains distribution and net assets grew with both asset prices and
the number of funds during the period 1993-2000, but then fell sharply in 2001. The total
amount of capital gains distributions in 2001 was only $18.5 billion, only one tenth of the
value of the previous year. This reflects the general decline in equity values between 2000

and 2001.

Tables 4.4 and 4.5 provide summary statistics for the pre-tax returns, CGRRs, and two
tax burden measures for our sample of mutual funds. Table 4.4 provides summary statistics
for the entire sample period and Table 4.5 provides annual summary statistics. We report
both weighted and unweighted summary statistics, but we focus on the results weighted
by beginning-of-year net assets, since we use these weightings in our regression analysis.
We weight our observations by net asset size because most of our variables are expressed

as percentages of net assets and, therefore, funds with smaller asset bases will have larger
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variances in these variables.

The average pretax return over the whole sample period is around 9%, but this average
varies substantially year-by-year. This movement reflects general movements in the U.S.
stock market over the sample period. With the exception of 1994 and 1993, the average
annual pretax return is well above 15% during the 1990s. The pretax return then falls
in starting in 2000, which has a -5% average pretax return, and then the average pretax
return falls to around -13% in 2001. The average CGRR during the 1990s, when returns
were strong, is fairly large, about 20%. The average CGRR in the sample actually rises in
2000, as the stock prices were declining, and then falls dramatically to an average of 5% in
2001. The temporary rise in CGRR occurs because funds were realizing capital gains from
the stock price run-up in the late 1990s before the market correction. These capital gains
distributions are reported at the end of 2000 when the stock of unrealized capital gains was
much smaller than it was when the gains were being realized. The average tax burdens are
larger in the 1990s when returns were higher, reflecting the greater number of dividend and

capital gains distributions.

4.4 Explaining Inter-fund Differences in Capital Gain Real-

ization Rates

The statistics in Table 4.1 suggest that funds differ in their CGRRs, and that even within
the universe of actively managed funds, there is significant variation. We now consider the
variation in the CGRR across individual funds, and seek to explain the differences as a
function of fund characteristics. We estimate reduced form regression models with CGRR
as the dependent variable. Table 4.6 reports these models. In the first specification, we
relate the CGRR to two indicator variables, one for whether the fund is an index fund
and the other for whether it is a tax-managed fund, as well as the fund’s turnover rate.
The regression model also includes time effects, indicator variables for each year. The
coefficients on the two indicator variables are negative and suggest that both index funds
and tax-managed funds have statistically significantly lower capital gain realization rates.
The differences between these funds and the broad sample of other funds are substantively
important. The average capital gains realization rate in our sample of 8,674 fund-years is

22.3 percent, while for index funds it is only 7.8 percent, and for tax-managed funds it is

117



10.4 percent.

A fund’s turnover rate is also a statistically significant determinant of the CGRR. A ten
percentage point increase in turnover, from 0.50 to 0.60, for example, is associated with an
increase of roughly 0.9 percent in the capital gain realization rate. This suggests that the
difference between the CGRR of index funds and tax managed funds, and all other funds,
is not due just to differences in turnover rates between these funds and actively-managed
funds.

The second column of Table 4.6 presents an expanded regression model with several
additional explanatory variables. These include the age of the fund, the fund’s lagged inflow
and pre-tax return, and the tenure of the fund manager. The coefficients on turnover and
the indicator variables for index funds and tax-managed funds are not substantially changed
by including these new covariates, or by including indicator variables for funds with different
investment styles. The age of the fund does not appear to be an important determinant of
the capital gain realization rate. A fund’s pretax return is negatively associated with the
CGRR, suggesting that when a fund experiences large accruing gains, it does not increase
the flow of capital gain realizations commensurately. The regression also shows that funds
with managers who have been in the job for less than a year have higher CGRRs. This is a
substantively important effect: a recent manager change raises the CGRR by 14 percentage

points, relative to a sample mean of 22 percent.

4.5 Comparing the Performance of Alternative Measures of

Mutual Fund Tax Burdens

The foregoing discussion explained how a fund’s capital gains realization rate could be
used to estimate the expected present discounted value of capital gains taxes per dollar of
accruing capital gains. Table 4.7(a) presents these results for the largest equity mutual funds
in 2001. The estimated tax burden is a function of the estimated capital gain realization rate
(CGRR) and the assumed after tax return available to the investor on accruing gains which
are kept in the fund. Given our assumptions that r = 0.05 and ;v = 0.31, differences in
the capital gain realization rates across funds map into differences in the capital gains tax
burdens in Table 4.7(a). For the Fidelity Magellan fund, the expected PDV of future taxes
to be paid on a dollar of capital gains averaged 16.6 cents over the 1993-2001 period. This
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was lower than the statutory capital gains tax rate of 20 percent, and it reflects the value
of deferral on accruing capital gains. Fidelity Magellan’s average capital gain realization
rate over this period was 25 percent, so the expected holding period for assets with capital
gains was about four years. The difference between 20 percent and 16.6 percent reflects the

value of deferring accruing capital gains, on average, by four years.

Because we construct the CGRR measure using data from only the current year, the
measure of expected tax rates can vary substantially from year to year for a given fund as a
function of year-to-year variation in realization activity. For Fidelity Magellan, for example,
in 1996, when the CGRR was 69.5 percent, the expected PDV tax rate was 19.7 percent.
With such a high CGRR, there is a minimal amount of deferral to create a distinction
between the statutory and the expected present value tax rate. The estimated capital gain
realization rate for 2001, on the other hand, was only 2.7 percent, which corresponds to a

9.0 percent expected PDV tax rate on capital gains.

Nonlinearity in the relationship between expected tax rates and capital gain realization
rates mean that we must take care in aggregating numbers, for a given fund, across years.
Consider a fund which realizes all of its available gains in even years and no gains in odd
years. We would assign a 20% tax rate to such a fund in its realization years, and a zero
tax rate in the non-realization years. The average expected tax rate of 10% would not be
as informative as the expected tax rate based on the average realization propensity of 50%.
The key nonlinearity is that the expected present discounted value tax rate is very low when
the realization rate is very low, but that even modest increases from very low realization
rates can result in substantial increases in the tax burden. The effect of smail changes in

the realization rate at high levels is very modest.

Table 4.7(b) repeats the same exercise as Table 4.7(a}, but calculates the backward-
looking tax burden measure described in equation (4.1). This is based on each fund’s
realization behavior in each year, and an effective tax rate of 20 percent is assigned to
realized gains. An effective tax rate of 10% is assigned to the portion of capital gains
that accrue but remain unrealized by the end of the year. This approach does not use
information on the fund’s realization rate to attempt to calibrate the future tax burden on
accruing gains. Table 4.7(b) highlights the broad differences in tax burdens between high-
realization and low-realization funds. The average backward-looking tax burden measure

of the Fidelity Magellan fund over the period is 2.61%, while the Vanguard Index 500 Fund
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has the lowest average, at 1.92%.

Table 4.7(c) describes the variation in the forward-looking tax burden measure, defined
in equation (4.4), for the largest funds. This forward-looking measure uses the historical
realization rates to project future capital gains tax burdens. When the CGRR is undefined,
as it is when the stock of net accrued gains becomes negative, this tax burden measure
is also undefined. Like the other versions of Table 4.7, Table 4.7(c) shows the average
forward-looking tax burden measure over the entire period, as well as the measure computed
separately for each year. The average forward-looking measure for the Fidelity Magellan
fund is 2.73 percent over this period, remarkably close to the average backward-looking
measure of 2.61 percent. The pattern of forward-looking tax burdens for this fund is also
quite similar to the pattern for backward-looking burdens, with troughs in 1994 and 2001

and a peak in between.

The similarity of the measures reflects the fact that the two measures are just different
ways of collapsing the information contained in the most recent year of the fund’s experience.
The difference is that the expected forward-looking measure uses additional information,
notably the fund’s capital gain overhang, and it combines the information in a highly non-
linear way designed to capture more accurately the effective tax rate on accruing unrealized
gains.

We now consider the explanatory power of the two measures of tax burdens in forecasting
mutual fund inflows. We follow Bergstresser and Poterba (2002), and rely on data from
Morningstar. We compute net inflows during each year, I}*, as a fraction of fund assets at

the end of the previous year, as

I* = Assets,/Assets,_1 — (NAV, + DIV, + GAINS,)/NAV,_1. (4.5)

In this equation, DIV, and GAINS; correspond to dividend and capital gain distribu-
tions, respectively.We adjust this measure, which is common in the empirical literature on
fund inflows, to allow for the return on fund shares within the year. Our modified measure
is I, defined as I; = I* /(1 + R;/2) where R, denotes the fund’s return over the calendar
year.

We investigate whether inter-fund differences in tax burdens, either backward-looking or

forecast, explain fund inflows. We model mutual fund inflows as a function of past returns
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and other fund characteristics:

Lip=Riga %0+ X150+ v 464 (4.6)

I;+ is the fund’s inflow, R;; | denotes a fund’s past returns, possibly risk-adjusted, and
the X;; vector includes other factors that may explain fund inflows, including either the
lagged tax burden measure or the forward-looking tax burden. The variables included in
Xi ¢ are control variables that may influence inflows for reasons unrelated to returns. These
include fund age, the initial size of the fund, fund turnover, the fund’s stock of unrealized
capital gains, and the fund’s objective. We also include year-specific indicator variables in

the estimating equations.

Table 4.8 uses the various measures of tax burden in inflow regressions. The first two
columns use data for the 1993-1999 period, the same years as Bergstresser and Poterba
(2002). The regressions in these columns confirm the results of that study; there is strong
evidence that inflows are lower to funds that lower tax burdens, however measured. The
third and fourth columns of Table 4.8 add data from 2000 and 2001 to the sample. Starting
with the fourth column, adding the two new years of data does not change the basic findings.
The coefficient on the pretax return declines, however, from 1.42 over the 1993-1999 sample
to 0.922 for the 1993-2001 sample. This decline is statistically significant at the 1% level.
More importantly, the forward tax burden measure has a statistically insignificant effect on

inflows once data from 2000 and 2001 are added to the analysis.

An example may help to explain the loss of explanatory power for the forward-looking
tax burden measure around the onset of the broad stock market decline in 2000. Consider
a fund which starts the year with a stock of (net) unrealized gains equal to 20% of the value
of the fund, and holds no dividend-paying stocks. Suppose this fund passed through 10%
capital gains, and has an unrealized loss of 15% (for a net of -5%.) If we were to compare
this fund to a fund which is the same in every dimension except for passing through 15% in
capital gains and having an unrealized loss of 20% (again for a net of ~5%), an interesting
problem emerges. These two funds have the same pre-tax return, and the second fund
arguably has worse tax management because it is passing through more capital gains. But,
because total capital gains (realized and unrealized together) are negative, applying the

higher estimated realization rates to the negative capital gain amount gives a measure of
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the tax burden that is lower, strangely suggesting MORE able tax management.

Table 4.9 shows that the finding that the forward-looking capital gains measure loses
power in 2000 and 2001 is not just the result of the lack of covariates in the estimated
regression. Table 4.9 is similar to Table 4.8, except that it includes a variety of covariates,
such as the capital gain overhang, lagged inflow, fund age, fund size, and expense ratios.
The results for the 1993-1999 sample are again similar to the findings in Bergstresser and
Poterba, (2002), while the findings for the longer sample are again somewhat different and
suggest weaker effects of tax burdens on inflows.

The empirical findings suggest an interesting challenge to the analysis of taxes and in-
vestor behavior. The backward-looking measure of fund tax burdens has a statistically sig-
nificant, and substantively important, effect on inflows for both the 1993-1999 and 1993-2001
samples. Yet the coefficient on the forward-looking tax rate measure changes substantially
from the first sample to the second. This may be due to the presence of many funds with
capital gains realization rates that are within the unit interval, but near the edges. The
CGRR measure is may not be very informative when values in these ranges are generated
by unrealized losses. It may be that investors simply extrapolate a fund’s tax burdens to

the future, which could explain the stronger performance of the backward-looking measure.

We re-estimated the regressions in Table 4.9 on the sub-sample of fund-years which had
net positive unrealized capital gains. In the 1993-1999 period, the coefficients on the tax
burden measures are very similar to those estimated on the entire sample and are significant
at the 10% level - -3.33 on the ‘backward’ measure and -2.14 on the ‘forward’ measure. In the
1993-2001 period the coefficient on the ‘backward’ measure was -1.96 and the coeflicient on
the ‘forward’ measure was -0.196. Neither of these coefficients was statistically significant
at the 10% level. This analysis suggests that there is more behind the inability of the
‘forward’ tax burden to explain fund inflows during 2000 and 2001 than the fact that we do
not accurately model the treatment of capital losses in our calculation of CGRR.

The continuing strong predictive performance on the backward-looking capital gains
measure, coupled with the deterioration in predictive performance of the forward-looking
measure, is a bit of a puzzle. One possible interpretation is that investors who already own
shares in a fund are less reluctant to sell shares of funds which have recently distributed
significant amounts of capital gains; the marginal taxes incurred by from selling out positions

in a fund fall as the fund distributes increasing amounts of gains.
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4.6 Conclusion and Directions for Future Work

This chapter has attempted to formulate a prospective measure of the tax burden faced by
taxable investors in mutual funds. Past research on the effect of taxes on mutual fund man-
ager and investor behavior suffered from the fact that measures of investors’ tax liabilities
did not model expectations about these liabilities. However, to properly evaluate the effect
of taxes on investor behavior one must try to get a measure of investor beliefs about taxes

at the time these investors made decisions about where to invest their money.

Our new tax burden measure is prospective in that it models individual mutual funds’
capital gains realization behavior, and using the simple assumption that a fund’s last period
capital gains realization rate will be its next period capital gains realization rate we have
calculated a forward-looking effective tax rate on capital gains. We model investor expec-
tations as following the simple rule of expecting next period’s return to equal last period’s
return and to be made up of dividends and capital gains in the same proportions as in
the last period. Based on these assumptions, we calculate a tax burden measure which is

forward-looking in its treatment of capital gains taxes.

In the process of calculating these prospective tax burdens we explored the cross-
sectional and time-series variation in the capital gains realization rates of a sample of
broad domestic equity mutual funds. We discovered, perhaps unsurprisingly, that funds
with higher turnover rates had higher capital gains realization rates. Funds with new man-
agers also had higher capital gains realization rates as new managers tend to shift investing
strategies, resulting in the sale of assets that had accrued gains. We also discovered that
within funds there is substantial variation in capital gains realization ratios. This is espe-
cially true when asset prices fluctuate greatly, as they did from 1999 to 2001, when the U.S.
stock market saw a massive decline in equity prices after a long period of stock price growth
in the late 1990s. Variation in capital gains realization ratios within mutual funds is driven
both by changes in manager trading and investing strategy and by the prices of the funds

assets and flow of money into the fund.

We compared the performance of the forward-looking tax burden measure with a more
standard backward-looking measure for forecasting fund inflows. Funds with higher backward-
looking or forward-looking tax burdens experienced lower inflows in the 1993-1999 period,

although for the 1993-2001 sample, we found strong effects only for the backward-looking
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measure.

The results in this chapter suggest several directions for further research. The most
significant need is the conceptual development of forward-looking measures of capital gains
tax burdens that recognize the role of capital loss carry-forwards within mutual funds. Our
tax measure allows for fund-specific variation in the probability of realizing an accrued
capital gain. This approach can offer a reasonable guide to the expected present discounted
value of future taxes for a fund that is accruing capital gains and that has a stock of accrued
but unrealized capital gains. For a fund that is accruing losses, however, the concept of
the gain realization rate is not relevant. Rather, one needs to estimate how the accrual of
an additional gain today will affect the expected present discounted value of future taxes
over the time that the investor holds his fund shares. This requires analyzing whether
the accruing losses can be used to offset previously-accrued but unrealized gains, and if
they cannot be, modeling when the fund is likely to exhaust its loss carry-forwards and to
return to taxable status. This will require analyzing not just the past relationship between
fund returns and investor taxes, but also including information on the stock of realized
and unrealized loss carry-forwards in the tax burden computation. An acceptable measure
should provide insight on investor tax burdens both in rising stock markets, when most
funds are generating gains, but also in falling markets, when capital losses exceed capital
gains.

Another issue which could be explored in future research is whether differences in the
capital gain realization rates across funds are due to manager style and preferences, or
whether they are due to fund characteristics and objectives, perhaps related to investor
clienteles. We find that some types of funds, particularly index funds and those that market
themselves as tax-managed, have low capital gain realization rates. We have not explored
the variation in CGRR more generally within the set of actively managed funds that do not
fall into these categories. Data on the identity of managers at individual funds would make

it possible to investigate these issues.
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4.7 Figures and Tables

Figure 4.1 Effective Tax Rate on Acruing Capital Gains (EPVCG) as a Function
of the Capital Gains Realization Rate (CGRR) and the Nominal Interest Rate,
r%
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Table 4.5 Annual Means for Sample with CGRR between 0 and 100%

Panel A - Observations weighted equally

Year

1993
1994
1995
1996
1997
1998
1999
2000
2001

N

575
589
730
945
1,245
1,401
1,762
1,800
2,169

Pretax CGRR

return

13.20%  20.00%

-2.00
30.8
18.5
23.8
13.8
26.6

-1.92

-10.5

44.0
20.9
27.4
26.4
23.4
217
324
9.22

Backward
tax burden

2.79%
0.913
4.74
3.70
3.74
2.19
3.66
0.811
-0.839

Forward
tax burden

2.29%
-0.176
4.76
3.16
4.00
2.03
3.73
-0.291
-0.025

Panel B - Observations weighted by beginning-of-year net assets

Year

1993
1994
1995
1996
1997
1998
1999
2000
2001

N

575
589
730
945
1,245
1,401
1,762
1,800
2,169

Pretax CGRR

return

14.40%  21.60%

-0.882
323
18.1
249
13.1
23.5

-5.04
-13.1

29.4
18.6
25.4
232
15.9
18.9
30.2
5.83

Backward
tax burden

2.99%
1.09
4.96
3.57
3.78
2.84
3.39

0.393
-1.10

Forward
tax burden

2.52%
0.141
5.15
3.12
4.13
293
341
-0.605
-0.093
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Table 4.6 CGRR Determinant Regressions

Mean ) )
Tumover 0.648 8.98 k% 9.37 ok
(1.23) (1.03)
Pre-tax Return 12.3 -0.166 *Ek
(0.0335)
Inflow 5.64 -0.0022
(0.0103)
Index fund 6.08 -15.5 * oAk 14.1 otk
(2.69) (2.75)
Tax managed fund 0.446 -11.9 HAk -10.2 *onk
(4.06) (3.79)
Manager tenure < 1 yr 2.15 14.4 wx
(6.97)
Manager tenure = | yr 6.11 4.52 *
(2.35)
8<Age<=16 27.8 -1.79
(1.12)
16 < Age 55.1 1.35
(1.05)
Year Dummies? Yes Yes
Style Dummies? No Yes
R’ 0.288 0.356
N 8,674 8,674

e — =

Regressions weight observations by beginning-of-year net assets. Standard errors are corrected
for clustering at the mutual fund level. The net asset weighted mean of CGRR is 21.3 for
1993-1999 and 22.3 for 1993-2001. Sample includes only observations for which CGRR is
between 0 and 100%.
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Table 4.9 Inflow Regressions With Covariates

Pre-tax Return (t-1)

Backward Tax Burden (t-1)

Forward Tax Burden (t-1)

Capital Gain Overhang (t-1)

Inflow (t-1)
§<Age<=16

16 < Age

Log fund size (-1}
Expense ratio (t-1)
Tumover (t-1)
Load dummy
Median market cap
Price/book ratio
Morningstar rating

R
N

1 2) )] @
Mean  1993-1999 1993-1999  Mean  1993-2001 1993-2001
212 L4d¥ss ] 4gans 183 0.395%x*  .619%*x
(0.241) (0.214) (0.123) (0.117)
337 3.03*%%* 295 -2.60%%%
(1.04) (0.638)
334 2.11% 2.79 -0.394
(0.982) (0.686)
269  -0268***  .0222%%* 285 00276 -0.0184
(0.0760)  (0.0686) (0.0465)  (0.0456)
193 0.161%%*  0.159%* 172 0.152%**  (147%x*
(0.0296)  (0.0301) (0.0175)  (0.0177)
291  775%%F  786*Rx 287 -637%**  -6.08%**
(1.85) (1.90) (1.22) (1.22)
538 -6.74%FF 6.65%F* 545 4TIxer 405%*
(2.04) (2.09) (1.55) (1.53)
8A7  315%%k 321wk 868 3 DRk 300k
(0.447) (0.443) (0.307) (0.308)
0931  -570%**  _623%*% 00925  -485%kx 510w
(1.77) (1.86) (1.31) (1.28)
0667  -0.0250%*  -0.0205  0.662 -0.0239%**  -0.0159
(0.0124)  (0.0129) (0.0073)  (0.0080)
0.553 2.01* 1.52 0542 3.18%**  326%%*
(1.14) (1.19) (0.832) (0.825)
2594 -0.102%%  -0.0939** 3325  0.00205  0.00063
(0.0465)  (0.0473) (0.0249)  (0.0245)
6.20 0.941* 1.04* 6.30 1.53%k% ] 41w
(0.554) (0.546) (0.461) (0.440)
377 6.92%k% 643Kk 3.69 TS52RRE T AGRE
(0.821) (0.834) (0.589) (0.616)
0.406 0.404 0.345 0.347
5,967 5,967 9,629 9,629

Regressions weight observations by beginning-of-year net assets. Standard errors are corrected for clustering

at the mutual fund level. The net asset weighted mean of mutual fund inflows is 7.04 for 1993-1999. The net

asset weighted mean of mutual fund inflows is 4.20 for 1993-2001. Sample includes only observations for
which the lagged capital gains realization rate is between 0 and 100%. Also included in the regressions are

style and year dummies.
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