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0. Introduction

An ultrametric space is a metric space in which the following 'strong' version of the triangle inequality holds:

\begin{equation}
\text{dist}(A, C) \leq \max\{\text{dist}(A, B), \text{dist}(B, C)\}.
\end{equation}

Such spaces have a topology quite different from that of ordinary Euclidean space. In particular balls do not have well-defined centers, all triangles are isosceles and every open ball is also closed. An ultrametric space divides naturally into a hierarchy of clusters and sub-clusters - with the distance between any two points equal to the diameter of the smallest cluster containing them both.

Though the definition and general properties outlined above were first introduced by Marc Krasner in a 1944 address to the French Academy [Kr44], ultrametric spaces really date back to the invention by Kurt Hensel in 1897 of $p$-adic number fields [Hen97], which have proven invaluable in number theory ever since.

Ultrametricity has recently been discovered in a number of physical systems [RTV86], and much interest has been shown in the idea of extending physical theories to a setting in which a $p$-adic field replaces the usual field of real or complex numbers [BF93]. There are several motivations for these developments. Some researchers have studied $p$-adic analogs of physical systems in the hope that they may shed light on classical problems in number theory [Jul90, Sp90]; others have proposed more direct physical applications for such theories, speculating that the topology of space-time itself may become totally disconnected or even $p$-adic when looked at on the scale of the Planck length [VV89, Zab89]. Vivaldi and others have suggested that local fields provide an ideal setting for dynamical systems [Viv92, VH92], because their non-archimedean nature allows numerical computations to be
carried out without fear of accumulating round-off errors. Connes and Bost have studied models of quantum statistical mechanics on adèlic spaces [CB92], which give rise to phase transitions involving broken symmetry of the Galois group. Much work has also been done on p-adic string theory [FW87], [Zab89] (see also references listed in [BF93]).

Previous approaches to p-adic quantum mechanics [FO88, Me89, RTVW, VV89] have typically been based on the Weyl quantization of a semigroup of operators indexed by a p-adic time parameter. We propose a new approach, modeled on the Heisenberg formulation, in which the time parameter is taken to be real, and the infinitesimal generator $H$ of time translations, acting on $L^2$ (complex valued) functions of a (p-adic) state space variable may be used to construct a measure on the space of paths from real ‘time’ to p-adic ‘space’. This view brings p-adic quantum mechanics within the realm of diffusion processes on p-adic and ultrametric spaces, which have arisen in the study of spin glasses [BO89] and other physical systems [OS85].

Following the discovery by Mezard, Parisi et al. of an ultrametric structure on the pure spin glass states in the mean field theory of Sherrington and Kirkpatrick [MP84, Par93], dynamical processes on ultrametric spaces have emerged as useful models for studying the behavior of so-called ‘disordered’ systems. Such systems - in a ‘frustrated’ attempt to satisfy as best they can a tangled web of conflicting constraints - typically progress slowly towards equilibrium according to a hierarchy of relaxation regimes. They have arisen in a variety of settings - including neural networks [KT84, PV85], protein folding [St85], and computing structures [HK85].

In trying to gain a better understanding of ultrmetric dynamics, it is natural to study p-adic examples in the first instance, because their algebraic structure brings to hand familiar tools like the Fourier transform, to facilitate a more detailed analysis than is possible in the general case.

From the number theory point of view, a natural question to ask is whether a family of diffusions on ‘local’ p-adic space may be ‘lifted’ to ‘global’ adèlic space.
For the reader unfamiliar with analytic number theory, a word of explanation is in order: Consider the field \( \mathbb{Q} \) of rational numbers. Every prime \( p \) determines a special kind of metric on \( \mathbb{Q} \), according to which two numbers are 'close' to each other if their difference is divisible by a high power of \( p \). The completion \( \mathbb{Q}_p \) of \( \mathbb{Q} \) with respect to this metric is called the field of \( p \)-adic numbers. Because of an analogy with algebraic geometry, it is also called a localization or local field of \( \mathbb{Q} \). Forming the restricted direct product of all these local fields yields a 'global' object called the adèlae ring \( \mathcal{O} \). (these constructions may be generalized to arbitrary algebraic number fields, and are summarized in §2.1). A common strategy for solving an equation on \( \mathbb{Q} \) is to first find solutions on all of these local fields, and then check certain conditions which would allow this family of local solutions to be 'lifted' to a global solution on \( \mathcal{O} \). This 'local to global' principle has been applied in many different areas (see [Gel84] for a general discussion). It is natural, then, to ask whether it may also be applied to diffusion processes, and we show in §3 that a family of path space measures on the localizations of an algebraic number field may indeed, under certain conditions, be lifted to a path space measure on its adèlae ring.

In the second half of the thesis a particular example is constructed of a diffusion process on the adèlae ring of \( \mathbb{Q} \), which is analogous in some sense to the Ornstein-Uhlenbeck velocity process in Euclidean space. The local infinitesimal generator \( H_p \) of this process is introduced in §6 and shown to be trace class, using an analog of the Feynman-Kac formula developed in §5. The spectrum of \( H_p \) divides naturally into orthogonal and radial components, which are analyzed in detail in §7 and §8, respectively.

This notion of combining 'harmonic oscillators' on each local field \( \mathbb{Q}_p \) to form a path space measure on \( \mathcal{O} \) may be thought of in analogy with the splitting of the Euclidean free quantum field into subspaces of differing momenta - where the convergence of the integral in this case is achieved not by a steady increase in the size of the 'mass term', but by the topology of the local fields becoming more and more 'grainy' as \( p \) gets bigger, thus providing ever larger potential barriers to confine particles within the 'unit ball' of \( p \)-adic integers.
1. Local Fields

1.1 Introduction to p-adic numbers

Let $p$ be a prime and consider a rational number $c$ whose denominator is a power of $p$. Then $c$ may be expressed in $p$-ary (or base $p$) notation as a finite sequence of digits $c_i \in \{0, \ldots, p-1\}$, punctuated with a 'decimal point':

$$c_j \ldots c_{-1}c_0 \cdot c_1 \ldots c_k = c = c_j p^{-j} + \ldots + c_{-1}p + c_0 + c_1p^{-1} + \ldots + c_k p^{-k}$$

The same notation may be used to represent an arbitrary rational (yielding an infinite but recurring sequence of digits), or indeed any real number (by approximating it with a sequence of rationals). Note that the $p$-ary expression for a rational (or real) number is always of finite length to the left of the decimal point, but may extend infinitely to the right of it.

In 1897 Hensel devised an alternative scheme - called $p$-adic notation - that assigns to each rational number a similar sequence of digits which is of finite length to the right of the decimal point, but may extend infinitely to the left of it.

For example, while the ternary expression for $\frac{1}{3}$ is $0.1111\ldots$, its 3-adic expression is $\ldots 1112.0$ - as can be verified by 3-adic 'long division', or by multiplying to check that $2 \times (\ldots 1112.0) = \ldots 00001.0$. Sense can be made of such expressions by introducing to the rational numbers a radically different notion of size and distance - determined by the following valuation on $\mathbb{Q}$:

\[ \text{Definition 1.0. For a fixed prime } p, \text{ we define the } p\text{-adic norm } |\cdot|_p : \mathbb{Q} \to \mathbb{R}^{\geq 0} \text{ by } \]

\[ |\frac{a}{b} p^k| = p^{-k}, \quad \text{if } a \text{ and } b \text{ are coprime to } p. \]

For example, in terms of 3-adic distance, $41_{10} = 1112_3$ is a good approximation to $\frac{1}{2}$, because the size of their difference is $|41 - \frac{1}{2}|_3 = |\frac{1}{2} \cdot 3^4|_3 = 3^{-4}$.

\[ ^1 \text{a valuation is a metric defined on a number field that is compatible with its algebraic structure in a sense that will be made precise in } \S 2.1. \]
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Definition 1.1. The field of p-adic numbers is the completion \( \mathbb{Q}_p \) of \( \mathbb{Q} \), with respect to the p-adic norm \( | \cdot |_p \).

In general the p-adic distance between two numbers is \( p^k \) if, when written in p-adic notation, the \( k \)th digit is the rightmost digit in which they differ. Thus p-adic numbers may be thought of as comprising an infinite tree, with the branches at height \( k \) indexed by the \( k \)th digit in the p-adic expansion.

![Diagram of 3-adic space](image)

Figure 1.1. Two schematic views of 3-adic space.

1.2 p-adic Fourier transform

Definition 1.2. The fundamental character \( \chi : \mathbb{Q}_p \to \mathbb{C} \) is the function \( \chi(c) = e^{2\pi i \lambda(c)} \), where \( \lambda : \mathbb{Q}_p \to [0,1) \subset \mathbb{R} \) is given by

\[
\lambda(\ldots c_{-1}c_0.c_1c_2\ldots c_k) = 0.c_1c_2\ldots c_k
\]

Definition 1.3. The Fourier transform \( \mathcal{F} : L^2(\mathbb{Q}_p) \to L^2(\mathbb{Q}_p) \) is

\[
(\mathcal{F}v)(\xi) = \int_{\mathbb{Q}_p} \chi(x\xi)v(x)dx.
\]
Many of the properties of the usual Fourier transform carry over to the $p$-adic case [Tai75], [Vl88]. We will mostly be concerned with the special case where $v$ is 'radially symmetric' in the sense that $v(x)$ depends only on the norm $|x|_p$ of $x$. In this case, we write $v(x) = v_k$ if $|x|_p = p^k$, and the Fourier transform $\hat{v}$ of $v$ (which is also radially symmetric) may be written as

$$\hat{v}_l = (1 - p^{-1}) \sum_{k \leq -l} p^k v_k - p^{-l} v_{-l+1}.$$  

All of the above constructions may be generalized to the case where $\mathbb{Q}$ is replaced by an arbitrary algebraic number field $k$, and $p$ by a prime ideal $\mathfrak{p}$ of $k$ [We67]. The $p$-adic norm is then $|x|_p = N_p^{-j}$, where $N_p$ is the number of cosets of $\mathfrak{p}$ in the ring of algebraic integers $\mathfrak{o}_p$ in $k_p$, and $j$ is the largest number such that $x \in \mathfrak{p}^j$.

Here $\mathfrak{p}^0 = \mathfrak{o}_p$, while

$$\mathfrak{p}^j = \begin{cases} \{ x_1 \ldots x_j \mid x_1, \ldots, x_j \in \mathfrak{p} \} & \text{if } j > 0, \\ \{ x \mid x, y \in \mathfrak{o}_p \text{ for all } y \in \mathfrak{p}^{-j} \} & \text{if } j < 0. \end{cases}$$

The Fourier transform may be defined in exactly the same way once a fundamental character is chosen (see [Ta50]). The generalization of (1.1) is as follows:

$$\hat{v}_l = (1 - N_p^{-1}) \sum_{k \leq -l} N_p^k v_k - N_p^{-l} v_{-l+1}.$$
2. Path Space Measures

2.1 The topology of adèlic space

Let $k$ be an algebraic number field, of finite degree over $\mathbb{Q}$.

A valuation on $k$ is a function $|\cdot|_p : k \to \mathbb{R}^+$ satisfying:

(i) $|x \cdot y|_p = |x|_p |y|_p$,

(ii) $|x|_p = 0 \iff x = 0$,

(iii) $|x + y|_p \leq |x|_p + |y|_p$.

There are two types of valuations on $k$:

(i) Non-Archimedean valuations, indexed by the set $\mathfrak{P}_f$ of prime ideals in $k$.

(ii) Archimedean valuations, which are indexed by the (finite) set $\mathfrak{P}_\infty$ of embeddings of $k$ into $\mathbb{C}$ or $\mathbb{R}$ (the so-called "infinite primes").

For example, if $k = \mathbb{Q}$, then $\mathfrak{P}_f$ is the collection of $p$-adic norms defined in §1.1, and $\mathfrak{P}_\infty$ has as its single element the standard norm on $\mathbb{Q}$ (which may be thought of as the unique embedding of $\mathbb{Q}$ into $\mathbb{R}$, composed with the absolute value on $\mathbb{R}$).

We will use $\mathfrak{P}$ to denote any subset of $\mathfrak{P}_\infty \cup \mathfrak{P}_f$. For each $p$ in $\mathfrak{P}$, we define $k_p$ to be the completion of $k$ with respect to $|\cdot|_p$. Following the usual conventions, we use $\mathcal{O}_p$ to denote the unit ball or ring of integers in $k_p$, $k_p^\times$ the invertible elements of $k_p$, and $u_p$ the group of units in $\mathcal{O}_p$. Non-Archimedean valuations satisfy a stronger version of (iii) known as the ultrametric triangle inequality:

\[ |x + y|_p \leq \max(|x|_p, |y|_p), \]

making the topology of $k_p$ quite different from that of Euclidean space. $k_p$, $k_p^\times$, $\mathcal{O}_p$ and $u_p$ are complete, separable metric spaces, with topology generated by balls of the form

\[ \text{Ball}(z_p, r_p) = \{ x_p : |x_p - z_p|_p < r_p \}. \]
These open balls also generate a $\sigma$-algebra of Borel sets, and there is a standard invariant measure on $k_p$ with respect to which $\mu(\{x : |x|_p \leq 1\}) = 1$. For $p \in \mathcal{P}_f$ the measure of $\text{Ball}(z_p, r_p)$ is $N_p^{-j}$ where $j \in \mathbb{Z}$ is chosen so that $N_p^{-j} < r_p \leq N_p^{-j+1}$ ($N_p = \text{cardinality of } o_p/po_p$). There is also an invariant measure on $k_p^\times$ which for $p \in \mathcal{P}_f$ is normalized so that $\mu(\{x : |x|_p = 1\}) = 1$.

We formulate the following results in terms of $\mathcal{O}$, $k_p$ and $o_p$, but with slight modifications they are also valid for $\mathcal{U}$, $k_p^\times$ and $u_p$. The Adèle Group $\mathcal{O}$ of $k$ is the restricted direct product of the $k_p$'s with respect to the $o_p$'s; this means the group of ordered sequences $x = (x_p)_{p \in \mathcal{P}}$ such that each $x_p \in k_p$ and $x_p \in o_p$ for all but finitely many $p$. $\mathcal{O}$ carries a topology generated by cylinder sets of the form

$$U_{S,+}^X = X \times \prod_{p \in S} o_p,$$

where $S$ denotes a finite subset of $\mathcal{P}$, and $X$ a measurable subset of $\prod_{p \in S} k_p$. These cylinders also generate a $\sigma$-algebra of Borel sets, making $\mathcal{O}$ into a measure space. There is a standard measure on $\mathcal{O}$ with respect to which the measure of $U_{S}^X$ in $\mathcal{O}$ is the same as the measure of $X$ in $\prod_{p \in S} k_p$. For $n \geq 1$, $\mathcal{O}^n = \mathcal{O} \times \ldots \times \mathcal{O}$ carries the product topology generated by "box" sets of the form

$$U_{S,+}^{\{X^{(i)}\}} = \prod_{i=1}^n U_{S,+}^{X^{(i)}},$$

which also generate the $\sigma$-algebra $B_n(\mathcal{O}^n)$ of Borel sets in $\mathcal{O}^n$.

We next consider the space $\mathcal{O}^\infty$ of ordered sequences of numbers in $\mathcal{O}$, and the space $\mathcal{O}^T$ of functions $\omega : T \to \mathcal{O}$, where $T$ is a subset of $\mathbb{R}$. $B_\infty(\mathcal{O}^\infty)$ and $B_T(\mathcal{O}^T)$ are the $\sigma$-algebras of Borel sets generated in each case by the open sets in the product topology. It is convenient to give the following alternate formulation of $B_\infty$ and $B_T$:

The collection $\Sigma$ of finite subsets of $T$ form a partially ordered set with respect to inclusion. For each $\tau = \{t_1, \ldots, t_n\} \in \Sigma$, there is a projection $\pi_\tau : \mathcal{O}^T \to \mathcal{O}^\tau$ given by

$$\pi_\tau(\omega) = (\omega(t_1), \ldots, \omega(t_n)).$$
And for any $\sigma, \tau \in \Sigma$ with $\tau \subseteq \sigma$, there is a restriction map $\pi_{\sigma\tau} : O^\sigma \to O^\tau$. There are also natural projections $\pi_n : O^\infty \to O^n$ and restrictions $\pi_{nk} : O^n \to O^k$. It is easy to see that $B_\infty(O^\infty)$ is the $\sigma$-algebra generated by the pull-backs of Borel sets under these projections:

$$\{\pi_n^*(A_n) : A_n \in B(O^n), \ n \geq 1\},$$

while $B_T(O^T)$ is the $\sigma$-algebra generated by the pull-backs

$$\{\pi_\sigma^*(A_\sigma) : A_\sigma \in B_\sigma(O^\sigma), \ \sigma \in \Sigma\}.$$

In fact every Borel set in $(O^T, B_T)$ is of the form $\pi_\rho^*(A_\infty)$, where $\rho = (t_1, t_2, \ldots)$ is a countable subset of $T$, and $A_\infty$ is a Borel set in $(O^\infty, B_\infty)$.

### 2.2 Kolmogorov theorems

In this section we present two well-known theorems which were due originally to Kolmogorov, but have since been adapted to a more general context. The exposition is based closely on ([Sh84], Ch.II §3 - but see also [Tor71]).

In order to establish the existence of path space measures, we shall need the following standard result from measure theory (which we quote without proof - see [Sh84]):

**Theorem 2.0. Carathéodory’s Theorem.**

Let $\Omega$ be a space, $\mathcal{A}$ an algebra of its subsets and $B = \sigma(\mathcal{A})$ the $\sigma$-algebra generated by $\mathcal{A}$. Let $\mu_0$ be a $\sigma$-finite measure on $(\Omega, \mathcal{A})$. Then there is a unique measure $\mu$ on $(\Omega, B)$ which extends $\mu_0$.

**Theorem 2.1. Komolgorov Theorem for $O^\infty$.**

Let $P^1, P^2, \ldots$ be a sequence of regular probability measures on $O, O^2, \ldots$ which are consistent in the sense that

$$P^{n+1}(A_n \times O) = P^n(A_n), \ \text{for} \ A_n \in B_n(O^n).$$
Then there is a unique probability measure $P^\infty$ on $(\mathcal{O}^\infty, \mathcal{B}_\infty)$ such that

$$P^\infty(\pi_n^*(A_n)) = P^n(A_n), \quad \text{for } A_n \in \mathcal{B}_n(\mathcal{O}^n).$$

Proof. $P^n$ is regular means that $P^n(A_n) = \sup\{P^n(C_n) : C_n \subset A_n, C_n \text{ compact}\}$ - a condition we shall make use of later. Let $\mathcal{A}(\mathcal{O}^\infty)$ be the algebra of all cylinder sets

$$\mathcal{A}(\mathcal{O}^\infty) = \{\pi_n^*(B_n) : B_n \in \mathcal{B}_n(\mathcal{O}^n), \ n \geq 1\}.$$

We define a measure $P_0$ on $(\mathcal{O}^\infty, \mathcal{A})$ by $P_0(\pi_n^*(B_n)) = P^n(B_n)$. It is straightforward to check that this definition is consistent and that $P_0$ is finitely additive. We check $\sigma$-additivity below. Since $\mathcal{B}$ is the $\sigma$-algebra generated by $\mathcal{A}$, it follows from Carathéodory’s Theorem that there is a unique measure $P^\infty$ on $(\mathcal{O}^\infty, \mathcal{B}_\infty)$ such that

$$P^\infty(A) = P_0(A), \quad \text{for } A \in \mathcal{A}.$$ 

$P_0$ will be $\sigma$-additive as long as it is “continuous at zero”. This means that $\lim_{n \to \infty} P_0(B_n) = 0$ for any sequence of sets $\{B_n\}$ which satisfy $B_n \downarrow \emptyset$, $n \to \infty$. Suppose to the contrary that $P_0(B_n) \to \delta > 0$. We may assume without loss of generality that $B_n = \pi_n^* \hat{B}_n$, for some $\hat{B}_n \in \mathcal{B}_n(\mathcal{O}^n)$. Since $(\mathcal{O}^n, \mathcal{B}_n, P^n)$ is a regular measure, for each $\hat{B}_n \in \mathcal{B}_n(\mathcal{O}^n)$ we can find a compact subset $\hat{A}_n$ of $\mathcal{O}^n$ with $P^n(\hat{B}_n \setminus \hat{A}_n) \leq \delta/2^{n+1}$. Form the set

$$\hat{C}_n = \bigcup_{k=1}^{n} \pi_n^*(\hat{A}_k) \quad \text{and let} \quad C_n = \pi_n^*(\hat{C}_n).$$

Then since the sets $B_n$ decrease,

$$P_0(B_n \setminus C_n) \leq \sum_{k=1}^{n} P^n(\hat{B}_n \setminus \hat{A}_n) \leq \delta/2.$$ 

By assumption $\lim_{n \to \infty} P_0(B_n) = \delta$; therefore $\lim_{n \to \infty} P_0(C_n) \geq \delta/2 > 0$. Let us show that this contradicts the condition $C_n \downarrow \emptyset$. 
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Choose a point \((x_1^{(n)}, x_2^{(n)}, \ldots)\) in \(C_n\). Then \((x_1^{(n)}, \ldots, x_n^{(n)}) \in \hat{C}_n\), for \(n \geq 1\).

Let \((n_1)\) be a subsequence of \((n)\) such that the sequence \(x_1^{(n_1)}\) converges to a point \(x_1^0\) of \(\hat{C}_1\). Let \((n_2)\) be a subsequence of \((n_1)\) such that \((x_1^{(n_1)}, x_2^{(n_2)}) \to (x_1^0, x_2^0) \in \hat{C}_2\).

Similarly let \((x_1^{(n_1)}, \ldots, x_k^{(n_k)}) \to (x_1^0, \ldots, x_k^0) \in \hat{C}_k\).

Finally form the diagonal sequence \((m_k)\), where \(m_k\) is the \(k\)th term of \((n_k)\). Then \(x_i^{(m_k)} \to x_i^0\) as \(m_k \to \infty\) for \(i = 1, 2, \ldots\); and \((x_1^0, x_2^0, \ldots) \in C_n\) for \(n = 1, 2, \ldots\), which evidently contradicts the assumption that \(C_n \downarrow \emptyset\) as \(n \to \infty\).

\[\square\]

**Theorem 2.2. Komolgorov Theorem for \(O^T\).**

Let \(\{P^r\}_{r \in \Sigma}\) be a family of regular measures on \(\{(O^r, B_r)\}\) which are consistent in the sense that

\[P^\sigma(\pi^*_{\sigma r}(A_r)) = P^r(A_r), \quad \text{for } A_r \in B_r(O^r), \quad \text{whenever } \sigma \supseteq r.\]

Then there is a unique probability measure \(P^T\) on \((O^T, B_T)\) such that

\[P^T(\pi^*_{\tau T}(A_r)) = P^r(A_r), \quad \text{for } A_r \in B_r(O^r).\]

**Proof.** Let \(B \in B_T(O^T)\). Then there is a finite subset \(S\) of \(T\) such that \(B = \pi^*_S(\hat{B}_S)\), for some \(\hat{B}_S \in B_S(O^S)\). We define the required measure \(P^T\) by

\[P^T(B) = P^S(\hat{B}_S),\]

where \(P^S(O^S, B_S)\) is the measure whose existence was established by the previous theorem.

It is easy to check that this definition is consistent. To show countable additivity, let \(\{B_n\}\) be a sequence of pairwise disjoint sets in \(B_T(O^T)\). Then each \(B_n = \pi^*_S(\hat{B}_S)\) for some countable subset \(S_n\) of \(T\) and the union \(S\) of these countable sets \(S_n\) is countable. So

\[P^T(\bigcup_{n=1}^{\infty} B_n) = P^S(\bigcup_{n=1}^{\infty} B_n) = \sum_{n=1}^{\infty} P^S(B_n),\]

by the countable additivity of \(P^S\), which concludes the proof of the theorem.  

\[\square\]
3. Heat Kernels

We turn now to the question of how such a consistent family of regular measures may be constructed. We will consider two kinds of measures - conditional measures, on spaces of paths which start from a specified basepoint \( b \) at an initial time \( t_0 \), and unconditional measures, on spaces of paths which may be sampled at any time \( t \in \mathbb{R} \).

Suppose we have, for each \( p \in \mathcal{P} \), an (unbounded) positive, self-adjoint operator \( H_p \) on \( L^2(k_p) \), and that the heat kernel \( k_p^t \) of \( e^{-tH_p} \) satisfies the properties:

\[(3.1) \quad k_p^t(x,y) \geq 0 \quad \text{and} \quad \int_{k_p} k_p^t(x,y) \, dy = 1.\]

Suppose further that we are given an “initial time” \( t_0 \in \mathbb{R} \) and a basepoint \( b \in \mathcal{O} \) and that there is a finite subset \( \mathcal{R}_0 \) of \( \mathcal{P} \) such that

\[(3.2) \quad \prod_{p \in \mathcal{P} \setminus \mathcal{R}_0} \int_{\mathcal{O}_p} k_p^t(x,b_p) \, dx > 0, \quad \text{for all} \quad t > 0.\]

Alternatively, assume that each \( H_p \) has a unique ground state \( \Omega_p \), with

\[(3.1') \quad k_p^t(x,y) \geq 0, \quad \Omega_p(y) \geq 0, \quad \|\Omega_p\|_{L^2} = 1 \quad \text{and} \quad H_p \Omega_p = 0,\]

and that the following condition is satisfied:

\[(3.2') \quad \sum_{p \in \mathcal{P} \setminus \mathcal{R}_0} \int_{k_p \setminus \mathcal{O}_p} \Omega_p(x)^2 \, dx < \infty.\]

We will use this family of heat kernels to define the consistent family of regular measures required. It follows from (3.1) (resp. (3.1')) that \( H_p \) defines a local path space measure on \( k_p \) for each \( p \in \mathcal{P} \). We will show that if (3.2) (resp. (3.2')) is also satisfied, these local measures may be combined to form a global measure on the path space of \( \mathcal{O} \). We will need the following standard result from measure theory (which we quote without proof - see [Rao87], §2.3):
**Theorem 30.** Henry's Extension.

Let $\Omega$ be a topological space, $A$ a subalgebra of the Borel $\sigma$-algebra $B$ generated by the open sets of $\Omega$, and $\mu : A \rightarrow \mathbb{R}^+$ a function that is (i) finitely additive and (ii) inner regular in the sense that for each $A \in A$,

$$\mu(A) = \sup \{ \mu(C) : C \subset A, C \in A, C \text{ compact (and closed)} \}.$$ 

Then $\mu$ can be extended to a Radon (therefore regular) measure on $B$. If the $\sigma$-algebra generated by $A$ is $B$, then the extension is unique.

Let $A_1$ be the set of subsets of $\mathcal{O}$ which are finite unions of sets of the form $U_{S,\sigma}^X$, where $S$ is a finite subset of $\mathfrak{P}$, $X$ is a measurable subset of $\prod_{p \in S} k_p$, $\sigma \in \{0, +, -\}$ and

$$U_{S,0}^X = X \times G_0^S, \quad U_{S,+}^X = X \times G_+^S, \quad U_{S,-}^X = X \times (G_0^S \backslash G_+^S),$$

where $G_+^S = \prod_{p \in \mathfrak{P} \backslash S} o_p$ and $G_0^S$ is the restricted direct product of the $k_p$'s with respect to the $o_p$'s, over $p \in \mathfrak{P} \backslash S$. Note that $\mathcal{O} = U_{\emptyset,0}^0 \in A_1$. We check that $A_1$ is closed under finite complements and intersections and is therefore an algebra. For complements, we have

$$(U_{S,0}^X)^c = U_{S,0}^{(X^c)}, \quad (U_{S,+}^X)^c = U_{S,-}^X \cup U_{S,0}^{(X^c)}, \quad (U_{S,-}^X)^c = U_{S,+}^X \cup U_{S,0}^{(X^c)}.$$ 

We next consider intersections of the form $U_{S_1,\sigma_1}^X \cap U_{S_2,\sigma_2}^Y$. In view of the following relations we may assume without loss of generality that $S_1 = S_2$: If $\mathcal{R}$ is a finite subset of $\mathfrak{P} \backslash S$ then, using the notation $k_\mathcal{R} = \prod_{p \in \mathcal{R}} k_p$, $o_\mathcal{R} = \prod_{p \in \mathcal{R}} o_p$, we have

$$(3.3) \quad \begin{align*}
U_{S,0}^X &= U_{S \cup \mathcal{R},+}^X \cup U_{S \cup \mathcal{R},-}^X, & U_{S,+}^X &= U_{S \cup \mathcal{R},+}^X \\
U_{S,-}^X &= U_{S \cup \mathcal{R},+}^X \cup U_{S \cup \mathcal{R},-}^X
\end{align*}$$

and

$$\begin{align*}
U_{S,0}^X \cap U_{S,0}^Y &= U_{S,0}^{X \cap Y}, & U_{S,+}^X \cap U_{S,+}^Y &= U_{S,+}^{X \cap Y}, & U_{S,-}^X \cap U_{S,-}^Y &= U_{S,-}^{X \cap Y}, \\
U_{S,+}^X \cap U_{S,0}^Y &= U_{S,+}^{X \cap Y}, & U_{S,-}^X \cap U_{S,-}^Y &= U_{S,-}^{X \cap Y}, & U_{S,+}^X \cap U_{S,-}^Y &= 0.
\end{align*}$$
Let \( A_n \) be the set of subsets of \( O^n \) which are finite (w.l.o.g. disjoint) unions of products of sets in \( A_1 \). It is easy to check that \( A_n \) is an algebra. Let \( \tau = \{ t_1, \ldots, t_n \} \) be an unordered subset of \( \mathbb{R} \) with \( t_n > \ldots > t_1 \) (also \( t_1 > t_0 \) in the conditional case). We define the function \( \mu_\tau : A_n \to \mathbb{R}^{\geq 0} \) initially on sets of the form 
\[
A_{\tau, \sigma} = \prod_{i=1}^{n} U_{\tau, \sigma(t_i)},
\]
where \( \sigma : \tau \to \{0, +, -\} \), and then extend by finite additivity. Let \( \mu_\tau(A) = I_{\tau}^{\{X_i\}} \times J_{\tau}^{\sigma} \), where in the conditional case

\[
I_{\tau}^{\{X_i\}} = \int \cdots \int k^S(x_n, x_{n-1}) \cdots k^S(x_2, x_1) k^S(x_1, b_\sigma) d^S x_n \cdots d^S x_1,
\]
with \( k^S(x, y) = \prod_{p \in S} k^p(x_p, y_p) \), \( b_\sigma = (b_p)_{p \in S} \), and \( J_{\tau}^{\sigma} \) is defined by induction on the number of \( t_i \in \tau \) for which \( \sigma(t_i) = \text{'}-\text{'} \) as follows:

(0) If \( \tau \) is empty, \( J_{\tau}^{\sigma} = 1 \)

(1) If \( \sigma(t_i) = \text{'}+\text{'} \) for all \( t_i \in \tau \),

\[
J_{\tau}^{\sigma} = \prod_{p \in P \setminus S} \int \cdots \int k^p(x_n, x_{n-1}) \cdots k^p(x_2, x_1) k^p(x_1, b_p) dx_n \cdots dx_1
\]

(2) If \( \sigma(t_i) \neq \text{'}-\text{'} \) for all \( t_i \in \tau \), then \( J_{\tau}^{\sigma} = J_{\tau'}^{\sigma'} \), where \( \tau' = \{ t_i \in \tau : \sigma(t_i) = + \} \), and \( \sigma' \) is the restriction of \( \sigma \) to \( \tau' \)

(3) Otherwise choose a \( t_i \in \tau \) for which \( \sigma(t_i) = \text{'}-\text{'} \), and let \( \sigma' \) and \( \sigma'' \) be identical with \( \sigma \) except that \( \sigma'(t_i) = \text{'}0\text{'} \) and \( \sigma''(t_i) = \text{'}+\text{'} \). Then

\[
J_{\tau}^{\sigma} = J_{\tau}^{\sigma'} - J_{\tau}^{\sigma''}.
\]

In the unconditional case, let

\[
I_{\tau}^{\{X_i\}} = \int \cdots \int \Omega_S(x_n) k^S(x_n, x_{n-1}) \cdots k^S(x_2, x_1) \Omega_S(x_1) dx_n \cdots dx_1,
\]
where $\Omega_S(x) = \prod_{p \in S} \Omega_p(x_p)$, and in Case (1) above we put

$$J_{S,\tau}^r = \prod_{p \in P \setminus S} \int \cdots \int \Omega_S(x_n) k_p^{t_n-t_{n-1}}(x_n, x_{n-1}) \cdots k_p^{t_2-t_1}(x_2, x_1) \Omega_S(x_1) \, dx_n \cdots dx_1.$$

**Theorem 3.1.** Let (3.1) and (3.2) (resp. (3.1') and (3.2')) be satisfied. Then the above formulas for $\mu_r$ define a consistent family of regular measures, and hence there is a global conditional (resp. unconditional) measure $\mu$ on $(O^T, B_T)$ for $T = [t_0, \infty)$ (resp. $R$), such that

$$\mu(\tau^*_{s}(A_{\tau})) = \mu_r(A_r),$$

for all finite subsets $\tau$ of $T$, $A_r \in B_T(O^T)$.

**Proof.** $\mu_r$ is finitely additive and we will show in Lemma 3.2 below that it is inner regular. So, by Henry's Extension, $\mu_r$ can be extended to a Radon measure $P^r$ on $O^r$. This can be done for each finite subset $\tau$ of $T$. It is easy to check that the family of measures $\{P^r\}$ is consistent in the sense of Theorem 2.2, which therefore establishes the existence of the required measure $\mu$. \[\square\]

**Lemma 3.2.** $\mu_r$ is inner regular.

**proof.** Let $A \in A_n, \varepsilon > 0$ be given. We need to find a compact subset $C$ of $O^n$ such that $\mu_r(C) > \mu_r(A) - \varepsilon$. We may assume without loss of generality that $A$ is of the form $A = \prod_{i=1}^n U_{S,\sigma(i)}^{X_i}$, since any $A \in A_n$ can be written as a finite disjoint union of such.

Note that $\prod_{i=1}^n U_{S,\sigma(t_i)}^{X_i}$ is compact iff each $X_i$ is compact, and $\sigma(t_i) = \tau$ for all $i$. Our strategy will be first to replace each $U_{S,\sigma(t_i)}^{X_i}$ with $U_{S,\sigma(t_i)}^{X_i \times Y_i}$, where $R$ is a finite subset of $\Psi \setminus S$ and each $Y_i$ is a measurable subset of $\prod_{p \in R} k_p$, and then to approximate $X_i$ and $Y_i$ with compact sets $\hat{X}_i$ and $\hat{Y}_i$. Equations (3.3) allow us to write

$$J_{S,\tau}^r = \sum_{\tau'} J_{S,\tau}^{\tau', \tau}.$$
where the sum is over all \( \sigma^t : \tau \to \{+, -\} \) such that \( \sigma(t_i) = '+' \implies \sigma'(t_i) = '+' \), and

\[
I_{\mathcal{R}, \tau}^{\sigma, \sigma'} = I_{\mathcal{R}, \tau}^{\{Y_i\}}, \quad \text{where} \quad Y_i(\sigma, \sigma') = \begin{cases} 
\kappa_{\mathcal{R}}, & \text{if } \sigma(t_i) = '0' \\
0_{\mathcal{R}}, & \text{if } \sigma(t_i) = '+' \\
0_{\kappa_{\mathcal{R}}}, & \text{if } \sigma(t_i) = \sigma'(i) = '-' \\
k_{\mathcal{R}} \setminus 0_{\mathcal{R}}, & \text{if } \sigma(t_i) = '-' \text{ and } \sigma'(t_i) = '+' 
\end{cases}
\]

We define \( \sigma^+ : \tau \to \{+, -\} \) by \( \sigma^+(t_i) = '+' \) for all \( t_i \in \tau \). We assign a degree to all other \( \sigma' \) by \( \deg(\sigma') = k \) if \( \sigma'_k = '-' \) and \( \sigma'_i = '+' \) for \( i < k \). Then

\[
I_{S, \tau}^{\sigma} = I_{\mathcal{R}, \tau}^{\sigma, \sigma^+} \cdot I_{S \cup \mathcal{R}, \tau}^{\sigma^+} + \sum_{k=1}^{n} \sum_{\deg(\sigma') = k} I_{\mathcal{R}, \tau}^{\sigma, \sigma'} \cdot I_{S \cup \mathcal{R}, \tau}^{\sigma'}
\]

From the definition of \( I_{S \cup \mathcal{R}, \tau}^{\sigma'} \), it follows (in the conditional case) that

\[
\sum_{\deg(\sigma') = k} I_{S \cup \mathcal{R}, \tau}^{\sigma'} \leq \prod_{p \in \mathcal{P} \setminus \mathcal{R}} \left( \int \cdots \int k_p^p \left( x_{k-1}, x_{k-2} \right) \cdots \int_{t_{k-1} - t_{k-2}}^{t_k} \left( x_{1, b_p} \right) dx_{k-1} \cdots dx_1 \right)^{o_p} \\
- \prod_{p \in \mathcal{P} \setminus \mathcal{R}} \left( \int \cdots \int k_p^p \left( x, x_{k-1} \right) \cdots \int_{t_{k-1} - t_{k-2}}^{t_k} \left( x_{1, b_p} \right) dx_{k} \cdots dx_1 \right)^{o_p} \\
\leq 1 - \prod_{p \in \mathcal{P} \setminus \mathcal{R}} \int_{t_{k-1} - t_{0}} \left( x, b_p \right) dx.
\]

Choose \( \mathcal{R} \) large enough that

\[
\prod_{p \in \mathcal{P} \setminus \mathcal{R}} \int_{t_{k-1} - t_{0}} k_p^p \left( x, b_p \right) dx > 1 - \frac{\varepsilon}{3n}, \quad \text{for } 1 \leq k \leq n.
\]

In the unconditional case, we similarly obtain

\[
\sum_{\deg(\sigma') = 1} I_{S \cup \mathcal{R}, \tau}^{\sigma'} \leq 1 - \prod_{p \in \mathcal{P} \setminus \mathcal{R}} \int_{t_{k-1} - t_{0}} \Omega_p(x) k_p^p \left( x, y \right) \Omega_p(y) dx \, dy.
\]
Now
\[
\int_{\partial_p \times \partial_p} \Omega_p(x) k^p_{t_k-t_1} (x,y) \Omega_p(y) \, dx \, dy \geq 1 - 2 \int_{k_p \backslash \partial_p \times k_p} \Omega_p(x) k^p_{t_k-t_1} (x,y) \Omega_p(y) \, dx \, dy
\]
\[
= 1 - 2 \int_{k_p \backslash \partial_p} \Omega_p(x)^2 \, dx.
\]
So using (3.2') and choosing \( R \) sufficiently large, we may ensure that
\[
\prod_{p \in \mathcal{P} \setminus \mathcal{S} \cup \mathcal{R}} \int_{\partial_p \times \partial_p} \Omega_p(x) k^p_{t_k-t_1} (x,y) \Omega_p(y) \, dx \, dy > 1 - \frac{\varepsilon}{3n}, \quad \text{for } 1 \leq k \leq n.
\]
In either case, we have
\[
|J^\sigma_{S,r} - J^\sigma_{R,r} \cdot J^\sigma_{S \cup \mathcal{R},r}| \leq \sum_{k=1}^n \sum_{\deg(\sigma')=k} J^\sigma_{S \cup \mathcal{R},r} < \frac{\varepsilon}{3}.
\]
Finally, using the fact that \( k_S \times k_R \) is a complete, separable metric space (and therefore any finite measure on it is regular), we can choose compact subsets \( \hat{X}_i \) of \( X_i \) and \( \hat{Y}_i \) of \( Y_i(\sigma, \sigma') \) such that
\[
I^{(X_i)}_{S,r} - I^{(\hat{X}_i)}_{S,r} < \frac{\varepsilon}{3} \quad \text{and} \quad I^{(Y_i)}_{R,r} - I^{(\hat{Y}_i)}_{R,r} < \frac{\varepsilon}{3}.
\]
So \( C = \prod_{i=1}^n U^{(X^{(i)} \times Y^{(i)})}_{S \cup \mathcal{R},+} \) is the required compact subset, and satisfies
\[
|\mu_r(A) - \mu_r(C)| = |I^{(X_i)}_{S,r} \times J^\sigma_{S,r} - I^{(\hat{X}_i)}_{S,r} \times I^{(Y_i)}_{R,r} \times J^\sigma_{S \cup \mathcal{R},r}| \\
\leq |I^{(X_i)}_{S,r} - I^{(\hat{X}_i)}_{S,r}| + |I^{(Y_i)}_{R,r} - I^{(\hat{Y}_i)}_{R,r}| + |J^\sigma_{S,r} - J^\sigma_{R,r} \cdot J^\sigma_{S \cup \mathcal{R},r}| \\
< \frac{\varepsilon}{3} + \frac{\varepsilon}{3} + \frac{\varepsilon}{3} = \varepsilon,
\]
completing the proof of Lemma 3.2. \( \square \)
4. p-Wiener Measure

We now give examples of families of Hamiltonian operators $H_p$ that may be used to construct measures in the manner described in §3.

4.1 Diffusions with independent increments

Interest has been shown in diffusion processes on locally compact groups by mathematicians [Bin71, Hey77, Tor71], and on ultrametric spaces by physicists [BO89, MP85, OS85, Par93]. Brownian motion is the most fundamental diffusion process, and its definition has been extended to such exotic spaces as the Sierpinski gasket [BP88] and other nested fractals [Lin90].

Wiener measure is normally required to be supported on continuous paths, and therefore cannot be defined on a totally disconnected space like $k_p$. We can, however, define a measure - which we call p-Wiener measure - that is analogous in the sense of having independent increments and satisfying appropriate re-scaling conditions.

A natural analog on $k_p$ of the Laplacian is the operator $H_p = F^{-1} \mathcal{H}_p F$, where $F$ is the Fourier transform and $\mathcal{H}_p$ is the (unbounded) operator of multiplication by a suitable function $h_p : k_p \to \mathbb{R}$. We will use $h(x) = |x|_p^2$ to define p-Wiener measure, but the following lemma applies to a different class of functions $h(x)$.

Lemma 4.0. Assume that $h_p(x)$ depends only on $|x|_p$, that it is an increasing function of $|x|_p$, that $\lim_{x \to 0} h_p(x) = 0$, and $e^{-th}$ is $L^2$ for all $t > 0$.

Then condition (3.1) of §3 is satisfied, and we have $\sum_{p \in \mathbb{P}} h_p(1) < \infty$.

Proof. The heat kernel $k^P_t(x, y)$ of $e^{-tH_p}$ is the Fourier transform of $f_t(z) = e^{-th_p(z)}$
evaluated at \( x - y \). It is non-negative by the monotonicity of \( h(|x|_p) \). Furthermore,

\[
\int_{k_p} k_p^p(x, y) \, dy = \int_{k_p} \hat{f}_t(x - y) \, dy = \lim_{z \to 0} f_t(z) = 1.
\]

Moreover

\[
\int_{\mathfrak{O}_p} k_t^p(x, 0) \, dx = \int_{\mathfrak{O}_p} \hat{f}_t(x) \, dx = \int_{\mathfrak{O}_p} f_t(x) \, dx,
\]

so

\[
\prod_{p \in \mathfrak{P}} \int_{\mathfrak{O}_p} k_t^p(x, 0) \, dx > 0 \iff \prod_{p \in \mathfrak{P}} \int_{\mathfrak{O}_p} e^{-th_p(x)} \, dx > 0
\]

\[
\iff \sum_{p \in \mathfrak{P}} \int_{\mathfrak{O}_p} (1 - e^{-th_p(x)}) \, dx < \infty
\]

\[
\iff \sum_{p \in \mathfrak{P}} t \int_{\mathfrak{O}_p} h_p(x) \, dx < \infty \iff \sum_{p \in \mathfrak{P}} h_p(1) < \infty. \quad \Box
\]

**Example 1.** \( h(x) = |x|^2_p \). This defines \( p \)-Wiener measure locally on each \( k_p \). However, the sum \( \sum_{p \in \mathfrak{P}} h_p(1) \) does not converge, so condition (3.2) is not satisfied - \( p \)-Wiener measure cannot be defined globally on the whole ade\'le ring.

**Example 2.** \( h(x) = \left(\frac{|x|_p}{N_p}\right)^2 \). This determines a kind of modified \( p \)-Wiener measure which is similar to ordinary \( p \)-Wiener measure but rescaled in time. In this case,

\[
\sum_{p \in \mathfrak{P}} h_p(1) = \sum_{p \in \mathfrak{P}} N_p^{-2} < \infty.
\]

So this family of modified \( p \)-Wiener measures satisfy condition (3.2) and can therefore be combined to define a modified \( p \)-Wiener measures on \( \mathfrak{O} \) - an example a conditional global measure, with basepoint \( b = 0 \) and initial time \( t_0 = 0 \), on the path space of the ade\'le ring of \( k \).

**Example 3.**

\[
h_i = \begin{cases} 
0, & \text{if } i < 0 \\
\log(N_p), & \text{if } i \geq 0 
\end{cases}
\]
If $|x - y|_p = Np^i$,

$$k_t(x,y) = Np^{-t}\left(-Np^t - (Np - 1)Np^{t-1}(1 + Np^{1-t} + \ldots + Np^{(t-1)(1-t)}) + Np^{t}\right)$$

$$= (Np - 1)Np^{-t}\left(\frac{1 - Np^{(1-t)}}{1 - Np^{1-t}}\right) + 1 - Np^{t-t-t}$$

$$= \frac{1 - Np^{-t}}{1 - Np^{1-t}}\left[1 - Np^{(-t+1)(1-t)}\right] = \frac{1 - Np^{-t}}{1 - Np^{1-t}}\left(1 - \frac{Np}{|x|_p}^{1-t}\right).$$

This determines a measure which is supported on paths that a.s. remain inside $o_p$. i.e.

$$\int_{o_p} k_t^p(x,0) \, dx = 1, \quad \text{for all } p \in \mathcal{P}_f, \ t > 0. $$

So condition (3.2) is trivially satisfied, and this gives another example of a global path space measure, although in this case the paths a.s. do not range over the whole of the adèle ring, but only over the compact space $\prod_{p \in \mathcal{P}_f} o_p$. Moreover, each operator $H_p$ of Example 3 has a unique ground state $\Omega_p$ - namely the characteristic function of $o_p$ - and

$$\int_{o_p \times o_p} \Omega_p(x) k_t^p(x,y) \Omega_p(y) \, dx \, dy = 1, \quad \text{for all } p \in \mathcal{P}_f, \ t \geq 0.$$

So condition (3.2') is satisfied, providing an example of an unconditional measure on the path space of $\prod_{p \in \mathcal{P}_f} o_p$.

**Lemma 4.1.** $p$-Wiener measure has the following properties:

(i) \[ \lim_{t \to 0} \frac{\log k_t^p(0,0)}{\log t} = -\frac{1}{2} \]

(ii) \[ k_t^p(x',0) = |u|_p^{-1} k_t^p(x,0), \quad \text{if } x' = u \cdot x, \ t' = |u|^2 \cdot t \]

**Proof.**

(i) We show equivalently that $A t^{-\frac{1}{2}} \leq k_t^p(0,0) \leq B t^{-\frac{1}{2}}$, for some $B > A > 0$.

Now \[ k_t^p(0,0) = (1-Np^{-1}) \sum_{j \in \mathbb{Z}} Np^j e^{-tNp^{2j}} \]
For the upper bound, we approximate this sum by the integral
\[
\int_{-\infty}^{\infty} N p^2 e^{-t N p^2} dx = \frac{\pi^{\frac{1}{2}} t^{-\frac{1}{2}}}{2 \log N p}
\]
The integrand has a unique local maximum of \((2e t)^{-\frac{1}{2}}\) at \(x = x_0\), where \(2t N p^2 x_0 = 1\), so
\[
k_t^p(0, 0) \leq B t^{-\frac{1}{2}}, \quad \text{where} \quad B = \frac{\pi^{\frac{1}{2}}}{2 \log N p} + (2e)^{-\frac{1}{2}}.
\]
To get the lower bound, we note that for \(j = \lfloor x_0 \rfloor\), \(N p^j e^{-t N p^2 j} > N p^{-1}(2e t)^{-1/2}\), so
\[
k_t^p(0, 0) \geq A t^{-1/2}, \quad \text{where} \quad A = N p^{-1}(1 - N p^{-1})(2e)^{-\frac{1}{2}}.
\]
(ii)
\[
k_t^p(x', 0) = \int_{Q_p} e^{-t \xi |^2 p} \chi(x', \xi) d\xi
= |u|^{-1} \int_{Q_p} e^{-t |\xi'|^2 p} \chi(x, \xi') d\xi' = |u|^{-1} k_t^p(x, 0). \tag*{\square}
\]

4.2 \(p\)-Wiener measure as a Poisson process

For later computations, it will be convenient to have a more concrete description of the space of paths on which \(p\)-Wiener measure is supported. Recall that on \(k_p\) we have the ultrametric triangle inequality:
\[
|x + y|_p \leq \max(|x|_p, |y|_p).
\]
Because of this, we are unable to follow the usual "bottom-up" approach to Wiener measure, since it is not possible to build up a large displacement from a series of small ones [Par88]. Instead we follow a 'top-down' approach and give the following alternative model for \(p\)-Wiener measure, as a compound Poisson process:

Let \(\hat{\Omega}\) be the space of triples \(\hat{\omega} = (\{n_i\}, \{t_j^{(i)}\}, \{x_j^{(i)}\})\), where \(n_i \geq 0\) for \(i \in \mathbb{Z}\), with \(n_i = 0\) for \(i\) sufficiently large, and \(t_j^{(i)} \in [0, t], x_j^{(i)} \in k_p = \{x \in k_p : |x|_p \leq N p^j\}\), for \(1 \leq j \leq n_i\). Every \(\hat{\omega} \in \hat{\Omega}\) determines a path \(\omega : [0, t] \rightarrow k_p\) by
\[
\omega(s) = \sum_{i \in \mathbb{Z}} \sum_{t_j^{(i)} \leq s} x_j^{(i)}.
\]
This is an infinite sum, but in order to calculate $\omega(s)$ to within an accuracy of $Np^k$ we need to know only those $x_j^{(i)}$'s for which $i > k$. Given numbers $\lambda_i \geq 0$ such that $s_j = \sum_{i > j} \lambda_i$ is finite for $j \in \mathbb{Z}$, we can define a measure on $\hat{\Omega}$ as follows: If $k \in \mathbb{Z}$ is fixed, composition with the epimorphism $\eta(k) : k_p \to k_p/k_p^{(k)}$ gives a map $\pi(k)$ from $\hat{\Omega}$ to the space $\hat{\Omega}^{(k)}$ of step functions from $[0, t]$ to the space $k_p/k_p^{(k)}$, which has the discrete topology. The image of $\hat{\omega}$ under this map depends only on $\{n_i\}, \{t_j^{(i)}\}$ and $\{x_j^{(i)}\}$ for which $i > k$. Let $\mathcal{B}(\hat{\Omega})$ be the algebra generated by $\eta^{-1}(\mathcal{B}(\Omega^{(k)}))$. We define a probability measure $\mathcal{D}(k)\hat{\omega}$ on $\hat{\Omega}^{(k)}$ by

$$\mathcal{D}(k)\hat{\omega} = \prod_{i > k} e^{-\lambda_i t} (\lambda_i t)^{n_i}|t|^{-n_i}|k_p^{(i)}|^{-n_i} \prod_{1 \leq j \leq n_i} dt_j^{(i)} dx_j^{(i)}.$$ 

In other words, the number of "jumps" of maximum size $Np^i$ is governed by a Poisson process with parameter $\lambda_i$ (in the sense that the average number of them in time $t$ is $\lambda_i t$). By the same argument used in the proof of Theorem 2.1, there exists a unique measure $\hat{\mathcal{D}}\hat{\omega}$ on $\hat{\Omega}$ such that

$$\int_{\pi(k)A(k)} \hat{\mathcal{D}}\hat{\omega} = \int_{A(k)} \mathcal{D}(k)\hat{\omega}, \quad \text{for all } A(k) \in \mathcal{B}(\hat{\Omega}^{(k)}).$$

The probability spaces $(\Omega, \mathcal{B}, \mathcal{D})$ and $(\hat{\Omega}, \mathcal{B}, \hat{\mathcal{D}})$ define stochastic processes $(W_s)_{s \in [0, t]}$ and $(\hat{W}_s)_{s \in [0, t]}$, respectively.

**Lemma 4.2.**

(a) The processes $(W_s)$ and $(\hat{W}_s)$ have the same finite dimensional distributions.

(b) They satisfy the properties:

(i) $W_0 = 0$,

(ii) For any $s_0 < s_1 < \ldots < s_n$ in $[0, t]$ the variables $W_{s_i} - W_{s_{i-1}}$ are independent,

(iii) For every $\varepsilon > 0$, $s_0 \in [0, t]$ \lims \ Prob(|W_s - W_{s_0}| > \varepsilon) = 0.$

(c) $(\hat{W}_s)$ satisfies the additional property

(iv) For every $\hat{\omega} \in \hat{\Omega}$ the sample path $s \mapsto \hat{W}_s(\hat{\omega})$ is right continuous with left limits.

**Proof.** Properties (i) and (ii) follow easily from the definitions of $\mathcal{D}$ and $\hat{\mathcal{D}}$. 
So, for part (a), we need only show that the heat kernel \( k_t(x, y) \) of the diffusion defined by \( \hat{W}_s \) is the same as that for \( W_s \). We can calculate \( k_t(x, y) \) as follows: At time \( t \), we have an equal probability of being anywhere within \( Np^j \) of our starting point - i.e. a probability density of \( Np^{-j} \) within this region - if \( j \) is the largest number for which \( n_j \neq 0 \). The probability of this event is \( (1 - e^{-\lambda_j t}) \prod_{i > j} e^{-\lambda_i t} \).

So if \( |x - y|_p = Np^j \),

\[
k_t(x, y) = \sum_{j \geq 1} (1 - e^{-\lambda_j t}) Np^{-j} \prod_{i > j} (e^{-\lambda_i t})
\]

\[
= \sum_{j \geq 1} (1 - e^{-\lambda_j}) Np^{-j} e^{-\tau s_j}, \quad \text{where } s_j = \sum_{i > j} \lambda_i
\]

\[
= -Np^{-l} e^{-\tau s_i - 1} + (1 - Np^{-1}) \sum_{\nu \leq -l} Np^{\nu} e^{-\tau s_s - \nu},
\]

which is the Fourier transform of \( e^{-th} \) evaluated at \( x - y \) where, writing \( h(x) = h_i \) if \( |x|_p = Np^i \), we have \( h_i = s_{-i} \) and \( \lambda_i = (h_{1-i} - h_{-i}) \), completing the proof of (a).

(iii) then follows from the formula for \( k_t(x, y) \), and (iv) from the definition of \( \hat{W}_s \).

**Lemma 4.3.** There is a map \( \eta \) from \( \Omega \) to \( \hat{\Omega} \) such that \( \hat{\omega} = \eta \omega \) agrees with \( \omega \) on dyadic rationals, and \( (W_{s_1}, \ldots, W_{s_N}) = (\hat{W}_{s_1} \circ \eta, \ldots, \hat{W}_{s_N} \circ \eta) \) for all \( s_1 < \ldots < s_N \).

**Proof.** It follows from a result of J.R. Kinney (see [Tor71], [Bin71] and [Hey77]) that for any stochastic process on a locally compact abelian group satisfying (i) - (iii) above there is an equivalent process which also satisfies (iv). We give only those details of the proof necessary to show that \( \hat{W}_s \) is the required equivalent process to \( W_s \). Let \( t > 0 \) be fixed and let \( D \) denote the set of dyadic rationals in the interval \([0, t]\). Consider \( i \in \mathbb{Z}^+ \) and let \( n = n(i) \in \mathbb{Z}^+ \) by chosen so that

\[
2^{n+1-i} > t^2 \left[ \frac{d}{ds} \right]_{s=0}^1 \left[ u_i(s) \right]^2.
\]

For each \( \omega \in \Omega \), \( m \in \mathbb{Z}^+ \) and \( k \in \mathbb{Z} \) with \( 1 \leq k \leq 2^n \) let

\[
a_{nk}^m = \# \{ j \in \mathbb{Z}, 1 \leq j \leq 2^m : |\omega (k2^{-n}t+j2^{-m-n}t) - \omega (k2^{-n}t+(j-1)2^{-m-n}t) | < Np^j \}.
\]
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\(a_{nk}^m\) is an increasing function of \(m\). Let \(a_{nk}(\omega) = \lim_{m \to \infty} a_{nk}^m(\omega)\).

[Note: \(a_{nk}(\omega)\) may be infinite.] We have

\[
\text{Prob}(a_{nk} \geq 2) \leq \lim_{m \to \infty} 2^{2m-1}u_i(2^{-m-n}t)^2 \\
\leq 2^{-2n-1}t^2 \left[ \lim_{m \to \infty} 2^{m+n-1}u_i(2^{-m-n}t) \right]^2 \\
\leq 2^{-2n-1}t^2 \left[ \frac{d}{ds}_{s=0} u_i(s) \right]^2.
\]

Let \(\mathcal{A} = \lim \sup A_i\). Then

\[
\sum_{i \geq 1} \mu(A_i) \leq \sum_{i \geq 1} 2^{-i} < \infty.
\]

So, by the Borel-Cantelli lemma, \(\mu(\mathcal{A}) = 0\). For \(\omega \in \mathcal{A}\), we put \(\eta \omega = 0\), while for \(\omega \in \Omega \setminus \mathcal{A}\) we define \(\hat{\omega} = \eta(\omega)\) as follows: Since \(\omega \notin \mathcal{A}\), there is a subsequence \(i_l\) of \(\mathbb{Z}^+\) such that \(\omega \notin A_{i_l}\) for any \(i_l\). Let \(i \in \mathbb{Z}\) be fixed and choose an \(i_l \geq i\). Put \(n = n(i_l)\). For each dyadic subinterval \(I_{nk}\) with \(a_{nk}(\omega) = 1\), let

\[
t_{nk} = \sup \{ s \in D \cap I_{nk} : |\omega(s) - \omega(k2^{-n}t)| < Np^{i_l} \},
\]

and let \(x_{nk}\) be the limit of \(\omega(s)\) as \(s\) approaches \(t_{nk}\) from above through dyadic rationals minus the same limit from below. (The existence of these limits follows from our construction.) Then \(\{x^{(i)}_j\}\) is defined to be the subset of those \(x_{nk}\) for which \(|x_{nk}| = Np^i\), and \(\{t^{(i)}_j\}\) the set of the corresponding \(t_{nk}\)'s.

Finally, by approximating each \(s_i\) with a sequence of dyadic rationals, we deduce from Lemma 4.1(a) and a standard argument involving convergence of distributions that \((W_{s_1}, \ldots, W_{s_N}) = (\hat{W}_{s_1} \circ \eta, \ldots, \hat{W}_{s_N} \circ \eta)\). \(\square\)
5. Feynman-Kac Formula

**Theorem 5.0.** Suppose $V : \Omega_p \to \mathbb{R}$ is continuous and bounded below. Then for $f, g \in L^2(k_p)$,

\[
(f, e^{-t(H+V)}g) = \int f(\omega(0))e^{-\int_0^t V(\hat{\omega}(s)) \, ds} g(\hat{\omega}(t)) \, d\hat{\omega}.
\]  

**Proof.** The proof follows that of the usual Feynman-Kac formula (see [Si79]). First consider the case where $V$ is compactly supported. Using the Trotter product formula and Lemma 43,

\[
(f, e^{-t(H+V)}g) = \lim_{n \to \infty} \int_{\Omega} f(\omega(0)) \exp \left[ - \frac{t}{n} \sum_{j=0}^{n-1} V(\omega \left( \frac{t_j}{n} \right)) \right] g(\omega(t)) \, d\omega
\]

\[
= \lim_{n \to \infty} \int_{\Omega} f(\omega(0)) \exp \left[ - \frac{t}{n} \sum_{j=0}^{n-1} V(\omega \left( \frac{t_j}{n} \right)) \right] g(\omega(t)) \, d\omega.
\]

Now since the paths in $\hat{\Omega}$ are right continuous with left limits, and $V$ is uniformly continuous, the composition $V \circ \hat{\omega}$ is Riemann integrable, and

\[
\frac{t}{n} \sum_{j=0}^{n-1} V(\omega \left( \frac{t_j}{n} \right)) \to \int_0^t V(\hat{\omega}(s)) \, ds \quad \text{as } n \to \infty \quad \text{for all } \hat{\omega} \in \hat{\Omega}.
\]

Moreover the integral in (5.0) is dominated by $|f(\omega(0))||g(\hat{\omega}(t))|e^{-tV_0}$ (where $V_0$ is a lower bound for $V$), and this function is $L^1$ since

\[
\int |f(\omega(0))||g(\hat{\omega}(t))| \, d\hat{\omega} < \infty,
\]

so an application of the Dominated Convergence Theorem yields (5.0).
For general $V$, let

$$V_k(x) = \begin{cases} V(x), & \text{if } |x| \leq Np^k, \\ 0, & \text{otherwise.} \end{cases}$$

Letting $k \to \infty$, both sides of (5.0) converge by the Monotone Convergence Theorem for forms and integrals, respectively, completing the proof of the theorem. □

**Corollary 5.1.**

Taking the limit as $f$ and $g$ become delta functions centered at $x$ and $y$, we see that the heat kernel $k_t(x, y)$ of $H + V$ is given by

$$k_t(x, y) = \int e^{-\int_0^t V(\omega(s)) \, ds} \mathcal{D} \omega.$$ (5.1)
6. Oscillator Process on $Q_p$

Given a locally compact abelian group $G$, together with real-valued functions $v$ and $h$ on $G$ and $\hat{G}$, respectively, we consider the (unbounded) operator $H$ on $L^2(G)$ given by

$$H = \mathcal{F}^{-1} \mathcal{H}_p \mathcal{F} + V,$$

where $\mathcal{F}$ is the Fourier Transform and $V$ and $\mathcal{H}_p$ are the operators of multiplication by the functions $v$ and $h$, respectively. If $G$ is self-dual we may consider $h$ to be defined on $G$ instead of $\hat{G}$. $H$ reduces to the standard harmonic oscillator in the case where $G = \mathbb{R}^n$ and $v(x) = h(x) = |x|^2$.

The case of interest to us is where $G$ is the $p$-adic field $Q_p$, i.e. the completion of $Q$ in the $p$-adic norm $|x|_p = p^{-\text{ord}_p(x)}$ ($p$ a prime). We will also assume that the functions $v(x)$ and $h(x)$ are “radially symmetric” in the sense that they depend only on the norm $|x|_p$ of $x$.

**Theorem 6.0.**

Suppose that $V$ is continuous, radially symmetric, bounded below, and that $e^{-tV}$ is integrable for all $t > 0$. Then $H$ is $\theta$-summable and therefore has discrete spectrum.

**Theorem 6.1.** (Uniqueness and positivity of the vacuum.)

In the case where $v(x) = h(x) = |x|^2$, the lowest eigenvalue $x_0$ of $H$ is simple and its eigenfunction $\Omega_p$ is positive definite.

**Theorem 6.2.** Taking $\tilde{H} = H - x_0 I$ and $\tilde{\Omega}_p = \Omega_p/\|\Omega_p\|_{L^2}$, the kernel $k^p_t$ of $e^{-t\tilde{H}}$ satisfies

$$\sum_{p \in \mathcal{P}} \int_{k^p_t \setminus \sigma_p} \tilde{\Omega}_p(y)^2 \, dy < \infty.$$
Thus, by Theorem 3.1, the family of heat kernels $k_t^0$ defines a path space measure - analogous to the Ornstein-Uhlenbeck process - on the adèle ring of $\mathbb{Q}$.

**Proof of Theorem 6.0.** Put $K = k_t^0(x,x) < \infty$, where $k_t^0$ is the heat kernel of $\mathcal{F}^{-1} \mathcal{H}_p \mathcal{F}$, and suppose that $V$ is bounded below by $V_0$. Using the Feynman-Kac formula (5.2),

$$k_t(x,x) \leq \int_{\omega(0) = \omega(t) = x} e^{- \int_0^t V(\omega(s)) \, ds} \mathcal{D} \omega + \int_{\omega(0) = \omega(t) = x} e^{- \int_0^t V(\omega(s)) \, ds} \mathcal{D} \tilde{\omega} \quad \text{for all } s \in [0,t],$$

$$\leq K e^{- tV(x)} + \frac{e^{- tV_0(1 - e^{- t\theta^{-j}})}}{|x|_p(1 - Np^{-1})},$$

where $|x|_p = Np^j$. So

$$\text{Tr } e^{-tH} = \int_{\mathbb{Q}_p} k_t(x,x) \, dx + \int_{\mathbb{Q}_p \setminus \mathbb{Q}_p} k_t(x,x) \, dx \leq K + K \int e^{-tV(x)} \, dx + e^{-tV_0} \sum_{j \geq 1} (1 - e^{- t\theta^{-j}}) < \infty. \quad \square$$

We use the notation $L^2_0(\mathbb{Q}_p)$ to denote the subspace of $L^2(\mathbb{Q}_p)$ of functions $f(x)$ that depend only on the norm $|x|_p$ of $x$. We denote by $L^2_r(\mathbb{Q}_p)$ its orthogonal complement. We may take as a basis for $L^2_r(\mathbb{Q}_p)$ the functions

$$\phi_k(x) = \begin{cases} p^{-k/2}, & \text{if } |x|_p \leq p^k \\ 0, & \text{otherwise.} \end{cases}$$

Note that the subspaces $L^2_0$ and $L^2_r$ are invariant under $V$, $\mathcal{F}$ and $\mathcal{H}_p$, and hence invariant under $H$. So we may analyse the operator $H$ on each of these spaces separately. Let $H_0$ and $H_r$ denote the restriction of $H$ to $L^2_0$ and $L^2_r$, respectively. We calculate the eigenfunction decomposition of $H_0$ in §7 and postpone to §8 the analysis of the radial component, which depends crucially on the functions $v$ and $h$. 
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7. Orthogonal Component

For $N > 0$ let $S^{(N)}$ be the $p^{2N}$-dimensional subspace of $L^2(Q_p)$ of functions $f$ with the following properties:

(i) $f(x) = f(y)$ if $-\text{ord}_p(x-y) < -N$,

(ii) $f(x) = 0$ if $-\text{ord}_p(x) \geq N$.

We denote $S_r^{(N)} = L_r^2 \cap S^{(N)}$, $S_0^{(N)} = L_0^2 \cap S^{(N)}$.

Then $\dim(S_r^{(N)}) = 2N + 1$, $\dim(S_0^{(N)}) = p^{2N} - 2N - 1$.

Let $S = \bigcup_{N>0} S^{(N)}$. Then $S$ is dense in $L^2(Q_p)$. $S^{(N)}$ is not invariant under $H$, but $S_0^{(N)}$ is invariant under $H_0$. Indeed with respect to a suitably chosen basis the restriction $H_0^{(N)}$ of $H_0$ to $S_0^{(N)}$ will be given by a square matrix of size $p^{2N} - 2N - 1$.

When we speak of $H_0^{(N)}$ as an operator on $L_0^2(Q_p)$ or $L^2(Q_p)$, it is understood that we mean $H_0^{(N)} P_0^{(N)}$, where $P_0^{(N)}$ is the orthogonal projection onto $S_0^{(N)}$. We intend to obtain $H_0$ and $e^{-t(\log p)H_0}$ as direct limits as $N \to \infty$ of the operators $H_0^{(N)}$ and $e^{-t(\log p)H_0^{(N)}}$. Recall that a $p$-adic number $c$ with $-\text{ord}_p(c) = k$ can be written in $p$-adic notation

$$c = \ldots c_{-3}c_{-2}c_{-1}c_0 \cdot c_1c_2 \ldots c_k,$$

where each $c_i$ is one of the digits $\{0, 1, \ldots, p-1\}$. The functions $f(c)$ in $S^{(N)}$ are those that depend only on $\text{ord}_p(c) = k$ and on the digits $c_i$ with $-N \leq i \leq N - 1$.

As a basis we may take $(b^\circ) = (b_{-N} \ldots b_{N-1})^\circ$, where

$$(b^\circ)(c) = \begin{cases} 1 & \text{if } -\text{ord}_p(c) < N \text{ and } c_i = b_i \text{ for } -N \leq i < N, \\ 0 & \text{otherwise}. \end{cases}$$

We now define a family of functions $(\eta_{kl}^{(a)})$, which are parameterized by a pair of integers $k, l \in Z$, $l \geq 0$, and a sequence $(a) = (a_{-l}a_{-l+1} \ldots a_k)$ of digits
$a_i \in \{0,1,\ldots,p-1\}$, with $a_k \neq 0$, by $\eta_{kl}^{(a)}(b) = \phi_{k-l-1}(b-a)$, i.e.

$$\eta_{kl}^{(a)}(b) = \begin{cases} p^{(l+1-k)/2} & \text{if } |b|_p = p^k \text{ and } a_i = b_i \text{ for } k-l \leq i \leq k. \\ 0 & \text{otherwise.} \end{cases}$$

$\eta_{kl}^{(a)}$ lies in the space $S^{(N)}$ if $-N \leq k-l \leq l \leq N-1$. It will be convenient to extend the definition of $\eta_{kl}^{(a)}$ to the case where $l = -1$ and $(a) = ()$ is the empty string, as follows:

$$\eta_{k(-1)}^{(a)}(b) = \begin{cases} p^{1-k \over 2} \over \sqrt{p-1} & \text{if } |b|_p = p^k, \\ 0 & \text{otherwise.} \end{cases}$$

Given a sequence $(a) = (a_k \ldots a_k \ldots a_k)$ of digits $a_i \in \{0,\ldots,p-1\}$ with $a_k \neq 0$ we define the sequences $(a^0)$, $(a^1)$ and $(\bar{a})$ as follows:

$(a^0) = (0 a_k \ldots a_k)$ and $(a^1) = (1 a_k \ldots a_k)$ are obtained by replacing the first digit of $(a)$ by 0 and 1, respectively. $(\bar{a}) = (a_k \ldots a_k)$ is obtained by removing the first digit of $(a)$.

Finally we define the orthonormal functions $\psi_{kl}^{(a)}$ as follows:

If $l \geq 1$,

$$\psi_{kl}^{(a)} = \eta_{kl}^{(a)} - (\sqrt{p}+1)^{-1} (\eta_{kl}^{(a)} + \eta_{k(l-1)}^{(a)}).$$

If $l = 0$,

$$\psi_{k0}^{(a)} = \eta_{k0}^{(a)} - (\sqrt{p-1}+1)^{-1} (\eta_{k0}^{(a)} + \eta_{k(-1)}^{(a)}).$$

Notation. Since $v$ and $h$ are radially symmetric, we write $v(x) = v_k$ if $|x|_p = p^k$, and similarly for $h_k$.

**Lemma 7.0.** The functions $(\psi_{kl}^{(a)})$ are a complete set of eigenfunctions for the operator $H_0$, and indeed are simultaneous eigenfunctions for $V$ and $F^{-1}HF$, with eigenvalues $v_k$ and $h_{l+1-k}$, respectively.

**Proof.** Equivalently, we prove that $\psi_{kl}^{(a)}$ is localized in both position and momentum space, in the sense that

$$\psi_{kl}^{(a)}(b) = 0 \quad \text{if} \quad |b|_p \neq p^k,$$

and

$$\mathcal{F}(\psi_{kl}^{(a)})(c) = 0 \quad \text{if} \quad |c|_p \neq p^{l+1-k}.$$
The first condition follows easily from the definition of $\psi_{kl}^{(a)}$. For the second, we recall that

$$\eta_{kl}^{(a)}(b) = \phi_{k-l-1}(b-a) = \tau_{(a)}(\phi_{k-l-1})(b)$$

where $\tau_{(a)}$ is a shift operator. In the case $l \geq 1$, $\mathcal{F}(\eta_{kl}^{(a)})(c) = \chi(ac)\phi_{l+1-k}(c)$, where $\chi$ is the standard character on $\mathbb{Q}_p^\times$, and

$$\mathcal{F}(\psi_{kl}^{(a)})(c) = [\chi(ac) - (\sqrt{p} + 1)^{-1}\chi(a^0c)]\phi_{l+1-k}(c) - (\sqrt{p} + 1)^{-1}\chi(\bar{a}c)\phi_{l-k}(c)$$

$$= [\chi(ac) - (\sqrt{p} + 1)^{-1}(\chi(a^0c) + \sqrt{p}\chi(\bar{a}c))]\phi_{l+1-k}(c)$$

$$+ (\sqrt{p} + 1)^{-1}\chi(\bar{a}c)(\sqrt{p}\phi_{l+1-k}(c) - \phi_{l-k}(c))$$

The second term is clearly zero if $\text{ord}_p(c) \neq l + 1 - k$.

If $\text{ord}_p(c) > l + 1 - k$, then $\phi_{l+1-k}(c) = 0$, so RHS = 0.

If $\text{ord}_p(c) < l + 1 - k$, then $\chi(ac) = \chi(a_0c) = \chi(\bar{a}c)$, so

$$\text{RHS} = \chi(ac)\left[1 - (\sqrt{p} + 1)^{-1}(1 + \sqrt{p})\right]\phi_{l+1-k}(c) = 0$$

So $\mathcal{F}(\psi_{kl}^{(a)})(c) = 0$ if $\text{ord}_p(c) \neq l + 1 - k$, as claimed. The case $l = 0$ is similar.

Finally we show that the functions $\psi_{kl}^{(a)}$ span the whole of $L^2_0(\mathbb{Q}_p)$. It is enough to show that they span each $S_0^{(N)}$, since the union $S_0^{(N)}$ of the $S_0^{(N)}$'s is dense in $L^2_0(\mathbb{Q}_p)$.

For a fixed $N$, $k$, $l$ and $(a)$ must satisfy the following relations:

1. $0 \leq l \leq 2N - 1$,
2. $-N + l \leq k \leq N - 1$,
3a) If $l = 0$, $a_k \in \{2, \ldots, p - 1\}$,
3b) If $l \geq 1$, $a_i \in \{0, \ldots, p - 1\}$ for $k - l \leq i \leq k$ and $a_k, a_{k-l} \neq 0$.

The total number of dimensions spanned by these $\psi_{kl}^{(a)}$'s is

$$(2N - 1)(p - 2) + \sum_{l=1}^{2N-1} (2N - l - 1)(p - 1)^2 p^{l-2} = p^{2N} - 2N - 1.$$

So they span the whole of $S_0^{(N)}$. \qed

We are now ready to calculate the heat kernel of $H_0$. 
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Theorem 7.1. If \(|x|_p \neq |y|_p\), the kernel \(k_0^t(x, y)\) of \(e^{-t\mathcal{H}_0}\) is zero. Otherwise

\[
k_0^t(x, y) = \frac{e^{-t\mathcal{H}(x)}}{|x|_p} \left[ -\left(\frac{1}{p-1}\right) e^{-t\mathcal{H}_1-x} + (p-1) \sum_{l=0}^{k-j-1} p^l e^{-t\mathcal{H}_1x+1-1} - \frac{|x|_p}{|x-y|_p} e^{-t\mathcal{H}_1-j} \right],
\]

where \(k = -\text{ord}_p(x)\) and \(j = -\text{ord}_p(x-y)\).

If the function \(f_t = e^{-th}\) is locally integrable, this formula can be rewritten

\[
k_0^t(x, y) = e^{-t\mathcal{H}(x)} \left[ f_t(x - y) - f_t(x) - \frac{e^{-t\mathcal{H}_1-x}}{(1-p^{-1})|x|_p} \right].
\]

Proof. We have

\[
k_0^t(x, y) = \sum_{k,l,(a)} \langle x | \psi_{kl}^{(a)} \rangle \langle \psi_{kl}^{(a)} | e^{-t\mathcal{H}_0} | \psi_{kl}^{(a)} \rangle \langle \psi_{kl}^{(a)} | y \rangle
\]

\[
= \sum_{k,l,(a)} \psi_{kl}^{(a)}(x) \psi_{kl}^{(a)}(y) e^{-t(v_k + h_l + 1 - k)}.
\]

\(\psi_{kl}^{(a)}(x)\) and \(\psi_{kl}^{(a)}(y)\) can both be nonzero only if \(\text{ord}_p(x) = \text{ord}_p(y) = -k\) and \(x\) & \(y\) agree with \((a)\) at least in their first \(l\) digits. If \(x \neq y\), these conditions reduce the above expression to a finite sum, and the formula for \(k_0^t(x, y)\) follows from the following

Lemma 7.2. For \(k = -\text{ord}_p(x) = -\text{ord}_p(y) > -\text{ord}_p(x-y) > -\infty\) we have

\[
\sum_{(a)} \psi_{kl}^{(a)}(x) \psi_{kl}^{(a)}(y) = \begin{cases} 
(p-2/p-1)p^{1-k}, & \text{if } l = 0 \\
(p-1)p^{l-k}, & \text{if } 0 < l < -\text{ord}_p(x) + \text{ord}_p(x-y) \\
-p^{l-k}, & \text{if } l = -\text{ord}_p(x) + \text{ord}_p(x-y) \\
0, & \text{if } l > -\text{ord}_p(x) + \text{ord}_p(x-y)
\end{cases}
\]  

For \(k = -\text{ord}_p(x) = -\text{ord}_p(y) = -\text{ord}_p(x-y) > 0\)

\[
\sum_{(a)} \psi_{kl}^{(a)}(x) \psi_{kl}^{(a)}(y) = \begin{cases} 
\frac{-p^{1-k}}{p-1}, & \text{if } l = 0 \\
0, & \text{if } l \neq 0
\end{cases}
\]
Assuming lemma 7.2, we have (for $k \neq j$)

\[ k^0_t(x, y) = \left( \frac{p-2}{p-1} \right) p^{1-k} e^{-t(v_k + h_{1-k})} + (p-1) \sum_{l=1}^{k-j-1} p^l e^{-t(v_k + h_{1+k-1})} - p^{-j} e^{-t(v_k + h_{1-j})} \]

\[ = \frac{e^{-tv(x)}}{|x|_p} \left[ -\left( \frac{1}{p-1} \right) e^{-th_{1-k}} + (p-1) \sum_{l=0}^{k-j-1} p^l e^{-th_{1+l-1-k}} - \frac{|x|_p}{x-y|_p} e^{-th_{1-j}} \right]. \]

If $k = j$,

\[ k^0_t(x, y) = -\left( \frac{p^{1-k}}{p-1} \right) e^{-t(v_k + h_{1-k})} = \frac{e^{-tv(x)}}{|x|_p} \left[ -\left( \frac{1}{p-1} \right) e^{-th_{1-k}} - e^{-th_{1-j}} \right], \]

as required.

Proof of Lemma 7.2. We have already remarked that $\psi^{(a)}_{ki}(x)$ and $\psi^{(a)}_{ki}(y)$ can both be nonzero only if $ord_p(x) = ord_p(y) = k$ and $x \& y$ agree with $(a)$ at least in their first $l$ digits, from which Cases (4) and (6) follow immediately.

Case 1. Since $k = -ord_p(x) = -ord_p(y) > -ord_p(x-y)$, the $k^{th}$ digits of $x$ and $y$ are equal. If the $k^{th}$ digit of $x \& y$ is 1, then for each of $(p-2)$ possible choices of $(a)$ we have

\[ \psi^{(a)}_{k0}(x) = \psi^{(a)}_{k0}(y) = \frac{-p^{1-k}}{\sqrt{p-1}}, \]

from which

\[ \sum_{(a)} \psi^{(a)}_{k0}(x) \psi^{(a)}_{k0}(y) = (p-2) p^{1-k}. \] ... (1)

If the $k^{th}$ digit of $x \& y$ is not equal to 1, then

\[ \psi^{(a)}_{k0}(x) = \psi^{(a)}_{k0}(y) = \begin{cases} 
(p + \sqrt{p-1} - 2) \frac{p^{1-k}}{\sqrt{p-1}}, & \text{for } (a) = (k^{th} \text{ digit of } x \& y), \\
(p - \sqrt{p-1} + 1) \frac{p^{1-k}}{\sqrt{p-1}}, & \text{for the } (p-3) \text{ other choices of } (a).
\end{cases} \]

Squaring and adding gives (1).
Case 2. If the \((k-l)^\text{th}\) digit of \(x \& y\) is zero, then for each of the \((p-1)\) possible choices of \(a_{k-l}\)

\[
\psi_{kl}^{(a)}(x) = \psi_{kl}^{(a)}(y) = -\left(\frac{p^\frac{i+k-1}{2} + p^\frac{i-k}{2}}{\sqrt{p} + 1}\right) = -p^{\frac{i-k}{2}},
\]
giving

\[
\sum_{(a)} \psi_{k0}^{(a)}(x) \psi_{k0}^{(a)}(y) = (p - 1) p^{l-k}. \quad \ldots(2)
\]

If the \((k-l)^\text{th}\) digit is not zero,

\[
\psi_{kl}^{(a)}(x) = \psi_{kl}^{(a)}(y) = \begin{cases} 
\left(\frac{p + \sqrt{p} - 1}{\sqrt{p} + 1}\right) p^{\frac{i+k}{2}}, & \text{if } a_{k-l} = (k-l)^\text{th} \text{ digit of } x \& y, \\
\left(-\frac{1}{\sqrt{p} + 1}\right) p^{\frac{i-k}{2}}, & \text{for the } (p-2) \text{ other choices of } a_{k-l}.
\end{cases}
\]

Squaring and adding gives (2).

Case 3. Since \(l = -\text{ord}_p(x) + \text{ord}_p(x-y)\), the \((k-l)^\text{th}\) digits of \(x \& y\) are not equal. Let us first consider the case where one of these digits (w.l.o.g. that of \(y\)) is equal to zero. Then

\[
\psi_{kl}^{(a)}(x) = \psi_{kl}^{(a)}(y) = \begin{cases} 
\left(\frac{p + \sqrt{p} - 1}{\sqrt{p} + 1}\right) p^{\frac{i+k}{2}}, & \text{if } a_{k-l} = (k-l)^\text{th} \text{ digit of } x, \\
\left(-\frac{1}{\sqrt{p} + 1}\right) p^{\frac{i-k}{2}}, & \text{for the } (p-2) \text{ other choices of } a_{k-l},
\end{cases}
\]

\[
\psi_{kl}^{(a)}(y) = -p^{\frac{i-k}{2}}, \quad \text{for all choices of } a_{k-l}.
\]

So

\[
\sum_{(a)} \psi_{kl}^{(a)}(x) \psi_{kl}^{(a)}(y) = -\left(\frac{p + \sqrt{p} - 1 - (p-2)}{\sqrt{p} + 1}\right) p^{l-k} = -p^{l-k} \quad \ldots(3)
\]

In the contrary case, where the \((k-l)^\text{th}\) digits of \(x \& y\) are both nonzero, then for \(a_{k-l} = (k-l)^\text{th} \text{ digit of } x\) we have

\[
\psi_{kl}^{(a)}(x) = \left(\frac{p + \sqrt{p} - 1}{\sqrt{p} + 1}\right) p^{\frac{i+k}{2}}, \quad \psi_{kl}^{(a)}(y) = -\frac{p^{\frac{i-k}{2}}}{\sqrt{p} + 1}.
\]
For \( a = (k-l)^{th} \) digit of \( y \) we have
\[
\psi_{kl}^{(a)}(y) = \left(\frac{p + \sqrt{p-1} - 2}{\sqrt{p-1} + 1}\right) p^{\frac{l-k}{2}} , \quad \psi_{kl}^{(a)}(x) = \frac{-p^{\frac{l-k}{2}}}{\sqrt{p+1}}.
\]
For the other \((p-3)\) choices of \( a \), \( \psi_{kl}^{(a)}(x) = \psi_{kl}^{(a)}(y) = \frac{-p^{\frac{l-k}{2}}}{\sqrt{p+1}} \).
\[
\sum_{(a)} \psi_{kl}^{(a)}(x) \psi_{kl}^{(a)}(y) = \frac{p^{l-k}}{(\sqrt{p}+1)^2} (-2(p + \sqrt{p-1} + (p - 3)) = -p^{l-k} \ldots (3)
\]

**Case 5.** The \( k^{th} \) digits of \( x \& y \) are different. Assume first that one of them (w.l.o.g. that of \( y \) is equal to 1. Then
\[
\psi_{kl}^{(a)}(x) = \begin{cases} 
\left(\frac{p + \sqrt{p-1} - 2}{\sqrt{p-1} + 1}\right) \frac{p^{\frac{l-k}{2}}}{\sqrt{p-1}}, & \text{if } (a) = (k^{th} \text{ digit of } x), \\
\left(\frac{-1}{\sqrt{p-1} + 1}\right) \frac{p^{\frac{l-k}{2}}}{\sqrt{p-1}}, & \text{for the } (p-3) \text{ other choices of } (a),
\end{cases}
\]
\[
\psi_{kl}^{(a)}(y) = \frac{-p^{\frac{l-k}{2}}}{\sqrt{p-1}} , \quad \text{for all choices of } (a).
\]
\[
\sum_{(a)} \psi_{kl}^{(a)}(x) \psi_{kl}^{(a)}(y) = \frac{p^{l-k}}{(p-1)(\sqrt{p-1} + 1)} (p + \sqrt{p-1} - 2 - (p - 3)) = \frac{p^{l-k}}{p-1} \ldots (5)
\]
Now assume the \( k^{th} \) digits of \( x \& y \) are not equal to one.
Then for \( (a) = (k^{th} \text{ digit of } x) \) we have
\[
\psi_{kl}^{(a)}(x) = \frac{p + \sqrt{p-1} - 2}{\sqrt{p-1}(\sqrt{p-1} + 1)} p^{\frac{l-k}{2}} , \quad \psi_{kl}^{(a)}(y) = \frac{-1}{\sqrt{p-1}(\sqrt{p-1} + 1)} p^{\frac{l-k}{2}},
\]
so
\[
\psi_{kl}^{(a)}(x) \psi_{kl}^{(a)}(y) = \frac{p^{l-k}(-p - \sqrt{p-1} + 2)}{(p-1)(\sqrt{p-1} + 1)^2}.
\]
The same expression holds for \( (a) = (k^{th} \text{ digit of } y) \).
For the other \((p-4)\) choices of \( a \),
\[
\psi_{kl}^{(a)}(x) = \psi_{kl}^{(a)}(y) = \frac{p^{\frac{l-k}{2}}}{\sqrt{p-1}(\sqrt{p-1} + 1)} .
\]
These combine to give
\[
\sum_{(a)} \psi_{kl}^{(a)}(x) \psi_{kl}^{(a)}(y) = \frac{p^{l-k}}{p-1}, \ldots (5)
\]
which completes the proof of Lemma 7.2. 
\[\square\]
Example 1. $h(x) = v(x) = |x|^2_p$. Then

$$k_t^0(x, y) = \frac{e^{-t|x|^2_p}}{|x|^p} \left[ \hat{f_t}(x - y) - \hat{f_t}(x) - \frac{e^{-tp^2/|x|^p}}{(1 - p^{-1})|x|^p} \right],$$

where $f_t$ is the Fourier transform of $e^{-th}$.

Example 2. $h(x) = v(x) = -\text{ord}_p(x)$.

Then the eigenvalue of $H_0$ for $\psi_{kl}^{(a)}$ is $v_k + h_{l+1-k} = k + l + 1 - k = l + 1$.

We calculate the heat kernel of $H_0$. If $|x|_p \neq |y|_p$, the kernel $k_t^0(x, y)$ of $e^{-t(\log p)H_0}$ is zero. Otherwise, from the previous theorem, we have

$$k_t^0(x, y) = \left( \frac{p-2}{p-1} \right) p^{1-k-t} + (p-1)p^{-k-t} \sum_{l=1}^{\text{ord}_p(x)+\text{ord}_p(x-y)-1} p^{l(1-t)} - p^{-k-t} \left( \frac{p^{-\text{ord}_p(x)}}{p^{-\text{ord}_p(x-y)}} \right)^{1-t}$$

$$= -p^{-t} \frac{(p-1)}{(p-1)|x|_p} + (p-1) \frac{p^{-t}}{|x|_p} \left[ 1 - \left( \frac{|x|_p}{|x-y|_p} \right)^{1-t} \right] - p^{-t} \left( \frac{|x|_p}{|x-y|_p} \right)^{1-t}$$

$$= -p^{-t} \frac{(1-p^{-1})}{(p-1)|x|_p} \frac{p^{1-t}}{1-p^{-1-t}} - (1-p^{-t}) \left( \frac{p^{1-t}}{1-p^{-1-t}} \right) \left( \frac{|x|_p}{|x-y|_p} \right)^{1-t}$$

$$= -p^{-t} \frac{(1-p^{-1})}{(1-p^{-1})|x|_p} + (1-p^{-t}) \left( \frac{p^{1-t}}{1-p^{-1-t}} \right) \left[ 1 - \left( \frac{|x|_p}{|x-y|_p} \right)^{1-t} \right].$$
8. Radial Component

Suppose \( \Omega \) is an eigenfunction for \( H_r \) with eigenvalue \( x \). Since \( \Omega \) must be radially symmetric, we write \( \omega(y) = \omega_k \) if \( |y|_p = p^k \) in the same way as \( v_k \) and \( h_k \). Using the following formulas for the Fourier transforms of \( \omega \) and \( v \omega \):

\[
\hat{\omega}_l = (1 - p^{-1}) \sum_{k \leq -l} p^k \omega_k - p^{-l} \omega_{-l+1},
\]

\[
\hat{v}\omega_l = (1 - p^{-1}) \sum_{k \leq -l} p^k v_k \omega_k - p^{-l} v_{-l+1} \omega_{-l+1},
\]

and putting \( j = -l \) in the relation \( h_l \hat{\omega}_l + \hat{v}\omega_l = x \hat{\omega}_l \), we obtain the formula

\[
\omega_{j+1}(h_{-j} + v_{j+1} - x) = (1 - p^{-1}) \sum_{k \leq j} p^{k-j}(h_{-j} + v_k - x) \omega_k.
\]

If we assume \( x \notin \text{Spec } H_0 = \{h_{-j} + v_{j+1} : j \in \mathbb{Z}\} \), we may use the above equation as a recursive formula for \( \omega_j \).

Let

\[
S_j = \sum_{k \leq j} p^k \omega_k, \quad T_j = \sum_{k \leq j} p^k v_k \omega_k.
\]

Then \( (h_{-j} + v_{j+1} - x) \begin{bmatrix} T_{j+1} \\ S_{j+1} \end{bmatrix} = \begin{bmatrix} h_{-j} + pv_{j+1} - x & (p-1)(h_{-j} - x)v_{j+1} \\ p-1 & p(h_{-j} - x) + v_{j+1} \end{bmatrix} \begin{bmatrix} T_j \\ S_j \end{bmatrix} \)

**Lemma 8.0.** If \( x \in \text{Spec } H_r \setminus \text{Spec } H_0 \) then

(i) \( \lim_{j \to \infty} (T_j - xS_j) = 0 \),

(ii) \( \lim_{l \to \infty} \omega_{-l} = \omega_- \) is finite & nonzero and the convergence is \( \sim b^{4l} \).

(iii) If \( 0 \leq x \leq 2 \), \( \omega_- > 0 \), then \( (1 - 2b^{2+4l})\omega_- \leq \omega_{-l} \leq \omega_- \) for \( l \geq 0 \).
Proof. Since $\Omega$ is in the domain of $V$, $V\Omega \in L^2(Q_x)$. So $|v_j\omega_j| < C p^{-j/2}$ for some $C \in \mathbb{R}$. Hence $S_j$ is bounded and $\lim_{j \to \infty} S_j$ exists. Moreover

$$\lim_{j \to \infty} T_j = (1 - p^{-1})^{-1} \lim_{y \to 0} \mathcal{F}(V\Omega)(y)$$

$$= (1 - p^{-1})^{-1} \lim_{y \to 0} (x\mathcal{F}(\Omega)(y) - h(y)\mathcal{F}(\Omega)(y)) = x \lim_{j \to \infty} S_j,$$

proving (i). For (ii), note that

$$\omega_{j+1} = (1 - p^{-1}) \sum_{k \leq j} p^{k-j} \left( 1 + \frac{v_k - v_{j+1}}{h_j + v_{j+1} - x} \right) \omega_k.$$

So

$$\omega_{j+1} - \omega_j = (1 - p^{-1}) \left( \frac{v_j - v_{j+1}}{h_j + v_{j+1} - x} \right) \omega_j + (1 - p^{-1}) \sum_{k \leq j-1} p^{k-j} \left( \frac{v_k - v_{j+1}}{h_j + v_{j+1} - x} - \frac{v_k - v_j}{h_{j+1} + v_j - x} \right) \omega_k.$$

Now for $j$ sufficiently small $|\omega_k| \leq p^{-k/2}$ and

$$\left| \frac{v_k - v_{j+1}}{h_j + v_{j+1} - x} \right| + \left| \frac{v_k - v_j}{h_{j+1} + v_j - x} \right| < \frac{p^{j+2}}{1 - p^{-1}}.$$

So $|\omega_{j+1} - \omega_j| < 4p^{j+2}$. Thus $\{\omega_j\}$ is a Cauchy sequence, and approaches a limit as $j \to -\infty$. Moreover the limit is nonzero, for otherwise choose small $j$ such that $\omega_k < (1 - p^j)\omega_{j+1}$, for $k \leq j$. Then

$$\omega_{j+1} < \sum_{k \leq j} p^{k-j}(1 - p^{-1} + p^{j+2})(1 - p^j)\omega_{j+1} < \omega_{j+1},$$

yielding a contradiction. To prove (iii), note: for $0 \leq x \leq 2$, $k \leq j \leq -2$,

$$\left| \frac{v_k - v_{j+1}}{h_j + v_{j+1} - x} \right| < \frac{p^{j+2}}{p^{-2j} - 2} \leq \frac{p^{j+2}}{1 - 2p^{-4}}.$$

So for $l \geq 1$,

$$\frac{\omega_{-l}}{\omega_{-1}} \geq \prod_{k < -l} (1 - \frac{p^{k+2}}{1 - p^{-4}}) \geq 1 - 2b^{2+4l}.$$

For $l = 0$,

$$\frac{\omega_0}{\omega_{-1}} \geq (1 - \frac{v_0}{h_1 + v_0 - 2}) \prod_{j \leq -2} (1 - \frac{p^{j+2}}{1 - p^{-1}}) \geq 1 - 2b^2. \quad \square$$
From now on we choose to normalize $\Omega$ so that $\lim_{j \to -\infty} \omega_j = 1$. Let

$$P_j(b, x) = \begin{cases} b^j T_j R_j(b, x), & j \geq 0 \\ T_j R_j(b, x), & j < 0 \end{cases} \quad Q_j(b, x) = \begin{cases} S_j R_j(b, x), & j \geq 0 \\ b^j S_j R_j(b, x), & j < 0 \end{cases}$$

where $R_0 = 1$ and

$$R_{j+1} = \begin{cases} (1 + \frac{h_{-j} - x}{v_{j+1}}) R_j, & j \geq 0, \\ (1 + \frac{v_{j+1} - x}{h_{-j}}) R_j, & j \leq -1. \end{cases}$$

Then

$$\begin{bmatrix} P_{j+1} \\ Q_{j+1} \end{bmatrix} = M_j \begin{bmatrix} P_j \\ Q_j \end{bmatrix}, \quad \text{with} \quad M_j = \begin{bmatrix} I + A_j + A'_j \end{bmatrix},$$

where for $j \geq 0$

$$A_j = \frac{1}{v_{j+1}} \begin{bmatrix} -xb & -xb^j v_{j+1}(1-b) \\ b^{-j+1}(1-b) & -xb^{-1} \end{bmatrix}, \quad A'_j = \frac{1}{v_{j+1}} \begin{bmatrix} bh_{-j} & b^j v_{j+1} h_{-j}(1-b) \\ 0 & b^{-1}h_{-j} \end{bmatrix}$$

while for $j < 0$ we have

$$A_j = \frac{1}{h_{-j}} \begin{bmatrix} -x & -xb^{-j-1} v_{j+1}(1-b) \\ b^j(1-b) & -x \end{bmatrix}, \quad A'_j = \frac{1}{h_{-j}} \begin{bmatrix} b^{-1}v_{j+1} & b^{-j-1} h_{-j} v_{j+1}(1-b) \\ 0 & bv_{j+1} \end{bmatrix}$$

In the case where $h_j = v_j = p^{2j}$ for $j \geq 0$,

$$A_j = \begin{bmatrix} -xb^{2j+3} & -xb^j(1-b) \\ b^{j+1}(1-b) & -xb^{2j+1} \end{bmatrix}, \quad A'_j = \begin{bmatrix} b^{4j+3} & b^{3j}(1-b) \\ 0 & b^{4j+1} \end{bmatrix}$$

So

$$\begin{bmatrix} P_{N+1} \\ Q_{N+1} \end{bmatrix} = \mathcal{U}_N \begin{bmatrix} P_0 \\ Q_0 \end{bmatrix}, \quad \mathcal{U}_N = \prod_{j=0}^{N} M_j,$$

where the matrices are multiplied from right to left in order of increasing $j$.

If $h_j = v_j = p^{2j}$ for $j < 0$, we have

$$A_j = \begin{bmatrix} -xb^{-2j} & -xb^{-5j-3}(1-b) \\ b^{-j}(1-b) & -xb^{-2j} \end{bmatrix}, \quad A'_j = \begin{bmatrix} b^{-4j-3} & b^{-3j-3}(1-b) \\ 0 & b^{-4j-1} \end{bmatrix}$$

and

$$\begin{bmatrix} P_0 \\ Q_0 \end{bmatrix} = \mathcal{U}_{-N} \begin{bmatrix} P_{-N} \\ Q_{-N} \end{bmatrix}, \quad \mathcal{U}_{-N} = \prod_{j=-N}^{-1} M_j,$$

where this time the matrices are multiplied from left to right in order of decreasing $j$. 
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Lemma 8.1. The matrices \{U_N\} and \{U_{-N}\} each form a Cauchy sequence and hence approach limits \(U_+\) and \(U_-\) (resp.) as \(N \to \infty\). Moreover, \(U_+\) and \(U_-\) are continuous functions of \(x\). If \(0 \leq x \leq 2\), then \(U_N, U_+, U_-\) are invertible.

Proof. We treat only \(U_+\) (the proof for \(U_-\) is similar). For \(j \geq 0\),

\[
\|A_j\|_{\text{HS}} < |x|b^j + b^{j+1}, \quad \|A'_j\|_{\text{HS}} < b^{j+1}.
\]

Replacing each term by a bound on its Hilbert-Schmidt norm, and noting that the convergence of the infinite product

\[
\prod_{j=0}^{\infty} (1 + |x|b^j + 2b^{j+1}) \quad \text{follows from that of the sum} \quad \sum_{j=0}^{\infty} (|x|b^j + 2b^{j+1}) = \frac{|x| + 2b}{1 - b},
\]

we see that the infinite product converges absolutely. For the derivative,

\[
\left\| \frac{dU_N}{dx} \right\|_{\text{HS}} \leq \sum_{k=0}^{N} b^k \prod_{j \neq k} (1 + |x|b^j + 2b^{j+1}) \leq 2 \prod_{j=0}^{N} (1 + |x|b^j + 2b^{j+1}).
\]

This sum is uniformly bounded as \(N \to \infty\), so by the dominated convergence theorem, \(U\) is a continuous function of \(x\). Finally, if \(0 \leq x \leq 2\), \(\|M_0 - I\| < 1\) and \(\|M_j - I\| < b^{j-1}\) for all \(j \geq 1\). So \(\det U_N \neq 0\) for any \(N\) and \(\det U_+ \neq 0\).

Let \(U_b^{ij}(x)\) denote the \((i, j)\)th entry of \(U = U_+ . U_-\).

Lemma 8.2. Suppose \(x \leq 2\). Then \(x \in \text{Spec } H_r \iff U_b^{12}(x) = 0\).

Moreover every eigenvalue in this region is simple.

Proof. If \(x \in \text{Spec } H_r, x \leq 2\), then \(\lim_{j \to \infty} (T_j - x S_j) = 0\) by lemma 8.0, so

\[
U_b^{12}(x) = \lim_{N \to \infty} P_N = \lim_{N \to \infty} \left( \frac{P_N}{b^N Q_N} \right) \lim_{N \to \infty} Q_N \lim_{N \to \infty} b^N = x . U_b^{22}(x) . 0 = 0.
\]

Conversely, suppose \(U_b^{12}(x) = 0\) and \(x \leq 2\). In fact we may assume that \(0 < x \leq 2\), because if \(x \leq 0\) then each matrix \(M_j\) has all positive entries, so \(U_b^{12}(x) > 0\).
$\mathcal{U}$ is invertible by lemma 6.1, so $\mathcal{U}^2_b(x) \neq 0$. Moreover $\|M^{-1}_N - I\| < b^{N-1}$, so $\|P_N\| < K b^N$ for some $K \in \mathbb{R}$ ($N$ sufficiently large). Hence

$$
\lim_{N \to \infty} T_N = (\lim_{N \to \infty} R_N)^{-1} \lim_{N \to \infty} (b^{-N} P_N) \quad \text{is finite.}
$$

Thus $\Omega$ and $V \Omega$ are $L^2$ functions, so $\Omega$ is in the domain of $H$ and is therefore an eigenfunction of $H$ with eigenvalue $x$. Let $\Omega$ be a corresponding eigenfunction, normalized so that $\Omega(0) = 1$.

$$
R_+ = \lim_{N \to \infty} R_+ N = \prod_{j \leq -1} \left( 1 + \frac{v_{j+1} - x}{h_j} \right) \quad \text{is finite,}
$$

and since $\omega_N \sim 1 + \mathcal{O}(p^{-4N})$ as $N \to \infty$, we have $\lim_{N \to \infty} T_{-N} = 0$ and $\lim_{N \to \infty} b^{-N} S_{-N} = 1$. So

$$
\begin{bmatrix} P_0 \\ Q_0 \end{bmatrix} = (\lim_{N \to \infty} R_- N)(\lim_{N \to \infty} \mathcal{U}_- N) \lim_{N \to \infty} \begin{bmatrix} P_{-N} \\ Q_{-N} \end{bmatrix} = R_- \mathcal{U}_- \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
$$

Hence $\Omega$ is uniquely determined by the following relations ($N \geq 0$):

$$
\begin{bmatrix} P_N \\ Q_N \end{bmatrix} = \mathcal{U}_N \begin{bmatrix} P_0 \\ Q_0 \end{bmatrix}, \quad \begin{bmatrix} P_{-N} \\ Q_{-N} \end{bmatrix} = \mathcal{U}_- \begin{bmatrix} P_0 \\ Q_0 \end{bmatrix}.
$$

\textbf{Lemma 8.3.} The lowest zero $x$ of $\mathcal{U}_b^{12}$ is in the range $2 - 3b < x < 2$.

\textbf{Proof.} We have already remarked that $\mathcal{U}_b^{12}(x) > 0$ for $x \leq 0$. Suppose $0 < x \leq 2$. Explicit calculations reveal that

$$
\mathcal{U} = \prod_{j \geq 5} M_j \cdot \prod_{j = -3}^{-1} M_j \cdot \prod_{j \leq -4} M_j
$$

$$
= \begin{bmatrix} 1 + \mathcal{O}(b^5) & \mathcal{O}(b^5) \\ \mathcal{O}(b^5) & 1 + \mathcal{O}(b^5) \end{bmatrix} \begin{bmatrix} \mathcal{O}(3) & f_b(x) + \mathcal{O}(b^2) \\ \mathcal{O}(2) & \mathcal{O}(3) \end{bmatrix} \begin{bmatrix} 1 + \mathcal{O}(b^6) & \mathcal{O}(b^6) \\ \mathcal{O}(b^4) & 1 + \mathcal{O}(b^6) \end{bmatrix},
$$

where $f_b(x) = (2 - 2b + 4b^3) + x(-1 - 4b^2 + 2b^3 - 6b^4) + x^2(2b^2 + 4b^4) - 4x^3 b^4$.

From this we can show that $|\mathcal{U}_b^{12}(x) - f_b(x)| < b^2$. The result follows, noting that $f_b'(x) < 0$, $f_b(2 - 3b) \geq b^2$, and $f_b(2) \leq -b^2$. 
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Proof of Theorem 6.1.

By lemma 7.0, the spectrum of $H_0$ is bounded below by $p^2 + 1$. By lemmas 8.2 and 8.3, the lowest eigenvalue $x$ of $H$ is in the range $2 - 3b < x < 2$. Let $\Omega$ be the corresponding eigenfunction, normalized so that $\Omega(0) = 1$. Now $H$ commutes with the Fourier transform $\mathcal{F}$, so $\mathcal{F}\Omega = \lambda\Omega$ for some $\lambda$ with $\lambda^4 = 1$.

But
\[
\int_{\alpha_p} \hat{\Omega}(y) \, dy = \int_{\alpha_p} \Omega(y) \, dy > 0, \quad \text{so} \quad \lambda = 1.
\]

Since $\omega_j > 0$ for $j \leq 0$ and $\omega_k \geq \omega_j$ for $k < j$, it follows that $\Omega = \hat{\Omega} \geq 0$. \hfill \Box

Proof of Theorem 6.2.

We use lemma 8.0, part (iii). For $l \geq 0$, $\omega_{-l} \geq 1 - 2b^{2+4l}$, so
\[
\|\Omega_\nu\|_L^2 \geq \int_{\alpha_p} \Omega_\nu(y)^2 \, dy \geq (1 - b) \sum_{l \geq 0} (1 - 2b^{2+4l})^2 p^{-l} > 1 - 4b^2.
\]

For $j \geq 1$, $\omega_j = \hat{\omega}_j = (1 - b) \sum_{\nu \leq -j} p^\nu \omega_\nu - p^{-j} \omega_{-j+1} \leq b^j - b^j (1 - 2b^{4j-2}) \leq 2b^{5j-2}$.

So
\[
\int_{k_p \setminus \alpha_p} \Omega(p)^2 \, dy \leq (1 - b) \sum_{j \geq 1} (2b^{5j-2})^2 p^j < 4b^5.
\]

Thus, letting $\hat{\Omega}_p = \Omega_p/\|\Omega_\nu\|_L^2$,
\[
\sum_{p \in \mathcal{P}} \int_{k_p \setminus \alpha_p} \hat{\Omega}_p(y)^2 \, dy < \sum_{p \in \mathcal{P}} \frac{4p^{-5}}{1 - 4p^{-2}} < \infty,
\]
completing the proof of the theorem. \hfill \Box
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