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Abstract

Li noise due to simultaneous switching of circuits on chips is a growing problem in VLSI design. This kind

of noise can lead to timing errors and significant circuit slowdowns, if not kept within reasonable bounds.
The most common way of reducing this form of noise is the addition of decoupling capacitance on chip.
However, adding decoupling capacitance can take significant area and can make routing very difficult. The

goals of this thesis are twofold: first, to characterize the relationship between noise propagation on chip

and parameters such as on-chip resistance and capacitance; and second, to develop an algorithm which will
minimize the number of decoupling capacitors on chip while simultaneously reducing the noise to within
acceptable boundaries.
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Chapter 1

Introduction

The problem of noise on chip power rails has been cited in the literature for many years. However, as chips

grow faster and as supply voltages grow lower, noise is becoming an increasingly troubling problem for chip

designers. On-chip noise has been known to cause logical errors and severe timing slowdowns.

On-chip noise arises from parasitics inherent in the pins connecting chips to packages. When CMOS

devices remain in a static state, power consumption is minimal. One of the transistors will always be in

cutoff, allowing only minimal current to pass through the device. However, when the transistors switch,

both transistors are in saturation for a certain period of time. Accordingly, a large amount of current must

pass between the power and ground rails of the chip. Normally, this does not pose a problem; the power

rails are connected to an off-chip power supply, which can supply current to the chip. However, there is

a small amount of inductance in the pins connecting the chip to the package. These inductors resist the

large changes in voltage by creating a reverse EMF by the equation V= -L . Accordingly, there can bedt~

significant voltage droop on chip when the chip demands current. This effect is especially noticeable when

large numbers of circuits switch on chip at the same time. In fact, on modern chips, this inductance is often

so significant that virtually all of the charge used to supply this current comes from on-chip capacitance. As

charge leaks off these capacitors, the potential across them tend to decrease, causing substantial noise.

There are numerous strategies that can be used to confront this problem. The first strategy is to

8



change on-chip parameters in order to reduce noise. Increasing on-chip stored capacitance, decreasing on-

chip resistance, and decreasing pin inductance can all lead to decreased noise. It is important to develop an

understanding of the precise relationship between on-chip noise propagation on these parameters beyond their

general trends. Part of this thesis will consist of theoretical explanations of trends observed in simulation

with different circuit parameters.

However, it is often expensive or impossible to change on-chip circuit parameters. Accordingly, on-chip

decoupling capacitance must be used. Since most of the charge used to supply current to the current sources

comes from stored on-chip capacitance, storing charge on decoupling capacitors can substantially reduce

the noise. However, area constraints make it difficult to place these capacitors, especially in the proximity

of large macros such as registers. Adding too many capacitors can lead to significant layout difficulty. In

general, different nodes on chip might have different noise tolerances, and might be able to fit different

amounts of decap. The goal is to find a placement of capacitors on chip that minimizes the total amount of

capacitance, while simultaneously ensuring that all nodes are within reasonable noise limits, and no node is

populated with decaps above its maximum capacity.

This thesis will be in five parts. First, I will discuss the basic methodology I used to conduct all these

simulations, and justify the models I used in simulation. Second, I will present a model for on-chip noise, and

explain the interesting features of a mathematical analysis of this model. Third, I will describe the trends

observed in simulation using different on-chip parameters. Fourth, I will describe two different methods that

can be used to estimate the amount of noise at any node on chip. Fifth, I will present the optimization

algorithm I designed to place capacitors on chip, and analyze the results as compared to SPICE simulation.

9



Chapter 2

Methodology

2.1 The power grid

The primary tool used to generate simulation results for this thesis was an RC network based on a 225

micron grid. Each node of the grid represented a location where a current source could be connected; nodes

were located 225 microns apart. There have been several attempts in the literature to construct such models;

these frequently involve distributed RLC networks, as can be seen in [2], [13], and [19]. However, a simple

RC model was found to be effective at IBM Microelectronics. I performed no tests to compare it to the chip

distribution network of an actual chip; I exclusively used the model with the given parameters. A value of

750 was used for the background capacitance, and a value of 0.22 Q was used for each resistor. These

values are believed to be typical of IBM's Cu-11 technology.

C4 package pins were placed near every node on chip. These pins consisted of an inductor of 2 nH and

a resistor of 0.125 , and were connected to a 1.8 V power supply. In reality, C4's are more sparsely located

on chip, but this was done to ensure that every node was symmetrical. The reason I could do this was

that the overwhelming majority of the charge provided to switching transistors actually comes from on-chip

capacitance, rather than from the package. (The package eventually recharges the on-chip capacitance, of

course, but only after the noise peaks have already occurred.) This assumption contradicts methods such

10



Node Node Node

Figure 2.1: Grid in one dimension

as that seen in [19], which assume that all of the charge comes from the package, and which calculate the

noise on the basis of the number of IR drops between the pin and the current source node. However, in

simulation, it did appear that with the large values for pin inductance, the placement of the pins made little

difference in altering the peak noise.

As mentioned above, the grid was arranged so that there were certain nodes where current sources could

be placed, with an identical amount of resistance and capacitance between any two nodes. The grid was

implemented as shown in Figure 2.1; the same grid with current sources can be seen in Figure 2.2. A

two-dimensional overhead view of the grid, with the package pins not shown, can be seen in Figure 2.3.

At every resistor intersection in this figure in which there is no current source, a capacitor is present.

The area in Figure 2.3 is densely packed, meaning current sources are present at every available node. By

placing current sources in this manner, we can simulate the effects of large numbers of transistors firing at

the same time.

A 30-by-30 node chip, measuring 2.7 mm by 2.7 mm, was used in simulation. This would correspond in

11



Background Decoupling
capacitance Capacitance

N\/ \/

Figure 2.2: Grid in one dimension with current sources

reality to a chip that is small, but still on the same order as chips actually being manufactured. (The size of

the chip was limited in order to save on simulation time; in reality, the size of the chip matters little when

simulations are being done in the middle of the chip).

2.2 Current source methodology

When a transistor is in its saturation state, the voltage between the drain and the source has little effect on

the current between drain and source. Accordingly, the transistor can, in principle, be modeled as a current

source. Simulating transistor-level models of very large macros can be very resource intensive. Therefore,

modeling these models as triangular current spikes is very desirable, and indeed the use of triangular current

spikes to substitute for transistor level models was one way that simulations were done at IBM. Current

source models for complicated macros are cited extensively in the literature. Generally, these take the form

of complicated piecewise linear current sources, and there are numerous papers such as [17] which explain
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Figure 2.3: Overhead view of densely packed area in two dimension
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methods of obtaining worst-case current signatures from particular macros. However, for more generic

models, the use of triangular current source pulses is also cited extensively [2] [13] [3]. Now it is not entirely

clear that using a current source can capture the characteristics of a transistor-level model; for instance,

there are multiple papers such as [1] [6] which describe a negative feedback effect between noise and current.

In particular, as more inverters attempt to draw current, the voltage compresses, causing each inverter to

consume less current; therefore, a current waveform might conceivably not be able to be reused on power

grids with different levels of noise. To resolve this, I performed a series of simulations, using a transistor-level

model of a register array, to determine whether or not such models were appropriate.

The steps in running these simulations were as follows.

1. It was necessary to create a small power grid to mirror the properties of the larger power grid. Sim-

ulating transistor-level macros on large distributed RC-meshes took intractable amounts of time (on

the order of hundreds of hours). Therefore, I took an old current signature from a macro, tested it on

a distributed RC mesh, and saved its noise plot. Then, I simulated the current signature on a smaller

grid, altering the values of the parasitics on the smaller grid until the two noise plots resembled one

another. The parasitics of the smaller grid were deliberately kept very low - roughly 2% of the supply

voltage.

2. I simulated a transistor-level register array on the smaller power grid. This resulted in the creation of

a current signature. I extracted and saved this current signature for future tests.

3. I altered the parasitic values in the smaller power grid so that the parasitics would achieve a level

of about 10% of the supply voltage. This was done just by repeatedly simulating the transistor-level

register array in the smaller noise grid, and altering the parasitics by hand until the noise rose to about

10% of the supply voltage.

4. Using the new, noisier power grid, I could test the current signature derived in step 2. But first, it was

necessary to add some capacitance to the new power grid, to compensate for the parasitic capacitance

inherent in the register array. The value used for the capacitance, 12.7 pF, was taken directly from the

14
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Figure 2.5: Comparison of noise on distributed RC circuit, as compared to smaller power grid
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register array specification.

5. I simulated the current signature on the noisier power grid, and compared the noise to the plots taken

in step 3.

The results are shown in Figure 2.6 and Figure 2.7. While there were slightly higher currents using

the current signature, and therefore slightly higher noise voltages, the noise values and current values were

certainly comparable. Accordingly, performing simulations using current signatures rather than a transistor-

level model seemed to be a reasonable way of simulating the chip.

Needless to say, the current signatures acquired in the previous step were very complicated, piecewise

linear functions. I found in simulation that merely using different data inputs, or even reading different

addresses in a register array, could lead to different current signatures. This fact is also noted in the

literature as a difficulty of obtaining worst-case current signatures [17]. Thus, the critical question was,

which current signatures would be used in simulation?

To solve this problem, engineers at IBM typically used triangular current spikes (a model that is used in

numerous places in the literature, as cited above). The width of the pulse would be equivalent to the width

of the current signature obtained in simulation; the height of the pulse would be chosen so that the total

area under the pulse (i.e. the total amount of charge passing through the transistor) would be equivalent to

the total area under the current signature curve. I performed several simulations to test whether this was a

valid assumption - that is, whether or not a current signature produced a similar noise peak to its triangular

equivalent. I found that the answer depended on particular characteristics of the power grid. I will discuss

this question in more detail after I present a mathematical analysis of some of the properties of the current

sources on chip.
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Figure 2.6: Current signature as compared to current with transistor model

18



Figure 2.7: Noise with current signature as compared to noise with transistor model
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Chapter 3

Mathematical discussion

There are several attempts in the literature [11] [14] [8] [16] to find a closed-form expression for maximum

noise due to a particular transistor firing, involving the voltage-current relations for CMOS circuits. Here,

I present instead an analysis of a circuit involving an actual current source. I use a current source in this

analysis instead of a transistor model for several reasons:

" All of my simulations were done with current sources, so doing a mathematical analysis with current

sources is more illuminating in explaining the results.

" The current source analysis leads to a simpler closed-form result, while still explaining many of the

observations seen in simulation.

" We are not trying to simulate the effect of a single transistor, but rather thousands of transistors firing

in an irregular pattern, so using a transistor might not be illuminating.

Therefore, consider the circuit in Figure 3.1. We can consider this kind of circuit a rough approximation

of what happens on chip when a resistive-capacitive mesh must provide a certain amount of current to a

macro. The resistor and left capacitor represent the on-chip resistance and capacitance in the power grid.

The capacitor on the right represents decoupling capacitance. There is no resistance between the decap and

20



Figure 3.1: Simple power grid model

the current source because the resistance between the added decap and the macro is smaller than the on-chip

resistance. (The simulations performed also used this model, for simplicity.)

Let Il be the current through the resistor, i be the current through the current source, and V,, be the

voltage across the current source. Then - Qback - IR - Qdecap 0. Differentiating with respect to time andCback Cdecap

putting Idecap - I1 - i, we get

I1 dI1  I1 i1+ R d + =, (3.1)
Cback dt Cdecap Cdecap

We can also write an equation for the voltage across the current source, which is identical to the voltage

across the decoupling capacitor:

dV 8
(I1 + i) = Cdecap dt (3.2)
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Assuming we can put i = kit + k2 (the rising half of a triangular current source), we can solve these

differential equations for V, yielding

Cback -tk1 k2 k1C2 cRVs =-Io R 0  k e nc1c2~ -________ k1ackR ± K (3.3)
Cback + Cdecap Cback + Cdecap 2 Cback + Cdecap (Cback + Cecap )2

where 1o is the initial current that would have been seen without any current source, and K is a constant

that allows you to set the initial voltage to any value.

This equation is not exact; the power grid is a distributed network of resistors and capacitors, along

with inductive pins connecting the grid to power sources. Therefore, we should not expect this equation to

produce an exact solution, but rather a general intuition on how various variables affect the voltage across

the current source.

There are several important lessons we can take from this equation.

3.1 Effect of increasing current

First, as the current increases, the voltage across the current source decreases. This can be understood

intuitively. There are two different effects that would cause the voltage to decrease:

1. The current across the resistor must be increasing as a function of time. Since the current is proportional

to the voltage, we would also expect the voltage across the resistor to increase as a function of time,

serving to depress the voltage across the current source with respect to ground.

2. Because the capacitors are releasing charge, their voltage with respect to ground is decreasing, and so

the voltage across the current source will decrease as well.
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3.2 Effect of decap on magnitude of peak noise

Second, the addition of decoupling capacitance decreases the extent to which the voltage across the current

source will decrease. This can be seen in the equation, as Cdaecap appears in the denominator of every single

term; as Cdecap increases, these negative terms become smaller, and therefore there is a lower noise voltage. It

can also be understood intuitively. With more capacitance in the system, providing an equivalent amount of

charge will result in less of a voltage collapse, due to the equation Q = CV . Establishing a more systematic

relationship between the voltage droop and the decoupling capacitance is more difficult; I will discuss this

after the next section provides the necessary background.

3.3 Effect of decap on time of peak noise

Third, the above equation provides useful knowledge on the time of the voltage peaks. Clearly, as the current

rises, the noise voltage will increase. However, eventually the current will reach its peak, and then decrease

again. The question is, after the current reaches its peak and begins decreasing, will the noise voltage

increase, or decrease? The two effects listed above will now have opposite effects on the noise voltage: Effect

1 will cause the noise voltage to decrease (because the current is decreasing), whereas effect 2 will cause it

to increase (because the current is still positive, so charge is leaking off the capacitors). We must therefore

examine the equation in more detail. To do this, we find the rate of change of V,, with respect to time. For

simplicity, we can assume that t is relatively large, so we can ignore the exponential term:

dVs -1 k1 C2 R
(klt + k2 + - -back

dt Cback + Cdecap Cback + Cdecap

If we set dV-. to 0, and assuming k, is negative and k2 is positive (that is, a positive but linearly decreasingdt

current), we get

k2 RC 2

t back
k1 Cback + Cdecap

23



There are two important things to notice about this equation. First, as Cdeca, increases, the time at which

the maximum noise voltage occurs increases. As Cdecap goes to infinity, the time at which the maximum

voltage occurs goes to L, which is precisely as we'd expect, since that is the time for which the current is 0

in the equation I = -kit + k2 .

In practice, without any decap, when the current starts to decrease, the noise voltage starts to decrease

almost immediately. This occurs for two reasons:

1. The package can begin recharging the background capacitance, since the current is decreasing.

2. Other background capacitance further away starts providing charge to recharge the closest background

capacitance.

In the context of the above equation, when Cdecap is low, the RCa + c term dominates, so in theCback+Cdecap

above equation, t approaches 0 - that is, when the current starts to decrease, the noise voltage decreases

as well. However, when decoupling capacitance is added, the RC2ack term decreases. Thus, t rises,Cback+Cdecap

and with large amounts of decap, t does approach -, or the end of the current spike. This effect will have

importance significance, as well be discussed later on.

It is important to explicitly spell out one consequence of this observation. At a node containing a current

source, the earliest possible time that the peak voltage can occur is the apex of the current source, and the

latest possible time is at the end of the current source triangle. Clearly, increasing the amount of current

will always cause the voltage droop to increase. Meanwhile, as time elapses with zero current, the capacitors

are going to be recharged, so the voltage droop will decrease. Therefore, the peak voltage will always occur

in this range of Figure 3.2. The effect of adding decap in simulation, in terms of both decreasing the peak

noise and making the peak noise occur later, is shown in Figure 3.3.

3.3.1 Application to determination of peak noise

We can now discuss establishing a quantitative relationship between the peak noise and the decoupling

capacitance. Given the equation Q = CV, we would want, in principle, to establish a inverse relationship
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Figure 3.2: Range of maximal noise
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between the voltage droop and the capacitance. This equation should hypothetically be of the form V =

+ ; this can be rewritten as V = 1 + However, according to the above equation,Cdecap+Cback ground m~de cap +b'

at any specific time t during the ascending part of the current triangle, the voltage will not follow such

a relationship. This is because of the presence of the cba cOkR -,t term, which is an inverse-squared
Wbck +

0
d eca)

2

function with respect to the decoupling capacitance. After the triangle reaches its apex and the current

begins decreasing, the sign of k, may change, but the format of the equation will remain the same.

If there is very little decoupling capacitance, as discussed above, the peak voltage occurs at approximately

the same time as the peak current. If we try to plot the inverse of the noise voltage as a function of capacitance

at this time, the (c i+ackR 2t term will cause this graph to be superlinear. This means that an inverse

function of the form Vime-of-peak-current = mCc+ will actually overpredict the amount of noise at high

values of the decoupling capacitance.

After extensive simulation, I observed that if we are to put the peak voltage, rather than the volt-

age at a specific time, then the equation Vpeakvoltage = mCd1ca+ would hold correctly. Recall that as

we add more decoupling capacitance, the time at which the peak voltage occurs increases. Therefore, at

low values of decap, Vpeak-voltage is about equal to Vtime-of-peak-current. As the amount of decap in-

creases, the time of the peak current increases, and therefore Vpeak-voltage becomes increasingly greater

than Vime-of-peak-current. Therefore, since Vtime-of-peak-current =mCdcc±b overestimates the amount

of noise at large amounts of decap, inserting Vpeak-voltage 1 would probably be a closer fit than
MCdecap+b

Vtime-of-peak-current mCdeca+b

As it turns out, this produces a nearly perfect fit. So far as I can tell, there is no principled reason for

this, other than the heuristic argument above. It just turns out to be an extremely useful approximation,

since peak voltages are, very frequently, precisely what we are interested in calculating.
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3.4 Effect of pulse width

Fourth, this equation can lend some insight on how noise scales with respect to the width of the pulse.

Imagine we were to move the identical amount of charge, but in a shorter window of time; say, instead of

a triangle of width 500 ps and height 300 mA, we had a triangle of width 250 ps and height 600 mA. We

know that the same amount of charge is being moved, so we would expect the voltage across the background

capacitor to be unchanged. However, the charge is moving more quickly, leading to a larger current, so

one might expect the voltage across the resistor (and accordingly the voltage across the current source) to

compress. Now, imagine we were to have a current spike with the identical peak current, but with a wider

base, and hence more charge moved; say, instead of a triangle of width 500 ps and height 300 mA, we had

a triangle of width 800 ps and height 300 mA. We know that the peak current is the same, so we will need

to maintain the same potential across the resistor. However, we are moving more charge, so the potential

across the capacitor will go down. Accordingly, we would expect the voltage across the current source to

compress as well. It seems that there are two distinct effects - one related to the peak current, and one

related to the total charge.

This intuition is borne out by the equation. Assuming that k2 = 0 and the exponential component is

small, there are two terms which are governed by the slope of the function. The first is the k t 
2

Cback±Cdec~jp 2

term. This term is only affected if the amount of charge under the curve changes; multiplying the peak

current by N and dividing the peak time by N cause the slope to increase as N 2 so the increased slope and

the decreased time will cancel out. The second is the (0 C ac t term. In this term, since the t is not

squared, multiplying the peak current by N and dividing the time by N will cause the peak time to increase

by a factor of N. Therefore, even if you have the same amount of charge being passed through the chip,

the voltage droop at the current source will increase. However, the (ca k 2t term is constant with

respect to the peak current. If one were to divide the rise time and fall time of the spike by a factor of N,

but keep the peak current the same, then k, would increase by a factor of N, but the time would decrease

by a factor of N. Therefore, unlike the other term which stayed constant for the same amount of charge,

this term stays constant for the same peak current.
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In a real-world chip, there is a second reason the voltage droop at the current source increases as you make

the current pulse narrower. The charge has to be provided in a given amount of time. RC time constants

delay the amount of time in which capacitors far away on the chip can provide charge. Therefore, as the

pulse width decreases, the effective capacitance that can provide charge to the current source decreases as

well, and so the local voltage droop increases.

However, back to the original equation; we have two factors, one of which changes if the amount of

charge changes and is left unchanged by changes in the peak current; and the other of which changes if

the peak current changes and is left unchanged by changes in the amount of charge. We can call these

terms the "charge term" and the "current term". The question is, which of these terms dominates? This

answer is extremely significant, since we need to know how to transform an arbitrary current signature into

a triangular current pulse.

To test this, I first performed a series of simulations in which the charge stayed constant, but the peak

current changed (Figure 3.4) and then a series of simulations in which the peak current stayed constant,

but the charge changed (Figure 3.5). I then compared how the noise changed under either circumstance.

According to simulation, it generally appears that the current had a far bigger effect on the noise than the

charge under the curve. Put differently, the (k Ck kR )2 t term dominates, as shown in Figure 3.6. Thus,

keeping the current source constant, but altering the width of the pulse, has a relatively small impact on the

noise on the chip.

Incidentally, using this analysis, if we were to keep the time constant, and increase the peak current by a

factor of N, as shown in Figure 3.7, the peak voltage would also increase by a factor of N. This is because

every term in the equation would scale by a factor of N. This is also observed in SPICE simulations.

This knowledge is significant because it calls into question the fundamental assumption of this research

- that we can approximate any current source by a triangular pulse. If the only relevant value is the area

under the curve, then any arbitrary piecewise linear current source can be transformed into an equivalent

triangular pulse. The same is true if the only relevant value is the peak current. However, if both the peak

current and the amount of charge contribute to the noise, then this transformation becomes more difficult.
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Figure 3.4: Constant charge, changing peak current
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Figure 3.5: Constant peak current, changing charge
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Figure 3.6: Constant peak current and charge comparison
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Figure 3.7: Linearly increasing noise
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It is unclear whether or not the effects above are actually fundamental to the chip technology, or whether

they are artifacts of the way the SPICE model was constructed. In my model, when we place current sources

next to resistors, the peak current seems to play a bigger role than the charge. In an alternate model in

use at IBM, where current sources are placed next to capacitors, the charge seemed to play a bigger role.

The literature cited earlier seemed to suggest that one could determine the amount of charge that the macro

would require, and arrange it into a triangular pulse. This would imply that the area under the curve is the

only relevant consideration.

Finally, if the peak current (and not just the amount of charge) played a substantial role to the amount

of noise, it would have serious implications for circuit design. This is because of the fact that frequently,

speeding up a chip results in narrower current pulses with identical amounts of charge under the curves, but

taller peaks. If doing this actually caused noise to go up, even with the same amount of charge being moved,

it would make speeding up chips difficult.
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Chapter 4

Noise propagation trends

In this section, I shall explore the impact of changing chip parameters such as parasitic resistance and

parasitic capacitance on noise propagation. I shall also discuss the effects of decap placement on noise. The

concepts in this chapter will be critical towards developing a strategy to estimate noise on chip.

4.1 Background capacitance and resistance

Background capacitance and resistance on chip are well-known to slow down chip operation. However,

intuitively, increasing background capacitance would also decrease noise, by increasing the amount of charge

stored on chip ([1] demonstrates this convincingly). The question is: what is the precise quantitative

relationship between background capacitance, resistance, and noise?

The simulated results of this are complicated. The relationships between capacitance, resistance, and

noise are quite disparate depending on the distance from the current source. To find these relationships, I

did simulations involving a single triangular current pulse, and checked the noise at various locations in its

vicinity. The following were the main simulated observations:

* When I checked the noise close to the current source, the noise increased roughly linearly as a function

of resistance. The noise decreased when background capacitance increased, but much slower than
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inversely; it decreased roughly as an inverse square root.

* As we moved away from the noise source, the noise increased sub-linearly as a function of resistance.

Roughly three to four nodes away, the resistance ceased to have almost any effect on the noise what-

soever. Meanwhile, as I moved away from the noise source, the relationship between background

capacitance and noise fit increasingly well to an inverse curve.

These observations have a relatively straightforward theoretical justification. At the current source, there

are two main effects: first, charge is discharging from the on-chip capacitance, and second, it is necessary to

maintain a certain level of current across the resistors. Both of these effects will contribute to noise. Earlier,

I presented a graph indicating that the resistive effect was more significant than the capacitive effect, by

comparing the effects of altering the charge (holding the peak current constant) and altering the current

(holding the charge constant). Now, if the resistive effect totally dominated, then increasing the resistance

would linearly increase the noise (due to V = IR) and increasing the capacitance would have no effect. If

the capacitive effect completely dominated, increasing the capacitance would inversely decrease the noise

(due to V = 2 and increasing the resistance would have no effect. In reality, increasing the resistance has a

slightly sublinear effect, and increasing the capacitance has a sub-inverse effect. The implication is that the

resistive effect is more significant than the capacitive effect.

However, as the noise ripples throughout the chip, there are no other current sources which need to

maintain a particular current. Accordingly, the main source of noise will arise from capacitors discharging.

Now, increasing resistance will result in some additional noise, because increasing the RC time constant will

decrease the amount of charge that is released in a certain stretch of time, so voltages will droop in order to

compensate. However, the main observed impact of increasing the resistance is that the noise just propagated

more slowly through the chip. Accordingly, as one moves away from the noise source, the capacitive effects

will dominate. Indeed, several nodes away from the noise source, the capacitive relationship becomes inverse,

and increasing the resistance begins to have minimal effect on the actual noise.

Package effects also contribute to these trends. While the package provides only small amounts of charge
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under normal conditions, as the on-chip resistance rises, the package begins to contribute a greater proportion

of the charge. This trend was also observed in simulation; increasing the resistance at small values of the

resistance had a greater effect than increasing the resistance at large values of the resistance, and at a certain

point increasing the resistance had minimal effect.

The implications of this analysis are as follows:

1. In general, the relationship between capacitance, resistance, and noise is complicated at various nodes

on the chip. This was one of the factors that led me to use precharacterization, rather than closed-form

mathematical analysis, in order to create a noise estimation procedure.

2. Increasing background capacitance or background resistance can be an effective strategy to battle noise

voltage, but only under certain circumstances. If the goal is to minimize the noise around a sensitive

node far away from the main sources of noise, then increasing the surrounding background capacitance

might have a pretty fair impact, but decreasing the resistance in the power grid would not have an

effect. Conversely, close to sources of noise, decreasing the resistance in the power grid can have very

significant impacts on the noise.

4.2 Noise modeling on chip

In this section, I will expand on the initial discussion of noise in the context of a single RC circuit. I will

discuss experimental observations and corresponding theoretical models of noise propagation on chip. All of

the insights in this section will be necessary in the next section, which will discuss accurate ways of evaluating

the total noise at any node on chip. This noise evaluation technique is the center of the decap estimation

algorithm discussed at the end of this thesis.

4.2.1 Superposition

We saw in the last section that the total noise in the RC circuit was linearly proportional to the magnitude

of the current peak, assuming the current width remains constant. In general, when solving circuits with
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numerous current sources, their effects can be added linearly; we can treat each current source individually,

and sum their resultant noise values. This suggests a general principle of superposition, in which the total

noise due to several current sources is equivalent to the total noise due to each individual current. Indeed,

this principle of superposition holds in SPICE analysis. The significance of this is that to determine the

noise at any point on chip, we only need to fully characterize the noise due to a single current source. We can

then linearly add the noise due to each current source to obtain the true value. An example of superposition

at work can be seen in Figure 4.1. In this figure, the bottom curve represents the noise due to three current

sources firing together; the other three curves represent the noise due to each individual current source firing

on their own. The bottom curve can be seen to represent the sum of the other three curves.

However, superposition does not work for capacitors. It is apparent from the equations determined in

chapter 3 that adding capacitance does not have corresponding linear effects on the noise; indeed, there is a

diminishing marginal impact of adding additional capacitance. Consequently, knowing the effect of placing

N capacitors alone in location 1, and the effect of placing M capacitors alone in location 2, cannot be used

to determine the effects of playing N capacitors in location 1 and M capacitors in location 2. This is the

main difficulty of the noise estimation problem.

4.2.2 Noise propagation

In simulation, it generally appeared that the peak noise due to a current pulse decreased roughly as the

inverse square of the distance to the current pulse, as can be seen in Figure 4.2. This trend can be explained

by the following theoretical model. We can imagine that the noise travels along the chip at a certain speed.

When the noise wave reaches some node N at a distance d of the source, all nodes of distance d or closer to

the source will have been affected. In reality, what is occurring is that charge stored on capacitors on outlying

nodes recharge capacitors on inner nodes until an equilibrium is reached. So for instance, the capacitors at

distance 2 will recharge the capacitors at distance 1 until an equilibrium between these two sets of capacitors

is reached; as the capacitors at distance 2 discharge, the capacitors at distance 3 will recharge them until an

equilibrium is reached; and so the noise is spread through the chip.
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Figure 4.1: Superposition of several curves



Figure 4.2: Inverse square root of voltage as a function of distance from current source
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It is therefore reasonable to imagine a model where, as noise spreads to a distance d, the noise is distributed

across all nodes of a distance d. Since we are using a two-dimensional grid, the total number of nodes within

a distance d is proportional to the area of the circle of radius d, and thus increases with the square of the

distance from the source. Accordingly, we would expect the noise to drop off as roughly an inverse square,

as the above graph indicates.

This fact is of extreme importance in developing a noise propagation model, for two reasons. First, it can

allow us to estimate the noise from far-away current sources with reasonable accuracy, given the noise from

nearby current sources. However, more significantly, it implies that noise drops off extremely rapidly, so that

the vast majority of the noise from some current source will come at the very node at which the current

source is located. Experimentally, consider a setup like Figure 4.3. This produces significantly more noise at

the side, top and bottom nodes than at the middle node. (The middle node does experience more noise than

the corner nodes, however). The implication of this is that for any realistic distribution of current sources on

chip, if we are able to substantially reduce the noise exclusively at the current source nodes, it is very likely

that we have substantially reduced the noise everywhere. Put differently, assuming that our noise tolerance

is constant at every node on chip, it suffices to reduce the noise to within acceptable limits exclusively at

nodes which contain current sources, because we can then infer that all nodes are within acceptable limits.

(If nodes have different noise tolerances, however, this assumption becomes invalid.) This fact will be used

to substantially reduce the runtime of the eventual decap allocation algorithm.

4.2.3 Effect of decap on noise propagation

As discussed in the previous section, noise propagates through the chip radially from the original source of

noise. Adding decoupling capacitance has the effect of reducing the noise by a certain fraction. One critical

question in the placement of decoupling capacitors is: to what extent does the location of the decaps affect

the noise propagation?

The first series of experiments to answer this question were performed by placing a current source at

some node N, and measuring the noise at some measurement point M. I placed capacitors at every inter-
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Figure 4.3: Hypothetical current source setup
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Location 1 Location2 (

Figure 4.4: Placing decaps in various locations

Location 3

mediate location. So, in Figure 4.4, the effect of decoupling capacitance at each location would be measured

individually.

The following observations were made:

" Decoupling capacitors placed at the current source (Location 1) produced the identical effect as de-

coupling capacitors placed at the measurement point (Location 3).

" Decoupling capacitors placed at intermediate locations (e.g. Location 2) produced a slightly smaller

effect than decoupling capacitors placed at either Location 1 or Location 3.

" Decoupling capacitors placed outside of the line of sight between the current source and the measure-

ment point (e.g. in a hypothetical node to the left of Location 1) had a far smaller effect.

These observations can be explained using a theoretical model suggested in Figure 4.5. Adding decoupling

capacitance attenuates the noise wavefront by a certain ratio. Whether this attenuation occurs early or late

in the wavefront propagation does not affect the degree of attenuation. So in the above example, imagine

that moving a single node away from the current source causes the noise to attenuate by a factor k, i.e.

N
k

Imagine that adding some decap causes the noise to attenuate by a factor q. Consider the noise two

nodes away from the current source. Then, placing the decoupling capacitance at the current source would
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Figure 4.5: Noise propagation model
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cause the noise to attenuate as

N/q N

k k2q

Whereas, placing the decap at the measurement point would cause it to attenuate as follows:

N N
N -> - Iq =

k k2q

Both of these equations, however, result in a total noise N. That is, placing decap at the measurement

point is equivalent to placing it at the current source.

One might wonder why the same would not be true for decaps placed in intermediary positions between

the current source and the measurement point (for instance, Location 2 in the above diagram). The answer

is, as the diagram suggests, there are numerous paths for the noise to take between the current source and the

measurement point. Placing the decap at Location 2 only attenuates one path, while placing it at Locations

1 or 3 attenuates all of the paths. However, the shortest path travels fewer nodes than the second shortest

path (three as opposed to five in the above example). Accordingly, adding decap in Location 2 has a very

similar impact to adding decap in Location 1, a fact we will exploit in the noise estimation algorithm.

The final question is the effect of decaps outside of the line of sight. According to the wave propagation

model, a decap placed to the left of the current source would have no impact whatsoever. This is false;

adding decap there does help replenish the capacitors at the current source, and therefore does have an

effect on the noise throughout the chip. However, decaps outside of the line of sight have a less significant

impact than decaps in the line of sight, which is also a fact that will have to be taken into account.

4.2.4 Distribution of capacitance among nodes

Consider the five different situations in Figure 4.6. In the earlier section, I described how situations 1 and

5 would produce the identical impact at the measurement point. Similarly, situations 2 and 4 produce

the identical impact. However, do situations 1,2, and 3 differ? Assuming the total amount of decoupling
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Ni decaps

Situation 1: Ni
Situation 2: NI
Situation 3: Ni
Situation 4: Ni
Situation 5: NI

N2 decaps

= 0, N2 = 20
= 5, N2 = 15
= 10, N2 = 10
= 15, N2 = 5
= 20, N2 = 0

Figure 4.6: Five situations
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capacitance is the same, does the distribution of this decoupling capacitance affect the total noise at the

measurement point?

The answer to this question is yes, which complicates the question considerably. The reason is that we've

already seen that there is a diminishing marginal impact to adding capacitors at a node. Consequently,

consider a situation in which there are 10 decaps at the current source, and 0 decaps at the measurement

point. Adding 10 additional decaps at the current source (yielding situation 5) will have less of an impact

on the noise than adding 10 decaps at the measurement point (equivalent to situation 3), because there is a

diminishing marginal impact to adding more decap at Location 1.

Accordingly, spreading decap out evenly (i.e. situation 3) has two impacts:

1. The noise at the measurement point will tend to be lower.

2. The peak at the measurement point will occur somewhat later.

We will call this effect the "double node effect".

In SPICE simulation, effect 2 was far more noticeable than effect 1, as Figure 4.7 indicates. In fact,

there was minimal impact on the noise peak, and in fact the noise appears slightly greater in situation 3

(for reasons that are not entirely clear). However, it is very clear that the time at which the peak occurs is

far greater. To explain the significance of this, let the time of the peak noise in situation 1 and 5 be tp. At

time t,, the noise associated with situation 3 is significantly less than the noise associated with situations 1

and 5. Accordingly, even if the peak noise is not much affected by the distribution of capacitors, the noise

at specific times is affected.

In general, on chips, we may have several dozen current sources, all firing at the same time. The noise at

any given node is the superposition of the noise due to each of these current sources at that node. It turns

out that it is fairly easy to approximate the peak noise due to each of these current sources at that node.

However, attempting to add these values linearly will grossly overestimate the noise, since these peaks occur

at radically different times. Overcoming these time shifts is the main challenge in approximating the noise

at any node.

47



. .. .. .. .. ... .. .... . . .. .. .. .. . .. .. . ...

. . .. ... .. ..

14
----------

ahowl

------------

41 5t

41
....................... ...... .......... .............. .........

'SftWim 3
........... ..............

.. ... .. ... ... .. ... .

. . .. .. .. ..

------------- ......

........... ........

4000 soon

Figure 4.7: Simulated noise in five situations

48



Chapter 5

Noise approximation

5.1 Problem description

In this section, I will describe my solution to the problem of finding the noise at any node, due to an arbitrary

collection of current sources and decaps scattered throughout a chip. This problem is not merely academic;

this approximation is the core of the next chapter, which describes an algorithm to actually place the correct

amount of decaps at every node on the chip.

Let us spell out the problem in more detail. Consider the scenario in Figure 5.1. The question we are

trying to answer is as follows. What is the value of the noise, at any of the nodes, as a function of N 1, N2 ,

and N3 ? N1 will affect the value of the noise at all three nodes, N 2 will affect the value of the noise at all

three nodes, and N3 will affect the value of the noise at all three nodes. We need to determine the noise at

all nodes, as a function of the decap at all nodes.

Noise estimation with decap has been studied numerous times in the literature. [11], [14], [8] and [16] all

make accurate calculations at the transistor level, a level of abstraction which is too low for our purposes. A

direct differentiation model is suggested in [10], which does not appear to take into account the diminishing

effect of decaps at different distances from the noise source. [19] calculates the noise with the assumption

that all of the charge comes from the pins, and calculates the IR drops from the pins to the current sources;
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this is highly different from our model, which assumes that all of the charge comes from the background

capacitance. Additionally, it assumes the sole source of the noise comes from charge being removed from

decap, rather than the need to maintain a certain current across a resistor. Accordingly, approximating the

noise according to the particular model and set of assumptions in this case appears relatively unique in the

literature.

We can simplify the problem. Recall that the total noise at any node is equal to the superposition of each

individual current source. Therefore, consider the scenario in Figure 5.1. Consider, again, the problem of

finding the noise at any node. If we can solve this problem involving only one current source for any arbitrary

distribution of decaps, then we will have solved the general problem, since we need to only superimpose the

contributions of each individual current source. Therefore, solving the problem in Figure 5.2 - finding the

noise at any location, with an arbitrary distribution of decap, but only a single current source - is what we

will concern ourselves with.

For the rest of this thesis, we will view the chip as an idealized two-dimensional grid. Decaps and current

sources can be placed at any node on the grid. Therefore, the model you see in Figure 5.3 will be looked at

in the idealized form of Figure 5.4.
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Figure 5.1: Scenario with three current sources and decap at each node
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Figure 5.2: Scenario with one current source and decap at multiple node



Figure 5.3: Actual birds eye view of section of chip
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Figure 5.4: Idealized birds eye view of section of chip
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The fundamental premise of this chapter is the idea of precharacterization. In the eventual algorithm to

place decaps on chips, an iterative process is used, in which capacitors are placed and the noise is measured

until the layout of capacitors on chip is optimized. However, neither of the two most intuitive methods of

measuring the noise - calculating it by circuit analysis, or simulating it in SPICE - is usable. Calculating

the noise due to an enormous, distributed chip by means of mathematical analysis is intractably difficult.

Calculating the noise by means of repeated simulation is often far too slow. We must therefore arrive at

a third method of calculating the noise, which is to precharacterize the chip by means of a few, simple

simulations, and use the results to predict the noise as a result of more complicated setups. The challenge is

to create a systematic methodology for exactly what simulations to perform, and what data to collect, in order

to generate plausible results. The rest of this section will describe different methods of precharacterization

for noise analysis.

5.2 The naive algorithm

As a first pass, I will discuss a model in which an arbitrary setup of current sources can be used, but with

two restrictions:

1. Current pulses must be of a single uniform width.

2. Decoupling capacitors are only placed at a single node on the entire chip.

I will explain how to determine the noise at the node with the decoupling capacitors through a very

simple set of precharacterization steps. Obviously, these assumptions do not hold true on real chips; this

discussion is include only to give an intuition for the difficulties involved in the more general problem of

when decaps are laid out arbitrarily on chip.

As mentioned above, adding decoupling capacitance at a certain node results in the peak noise voltage

decreasing by the function 1 mC + b, where V is the peak noise voltage, C is the amount of decoupling

capacitance, and m and b are arbitrary constants. m and b will change as a function of the amount of back-

ground capacitance and background resistance, and will also change depending on how far the measurement

53



point is from the current source. After some simulation, it appeared that the function y1pea = mC+b held at

the node with the decoupling capacitors, regardless of the layout of capacitors on chip, though obviously the

values for m and b changed depending on how current sources were placed. If we can determine an equivalent

value for m and b in this function for any arbitrary collection of current sources on chip, we have solved the

problem, because given meff and beff we can solve for Veak for any input value of Cdecap. Therefore, the

goal is to determine the value for meff and beff through precharacterization.

The precharacterization procedure is as follows. Place a current source, of arbitrary magnitude, at some

location near the center of the chip. Simulate this circuit, noting the peak resultant voltages at every node in

the vicinity. (In my experience, "the vicinity" means perhaps one to two millimeters; beyond that, the noise

becomes minimal.) Add a certain amount of decoupling capacitance at the node with the current source, and

simulate again, noting the peak resultant voltages everywhere in the vicinity. Repeat with varying amounts

of decoupling capacitance; in principle, you only have to simulate twice, but simulating more times will lead

to more accurate results.

At every single node at which we are measuring noise, we now have a series of (C, V) pairs - capacitance

values at the current source node, and associated maximum noise values at the particular measurement

point. We can therefore find the line of best fit of the function I = meff C + beff. This will result in

separate m and b values for every node in the vicinity. (If the chip is symmetrical in latitude and longitude,

you only need to take values in one quadrant of the chip; that is, if one node going north is identical to one

node going east, only one of these values needs to be taken. If not, you may have to find m and b values in

more than one direction.) For best results, do not take reciprocals of the voltages, and find the best fitting

line; instead, use a least squares curve-fitting algorithm to find the best fitting inverse curve.

Following this step, you have m and b values for every node on the vicinity. So for instance, if we originally

had the current source at the node at the coordinate (0, 0), we would have m(o,o), b(o,o), m(o,1), b(o, 1), M(0,2),

b(o,2), m(1,1), b(1,1), and so forth, (i, j) is a node of a distance i nodes longitudinally and j nodes latitudinally

from the current source, m(ij) is the best fitting slope at node (i,j), and b(gj) is the best fitting intercept

at node (i, ). For the remainder of this thesis, we will use this coordinate scheme; that is, we will assume
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that the current source is at coordinate (0,0), and a node at (0, 1) is directly adjacent to the current source.

Using these m and b values, we can now construct an expression for meff and beff discussed in the

previous section. It is important to note at this point that the values of m and b are measured at a particular

peak current; clearly, they will change based on the value of the peak current. In particular, imagine we

increase the peak of the current spike (recall that we are assuming that all of the current sources have the

same current width). Then, since superposition indicates that increasing the peak current proportionally

increases the noise, m and b need to be normalized by the ratio of the actual value to the value used in the

original measurement. So for instance, if a current source has a peak value of 500 mA, and m and b were

measured with the current source at 250 mA with the same rise-time, the values of m and b would have to

be halved.

The key principles to generate this estimate are:

1. Superposition - we can linearly add the effects of two current sources at a given node.

2. Symmetry - the values of m and b at a measurement point calculated by adding capacitance at the

current source will be identical to the values of m and b calculated by adding capacitance at the

measurement point.

3. Rapid propagation - without any decap on the grid except at one node, the noise propagates rapidly

through the grid. (Recall we saw earlier that adding decap delays the noise maximum at a particular

node.)

Assume that there is some arbitrary collection of current sources laid out on the chip, and we are trying

to find meff and beff at some arbitrary node n. Again, n will be the only place on chip at which we can

put decap. The noise at n will be the sum of all of the noise curves produced by each source individually; we

know this by superposition. However, because of the rapid propagation on the grid (assumption 3) and the

absence of the time delays due to decaps in multiple locations (because decap appears in only one place),

the peak voltages of each curve occur at roughly the same time. Therefore, the peak voltage of the sum of

the curves is approximately equal to the peak voltage. That is, imagine Vi is the voltage curve due to the
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current source at node i, and Vpeak,i is the noise peak of the curve at node n due to the current source at

node i. Then Vpeak at n > ri Vpeak,i. (This assumption does not hold when the double node effect begins

to appear.)

So, consider for a moment exclusively the current source at some node i. We already determined m

and b values above for the curve we'd get at n if we placed decap at node i; this is precisely what our

precharacterization step accomplished. However - and this is the key step - because of symmetry, this curve

is actually equivalent to the curve we'd get at n if we placed decap at node n. (This symmetry argument

will constantly be used in the algorithms that will follow).

Now, let C be the capacitance at node n, and let i1 , i 2 , and i6, be locations of current sources. We know

that Vpeak,ii = , Veak,2 = 1 + Veak43 1 and so on, where Mi and bik are the slope7mi 2 C +hi 2 , ~ 3  Mi 3 c +hi

and intercept measured in the initial precharacterization step at that position. We can thus straightforwardly

add the equations: Vpeak,n -mC+ 1  + m 1 C+b k ,ms 3 +b 2 3 -

Unfortunately, this can not be rewritten as a function in the form : meff C + beff, and
Vpeakn

accordingly easily solved for C. However, upon experimentation, V and C do, in fact, appear to vary

inversely, and so we can create a very useful approximation. The approximate value of beff is actually

the exact value of the peak noise with zero decoupling capacitance; we have Vpeak = - + - + - or

1pk + .It turns out that we can approximate the slope as well. We imagine a situation
Vpeak -6'1 b2 b.

where there is an infinite amount of noise at C = 0, i.e., b = oc so } 0. In that case, we would have

Vpeak= + 1 + mn 1 Cand thus+ C + m that is, we have an inverse function. It turnsMIC~n1 m2C mnCVea I

out that if we sum these two contributions, we get an extremely close approximation to reality. That is, under

the approximate capacitances we can expect on a chip, the function = 1 1 m 1 + 1 1 .Vp ea k m1 +m2 +...+mn ' + -+...M m 2 C 7±Tn C 17+1 b2

comes extremely close to correctly predicting the chip noise, to within 0.1% or less in almost all cases.

Therefore, we can use this function to calculate the necessary amount of decoupling capacitance at a

particular node. For a particular node, we now have the equation : I e Z6 meff C + beff. We can now

determine the noise as a function of decoupling capacitance. This concludes the "naive algorithm".
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Unfortunately, this naive algorithm must be significantly modified to take into account the existence of

other decoupling capacitors on the grid. More specifically, consider current sources I1 and I2 at nodes N1

and N2 . Let N1 be at the coordinate (0,0) and N2 be at the coordinate (i, j). Consider placing capacitance

C1 at location N1 , and C2 at location N2 . (Because of the symmetry property discussed above, we can put

C1 at location N2 , and C2 at location N1 , without changing the resultant voltage/time curve at N1 due to

12. Obviously this would affect the resultant voltage/time curve at N, due to I,.) Let us assume that I,

and 12 are very far away, so that the capacitance C2 will have minimal impact on the noise at N, due to I1,

because the radius of effect for capacitors to affect nodes with current sources is very small. (Later, we will

describe how to take into account this radius of effect; for now, let us just assume that C2 will have minimal

impact on the noise at N1 due to I.) However, the noise at N1 due to I2 will be affected by C2 as well as

C1, since C2 will decrease the value of the peak noise in the spreading noise wave, prior to it reaching N1 .

At N1 , we are trying to superimpose two curves - the voltage due to I1 (call it VN1 ,I1) and the voltage due

to I2 (call it VN1 ,I2). Now, we could easily generate the peaks of the functions VN1 ,I and VN1 ,I2. The peak

noise due to I, can be derived directly from the function 1 - mo,oC1 + bo,o. The peak noise due to the
VN 1 ,11

current source at B can be derived by using the equation N, 1 2 = m ,g (C1 + C2) + bij. This is because we

saw earlier, in the discussion of the double node effect, that the peak voltage is unaffected by the distribution

of the capacitors, even though the peak time is significantly affected. If the double node effect did not exist,

we could add these two curves to calculate the peak voltage. However, because of the double node effect,

adding the peak voltages does not produce an accurate approximation for the actual peak voltage of the

superposition of the curves, because we are superimposing curves with vastly different peak noise times.

The question is, how can we create a method to superimpose numerous noise curves which reflects the

fact that different peaks occur at different times? There are two possible solutions. One is to determine

a way to create an approximation for the entire noise curve for the length of the entire spike. If we could

do that, then we could construct curves due to every individual current source, sum them, and then simply

search the resultant curve for the peak value. The other is to develop an approximate value for the time of

the peak noise, and add approximations of all the curves we are superimposing at that time. I developed
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methods to implement each of these two strategies, and these methods are the core of this thesis. First I

shall describe the latter method, in which an approximate value for the peak time is used, and then I shall

describe the far more complicated former method, in which the entire curve is approximated.

5.3 The peak time approximation

In order to calculate the peak voltage at a particular node, we need to superimpose the effects of numerous

current sources. Unfortunately, because of both the distance between nodes and the effects of decoupling

capacitance, these peaks often occur at different times. Accordingly, the easiest solution - just summing the

peak value of each curve - provides a very crude upper bound for the amount of noise. We need to find a

more effective algorithm.

Let us first consider the narrower problem of finding the total noise at a node which has a current source

at that node. As discussed in the last section, solving this problem is generally sufficient to allocate capacitors

on any chip. This is because if we can reduce the noise voltage at nodes with local current sources, the noise

will presumably also have been reduced further away from the current source, due to the very rapid dropoff

of the noise magnitude as the noise propagates throughout the chip. We will narrow the problem further;

throughout this entire algorithm, until explicitly stated otherwise, we will assume that all current source

spikes are of identical width.

So, consider a node N1 with current source I,, and other current sources 12, 13, 14 at nodes N 2 , N 3 , N 4.

Now, we will be superimposing several different voltage curves at N1 . However, most of the noise is likely

to come from the curve due to I1. This is because no matter how high the peak current at nodes N2 , N3 , N4

happens to be, in our final allocation of decaps, the noise at nodes N2 , N3 , N 4 will have been reduced to

within acceptable limits. Therefore, since the noise due to 12, 13, 14 will have been reduced to tolerable levels

at nodes N2 , N3 , N 4 , and since they will also have been reduced by the inverse-square of the distance to N1

by the time it gets to N 1, we can infer is that the local current source (i.e. the current source at N 1) is

likely to be the greatest contributor to the noise at N 1. (A note on terminology: for the remainder of this

58



thesis, the "local" current source will be the current source positioned directly at the measurement point.

A "non-local" current source will be a current source positioned some distance away from the measurement

point.)

With that in mind, we can make the assumption that the peak noise of the sum of curves will occur at

a time very close to the peak noise due to the local current source alone. To use an example with real-life

numbers, imagine that we are superimposing three different current sources which will be producing noise

at a particular node. The curve due to the local current source will reach its peak at (say) 300 ps; the other

two curves will reach their peaks at roughly 500 ps. We will assume that the peak voltage will occur at 300

ps; we will calculate it by summing the peak voltage due to the local current source, plus the value of the

other two curves at 300 ps. Experimentally, this results in a close approximation of the maximum noise. A

fairly representative example of such a sum occurs in Figure 5.5; the noise due to the local current source

is the noisiest curve, while the noise due to three nearby current sources is also shown. The idea of taking

the values of all of the noise curves at the peak of the local curve will be referred to as the "peak time

approximation".

The key question we must ask now becomes: when will that peak time occur? Even in the context of

current spikes with identical widths, the peak time will be a function of the decoupling capacitance, as we

saw in the last chapter. Therefore, imagine that putting 100 decaps at some node causes the noise due to

the local current source to reach its peak at time ti. Then, we would use the values of the non-local curves

at t1 . Let's say we were to now increase the number of decaps to 150 decaps, causing the noise due to the

local current source to reach its peak at t 2. We would then have to use the values of the non-local curves

at t 2. The critical idea is that the time at which we take the non-local noise is a function of the amount of

amount of decap at the measurement node. This concept will be critical in the precharacterization process.
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Figure 5.5: Representative example of peak time approximation
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Figure 5.6: New problem statement
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5.4 Implementing the peak time approximation: a first pass

Let us now consider a chip with two current sources I, and I2 at nodes N, and N 2 with decap C1 and C2.

For simplicity, imagine they are sufficiently far away from each other that the decap at N 2 will not affect

the noise due to I, at N 1, and vice versa. Let us say we want to estimate the maximum noise at node N1 .

The noise at node N1 will be the sum of the following two functions: a function VN1 ,I1 (C1) (i.e. the noise at

node N1 due to the current source I1, as a function of the capacitance at N 1) and a function VN1 ,I2 (C1, 02)

(i.e. the noise at node N, due to the current source at N2 , as a function of both the capacitance at N1 and

N 2 ). VNI 1 (C1) will just be the peak noise of the local current source, and will be immediately derived

from the function 1 = mo,oCi + bo,o using the values of mO,O and b0 ,0 that we already calculated. The

function VN1 ,12(01, 02) is more complicated. Recall that this function is not measuring the peak noise of

the curve due to 12 at N1 . It is estimating the noise of the curve due to 12 at N at the precise time where

the noise due to I1 at N1 reaches its peak! Thus, the magnitude of C1 actually determines the time at which

VN1 I2 (C1 , 02) will be measured. We now have a transformed problem statement, as shown in Figure 5.6.

Let us try to predict the form of the function VNI 2(01, 02). The following two conditions must hold for

this function:

1. Adding capacitance at either node will cause the noise voltage to decrease.

2. For some fixed value of C1, we want the function to reduce to = mC2 + b. Similarly, for some fixed

value of C2, we want it to reduce to m =nC1 + b. (This is an experimentally observed trend, not a
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mathematical fact.)

As a first pass, we might expect a function of the form VN1 ,I2 (C1, C 2) m1Ci+m 2 C2 +b. Indeed, this

function would fulfill both of the above conditions. However, a function like this will not accurately reflect

the contributions of the two capacitors. This is because, as we saw above, the distribution of the capacitors

also makes a difference. Having C1 = 15 and C 2  5 will result in the same curve as C1 = 5 and C 2 = 15, but

a different kind of curve than C1 = 10 and C2 = 10. Therefore, we must add a term reflecting the product

of C1 and C 2 . The function we will use is accordingly of the form VN1,1 2 (C1, C2) = mlCl+m 2 C2+m3C1C2+b

This function still meets both of the above conditions. At a fixed value of C2, the function will be of the

form VNI2(1 1 which is still of the form = mC + b, and ditto for a fixed valuefomV1,2 ( Ml+M 3 C 2 )Cl+(M2 0 2 +b) I V

of C1. Again, we must also recall that this function will not represent the peak value of the noise due to 12

at N 1. This will represent the value of the noise due to 12 at N1 at the time at which a node with a single

current source, and capacitance C1, would reach its peak noise.

In order to find values for these parameters, we must perform a several simulations, and then plot the

best-fitting curve to extract values for mi, M 2 , m 3 and b. (Recall that there will be separate values for these

four numbers at each relative position from the current source; so if the current source is located at (0, 0)

we would have values for these four variables at (0, 1), (1, 1), (0, 2) and so on.) So for instance, imagine the

maximum number of decaps that could be placed at a point was 200. Imagine further that we were trying

to find values for mi, M 2 , M 3 and b at a node of a distance (0, 2) from the current source. Then, we would

precharacterize as follows. First, we would generate a mapping between amounts of decap, and times of the

peak at the current source. This is done to determine what times we will take voltage data to conform to

the peak time approximation. Second, we would actually measure the voltages with various combinations of

decoupling capacitance at the two nodes. These two steps are shown in Table 5.1. Third, we would take all of

the data, and find the best fitting mi, M 2 , M 3 and b in the function VN1 ,I2 (C1, C2) = miCi+m 2 C2 +m3CC 2+b'

The alert reader will note that we used capacitance values significantly greater than 200, despite the fact

that we cannot place more than 200 decaps at any specific point. This feature will be explained somewhat

later; it is due to the necessity of transforming arbitrary decap layouts into "equivalent" decap layouts where

62



Measurement CS location Measurement Decaps at CS Decaps at Value we are measuring
number measurement
1 (0,0) (0,0) 0 N/A Time of peak (call it ti)
2 (0,0) (0,0) 100 N/A Time of peak (call it t 2 )
3 (0, 0) (0, 0) 200 N/A Time of peak (call it t3 )
4 (0,0) (0,0) 300 N/A Time of peak (call it t4 )
5 (0,0) (0,0) 400 N/A Time of peak (call it t5 )
6 (0,0) (0,2) 0 0 Value of noise at time ti
7 (0, 0) (0, 2) 0 100 Value of noise at time t 2
8 (0, 0) (0, 2) 0 200 Value of noise at time t3

9 (0, 0) (0, 2) 0 300 Value of noise at time t 4

10 (0,0) (0, 2) 0 400 Value of noise at time t5

11 (0,0) (0,2) 100 0 Value of noise at time ti
12 (0, 0) (0, 2) 100 100 Value of noise at time t 2
13 (0,0) (0, 2) 100 200 Value of noise at time t 3

14 (0, 0) (0, 2) 100 300 Value of noise at time t 4
15 (0,0) (0, 2) 100 400 Value of noise at time t5

16 (0,0) (0,2) 200 0 Value of noise at time ti
17 (0, 0) (0, 2) 200 100 Value of noise at time t 2
18 (0,0) (0, 2) 200 200 Value of noise at time t3

19 (0, 0) (0, 2) 200 300 Value of noise at time t 4
20 (0, 0) (0, 2) 200 400 Value of noise at time t5

21 (0,0) (0,2) 300 0 Value of noise at time ti
22 (0, 0) (0, 2) 300 100 Value of noise at time t2
23 (0, 0) (0, 2) 300 200 Value of noise at time t 3

24 (0, 0) (0, 2) 300 300 Value of noise at time t 4
25 (0, 0) (0, 2) 300 400 Value of noise at time t5

26 (0, 0) (0, 2) 400 0 Value of noise at time ti
27 (0, 0) (0, 2) 400 100 Value of noise at time t 2
28 (0, 0) (0, 2) 400 200 Value of noise at time t 3
29 (0, 0) (0, 2) 400 300 Value of noise at time t 4
30 (0, 0) (0, 2) 400 400 Value of noise at time t5

Table 5.1: Precharacterizing the node at the (0,2) coordinate
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decap is placed at only two locations.

Measurements 5-30 gave us 25 (C1, C2, V) combinations. We can insert them into a least squares curve

fitter and try to fit them to the function VN 1 ,I2 (C1, C2) = C + C . The resultant values
MlCI+M 2 C 2 +M3CC 2 +b

of Mi1 , M 2 , M 3 and b can accordingly be extracted; these values are specific to the coordinate (0, 2). This

measurement must be repeated for other positions.

All in all, this seems like a forbidding number of simulations to do, especially considering that we are

repeating them for each coordinate. However, we can reduce the number of simulations in two important

ways.

1. Recall the symmetry property discussed earlier. Any measurement with C1 decaps at the current

source and C2 decaps at the measurement source will produce the same curve as one with C2 decaps

at the current source and C1 decaps at the measurement source. Therefore, for instance, instead of

performing both simulations 13 and 17, we can perform exclusively simulation 13 and measure the

data at both t 2 and t 3 . This cuts down the number of simulations by half.

2. Any measurement done with zero decaps at one of the nodes (i.e. measurements 6-11, 16, 21, 26) is

equivalent to a measurement performed in the naive precharacterization process (where we just placed

a certain number of decaps at the current source and simulated the voltage at all nearby nodes).

Recall that in the naive precharacterization process, a single simulation could yield (C, V) values for

any coordinate in the vicinity. Therefore, we can obtain measurements 6-10 (and implicitly 11, 16, 21,

and 26, because of the symmetry condition discussed above) for every coordinate using only a single

simulation, instead of distinct simulations for every coordinate.

Using these extracted values, we can now determine the noise at a measurement point due to a distant

current source. Again, remember our assumptions were as follows:

1. The two current sources were sufficiently far away that the decap at one current source did not sub-

stantially affect the local noise due to the other current source.

2. The only decap on the grid is the decap at the current source and the decap at the measurement point.
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3. All the current source spikes are of the same width.

4. There is also a current source at the measurement point (so the peak time approximation is appropri-

ate).

We can also determine the noise at a measurement point due to several current sources, provided that

they are sufficiently spread out that the decap at each current source does not significantly affect the noise

at any other decap. We can do so by superimposing the noise due to each individual current source.

Our current task is to eliminate the assumptions above. Let's start with assumption 1.

5.5 Calculating the local noise

This section will discuss determining the noise at a node due to the local current source, as a function of

nearby decaps laid out arbitrarily. This is very important to do accurately; the peak time approximation is

based on the premise that most of the noise is due to the local current source, so we would presumably want

to measure this value accurately.

Let's start with a narrower sub-problem. Consider a chip with two current sources 11 and 12 at nodes

N and N2 with decap C1 and C2. This time, we will not assume that they are sufficiently far away from

each other that the decap at N2 will not affect the noise due to 1 at N1. Let us say we want to estimate the

maximum noise at node N1 (without loss of generality). The noise at node N1 will be the sum of the following

two functions: a function VN1 ,I1 (C1, 02) (i.e. the voltage at node N1 due to the current source I1, as a function

of the capacitance at N 1 and the capacitance at N 2 ) and a function VN1 ,1 2 (CI, C 2 ). We saw above how to

calculate VN1 ,I2 (C1, 02). It turns out that VN1 ,I (C 1 , 02) must be calculated through precharacterization

as well. We can construct a new function, again of the form VN1,1 (C1, 02) mCI+m 2 C +m3C1C 2 +b. This

time, C1 will be the amount of decap at the local node, and C2 will be the amount of decap at some nearby

node. Again, we will need to find individual parameters for each coordinate value. This means that at (for

instance) coordinate (0, 2) we need mi, M2, m 3 and b values for non-local current sources (where C1 is the

amount of decap at the measurement point, and C2 is the amount of noise at the current source, which is
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Table 5.2: Precharacterizing the local node and the node at the (0,2) coordinate

by assumption located at (0,0) - two nodes away). and separate mi, M 2 , m 3 and b values for local current

sources. Fortunately, we can reuse the simulations performed in the other precharacterizations and just take

more measurements. We can do this as seen in Table 5.2 and Table 5.3.

Note what we are doing here. First, we generate a relation between the amount of decap, and the time of

the peak. Next, we use this relation to measure the noise at various times as a function of different amounts

of decap at the noise source and the measurement node. This creates a set of C1, 02, V ordered pairs which

we can plug into VN 1,I(1,2) mC+m2C+mCC2b, and a separate set of 01, 02, V ordered pairs which

we can plug into toVN1,12 (C1,C2) =m1C+m 2 C2 +m 3C1C 2 +b to find the best fits for mi, M2 , M3 , and b for

both functions.

66

Measurement Current Measurement Decaps at Decaps Value we are measuring

number source location current at mea-
location source surement

location

1 (0,0) (0,0) 0 N/A Time of peak (call it tI)
2 (0,0) (0,0) 100 N/A Time of peak (call it t 2 )
3 (0,0) (0,0) 200 N/A Time of peak (call it t3 )
4 (0,0) (0,0) 300 N/A Time of peak (call it t 4 )
5 (0,0) (0,0) 400 N/A Time of peak (call it t5 )
6 (0,0) (0,2) and 0 0 Value of noise at (0,0) at peak and

(0,0) value of noise at (0,2) at time ti
7 (0, 0) (0, 2) and 0 100 Value of noise at (0,0) at peak and

(0,0) value of noise at (0,2) at t, and t 2
8 (0, 0) (0, 2) and 0 200 Value of noise at (0,0) at peak and

(0,0) value of noise at (0,2) at t, and t3

9 (0, 0) (0, 2) and 0 300 Value of noise at (0,0) at peak and
(0,0) value of noise at (0,2) at t, and t 4

10 (0,0) (0, 2) and 0 400 Value of noise at (0,0) at peak and
(0,0) value of noise at (0,2) at t, and t5

11 (0, 0) (0, 2) and 100 0 Value of noise at (0,0) at peak
(0,0)

12 (0,0) (0, 2) and 100 100 Value of noise at (0,0) at peak and
(0,0) value of noise at (0,2) at t2

13 (0, 0) (0, 2) and 100 200 Value of noise at (0,0) at peak and
(0,0) value of noise at (0,2) at t2 and t3

14 (0, 0) (0, 2) and 100 300 Value of noise at (0,0) at peak and
(0,0) value of noise at (0,2) at t 2 and t4

15 (0,0) (0, 2) and 100 400 Value of noise at (0,0) at peak and
(0,0) value of noise at (0,2) at t 2 and t5



Measurement Current Measurement Decaps at Decaps Value we are measuring
number source location current at mea-

location source surement
location

16 (0, 0) (0, 2) and 200 0 Value of noise at (0,0) at peak

(0,0)
17 (0, 0) (0, 2) and 200 100 Value of noise at (0,0) at peak

(0,0)
18 (0, 0) (0, 2) and 200 200 Value of noise at (0,0) at peak and

(0,0) value of noise at (0,2) at t3
19 (0, 0) (0, 2) and 200 300 Value of noise at (0,0) at peak and

(0,0) value of noise at (0,2) at t3 and t4

20 (0, 0) (0, 2) and 200 400 Value of noise at (0,0) at peak and
(0,0) value of noise at (0,2) at t3 and t5

21 (0, 0) (0, 2) and 300 0 Value of noise at (0,0) at peak
(0,0)

22 (0, 0) (0, 2) and 300 100 Value of noise at (0,0) at peak
(0,0)

23 (0, 0) (0, 2) and 300 200 Value of noise at (0,0) at peak
(0,0)

24 (0,0) (0,2) and 300 300 Value of noise at (0,0) at peak and
(0,0) value of noise at (0,2) at t4

25 (0, 0) (0, 2) and 300 400 Value of noise at (0,0) at peak and
(0,0) value of noise at (0,2) at t4 and t5

26 (0, 0) (0, 2) and 400 0 Value of noise at (0,0) at peak

(0,0)
27 (0, 0) (0, 2) and 400 100 Value of noise at (0,0) at peak

(0,0)
28 (0, 0) (0, 2) and 400 200 Value of noise at (0,0) at peak

(0,0)
29 (0, 0) (0, 2) and 400 300 Value of noise at (0,0) at peak

(0,0)
30 (0, 0) (0, 2) and 400 400 Value of noise at (0,0) at peak and

(0,0) 1 1 value of noise at (0,2) at t5

Table 5.3: Precharacterizing the local node and the node at the (0,2) coordinate (continued)
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The relevant features of this set of measurements are as follows.

" In simulation 6 and other simulations, we can take three measurements. Two can be used at the

measurement point, and one at the current source point.

* However, even though the symmetry property may hold at the measurement point, it certainly does

not hold at the current source point. Therefore, even though simulations 6 and 11 may be redundant

if we are exclusively measuring at the measurement point, they must be performed separately to get

different measurements at the current source point. Similarly, even though simulations 6-10 can be

done using the original precharacterization method for the measurement point, they can certainly not

be done using the original precharacterization method for the current source point. This would seem to

eliminate all of the optimizations that we saw above. The only way to preserve these optimizations is

to simply eliminate measurements in which only the peak noise at the source is measured - that is, only

perform measurements in which three measurements can be taken. This will result in half the number

of points being fit to the local parameters noise function as opposed to the non-local parameters noise

function. In practice, the results obtained doing this were still tolerable.

Using the measurements from above at the current source, we can now extract parameters to fit to

the function VN1 ,1 (C1, C 2 ) = C + If we generate these parameters for several nearbyM1C1+M 2 C 2 +M 3 C1C 2+b *

coordinate values, we can determine the noise at a current source node due to the presence of decap at the

noise source, and a single nearby location.

Of course, we want to be able to determine the noise at the current source due to an arbitrary layout of

decaps. We can approximate it using the following algorithm:

1. Determine the noise at the current source assuming there is only decap at the current source (i.e. no

surrounding decap). Call this Vo.

2. For each nearby node where there exists decap, calculate the amount of noise there would be at the

current source if there were only decap at that point and at the current source. If there are i nearby

nodes with decap, we will generate i different noise values. Call each of these values V.
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3. Note that each Vi is less than Vo. Calculate Vo - Vi for each i, and then add up all of these differences.

Call the result Vsum-of-differences.

4. Find V - Vsum-of-differences. This is our estimate for the noise at the current source.

The explanation for this algorithm is as follows. Each set of decaps at each individual node reduces the

noise to a certain extent. The above algorithm linearly sums all of these reductions of the noise. Now, this

is only an approximation; it underestimates the noise, since the marginal benefit of adding capacitors at a

given node decreases when there are already capacitors at other nodes. However, it is the best way to take

into account the contributions of the decap at each nearby node.

So we have now fully solved a very significant subproblem. Assuming a current source at node N and

any arbitrary layout of decaps in other locations, we can determine the noise at node N due to the local

current source. We now need to determine the noise at other nodes. Remember that we already know how

to figure out the noise at a measurement point as long as the following three remaining assumptions hold:

1. The only decap on the grid is the decap at the current source and the decap at the measurement point.

2. All the current source spikes are of the same width.

3. There is also a current source at the measurement point (so the peak time approximation is appropri-

ate).

Let us now relax assumption 1.

5.6 Calculating the non-local noise

Consider arbitrary layouts of decoupling capacitors on the chip when finding the non-local noise. Our

strategy will be to reduce these arbitrary layouts to equivalent problems in which there is exclusively decap

at the current source and the measurement point.
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5.6.1 Measurement point at (2,0) coordinate

Consider the layout in Figure 5.7. (Any decap further away than these decaps will be ignored due to their

comparatively small effect). Imagine we are measuring the noise at node N9 . Let there be C% decap at node

NF. Imagine therefore that the current source has C decap and the measurement point has C decap. We

want to reduce this into an equivalent problem in which there is only decap at N7 and N9. To do this, we

need to do two things.

Line of sight decap

We must deal with decap directly in the line of sight. In this case, N8 is directly in the line of sight. We

saw earlier that decap in this position did not quite have the effect of decap at the current source node or

at the measurement point, but it had a similar effect. Therefore, we will distribute this decap evenly among

the current source node and the measurement point. We can define a weight constant meant to capture the
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impact of line of sight impact (I generally set this constant to 1). We will make the following transformations:

1
C7 ->7 + - * weight *C

2

1
C9 -> C9 + - * weight * Cs

2

C8 -> 0

Non-line of sight decap

Now, we must deal with all of the other decap, outside of the line of sight. We will deal with it by the familiar

method of precharacterization. Note that due to symmetry, there are really only seven different positions:

N 1-N 6 and Nio. (N 1 and N 11 , N 2 and N 12 , and so forth, are symmetrical. N 2 and N 4 are very similar, as

are the N 6 and Nio pair and the N1 and N5 pair; they are not identical, because there are some non-linear

effects when a decap is outside of the line of sight.) Here is an example of such a precharacterization to

figure out the equivalent effect of N 4 .

1. Find the total noise at N9 by placing Cinit decaps at N9 , where Cinit is the maximum amount of decap

that can fit at that node.

2. Place 2" decap at N 9 . Determine, though trial and error, how much decap is necessary to be placed

at N 4 so that the noise is equivalent to the noise in the previous step. If Cinit decaps are necessary at

N 4 , for instance, we can say that a decap at N 4 is worth half a decap at N9 . Then we can say that

k4 = 2.

We can repeat these steps to find out "equivalent decap values" or ki values for the various nearby nodes,

except for the nodes closer to the current source (such as N1 and N 2), we'd find the equivalent amount of

decap at the current source. For N 3 , we could choose arbitrarily whether to find the equivalent value at the

measurement point or the current source.

We can thus make the following transformations:
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1 k3N3  k3N13C7 C7+ -* weight * Cs + k1N1 + k2 N 2 + + k 6 N 6 + k1 N1 1 + k2 N 1 2  2
2 2 2

1 .k 3 N3  k3 N13C9 -+ C9 + *weight * Cs + ++k 4N 4 + k5 N5 + k1 oN 1o + k4 N 14 + k5 N15 + 2
2 22

Ci for i # 7,9 -+ 0

Let's consider a slightly more complex example, where the current source and the decap are not in the

same row.

5.6.2 Measurement point at (2,1) coordinate

Line of sight decap

Consider the setup in Figure 5.8. Assume our measurement point is at N 14. In this case, N 7 , N8 , N9 , N 12,

N 13 , and N 14 are all in the line of sight. We want to group N8 and N 12 with N 7 , and Ng and N 13 with N 14.

Consider the three shortest paths from N 7 to N 14 . One goes through N8 and N 9 , one goes through N8 and

N 13 , and one goes through N 12 and N 13 . We would thus do

1 2
C7 -+ C7 + - * weight * C12 + - * weight * C8

3 3

since } of the shortest paths go through N 12 and i of the shortest paths go through N8 . We would similarly3 3

do

1 2
C14 -* C14 + - * weight * C9 + - * weight * C13

3 3

08, 09,0C12,013 -40
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Non-line of sight decap

Next, we must take into account the other decaps. To save time, we can throw out the decaps that aren't

within one vertical, horizontal, or diagonal node of N7 or N14. Thus, we can throw out the decaps at N16,

N17 , N4, and N5 . Technically, we must then precharacterize the effects of decap at N1 , N2, N3, N6 , N11 ,

N15 , N18 , and N 20 . If one wants to aspire to extreme accuracy, one can do this; if not, one can assume that

(for instance) all nodes one diagonal unit of distance from the current source or measurement point produce

roughly similar results, thus making N1 , N11 , N15 , and N 19 equal. Either way, we again do

1 2
C7 -> C7 + - * weight * C12 + - * weight * C8 + Cnon-iocal-equiv3 3

1 2
C14 -> C14 + - * weight * C9 + 2 * weight * C13 + Cnon-local-equiv3 3

Ci for i = 7, 14 -+ 0

In this sense, we have transformed the problem to one involving only decaps at the noise source and the

measurement point. We can then use the precharacterized parameters from earlier to calculate the noise.

5.6.3 General methodology

These steps proceed roughly equivalently for other relative coordinate positions. I fully precharacterized the

effects of decaps at four different relative coordinates: (0, 1), (0, 2), (1, 1) and (1, 2). However, the algorithm

can generally accommodate any coordinate position, by doing the following series of steps:

1. For decaps in the line of sight, determine how many of the shortest paths from current source to

measurement point go through that node as a fraction of the total number of shortest paths. Multiply

the number of decaps at that node by this fraction, and add it to the closer of the measurement point

and the current source node. If it is equidistant between the two (as in the first example above), split
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the decap halfway.

2. For all relatively close non-line of sight nodes to either the current source and the measurement point,

precharacterize the effects of adding initial decaps. Determine the "effective value" of individual decaps

at these positions, and add them to the closer of the current source node or the measurement point.

If they are equidistant between the two, split the decap halfway.

3. Now, we have an equivalent problem involving only decaps at the current source node and the mea-

surement point. Use the precharacterized values to determine the noise.

It is now clear why, in the initial precharacterization step, we precharacterized using capacitor totals

greater than the total decaps that could fit at that node. Even if only 200 decaps can fit at node N7 , a value

of 400 decaps might be being used in the "transformed" problem, so we need to have simulated data in that

range.

5.7 Relaxing assumptions

Using the above methodology, we have solved another significant subproblem. We can calculate either the

local or the non-local noise at any point, with any arbitrary layout of decaps on the grid. However, just by

superimposing, we can determine the noise for any arbitrary layout of current sources. Therefore, we have

solved the general problem. Recall that there remain two assumptions:

1. All the current source spikes are of the same width.

2. There is also a current source at the measurement point (so the peak time approximation is appropri-

ate).

Neither of these assumptions can be easily resolved. We can modify the precharacterization to deal with

the first assumption. Imagine that we were using two different spike widths: width W1 and width W2 . For

each coordinate, we would have to make four distinct data tables:
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1. A data table for current sources of width W 1, assuming that there is a current source of width W1 at

the measurement point

2. A data table for current sources of width W1, assuming that there is a current source of width W 2 at

the measurement point

3. A data table for current sources of width W 2, assuming that there is a current source of width W1 at

the measurement point

4. A data table for current sources of width W2, assuming that there is a current source of width W2 at

the measurement point

Unfortunately, for n different current widths we'd need to do n2 tables per coordinate, and for arbitrary

current widths it's hopeless.

Similarly, the second assumption cannot be easily resolved either - the peak time approximation depends

on there being a current source at the measurement point. We discussed earlier that this is a reasonable

assumption, since most nodes without current sources can count on being within tolerable limits as long as

the surrounding nodes with current sources are within tolerable limits. However, if certain nodes are less

tolerant to noise than other nodes, that assumption goes away; we might need precise noise measurements

at nodes without a current source. If so, the entire above algorithm breaks down.

The algorithm also suffers the weakness of inaccuracy. It is only as good as the peak time approximation,

and as the figures above suggest, the peak time approximation is far from perfect. To get around all of these

problems, we could use a noise calculator that finds the noise at any given point - i.e. that precharacterizes the

entire voltage curve. Such a noise calculator is extremely slow and cannot be used in an iterative algorithm

that does thousands of noise calculations to assign decaps, but it can be used to refine approximations

considerably. This noise calculator is described in the next section.

5.8 Precharacterizing the entire curve

The full-curve precharacterization is based on three fundamental assumptions.
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1. It is relatively easy to find the noise peak of a curve.

2. It is relatively easy to find the time of the noise peak of a curve.

3. With these two facts, we have already almost solved the problem.

Let's start with the first item. To calculate the peak noise at the local node of a current source, we can

use the method described in the last section. (Since we are precharacterizing at the time of the peak due to

the local current source, the local value for the noise that's used is going to be the peak noise due to the local

current source.) To calculate the peak noise at the non-local node of a current source, recall that we described

much earlier that the peak voltage is generally given by a function of the form y = mC + b. The initial,

naive precharacterization method determined values for m and b for each coordinate. Now, we also saw that

the double node effect certainly affected the time of the peak, but it doesn't much affect the magnitude of the

peak. Therefore, to find the peak of a noise curve at a non-local node, we need to first transform an arbitrary

decap layout into a layout with decaps only in the current source and the measurement point (as described in

the last section). Then, it is simple a matter of calculating y m(Ccurrent-source + Cmeasurement-point)+ b

to find the peak voltage.

Calculating the peak time is also relatively simple. Consider first the peak time due to a current source

at the local node. The peak time monotonically increases as a function of decap; it doesn't increase as a

particularly attractive function, but one can take (decap, peak time) pairs and linearly interpolate between

them. It also takes time for noise to travel from closer nodes to further away nodes. We can precharacterize

the time between the peak noise at the local node, and the peak noise at each nearby non-local coordinate.

Thus, in order to calculate the time of the peak noise at any node, we must calculate the time of the peak

at the local node (using linear interpolation), and add the time corresponding to the distance between the

current source and the measurement point. Finally, we must take into account the double node effect. This

is done by multiplying the product of Ccurrent-source and Cmeasurement -point by a term different for each

coordinate, determined by eyeballing simulations, and adding it to the time calculated assuming no double

node effect.
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Figure 5.9: Approximate curve given fixed point

Thus, without much difficulty, we can pinpoint both the time and magnitude of the peak. But then, we

know that the curve will look roughly as in Figure 5.9.

We need to refine this curve. The method for doing so was as follows:

1. Construct a series of curves, all of which have the same peak time and same peak noise, but which

have different amounts of decap. To do this, imagine a node which has a peak of time t with N decaps.

Imagine we want the same peak time and peak magnitude with N - m decaps. Since decreasing the

number of decaps tends to make the peak happen earlier, we would have to widen the spike. Since

widening the spike would cause the peak noise to go down, we'd also have to make the peak of the
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Figure 5.10: 0, 100, and 200 decaps with identical peak times and voltages

pulse higher. The example in Figure 5.10 have 0, 100, and 200 decaps at the current source node.

2. Eyeball these curves to try to locate different parameters that could capture their relevant differences,

then find these parameters as a function of decap, coordinate, and pulse width.

Purely upon observation, it turned out that the curves had the following characteristics.

1. From the initial time, to 20% of the peak, we have a curvy line between 0 and some proportion of

the peak noise, which is a function of coordinate, width, and decap. A "curvy" line is defined as a

straight line, plus a rotated sine curve, the amplitude of which is also a function of coordinate, width,

and decap.

2. Connect a hypothetical straight line from the noise at 20% of the peak to the peak. Take the portion

of that line that runs from 20% of the peak to 57% of the peak. The curvy version of this line runs
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from 20% of the peak to 57% of the peak.

3. From t = 57% of peak to t = t, of peak, where t, is determined by a constant which is a function

of coordinate, width, and decap, we have a straight line. This straight line will be a slightly rotated

version of the straight line connecting the noise at 57% of the peak to the peak; the amount of rotation

is a function of coordinate, width, and decap.

4. Determine the best fitting parabola connecting the noise at t, and the peak noise, assuming that the

peak noise is the vertex of the parabola. This can be done by inverting a 3x3 matrix. This parabola

represents the noise up until the peak time.

5. Let tpi and tp2 be some time determined as a function of width, decap, and coordinate. Let r be some

parameter which is a function of width, decap, and coordinate. Let t1 5 0 be the time representing 150%

of the time of the peak noise. Assume the noise is constant from the peak time to tpi. Then, imagine

a straight line between tpi, Vpeak and t1 5 0 , r * Vpeak. Find the noise value at tp2 . Determine the best

fitting parabola connecting the noise at tp2 and the peak noise, assuming that the peak noise is the

vertex of the parabola. This can be done by inverting a 3x3 matrix. This parabola represents the noise

up until tp2 .

6. Use the line imagined in the previous step to connect (tp2 , v(tp2 )) and (t 15 0 , r * Vpeak).

7. From t1 5 0 to t 1 9 5 (where t 1 9 5 is 195% of the peak), connect a curvy line whose angle with the above

line is a function of width, decap, and coordinate

8. From t19 5 to t 25 0 (where t 25 o is 250% of the peak), connect a curvy line whose angle with the above

line is a function of width, decap, and coordinate

9. From t 25 0 to tend, connect a curvy line whose angle with the above line is a function of width, decap,

and coordinate

This seems like an ad-hoc collection of characteristics, and indeed it is, but I found that it could capture the

full range of curves at different coordinates and decap values quite well. The benefit of this scheme is that
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the amount of precharacterization is extremely limited. This method hearkens back to the original, naive

algorithm. We need to perform the following steps:

1. Place a single current source somewhere in the middle of the chip. Add 100, 200, N decaps to it, and

repeatedly simulate. (N is not the total amount of decap that can fit at a node; it's the total amount of

decap that might be used in the calculations at that node after the decaps on the chip are rearranged

using the equivalency method discussed above.) Collect data from all nodes in the vicinity. Repeat at

various widths. (For simplicity, I performed the full precharacterization at only a single width.)

2. Eyeball the resultant noise curves, altering the parameters discussed above until the curve looks like

the simulated curves.

3. Perform some simulations involving the double node effect to get approximate values for the fudge

factor in determining the peak time.

Having generated these parameters, it is a simple matter to construct the curves to simulate the noise.

We use the following method:

1. For each current source, transform the problem involving an arbitrary layout of decaps into a problem

involving only decaps at the noise source and at the measurement point.

2. Find the resultant noise curve using the above algorithm and store it.

3. After all the noise curves have been generated, sum them all.

4. Search this summed curve for the maximum noise.

This method can deal with continuous values of curve width, and makes no assumptions about the presence

of a current source at a node. Accordingly, it is capable of handling any arbitrary allocation of current sources

and decaps. There is also no fundamental restriction on the accuracy due to the peak time approximation.

The only problem is that it is resource intensive. The process of generating "curvy lines" is quite

complicated; we must construct a sine curve, rotate all of the points using a rotation matrix, and then
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translate the new (x, y) coordinate pairs where x is an arbitrary real number to (x, y) coordinate pairs where

x is an integer. The process of generating two parabolas requires inverting 3x3 matrices. In practice, it

takes a few seconds to generate this curve, and if we need to repeat this process thousands of times, the

time requirements are impracticable. Therefore, this method will be used in the next section to refine more

coarse estimates derived using the peak time approximation.

Some comments are in order about the practicality of using the precharacterization method. Intuitively,

it seems like an extremely tedious process. In practice, it turns out not to be impractical, for the following

reasons.

1. These simulations need to be performed once for a given chip technology. As long as the on-chip

resistance and capacitance does not significantly change, the method can be reused for numerous

chips.

2. These simulations involve only one current source, and therefore are unlikely to be resource-intensive.

3. Only current sources in relatively close proximity to the measurement point produce significant amounts

of noise. I used the coarse method of only precharacterizing nodes of coordinates (0, 1), (0, 2), (1, 1),

and (1, 2) from the noise source, and ignoring all other nodes. This proved to produce reasonable

estimates, as will be discussed in the next section. Alternately, we can assume that noise rolls off as

2(where d is the distance from the noise source) and make approximations that way for distant noise

sources.

5.9 Edge effects

Near the edge of a chip, there is less local capacitance to supply charge to macros. Accordingly, noise voltages

increase significantly. This effect increases near the corner of the chip to an even greater extent. In theory,

additional simulations must be done to take these effects into account.

However, there need not be a large number of additional simulations. Consider the scenarios in Table

5.4. If we weren't near the edge, all of these would produce identical outcomes. Near the edge, we might
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Measurement Current source location Decoupling Capacitor Measurement location
number Location
1 One node from edge One node from edge Two nodes from edge
2 One node from edge Two nodes from edge Two nodes from edge
3 Two nodes from edge One node from edge One node from edge
4 Two nodes from edge Two nodes from edge One node from edge

Table 5.4: Tests of edge effects

expect them to produce different outcomes. The question is, to what extent is that true?

The answer is that measurements 1 and 3 will produce the same curve, and measurements 2 and 4 will

produce the same curve. The relevant factor is the location of the decoupling capacitance, not the location

of the current source. We can explain this observation in physical terms. As the noise propagates near the

edge, the noise is reduced at each node as a function of the total capacitance it sees at that node. Near

the edge, different nodes have different amounts of background capacitance. Therefore, consider a current

source that results in noise N. Imagine if the background capacitance one node from the edge will result in

the noise attenuating by a factor k 1 . Imagine if adding decap will cause it to attenuate by a factor k, + c1.

Similarly, imagine if the background capacitance two nodes from the edge will result in the noise attenuating

by a factor k 2 , and that adding decap will cause it to attenuate by a factor k 2 + c2 . Then, in case 1, we have:

N

N - kl+cl-
k2

In case 3, we have
N

N k2

ki + c1

Both of which amount to

N

(ki + ci) * k2

Meanwhile, in case 2 we have
N

k 2 + c2
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and in case 4 we have
N

N k2+C2_

ki

Both of which amount to

N
N -+

(k2 + c 2 ) * ki

Therefore, to precharacterize edge effects, we need to only perform sets of simulations altering the location

of decap near the edge, and generate alternate sets of parameters. (These additional simulations, for reasons

of time constraints, did not make it into this thesis.)
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Chapter 6

Decap allocation algorithm

6.1 High-level picture

Using decoupling capacitors is the most effective way to reduce noise on chip. It is by no means the only

way; there is considerable literature on other methods of solving the noise problem. [9] discusses changing

pin assignments to reduce noise; [7] discusses adjusting the slew rate of the signal being outputted; and

[12] describes a method of optimizing the location of output pads. However, the use of decaps is the most

frequently cited method of reducing noise. In this section, I will describe the decap allocation algorithm I

designed.

The decap algorithm operates according to a relatively simple methodology. It initially assumes that the

chip has no decap on it whatsoever. It finds the "worst" node, or the node with the greatest amount of noise,

and adds a small amount of decap to that node. These steps are repeated until every node on the chip is

either (a) within tolerable noise limits, or (b) has had its vicinity fully populated by decoupling capacitors.

At this point, the algorithm will stop, and output the number of capacitors at each node, and the amount

of remaining noise at each node.

More formally, the algorithm takes the following inputs:

* The x-y coordinate of each node
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" The magnitude (in milliamperes) and duration (in nanoseconds) of the triangular pulse at that node

" The tolerable noise threshold at that node

" The number of decaps that can fit at that node

" The total number of decoupling capacitors to place at a node in the initial iteration. (This can be used

if an area happens to have excessive background capacitance)

" There is a seventh input, known as the "adjacent weight", which is used to quantify the weight placed

on line-of-sight decaps (this was discussed in the section on noise estimation and is typically set to 1).

The algorithm returns:

" The number of decaps to place at every node.

* Optionally, the amount of noise at every single node in the final allotment of decaps.

Numerous algorithms exist in the literature for solving this problem, but most of them uses different

assumptions from this thesis. In [10], a potentially useful method involving moving along the gradient of a

decap vector function is suggested. However, this method attempts to optimize for the smallest total noise

and total number of decaps on chip, instead of rigidly adhering to distinct decap and noise requirements

at every node. [2] optimizes during the floorplanning stage, rather than following the floorplanning stage,

and also uses repeated simulations in its iterations, which is undesirable for our purposes; [5] and [19] use

very interesting algorithms for decap allocation, but it is all pre-floorplanning optimization. [13] optimizes

the decap by assuming that the sole source of the noise is the charge removed from capacitors nearby in its

calculations, instead of the more complicated model employed in these simulations. [4] uses a similar power

grid model involving current sources, but iterates in an ad-hoc manner using repeated simulations instead

of trying to optimize the amount of decap precisely. Similarly, [15] uses a promising iterative approach, in

which it locates hot-spots and calculates the sensitivity of each node with respect to adding decap, but it

calculates the noise by repeated simulation as well. This kind of methodology could conceivably work with

this problem, but as I will discuss, the greedy algorithm actually employed is guaranteed to produce an
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optimal solution. [18 is the most similar approach in the literature to my algorithm. It tries to fully quiet

the worst node to below the noise threshold before moving to the second-worst node. This is far faster, but

also less optimal, than the greedy approach described in more detail below.

6.2 Justification for algorithm

The decap algorithm is a "greedy" algorithm, meaning that at any given point, we can optimize the "worst"

node without reference to any future or past iteration of the algorithm. Here, I will present a slightly modified

algorithm and prove that it results in the optimal solution in terms of minimizing the total amount of decap

on chip. I will then explain how the algorithm used in this thesis closely approximates the ideal algorithm.

First, I will discuss the ideal algorithm under the following two assumptions:

" all nodes have the same voltage tolerance

" all nodes can fit an infinite number of capacitors.

Then, I shall relax these assumptions and demonstrate that the proof is still valid.

If these assumptions hold, consider the following algorithm (described in pseudo-code)

While there exists a node with greater noise than the noise threshold:

1. Find the worst node and add an infinitesimal amount of capacitance.

2. If more than one node has the same amount of noise, add decap to each node in such a way that the

noise after the addition of decap remains the same after decap is added. Certain nodes will have a

higher ! than other nodes, meaning that adding a unit of decap at some nodes will cause a greater

decrease in noise than adding a unit of decap at other nodes. Thus, we may have to add varying

amounts of decap to each node to ensure that each node will continue having an equal amount of noise.

(Calculating the amount of decap at each node necessary to do this may be difficult in practice, since

adding decap at any node has an effect on the surrounding nodes as well. However, it is theoretically

possible, and any such calculations will turn out to be unnecessary).
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Claim: If decaps are allocated in this manner, the eventual arrangement of decaps will optimal. No

smaller total amount of decap on the chip will cause all noise to be within tolerable noise margins.

Proof: A node will only get decap added to it if it is, at some point while the algorithm is running, the

noisiest node on the chip. Moreover, all nodes with decap have the same amount of noise, since we always

add decap in such a way that the noise stays equal at each node. Therefore, once the algorithm terminates,

all nodes with at least one decap will have noise identical to the noise tolerance.

Now, imagine some theoretical rearrangement of the decaps currently on chip which would use less than

or equal to the amount of decap that is currently on chip. Certain nodes will have had decaps removed.

Now, if a node has had a decap removed, it is still possible that its noise after the rearrangement is within

acceptable limits; decaps could have been added to the surrounding nodes to compensate. However, earlier,

we discussed that the optimal placement of a decoupling capacitor to quiet down a current source is at the

local node. Thus, if an amount of decap C was removed from a certain node, then some amount of decap

greater than C would have had to be added to the surrounding nodes.

However, this cannot possibly be the case for every single node for which we removed decap, since the

total amount of decap cannot increase on the chip. Therefore, in any possible rearrangement of decap on

chip, the noise at some node which previously had decap will increase. However, all nodes which previously

had decap were previously directly at the tolerable noise limit. Thus, in any rearrangement, some node will

exceed the tolerable noise limit. QED.

We can now relax the assumptions in this algorithm. First, consider the case where different nodes can

have different noise thresholds. In that case, we can modify the algorithm so that instead of adding decap

to the node with maximum noise, we can add decap to the node with the maximum difference between the

noise at that stage in the algorithm, and the tolerable noise at that node. If we apply the algorithm this

way, then all nodes with decap will have an identical value for AV at every step in the algorithm (i.e. the

difference between the desired noise and the noise at the present stage in the algorithm). Accordingly, when

the algorithm terminates, all nodes with decap will have AV = 0 - that is, all nodes with decap will have

exactly the tolerable amount of noise. In that case, we can apply the identical reasoning as above to prove

88



that this is the optimal allocation of decoupling capacitors.

Now, consider the case where each node has a maximum number of decaps that can fit at that node.

We modify the algorithm so that if a node has reached its maximum number of decaps, decap is instead

distributed evenly across the closest nodes for which additional decap can fit. (Closest is here defined

technically as "nodes which will reduce the noise to the greatest possible extent at the fully populated node",

and in fact tends to correspond with nodes which are physically closest in proximity.) To demonstrate that

the greedy algorithm with this modification still produces the optimal solution, consider any rearrangement

of decoupling capacitors. Every node with some decap will either (a) be at precisely the noise threshold, or

(b) be sufficiently close to some node at the noise threshold so that any closer node is fully populated with

decap. We can then proceed with the same argument. Any removal or rearrangement of some amount of

decap C from the vicinity of a given "noisy" node N will result in an increase in the noise at that node,

which could only be counteracted by adding some amount of decap greater than C arranged differently in

the vicinity of N. Since the total amount of decap on chip cannot increase, some node will have its noise

increase.

6.3 Description of algorithm

The algorithm used in real life operates quite similarly to the last generalization of the ideal algorithm. It

operates as follows:

1. Set all nodes on chip to "active".

2. While there exists an active node:

3. Calculate the noise of all the active nodes on the chip. If the noise at a node is now below its noise

threshold, flag it as inactive. Additionally, find the node on the chip for which Vpresent - Vthreshold is

maximal.

4. For this node, determine the best place to add decap to lower the noise. If the node is not fully populated
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with decap, clearly it will be the most effective place to add decap. If the node is fully populated with

decap, test the result of adding a single decap to all the surrounding nodes to determine which would

be the most effective location to add decap. If all of the surrounding nodes in the vicinity are also fully

populated, flag the node as inactive.

5. Now that we have selected a node to which to add decap, we must determine how much decap to add.

The amount of decap to add is related to how noisy the node is with respect to its target noise. If it is

extremely noisy, we can make a large decap jump; if it is not so noisy, we will make only a small decap

jump. The precise relationship between noise and the magnitude of the jump is an ad-hoc relation

determined by observation.

6. When all nodes are inactive, we are done.

Some comments about the performance of the algorithm:

" This algorithm exclusively used the fast noise calculator. Unfortunately, it was still somewhat slow in

performance. Since every node is checking the noise due to every other node, the time grows as O(N 2 )

with the number of nodes. To reduce the time, we can split the chip into several parts along areas of

white-space, since current sources in one area of the chip have only a small impact on current sources

in another area on the chip. It typically took an hour to allocate decap on the chip shown in Figure

7.4.

" We are trying to optimize to minimize the total amount of decap on chip. It's possible that we might

not want to optimize for this; for instance, we might be willing to have more decap on chip, but

limit the decap at any individual node to a certain quantity. This can be easily incorporated into the

algorithm, since we can set the "maximum decap value" at any node to whatever we want, and the

algorithm will try to find a solution.

* In cases where the peak time approximation fails (such as sensitive nodes without current sources), the

best method is to generate an initial approximation using the algorithm, and then test various decap

values using the more accurate noise estimator until an acceptable allocation is found.
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* In practice, it is best to do some initial noise estimates to see if there is any plausible solution, or where

the hotspots (without any decap) might be. If only a small area of the chip requires decap, one can

input only the nodes in that area into the algorithm in order to save time.
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Chapter 7

Results

In this section, I will use the noise and decap algorithms to study a set of current source configurations. I

will present the values that the algorithm predicts, and compare them to SPICE simulation. I will perform

the following series of tests:

1. Run the decap allocation algorithm to determine how many decaps are needed for each node. (Recall

that this uses the faster method of noise estimation for efficiency purposes). Mark down how much

noise the algorithm estimates will exist at each node.

2. Test the current formation in SPICE with the given value for the decap, and note the amount of noise

it generates.

3. Iteratively use the slower noise estimation algorithm, using the values generated in the decap allocation

algorithm as an initial guess, until we arrive at a new estimate for the amount of decap necessary at

each node. Mark down how much noise the algorithm estimates will exist at each node.

4. Test the current formation in SPICE with the updated value for the decap, and note the amount of

noise it generates.

5. Iteratively perform SPICE simulations until the correct amount of decap at every node is determined.
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Decap prediction method Decaps Predicted noise Actual noise Percent error
Fast 171 0.18 V 0.1808 V 0.44%
Slow 177 0.18 V 0.1781 V 1.07%
SPICE 173 N/A 0.18 V N/A

Table 7.1: Predictions for 2 by 2 grid

Obviously, with very complicated configurations, steps 3 through 5 are impossible (indeed, that's the

whole reason why one would want a decap allocation algorithm that can handle any arbitrary situation.)

For the last test, which involves the simulation of a full chip, I will only perform the first two steps.

7.1 Two by two configuration

Consider the configuration of current sources in Figure 7.1. Each current source will have a width of 500

ps and a height of 400 mA. A maximum of 200 decaps will be placed at any node; since each decap is 1.4

pF, this corresponds to 280 pF per node, consistent with values for IBM's CU-11 technology. The maximum

noise at any node will be 10% of the supply, which in this case is 0.18 V for a supply voltage of 1.8 V; again,

these values are on the order those used in the real world. Since each node is symmetrical, each node will

have an identical amount of decap in the final solution.

We can see the results in Table 7.1; the values are identical for all four nodes. The first row cites the

predicted decap value using the decap allocation algorithm, and compares the predicted amount of noise to

the simulated amount of noise in SPICE. The second row cites the predicted value for the decap using the

more accurate noise prediction model, and compares the predicted amount of noise to SPICE. The third row

cites the correct amount of decap determined by iteratively performing SPICE simulations.

In this relatively simple current source configuration, without many nodes to take into account, both

algorithms do extremely well. The faster algorithm is actually slightly more accurate in this case than the

slower algorithm, but both come close to the right answer.
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Figure 7.1: Two by two current source configuration
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Decap prediction method Node Decaps Predicted noise Actual noise Percent error
Fast Corner 0 0.1397 V 0.1585 V 11.86%
Fast Top 80 0.1661 V 0.1719 V 3.37%
Fast Middle 200 0.18 V 0.1836 V 1.96%
Slow Corner 0 0.1484 V 0.1571 V 5.53%
Slow Top 84 0.1686 V 0.1704 V 1.06%
Slow Middle 200 0.18 V 0.1820 V 1.10%
SPICE Corner 0 N/A 0.1571 V N/A
SPICE Top 89 N/A 0.1686 V N/A
SPICE Middle 200 N/A 0.18 V N/A

Table 7.2: Predictions for 3 by 3 grid

7.2 Three by three configuration

We now take the more complicated scenario seen in Figure 7.2. In this scenario, several of the complicated

(1, 2) coordinate comparisons discussed in the last section are performed. Note that since I only precharacter-

ized the chip for coordinate values of (0, 1), (0, 2), (1, 1), and (1, 2), the predicted noise values for the corner

nodes will be slightly inaccurate, since they will not take into account the current sources at the opposite

corners (which are at a distance of (2, 2)). The results are shown in Table 7.2. In this case, due to symmetry,

there are three nodes that will have different noise values: the corner nodes, the nodes directly between the

corner nodes (which we will call the "top" nodes), and the middle node. The "top" nodes have the same

amount of decap and the "corner" nodes have the same amount of decap. (Some "tweaking" had to be

done to the output of the decap algorithm to achieve this. Because the algorithm does not add infinitesimal

amounts of decap at each step, occasionally the algorithm will produce an asymmetrical allotment of decaps

- more decaps at the node directly above the current source than the node directly below the current source,

for instance, even though they are symmetrical. To correct this, I ran the algorithm, averaged the outputted

values of decaps at each of the "top" nodes as an initial guess for the amount of decap at each of the "top"

nodes, and then iteratively guess and checked until I found a solution which had the same amount of decap

at each of the "top" nodes.)

These results merit some discussion. First, the fast noise algorithm underestimates the noise. This is

what one would predict from the peak time approximation - we are assuming that the peak noise occurs at
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Figure 7.2: Three by three current source configuration
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at a particular time, when in fact the noise at other times may in general be greater.

Second, the fast noise algorithm is far less accurate at the corners than at the middle. This has two

explanations. First, most obviously, the corner nodes are not taking into account the opposite corners,

which results in an underestimate of the noise. Second, there are many distant current sources which we are

taking into account at each corner (two current sources of a distance (1, 2), and another two at a distance

(0, 2). Each of these current sources experiences a delay in its peak at the corner node, due to the many

capacitors in between these nodes and the corner node. In principle, the algorithm takes these effects into

account, as recounted in the past sections; in practice, the fast algorithm tends to have trouble in these types

of situations.

Third and most importantly, the above inaccuracy doesn't much matter. This is because the goal of this

algorithm was to determine an optimal amount of decap for each node. Since the noisiest node is the middle

node, our goal is to determine the number of decaps to place around the grid until the middle node has been

quieted to 10% of the supply voltage. Indeed, that the only reason that there is decap at the nodes adjacent

to the middle node - the middle node reached its limit of 200 decaps, and had to add decaps nearby in order

to lower its noise to below the threshold. Since the noisiest node is at 0.1820 V - very close to the desired

value of 0.18 V - we can be sure that we are close to the correct solution.

We can see that the slow noise estimator is substantially more accurate than the fast noise estimator. Its

inaccuracies are related only to errors in the data fitting, rather than any fundamental inaccuracies like the

peak time approximation. Its prediction of 84 decaps at each of the "top" nodes is roughly halfway between

the "fast" predicted value (80 decaps) and the correct value (89 decaps).

7.3 3 by 3 grid with different decap maxima

We can now envision a situation identical to the one in the previous section, except that the maximum

number of decaps that can fit at any node is 100. (In general, you can define any maximum number of decap

at any node.) Here are the results we obtain:
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Decap prediction method Node Decaps Predicted noise Actual noise Percent error
Fast Corner 37 0.1348 V 0.1505 V 10.43%
Fast Top 100 0.1579 V 0.1665 V 5.17%
Fast Middle 100 0.1798 V 0.1848 V 2.71%
Slow Corner 53 0.1418 V 0.1466 V 3.27%
Slow Top 100 0.1626 V 0.1624 V 0.12%
Slow Middle 100 0.18 V 0.1804 V 0.22%
SPICE Corner 54 N/A 0.1463 V N/A
SPICE Top 100 N/A 0.1621 V N/A
SPICE Middle 100 N/A 0.18 V N/A

Table 7.3: Predictions for 3 by 3 grid with different decap maxima

The notable thing about these results is the decap in the corners of the grid. These decaps are included

purely for the purpose for reducing the amount of noise at the middle node. The algorithm fully populates

the middle node with decap; fully populates each of the top nodes with decap; and then moves to the corner

nodes, evenly populating them with decap until the middle node is quieted below the threshold. Once again,

the slower noise algorithm is substantially more accurate than the faster noise algorithm; this time, it comes

close to achieving almost the perfect solution.

7.4 3 by 3 grid with no middle source and different noise toler-

ances

In this section, I present a modified version of the 3 by 3 grid. The middle node does not have a current

source, but has a noise tolerance of 0.15 V. (All the rest of the nodes still have noise tolerances of 0.18

V). In this case, even though the middle node does not have a current source, it will still be the noisiest

node in relation to its noise tolerance at most steps in the algorithm. We would expect the slower algorithm

to be more accurate than the faster algorithm, because the peak time approximation does not hold for the

middle node. The results are shown in Table 7.4. Again, because of the asymmetrical effect discussed above,

some iteration was required after running the decap allocation algorithm to arrive at the solution that was

actually tested.
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Figure 7.3: Three by three current source configuration with no middle node
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Decap prediction method Node Decaps Predicted noise Actual noise Percent error
Fast Corner 0 0.1497 V 0.1666 V 10.14%
Fast Top 127 0.1719 V 0.1718 V 0.06%
Fast Middle 200 0.15 V 0.1600 V 6.25%
Slow Corner 0 0.1518 V 0.1632 V 6.99%
Slow Top 138 0.1670 V 0.1679 V 0.54%
Slow Middle 200 0.15 V 0.1566 V 4.21%
SPICE Corner 0 N/A 0.1571 V N/A
SPICE Top 160 N/A 0.1606 V N/A
SPICE Middle 200 N/A 0.15 V N/A

Table 7.4: Predictions for 3 by 3 grid with no middle node

As expected, the slower algorithm is more accurate than the fast algorithm. It is not entirely clear why

both of them underestimate the noise; these inaccuracies are an inevitable result of the data-fitting and

approximation that characterize the noise estimation. However, both the fast and the slow algorithm clearly

come within the right ballpark of the solution.

7.5 Full chip

The final test involves the simulation of an entire chip. This chip is 3 mm by 3 mm - a relatively small chip,

but on the same order of magnitude as what one might encounter in the real world. All of the nodes have

tolerances of 0.18 V and can fit 200 decaps. The current sources are of various different magnitudes, and are

arranged as in Figure 7.4. Now, this calculation will be inherently inaccurate, since only current sources of

a distance (0, 1), (0, 2), (1, 1), and (1, 2) were precharacterized. (Again, one could precharacterize for other

distances too, but in the interests of time only those four coordinates were precharacterized). This means

that any current sources of a distance greater than (1, 2) from any node will be ignored. However, since

noise drops off relatively quickly, this strategy still approximates a reasonable solution.

In this case, we must rely exclusively on the results of the decap allocation algorithm; iterations with

dozens of nodes is impracticable. Additionally, instead of presenting a node-by-node analysis of the noise, I

will present it in histogram format. Figure 7.5 shows a histogram of noise values prior to adding any decap,

and Figure 7.6 shows a histogram of noise values after adding decap. We can see that the noise tends to
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cluster around 0.18 V. which is precisely what we want; we would prefer if nodes didn't have significantly

less than 0.18 V of noise, because that would imply that we were using too much decap, but of course we

don't want nodes which have greater than 0.18 V of noise either. Finally, Figure 7.7 shows a histogram of

the amount of decaps at each node. The striking thing is that most nodes either are fully populated, or have

zero decap. This is because of the greedy nature of the algorithm; it tends to fully populate the noisiest

nodes before moving onto nearby nodes.
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Figure 7.4: Current sources on a small chip
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Figure 7.5: Histogram of noise values before adding decap
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Figure 7.6: Histogram of noise values after adding decap
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Figure 7.7: Histogram of decap values in eventual solution
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Chapter 8

Conclusions and future work

There were two main goals in this thesis. The first goal was to develop a better understanding of quantitative

aspects of noise propagation on chip, both through circuit analysis and through interpreting the results of

SPICE simulation. The second goal was to develop a method for assigning decaps on chip, which preferably

could be demonstrated to be optimal for a particular cost function. To achieve these goals, I used a simple

circuit model to predict some of the non-trivial characteristics of noise propagation. I then synthesized

several aspects of noise propagation observed in SPICE simulation into a more extended model. This model

used three fundamental assumptions which vastly simplified the problem: first, that current sources could

be linearly superimposed; second, that decap acted symmetrically whether placed at a current source or at

a measurement point; and third, that the effects of decap on noise could be linearized. I then used these

models to describe a method for predicting the exact amount of noise at any node on a chip for any allocation

of decap. Finally, I used this method as the core of an algorithm that could allocate decap on chip in such

a way as to minimize the total amount of decap.

The algorithms in this thesis are fairly effective at allocating decap within the context of the assumptions

on which they are based. The problem of accurately calculating the noise due to an arbitrary collection of

current sources and capacitors is quite difficult and non-linear, and any approximation method is bound to

be somewhat inaccurate for complicated formations of current sources and capacitors. However, the previous
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section indicates that the algorithms come within the ballpark of the solutions determined using SPICE. At

worst, the algorithm provides a useful initial guess which makes iteration using SPICE simulation far easier.

In order to be useful, the algorithm depends on the ability to convert complicated current signatures into

triangular current pulses. As discussed earlier in the thesis, it is not clear how easy this is; most models in the

literature indicated that one can just sum the area under the curve, but in my simulations, the value of the

peak current had a significant impact on the amount of noise, independent of the amount of charge. SPICE

simulation cannot really be used to resolve this dilemma, since the problem amounts to determining which

SPICE model is most accurate. Simulating actual, real-world chips in action would be useful in determining

the best way to construct a power grid model.

Methods other than precharacterization could be used to simplify the algorithms used in this thesis. For

instance, instead of complicated ad-hoc data fitting, a set of simulation results could be stored into a lookup

table, and one could interpolate between them to predict the noise in a given situation. This method would

be especially useful for a complicated piecewise linear current signature, in which it might be very difficult

to precharacterize the curve using simple equations. Such a technique would eliminate the need to perform

complicated nonlinear fits, some of which were of questionable quality, and instead use real simulated data.

Finally, the project could take into account other aspects of noise issues on chip. One effect that circuit

designers have reported is ringing on the power rails. Because of the RLC circuit that forms between the

package pins and the on-chip resistance and capacitance, the voltage will often oscillate. This may cause

unpredictable effects on the noise, especially if the ringing is at the resonant frequency of the clock. The

algorithms in this thesis assume that the power supply was stable prior to the current pulse. Relaxing that

assumption might be helpful in increasing the utility of the thesis.
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