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Abstract

Detailed systematic measurements of the spatial variation in the electronic state in
the high T, superconductor Las_;Sr;CuQ, are presented through a unique combi-
nation of ¥*Cu NQR (nuclear quadrupole resonance) in %Cu isotope enriched poly-
crystalline samples for 0.04< z <0.16, and ?O NMR (nuclear magnetic resonance)
in high-quality single crystals for 0.035< z <0.15. It is evidenced that locally, the
hole conCentrat [;m; (¢ z) modulates over short length scales Rpuen = 3.0-4.0
0 .a, where a is the lattice spacing) W1th1n the CuO; plane. The charac-
teristic spa@al variation in local hole concentration ®z;,.,; (according to ©Cu NQR)

¥ 1§ deteMirhdd - through a systematic study of the extent of the frequency dependence

of the spin-lattice relaxation rate 531/7) across the inhomogeneous **Cu NQR spec-
trum for samples with different nominal hole concentration z. The characteristic
spatial variation "1,y (according to 'O NMR) is determined through a systematic
study of the extent of the overlap of the inhomogeneous "0 NMR spectrum for crys-
tals with different nominal x. The characteristic amplitudes of the spatial variation
GBI A Locar, given by 310z, 0 = 2 6317 Ay according to #Cu NQR and 170
NMR respectively, are both shown to increase with decreasing temperature below
500-600 K and reach values as large as ®»') Az, /7 = 0.4-0.5 in the temperature
range > 100 K. The O NMR result for the spatial variation "z, determined
through the spin channel are semi-quantitatively the same as the *Cu NQR result
83 tiocar determined through the charge channel, implying that the spin and charge
degrees of freedom are highly correlated through the local hole concentration across
the Brillouin zone. By incorporating the random positioning of *2Sr donor ions in the
lattice in a novel approach, the length scale of the spatial variation Ry, 2 3.0 nm
is calculated by fitting the entire Cu NQR spectrum using a patch-by-patch distri-
bution of the spatial variation %31;,.,; with the patch radius R . 2 3.0 nm as the
only free parameter. A similar calculation for the patch radius " Ryaen = 3.0 — 4.0
nm is deduced using the inhomogeneous linebroadening and overlap of the 170 NMR
spectrum for different z, and consistent values for the length scale '7 Rpoen ~% Rpatch
are found. The same extent of the frequency dependence in %*1/T; across the ®*Cu
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NQR spectrum of the high-quality single crystals and the poly-crystalline samples is
found, implying that the inhomogeneity in the electronic state is a sample indepen-
dent, intrinsic phenomenon in La,_,Sr;CuQy4. The implications of the inhomogeneous
electronic state to ®*Cu wipeout and the stripe phenomenon at lower temperatures
are discussed, and the generally believed view that hole doping in the La,_,Sr,CuQy
altoy is homogeneous across the CuO; plane is put into serious question.

Thesis Supervisor: Takashi Imai
Title: Associate Professor
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Chapter 1

Introduction

The mechanism of high transition temperature, or high T;, superconductivity remains
enigmatic even after 16 years of its discovery by J.G. Bednorz and K.A. Miiller [5],
where a T. ~ 30 K in the copper-oxide Lay ,Ba,CuOy4 was first reported. Since then,
the highest superconducting transition temperature has jumped to T, >~ 130 K for
the mercury based copper-oxide HgBay;CayCuzO,. The material properties of the
high T, superconductors are very different from the conventional superconductors,
both in the superconducting state and in the normal state. Conventional supercon-
ductors are Fermi-liquid like metals in the normal state, and their superconducting
state is well described by Bardeen-Cooper-Schrieffer (BCS) theory [4] with phonon
mediated pairing of the electrons. The behavior of high T, superconductors is much
more difficult to describe by conventional condensed matter theory. For a start, the
electronic phase diagram of high T, cuprates involves a number of different phases and
transitions, including an antiferromagnetic phase (or Néel state), an insulator-metal
crossover, a spin-glass phase, and an overdoped metallic regime, in addition to the
superconducting phase with some complex pairing mechanism of the electrons.

The complexity of the phase diagram for La,_;Sr;CuOy is illustrated Fig. 1-
1. The undoped parent compound, LasCuQy, is a Mott insulator which forms long
range antiferromagnetic order below the Néel temperature Ty < 300 K (gray region).
La,CuQy is a close experimental realization of a 2 dimensional S = 1/2 Ieisenberg

antiferromagnet on a square lattice [8] whose spin Hamiltonian can be described as
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Figure 1-1: Phase diagram of Lay_,Sr,CuQy showing the onset of Cu NQR wipeout
Tnor [31] and Tygr (Zn) for Lag_,Sr,CugesZng .04 with dilute amounts of +2Zn
substitution {78]. Also shown for Las_;Sr,CuQ, are the onset of superconductivity
T, with a dip at x =~ 1/8 doping, the onset of the Néel state Ty [46], the onset of
incommensurate magnetic peaks according to elastic neutron scattering T, [48,55,
56,87,97] and the onset of SR asymmetry T,sg [49,65]. Dashed vertical line shows
jump in Tnggr which coincides with the rotation of the stripe orientation according
to neutron scattering and the superconductor-insulator crossover. Other lines are a
guide for the eye. 11



such

H=J0Y Si-Siss (1.1)
0

The localized copper electron spins S; have (nearly) isotropic antiferromagnetic in-
teractions with their nearest neighbours () in the square CuQ; plane. The exchange
energy J ~ 130 meV (or 1500 K equivalently) is rather large in the high T cuprates.
The parent compound is also very sensitive to the random chemical substitution of
+28r ions in the place of *3La ions, which effectively adds holes into the CuO, plane
by alloying. As shown in Fig. 1-1, long range antiferromagnetic order disappears
when only 2 % of holes {x = 0.02) are added. Further doping 5% of holes (z = 0.05)
results in an insulator-superconductor crossover. The occurence of superconductivity
for such small amounts of doping suggests that magnetism is important for the pairing
mechanism in high 7, materials. The fact that superconductivity is also suppressed if
the doping is too high (z > 0.20) may suggest that overdoping and increased random
disorder destroy the spin correlations needed for superconductivity. Even though
static antiferromagnetic order disappears above z = 0.02, spin fluctuations persist
even in the doping region where superconductivity occurs [36,93]. It therefore seems
very likely that the spin correlations are involved in the pairing mechanism for high 7
materials. The original search by J.G. Bednorz and K.A. Miiller was for a material
with strong electron-phonon interactions, or strong polarons. Whether the strong
spin correlations or whether the strong polarons mediate the pairing in high T, (or
both) is still a matter of debate.

A relatively new addition to the already complex electronic phase diagram of
high 7, cuprates is the so-called stripe phase, which occurs near z ~ 1/8. Soon
after the discovery of high T,, a systematic study of Las_;Ba,CuQ,4 revealed an
anomalous supression of T, for z ~ 1/8 [60]. A similar supression of T, has also been
established in Eu and Nd co-doped samples Las_,_,(Nd,Eu),Sr,CuQOy [19], and also
La,_,Sr,CuQy4 as shown in Fig. 1-1. These studies indicate that there are unusual
electronic properties at z ~ 1/8 which seeded the so called “1/8th anomaly”. More

recently, elastic neutron scattering experiments on La, ¢_.Ndg 4Sr,CuOy for © ~ 1/8
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by J.M. Tranquada et al. {93] have demonstrated that the doped holes microscopically
phase segregate into hole rivers, forming a charge density wave (CDW). The hole rivers
become antiphase boundaries between hole-poor segments in which Cu spins form
short range spin density wave (SDW) order. They find that the simplest geometric
arrangement of the spin and charge degrees of freedom that provide quantitative
agreement with their data consists of spin and charge stripes along the tetragonal
lattice symmetry, a pictorial representation of which is shown in Fig. 1-2(a) taken
from [93].

In our first two publications on the striped materials, A.W. Hunt et ¢/. demon-
strated that slowing of stripes in La;_,Sr,CuQy4, Las_, ,(Nd,Eu),Sr,Cu0, and in
La;_;Ba;CuO4 can be easily captured by measuring the anomalous reduction, or wipe-
out, of the ®*Cu NQR intensity [31,77]. More specifically, for Lay_,_,(Nd,Eu),Sr,Cu0,
with 0.12 < z < 0.16, the onset temperature Tvgg of the 8Cu NQR wipeout agrees
very well with the onset temperature Tepq.ge Of short-range charge order detected by
neutron [35,93-95] and X-ray [66,102] scattering measurements. Moreover, the wipe-
out fraction F(7T'), defined as the fraction of unobservable *Cu nuclei in the sample,
shows a nearly identical temperature dependence with the charge stripe order param-
eter observed by scattering techniques, which lead us to argue that the temperature
dependence of the wipeout fraction F'(T') is a good measure [31] of the charge stripe
order parameter.

We show the wipeout fraction F'(T') in Fig. 1-2(b) in the case of La; 4sNdg 49S10.10CuQy
(i.e. z ~ 1/8), and we provide a comparison with the charge stripe order parameter
measured by neutron scattering. The charge stripe order parameter is defined as the
square root of the neutron scattering intensity which corresponds to our measured
quantity F'(T"). We see a remarkable similarity between the onset of the charge stripe
order parameter at Teharge 2~ 70 K and the onset of NQR wipeout at Tygr = 70+5 K,
and furthermore, the temperature dependences are consistent below Toparge = Tngr.
Also shown is the temperature dependence of the spin stripe order parameter. Note
that charge stripe order Tiner0e =~ 70 K preceeds the onset of spin stripe order at

Topin ~2 50 K. The discovery of charge and spin stripe order and the close similarity
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Laj 4gNdg 49S19,12Cu0y

0 10 20 30 40 50 60 70 80
T (K)

Figure 1-2: (a) The original picture of stripes, from J.M Tranquada et al. [93], where
the arrows represent the Cu spins, and are colored white or black to indicate opposite
phases. The doped holes are shown as grey circles. (b) The temperature dependence of
the square root of the intensity of the incommensurate charge (o) and spin (A) peaks
according to elastic neutron scattering in Laj 4sNdp 40510.12CuQy [93]. Also shown is
the $3Cu NQR wipeout fraction F(T') (e) (defined as the fraction of unobservable
83Cu signal) for the same material. Gray region shows the onset temperature for
charge stripe order Topgrqe = 70 K. Lines are a guide for the eye.
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with temperature dependence of our NQR data (Fig. 1-2) prompted us to carry out
a systematic study of F'(T) for La; g_;Ndp 4051,CuQ, over a wide range of z. The
results of our systematic study (taken from [77}) are shown in Fig. 1-4. One very im-
portant feature we discovered was the qualitative difference above and below z ~ 1/8:
for z 2 1/8, we found a sharp collective onset of F(T) below Tngr, where Tygg de-
creases with increasing z. For £ < 1/8, we found a tailed onset of F(T) below Tnor
followed by an inflection point Tf\%fgc where F(T') accelerates below T}Jgigc(< Trnor)-
Tnor for z 2 1/8 and T%ﬁ? for x < 1/8 are found to create a dome-like feature in
the wipeout phase-diagram centered at the magic hole concentration of z ~ 1/8 [32].

Further studies into the stripe phenomenon [32] clarified our view-point that Twgg
represents the onset of glassy slowing of stripe fluctuations for z > 1/8, triggered by
the slowing of charge dynamics. This is certainly the case at z ~ 1/8 where charge
stripe order below Toparge =~ Tnor = 70 K leads to the onset of spin stripe order at
Topin ~ 50 K (shown in Fig. 1-2) and uSR precession at even lower temperatures
Tusr =~ 30 K [62]. The difference in onset temperatures reflects the glassy slowing of
the stripes fluctuations. As shown and explained in detail in Ref. [32], in the case of
x ~ 1/8 the characteristic frequency scale I" of the spin stripe fluctuations slow down
from a well defined value I' = 10'2 Hz at Tioperge ~ 70 K, to T' ~ 107 — 10" Hz at
Tusr ~ 30 K. The fact that the spin fluctuations do not immediately become static
at a particular temperature implies a glassy transition.

The glassy nature of the slowing is observed experimentally due to the fact that
each experimental probe has its own characteristic frequency-scale of measurement.
The lower the characteristic frequency-scale of the probe, the lower the onset temper-
ature of the stripe anomaly. For neutron scattering, the experimental frequency-scale
is given by the resolution width, typically ~ 10" — 10'2 Hz. The uSR frequency-
scale is given by the inverse of the natural decay time of the muons ~ 107 Hz. For
NQR, the frequency-scale is given by the inverse of the r.f. pulse separation time
~ 10° Hz which is equivalent to the shutter speed of the NQR experiment. Using the
experimental data from various probes and their corresponding frequency-scales, we

self-consistently reproduced the observed temperature dependence of F(T) [32] for

15



150 i T | T T T T T T T T T T T T T
® Resistivity Upturn
A Tnor Cu Wipeout (Nd doped)
W Twgr Cu Wipcout (Eu doped)
@ Tonarge (Neutron/X-ray)

| ] T;,'gz;d Tnflection Point -
® La 1/7,T =0.05 (sK) | point
© Neutron Spin Order

A LaWipeout

& 1L SR precession

¥ LaNQR signal recovery

0 CuNQR signal recovery i

0.08 0.12 0.16 0.2

Figure 1-3: Phase diagram for Lal_ﬁ,deg_4erCuO4 and La,]__g_IEUO_QSI'I;CUOzL,
showing the upturn in ab-plane resistivity ~temperature T, found In
Lay 6-sNdg.4St:Cu04 135) (%), 63y wipeout onset TNQr in La _»Ndp aS1,Cu04 (A)
and Lal_g_zEuo_QSrICuO4 (¥), onset temperature Tcharge for short range charge order
according to neutron [35,94] and X-ray [66,102] in Lay 6_2Ndo.4S1zCu0O4 (®), the
copper wipeout inflection point (W) in Lal_ggszMSrzCuO[;, the temperature where
1301 /TyT = 0.05 (sK)™!in Lal_g_mEuMerCqul (e), long range spin order Tspin (35,95
in Lal_B_INd(,ASrzCuO/; (o), onset of La wipeout for Lal,g_mEuo,QSr:,;CuOL; (), onset
of uSR coherent precession Tysr [62] for Lay g Ndo1SrzCu0s (¢), the onset of ¥%La
recovery of signal in Lay gz Flg 28120004 (v), and the onset of 6365Cy recovery of
signal 1n Lal.g_IEuo_QSrzCuOL; (0O). The darker grey tones indicate increasingly slow
fluctuation timescales. We also show the superconducting boundary as a white line
and a dotted line that connects Tcharge and the Cu wipeout inflection points as a
guide for the eye. 16
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Figure 1-4: The fraction of wiped out signal, F(7T'), in La; ¢_,Ndg4Sr,CuQ4 where
the symbols used for each hole concentration z are listed in the figure. The low
temperature structural phase transition temperature Tprr for x ~ 1/8 is Tprr ~ T0
K [35]. The lines are guides for the eye and only data points below Tygr are plotted.

z 2 1/8.

The physical picture we proposed in [32] was that certain regions of the CuQ,
plane begin to charge order below Tygr and exhibit the glassy slowing of the spin
stripe fluctuations. Other regions, however, remain in the “normal” w/T scaling
regime. The observed wipeout fraction F(T') then corresponds to the total area in
the CuO; planes within which the glassy slowing has begun. As explained in [32],
the glassy slowing in the wipeout regions results in enhanced spin-lattice relaxation
rates in excess of the cutoff #1/T°*/f ~ 6000 s~!. The reason ®3Cu nuclei with
6317y > 177"/ are no longer observable is because their spin-spin relaxation
rate 31/T5(>% 1/T;) is so large that the signal decays before we can measure the
re-focusing of the spin-echo. Another way of putting it is that the shutter speed of
the NQR, experiment is toc slow. In our physical picture, the fraction (1 — F(T))
then corresponds to the “normal” w/T scaling regions where the *Cu nuclei have
mild relaxation rates 831/T; ~ 2000 s7%, i.e. below 831 /Tc//,

As evidenced in Fig. 1-4, for z > 1/8 a sharp onset temperature for F(T) is

17



also found, implying that a similar collective effect i1s taking place to x ~ 1/8. We
also found an overall decrease in the onset temperature Tngr. In fact, independent
X-ray scattering measurements [66] for z = 0.15 found a lower onset temperature
for charge order Tijqarge = 55 K, comsistent to our wipeout onset Tygr =~ 60 £ 5
K. This gave strong supportive evidence that Tvor == Tiharge, 8t least in the region
x 2 1/8. Analysis of the glassy slowing for z > 1/8 also revealed a lower energy
scale for the glassy slowing away from z ~ 1/8 where the stripe fluctuations are most
robust [32,77].

The region z < 1/8 is a different story all together. As shown in Fig. 1-4 in
the case of z = 0.07 and z = 0.09, we found that the temperature dependence of
F(T) is tailed for z < 1/8 [31,77). This implies that a collective phenomenon is not
taking place immediately below Tyogr. However below Tygr, we also found that an
inflection point Tﬁgﬁd existed below which the temperature dependence of F/(T') is
accelerated. In the case of z = 0.09, Tﬁgﬁd = 60 — 65 K while Tyor= 88-92 K, and
for 7 = 0.07, Tard* = 50 — 55 K while Tor = 120 — 130 K. Note that while Ty 45"
decreases with decreasing x, the onset of the tailed wipeout below Tnggr(> Tﬁg;d)
increases with decreasing z. Clearly a different kind of mechanism is kicking below
Tnor which is distinet to the collective effect below Tf;}gﬁgd. More recent neutron
and X-ray scattering for z = 0.10 and z = 0.08 [35] found that the onset of charge
stripe order Tpparge and the structural transition temperature Trrro into the LTLO
(low temperature less orthorhombic) phase coincided, i.e. Tinarge = Trrio(< 65
K). This is analogous to the findings at 2 ~ 1/8 where the LTT (low temperature
tetragonal) structural transition Trrr ~70 K coincides with the onset of charge order
Teharge =2 Trrr [93]. The neutron and X-ray results for all z suggest that static charge
order cannot develop without the tetragonal symmetry that is compatible with the
symmetry of the charge stripes. We immediately gained insight into the wipeout
for z < 1/8 by noting that the inflection point Tﬁgﬁd (Fig. 1-4) coincides with
Toharge = Trrro. This implies that the long spatial coherence of the charge stripes
below Teparge =~ Trrro = Tj@”5§§°t(< Tnor) for z < 1/8 accelerates wipeout at the

inflection point in F(T"). This explained the collective feature of F(T") below Tﬁéﬁd,
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however, the tailed wipeout region Txgﬁd < T < Tngg for £ < 1/8 still remained a

mystery.

In earlier publications [31,38,77] we suggested that the tailed wipeout for z <
1/8 may be accounted for if we assume that individual holes begin to localize with
decreasing temperature, thereby creating local moments. This is a situation similar
to the one that results in wipeout in conventional dilute Kondo alloys [63] and spin
glasses [51]. On the other hand, in this scenario in which the local moments are
created by localization effects, the precursive wipeout for ngﬁgd < T < Tngr may
be further enhanced if one increases resistivity by introducing disorder. However as
shown in Fig. 1-1, our experimental studies on Zn doped Lay_ .St Cug.g5Z10.0404 Show
that the onset of wipeout Tygg is a fairly well-defined temperature scale that does
not vary even when resistivity is enhanced and local moments are introduced by *2Zn
impurity doping [78]. The observation that the increase in localized spins induced
by T2Zn impurities does not change the wipeout effects is a significant contradiction
to claims made by certain researchers such as the group at Los Alamos [20]. They
believe that spin glass-like physics is the only piece of underlying physics needed to
account for the observed Cu wipeout. In particular, their oversimplification does
not involve any kind of stripe physics in their model, which in our view is highly
questionable given the uncanny similarity between the sharp collective onset of F(T')
at Tygr or the inflection point, Tﬁgﬁd, and the charge stripe ordering temperature
Teharge shown in Fig. 1-2 and Fig. 1-4. Instead, they attribute the Cu wipeout in the
entire doping region z to certain unknown inhomogeneities in the CuQO; plane which
cause local moment-like effects and Cu wipeout for neighbouring Cu sites.

It is certainly true that the NQR/NMR (nuclear magnetic resonance) community
has been aware of some mysterious inhomogeneity effect in Las_,Sr,CuQ, and related
compounds [11,20, 22, 25, 26, 31, 32, 45, 77-80, 83, 92, 101] since the 1980’s, such as
the Curie-Weiss like temperature dependence of the NMR linewidth which is not
consistent a simple localized moment picture. Local moments cause a Curie like
temperature dependence ~ 1/7" of the NMR linebroadening. Yet no clear picture

has emerged that discerns and relates the effects of inhomogeneity, genuine electronic
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phase separation, stripe modulation, and random substitution of donor ions. On the
other hand, recent STM (scanning tunnelling microscopy) studies on the surface state
of BiySryCaCuyOs 5 cleaved at low temperature [67] reveal spatial variations of the
electronic state on a short length scale ~nm in the surface plane. Whether such
~nm modulations are universally observable in the bulk and other high 7, materials
remains to be seen, but the STM results have enhanced the interest in the potential
impact of the spatial inhomogeniety of the electronic properties in cuprates.

Motivated by these historic events, we set out to conduct a detailed systematic
study of the local electronic state in La,_,Sr,CuQy4 by taking advantage of the local
nature of the NMR/NQR techniques. The NMR and NQR techiques are inherently
sensitive to spatial variation of the electronic states with atom resolution. Further-
more, NMR/NQR techniques are bulk sensitive, which means that our results are
guranteed to reflect the entire sample, and we can even probe the temperature de-
pendence in a broad range comparable to .J. We recall that many other techniques
such as STM and angle-integrated photo emission probe only the surface of the crys-
tal which does not necessarily represent the bulk properties. They are also incapable
of probing the local electronic states in the temperature range of interest

The key feature we utilize are the inhomogeneously broadened NMR and NQR
lineshapes. In undoped LayCuQy, the Cu NQR linewidth is homogeneously broad-
ened. Homogeneous linebroadening is NMR jargon which in the present case implies
that the linewidth of the spectrum is proportional to the very long electron spin-spin
correlation length € 4. On the other hand, the ®*Cu NQR lineshape in Lay_;Sr,CuQOy
is known to be inhomogeneously broadened by spatial variations in Electric Field Gra-
dient (EFG) tensors. Likewise the ®*Cu NMR lineshape is inhomogeneously broadened
by spatial variations in Knight shifts. The origin of the large distribution in the EFG
has never been investigated extensively since most researchers considered it to be the
mere consequence of disorder by alloying effects between *2Sr and *3La ions (there
has also been a persistent false assertion that the %*Cu NQR lineshape reflects elec-
tronic phase separation into two regions). The "O NMR lineshape also exhibits

an unusually broad spectrum. with Curie-Weiss like temperature dependence in the
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linewidth. This has also been a long mystery in the NMR community (as mentioned
above) since the presence of local moments should lead to a Curie like temperature
dependence of the linewidth instead.

In this thesis, we present our detailed measurements of the frequency dependence
of spin and charge properties across the %Cu NQR and 7O NMR lineshapes. We
also present novel lineshape simulations that explicitly take the alloying effects into
account. Qur results indicate that, contrary to common assumptions, disorder effects
or local moments are not the cause of the extreme inhomogeneous linebroadening in
Las_;Sr;CuQy. Instead, we show that the inhomogeneous linebroadening reflects a
spatial variation over the short ~6 nm length scales of the local electronic states. By
conducting detailed measurments as a function of temperature, we demonstrate that
it involves certain thermodynamic effects.

The rest of this thesis is sectioned as follows: in chapter 2 we characterize our
poly-crystalline samples, we present the experimental techniques and notation for
83Cu NQR, and we describe the NQR/NMR spectrometer. In chapter 3 we present
the experimental results for ®*Cu NQR including the frequency dependence of %31 /T;
to determine ®*jo0,;, and the temperature dependence of the %3y NQR spectrum.
In chapter 4 we present the analysis of the ®Cu NQR data using the patch-by-
patch model of the inhomogeneous electronic state. We formulate of the point charge
calculation of the EFG (electric field gradient) incorporating randomness effects and
deduce the lower bound % Ryg. and 3z, above T. We also fit the NQR data
below T, to deduce the local orthorhombic distortions of the lattice. In chapter 5 we
summarize the YO NMR data of the spatial variation and compare with 3Cu NQR

data. In chapter 6 we present our conclusions.
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Chapter 2

Experimental Techniques and

Procedures

2.1 Sample Characterisation

All of the single phase, poly-crystalline samples of Lay_,Sr,CuOy used in this study
were prepared using conventional solid state reactions [72,89]. We mix predried Lay O3
(99.995%), SrCO3 (99.995%), and **CuO (99.995%) with correct nominal composi-
tions using an agate mortar and pestle until an intimate mixture is obtained. A
prereaction is carried out for 20h in a box furnace at 850°C followed by repeated
regrindings and sinterings (also 20h) at temperatures between 950°C and 1000°C.
During these initial firings the materials are usually made into low density pellets
with a hand press. Finally the samples are pelletized with the pneumatic press and
high temperature annealed in flowing O, gas at 1100°C to 1150°C for 24h to 48h
before a slow and controlled cooling cycle that includes low temperature annealing
at 800°C (24h) and 500°C (24 h). The long annealing in O insures that the oxygen
content is uniform and stoichiometric and high annealing temperatures insure fast
reaction kinetics. By using a large number of grindings (typically 5-8), we acheive
homogeneous, high quality poly-crystalline samples.

The most important test on the quality of our poly-crystalline samples is shown

in Fig. 2-1. In Fig. 2-1 we compare the extent of the inhomogeneity in high-quality
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Figure 2-1: Cu NQR spectrum (left axis) and frequency dependence of #1/T} (right
axis) at 100 K for single crystal z = 0.15 (W) {80} and **Cu isotope enriched poly-
crystalline sample x = 0.16 (o) [79]. Extra feature in Cu NQR spectrum at lower
frequency side for (W) is from %°Cu isotope. Dashed line is fit using patch-by-patch
model with a lower bound for the patch radius of 63Rpmh = 2.6 nm, while solid lines
are a guide for the eye.
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Figure 2-2: Temperature dependence of field cooled Meissner signal in 15 Oe for poly-
crystalline Lag_;Sr,CuOy with z = 0.20 (x), x = 0.16 (A), z = 0.115 (), z = 0.09
(#), z =007 (o), and z = 0.04 (A).

single crystals [80] and our poly-crystalline samples (reported here and in Ref. [79])
by measuring the frequency dependence of 31/7} across the ®*Cu NQR spectrum.
We find entirely consistent results between samples. This immediatelty establishes
that the inhomogeneity in the electronic state in Las_,5r,CuOy is an intrinsic phe-
nomenon common to many samples, and also rules out certain claims that our poly-
crystalline samples are somehow more inhomogeneous than those reported elsewhere.
Such claims on the quality of our poly-crystalline samples originated as an excuse to
negate the fact that hole doping is inhomogeneous in Las_;S1,CuOy [79].

Apart from 3Cu NQR itself, we characterise our poly-crystalline samples by mea-
suring the superconducting transition 7, and the room temperature lattice parame-
ters. We deduce T, by measuring the Meissner signal using a SQUID magnetometer
in the field cooled mode with a constant applied magnetic field of 15 Oe, the results
of which are shown in Fig. 2-2. We find that the onset temperature of the diamag-
netic susceptibility, 7,, and the volume fraction agree with previous measurments in

poly-crystalline samples prepared in a similar fashion [72,89)].
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Figure 2-3: z dependence of lattice constants at 295 K deduced by X-ray diffraction
along the a, (o}, b, (%), and ¢ (e) axes using orthorhombic notation.

We deduce the lattice parameters with an X-ray diffractometer using the Cu Ka!l
line. The lattice parameters are shown in Fig. 2-3, which show close agreement with
previous results [72]. We shall use the data in Fig. 2-3 for our analysis in chapter
4. In this thesis, we define a, and b, to be the lattice parameters in orthorhombic
notation and [a,, b,, ¢] as the vector along the orthorhombic directions. Likewise, we
define @ and b(= a) as the lattice parameters in tetragonal notation and [a, b, | as the
vector along the tetragonal direction. An illustration of the body-centered tetragonal
cell is shown in Fig. 2-4.

Our typical X-ray linewidths were comparable to the instrumental resolution with
a HWHM dpnsr ~ 0.025° determined using a high quality Si standard. Previous
higher resolution X-ray diffraction experiments [88] (where dnstr ~ 0.01°) were able
to use the observed X-ray linewidths and overlaps between different samples z to
deduce a lower bound to the compositional distribution with a HWHM 6zg, ~ 0.01.
Only a lower bound to ézg, could be inferred because X-ray diffraction takes a spatial
average over length scales larger than tens of nm’s [88]. They attributed dzg, ~ 0.01

to imperfect mixing inherent to the solid state reaction. Similar conclusions were
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reached [72] using overlaps of X-ray diffraction and neutron Bragg peaks between
different x where dxg, ~ 0.015 was deduced.

We confirmed the same order lower bound dzg, ~ 0.013 in single crystal z = 0.15
[80] using EMPA (electron micro-probe analysis) whose length scale is determined by
the focus area of the beam ~ 1um. This means that even for high-quality single crys-
tals whose spatial variation of *2Sr content is as small as dzg, ~ 0.013 (<% AZioear)
over ~ lum still exhibits a large modulation in the local electronic states as detected
by NQR at much shorter ~nm length scales. Furthermore, we will demonstrate in
chapter 3 that ¥ Az, is temperature dependent and increases with decreasing tem-
perature. This means that the variation in T2Sr content from the solid state reaction
alone cannot account for our findings. Instead, a thermodynamic process must be

involved.

2.2 NQR Techniques and Procedures

2.2.1 The Quadrupole Interaction

The nucleus interacts with the charge environment through the charge distribution of
the nucleus. The simplest way to express the charge interactions is by the multipole
expansion of the charge distribution in spherical harmonics of order {. Obviously, the
nuclei has a charge monopole moment (I = 0), Ze, which interacts with the electric
field. However, this interaction is independent of the direction of the spin of the
nucleus, so the nuclear spin transitions are not effected by this interaction. The next
moment, an electric dipole moment (I = 1), is prohibited by the fact that nuclear
states have well-defined parity. In fact, this prohibits any charge multipoles with odd
L.

The quadrupole moment (I = 2), "Q for the nuclear species n, is allowed and is

defined as [1,81]
e = %/(Sz2 — r3)p(r)"dr (2.1)

where p(r)" is the charge distribution of the nucleus in its maximum magnetic eigen-
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state m; = I where I 1s the total nuclear spin. Taking the z-axis as the magnetic
quantization axis and 77 as the nuclear spin operator along the quantization axis, m;
is given by the eigenvalue

IZII,”(TL]> ZTTL['[,TTL]) (2.2)

Physically, the quadrupole moment represents the deviation of the charge distribution
of the nucleus from spherical symmetry. A “pancake” shaped charge distribution will
have a negative quadrupole moment (which is the case for 3 Cu), while a “rocket-ship”
shaped charge distribution will have a positive quadrupole moment(which is the case
for 170). Note that "@ = 0 for I = 1/2 nuclei since flipping between m; = £1/2 states
has no effect on the total Coulomb energy between the nucleus and the surrounding
EFG. I > 1 must be satisfied for "Q # 0.

Higher order moments of the charge distribution probably do exist, but the inter-
action effects become smaller very rapidly for higher orders. The interaction strength

is expected to decrease roughly as [1]

(%)l ~ (107%)! (2.3)

where R,, is the radius of the nucleus and R, is the radius of the electron distribution.
This very rapid decrease in the interaction strength is clearly seen in the comparison
of the { = 0 monopole and [ = 2 quadrupole interactions. The monopole interaction
between the charge of the nucleus and the electrons will be of order 10 eV, while a
typical quadrupole interaction is of order 10 MHz ~ 1078 V.

The quadrupole moment ™(Q interacts with the total EFG (electric field gradient)
V(#1) at the position of the nucleus (r = 0), and is therefore a charge probe. The
traceless symmetric tensor V%7 is defined as such [1]

V(B,v):( il ) (2.4)
02p0Ty ) g

where V is the total Coulomb potental at the origin and (/3,7) are any two orthogonal
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spatial directions. The interaction Hamiltonian is then given by [1]

Ho = Z % {%(Iﬁﬁ + I8 — 8P I(T + 1)} Sy (2.5)
A

In the case of Cu, there exist two stable isotopes n = 63(65) with natural abun-
dances of 69 (31) % respectively, both with a nuclear spin 7 = 3/2. This is both
an advantage and a disadvantage. It is generally a disadvantage in the sense that
their quadrupole moments "@ happen to be similar 3Q/%Q = 1.081, and therefore
their NQR spectrum tend to coincide. This is the case in Lay_, Sr,CuQy4 for z > 0.05
where the NQR spectrum from each isotope is broad enough that they merge in the
temperature range of interest, and therefore *Cu isotope enrichment is essential to
separate the lines.

Using Eq. (2.5), the resonance frequency tensor ﬁaug ) is then given by [1,81]

63
63, (B _ € Q6 6
YqQ 2 4 (2 )

V) can be rotated and diagonalised to point towards the principle axes « of the

EFG. This leads to the following relation

63
63 o €Q
1 =
@7 2

ye (2.7)

In the tetragonal phase, the principle axes a are along the crystal axes [a,b, |, and

satisfy the general traceless condition
Vet VP4 Ve =0 (2.8)
The direction of the largest component |V¢| defines the main principle axis which is

along the crystal c-axis. The asymmetry parameter 5 (0 < 7 < 1) is then defined as

Va_vb

= (2.9)

T]:
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Ve > |VP| > [V (2.10)

n is typically small n < 0.06 for the planar Cu site in the cuprates [69], and for both
A and B-sites in Lay_,Sr,CuQOy [82]. The final expression for the observed NQR

frequency ®vg in the tetragonal phase is then given by

63

Sug = V(14 97/3)
oh

e53Q

T

1/2

1R

(2.11)

for n < 0.06. The value of ®3Q used varies between groups, but is generally taken
to be etther 53Q = —0.211 barns [84] which is based on theoretical calculation, or
63(Q) = —0.16 barns [2] which is based on ESR measurements in cuprate salts. Since
we are dealing with experimental results, we choose to use Q) = —0.16 barns [2].
As discussed in appendix A, however, our calculation of the length scale 3Ry is

insensitive to the absolute value of %3 used.

2.2.2 The spin-lattice relaxation, %1/T;

The dynamic properties are reflected in the nuclear spin-lattice relaxation rate, “1/T}.
%37, is the time scale for the nuclear spin system to return to thermal equilibrium
after excitation by an applied r.f. pulse, as shown in Fig. 2-5. This time scale reflects
the density of low energy magnetic fluctuations of the electronic system.

As long as the nuclear spin system may be described by a common spin tempera-
ture, %31/T, may be written in terms of the transition rates W,,, between the nuclear

states with energy E,, and E, [81]

1 1 Zm,n Wmn(Em - En)z
=3 o] (2.12)

The transition rate W,,, is determined by the external perturbations on the nuclear
spin system. In these strongly magnetic copper-oxide materials, the most important

contribution to %1/7y is from the clectron spin fluctuations via the electron-nuclear
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Figure 2-5: In order to measure %*1/T}, we first excite the nuclei to the higher energy
level state by an r.f. pulse and then monitor the relaxation of the nuclei back to
thermal equilibrium. Energy is transferred out of the nuclear spin system by magnetic
fluctuations at the resonance frequency **vg ~ 36 MHz.

hyperfine spin interaction. Note that while the transition rates W,,, are dominated
by magnetic processes, the separation of the nuclear states (E,, — E,) /h =5 v is
determined by the EFG (Fig. 2-5).

The allowed transitions (m; < m}) in NQR for 7 = 3/2 are (+1/2 < +3/2)
and (—1/2 «— —3/2) [1,81]. (+1/2 <> —1/2) is not allowed in NQR since the EFG
cannot split the + degeneracy (Fig. (2-5)) since it is of charge origin. Furthermore,
(=1/2 & +3/2) and (+1/2 & —3/2) where |Am;f{ = 2 does not occur because %1/7}
is dominated by magnetic relaxation processes where only |Am;| = 1 is allowed.

In NQR, the direction along which the spin-lattice relaxation rate %1/T} is mea-
sured is given by the main principle axis, i.e. the c-axis (Eq. (2.11)), and cannot be
changed externally. Using Eq. (2.12), one can derive a general expression for 531/

with relaxation by a single magnetic process as such [61]

v (Til) = 33_5 > [lﬁaA(Q)u.nV + |63A(q)<l,2)’2] S 1 (q,wn). (2.13)

q

where w, /21 =% 15 ~ 36 MHz is the NQR frequency, and q is the reciprocal lattice

vector. ¥ A(q)(L,1) (in units of kOe/up) is the wave vector dependent hyperfine form
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factor [75] in the first perpendicular direction to the main principle axis of the EFG
(i.e. in the ab plane), and **A(q)(L2) to the second perpendicular direction (also in
the ab plane). The hyperfine form factors are discussed below. S (q,w,) is the F.T.
of the ensemble average of the electron spin-spin correlator ({S(0,0)~, S(r,£)*}) (in

the ab plane) given by
1 o , _
Si(quw,) = o Z/_ dt - exp [i(q - 1 — w,t)] - ({S(0,0)7, S(r;, Hthy  (2.14)

The summation r; is over the lattice positions of the 4 electron spins. Using the
fluctuation-dissipation theorem [99], we can express Eq. (2.14) in terms of the imag-

inary part of the spin susceptibility, X} (q,w,) (in units of emu/[mol f.u.]), as such

Wy

Napg
n _ n AMB
X1 {q,w,) = T ( oo S1(q,wn) (2.15)

Eq. (2.15) is valid in the limit Aw, < kgT, which is certainly the case for current
experimental conditions where fuv,/kg = 1 — 2 mK.

The T; pulse sequence we used is shown in Fig. 2-6(b) where we measure %1 /T}
by first applying a 7 pulse to invert the nuclear spin population at time ¢t = 0. We
then wait for time ¢ before measuring the ”spin-echo sequence” (Fig. 2-6(a)). The T}

pulse sequence can also be expressed as such
T~——~—t———~[r—7—m/2— 1] —echo (2.16)

The time dependence of the nuclear magnetisation M (t) is determined by taking the
integral of the echo in the time domain. %1/7} is then determined by fitting M(t) to

the standard recovery form [64]
M(t) = M(oo) + (M(0) — M(o0)) - {exp (—%t)] (2.17)

appropriate for NQR with nuclear spin { = 3/2. The factor 3 in the exponential in
Eq. (2.17) implies that the I = 3/2 nucleus for NQR rotates 3 times faster than a
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I =1/2 nucleus for NMR. In Eq.(2.17), M(0), M(oc) and ®1/7} are free parameters
determined using a non-linear least squares fitting package to the recovery data. An
example of the recovery data M(t) is shown in Fig. 2-6(c) at the center of the A-line
for Lay g451r9.16Cu0y at 295 K, with a best fit shown as the solid curve where %31 /77 =
2885 57! is deduced. The time dependence of M(¢) fit well to a single value of %31/77,
implying that the spin-lattice relaxation rate is dominated by a single fluctuation
mechanism. We determine that %*1/7} is dominated by a spin fluctuation mechanism
by measuring %1/7; for the ®*Cu isotope in non-isotope enriched samples for which

we observe the ratio Fi—i%—i] ~ 1.15. According to Eq. (2.13) where 1/7} ~ ~2 for

spin processes, this implies that [2:—1%] = [:—ﬁk] = 1.147, which is consistent with
experiment. If on the other hand the 1/7) and %1/7) were dominated by charge

fluctuations then 1/7} ~"Q?. This would result in [z347t | = [8] = 0.856, which

is not observed experimentally.

The length of the r.f. pulses, ¢/, in Fig. 2-6(a,b), and the intensity of the r.f.
pulses, H, (i.e. the peak height of the pulses), were chosen to satisfy the resonance
condition [1]

Bl Hitrsy = m/2. (2.18)

7y, 1s the effective nuclear gyro-magnetic ratio which we determine using the following

expression [1]

St = I+ D) = mr(m; — 1) S, (2.19)

for all quadrupole split transitions ({m; — 1} < m;) with m; > 0. %3y, = 11.285
MHz/Tesla is the bare nuclear gyro-magnetic ratio for 83Cu. In the case of ¥Cu NQR
834l = /3%, Note that the factor v/3 in %3/ accounts for the factor 3 in the
recovery M(t) in Eq. (2.17), given that %1/7} oc (%4/)? according to Eq. (2.13) for
spin relaxation. Once the resonance condition in Eq. (2.18) is satisfied, our results of
%1/T1 were independent of the pulse length ¢,/; and t, = 2t,/,. Typically, we used a
short pulse length ¢,/ ~ 3us, implying H; ~ 40 G.

Another experimental parameter in the T; and spin-echo pulse sequences (Fig.

2-6 and Eq. (2.16)) is the (/2 — 7) pulse separation time 7. In the case of large
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Figure 2-6: (a) The r.f. pulse sequence used for measuring the spin echo. (b) The r.f.
pulse sequence used to measure 1/7; where the time-integral of the spin-echo, M(t)
(ie. the magnetisation), is measured as a function of delay time ¢. (c) An example
of the recovery of M(t) for La; g4Sr0.16Cu0y4 at 295 K from which 7} = 0.3466 ms is
determined from the solid line fit. A fixed 7/2 — 7 pulse separation of 7 = 12us was
used for all data presented in this thesis.



doping z 2 0.16 and low temperatures T < 150 K, we found a slight dependence
of #1/T; depending on what value of 7 was used. In the case of 2 = 0.16 at 100
K, increasing 7 from 12 to 24 us resulted in a roughly uniform ~ 10 % decrease in
®31/T; across the NQR line. In appendix B we show that the observed 7 dependence
of ¥1/T7 is a consequence of a multiple exponential recovery for M(t). The multiple
exponential recovery for M(t) implies that there is a distribution in %1/T} values
at fixed frequency, i.e. there are multiple magnetic relaxation mechanisms for which
the nuclei can relax back to thermal equilibrium. In the case of x = 0.16 at 100 K,
we analyze the multiple exponential recovery for M(t) and deduce the distribution
in ®1/T; at fixed frequency. We also show that the distribution in %1/7} can be
naturally accounted for by an underlying intrinsic lattice broadening, ®*AplL | which

we calculate.

2.2.3 The Hyperfine Form Factors

The hyperfine form factor ®A(q)(, 1) arises from the geometry of the hyperfine cou-
plings between the electron spin S and the nuclear spin I. Typically, the nuclear
spin has significant hyperfine interaction only with the electron spin of its atom and
nearest neighbor atoms. The hyperfine form factor is the Fourier transform of the

local hyperfine interactions defined as [75]

BA(q)L =) U e (2.20)

)

where the summation is over all electron spins, ¢, with hyperfine interaction %A%
and r; is the vector from the atomic site of the electron spin to the nucleus.

The hyperfine interactions, ®A*, are usually given in units of kOe/up. A typical
hyperfine interaction in copper-oxide materials is |A(q)| ~ 100 kOe/up. This can
be understood as an amount ~ 100 kOe of hyperfine magnetic field at the site of
the nucleus produced by one Bohr magneton pp of bulk electron spin susceptibility.
This method of specifying the hyperfine interaction has the advantage that it is a

property of the electronic structure alone and does not depend on the nucleus used
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to measure the field. Another unit for #A* is in €V’s, which typically corresponds
to g1vmhi|A(q)| ~ 107% eV for a whole pp of susceptibility, where g, ~ 2 is the
anisotropic electron g-factor.

The hyperfine form factor is important because it determines what wavevectors,
q, of electron spin fluctuations that 1/77 is sensitive to. Differences in the hyperfine
form factors for different nuclear sites can be used to obtain information about the
wavevector dependence of the spin susceptibility. In these antiferromagnetic copper
oxide compounds, the spin susceptibility at low energies is strongly peaked near the
antiferromagnetic wave vector, Qap = (7/a,7/a) [29,39,73]. If the hyperfine form
factor at the antiferromagnetic wave vector, Qar, is non-zero, then 1/7} is sensitive
to the antiferromagnetic spin fluctuations as in the case of #3Cu NQR. If the hyper-
fine form factor is 0 at Qar, then antiferromagnetic fluctuations do not affect 1/T.
Typically in copper oxide materials, copper ®1/T, does measure antiferromagnetic
electron spin fluctuations, but the planar oxygen 70, 71/T;, does not.

This can be seen by looking at the typical hyperfine form factors for copper and
oxygen in these materials, as shown in figure 2-7. For a copper nucleus, a hyperfine
field, A, in the spatial direction «, is produced by the onsite electron spins. The
hyperfine interaction between the electron spins and the nucleus can be divided into

four different contributions [2,57].
Aa — Acontact+Acp+Aiipole+Azpin—mb (221)

The first contribution is the contact interaction, A®™* which expresses the inter-
action for s-like orbitals, which have some probability for the electron to be at the
site of the nucleus. This leads to a relatively large interaction proportional to the
probability for the electron to be at the nucleus site. The second contribution, A%,
is from core polarization. Even if the electron spins are not in an s-like orbital, the
polarization of the outer electrons may cause a small polarization of the inner (core)
electrons, which interact with the nucleus. Typically, this core polarization effect is

negative because the core electrons are polarized opposite to the outer electron spins.

36



These first two contributions are isotropic because s-like orbitals have an isotropic
probability distribution.

The last two terms in Eq. (2.21) are from non-s orbitals which are anisotropic.
The third effect is the dipolar interaction between the electron and nuclear spins,
Adiwole The fourth interaction, A®™~°® arises from the spin-orbit interaction of
the electron spin magnetic moment and the electron orbital magnetic moment. This
interaction polarizes some of the orbital magnetic moment when the electron spin is
polarized and this orbital magnetic moment interacts with the nuclear spin.

In addition, the nearest neighbor copper spins also contribute a significant hyper-
fine field, B. This hyperfine field from the nearest neighbor copper spins is discussed
by F. Mila and T.M. Rice [57] as arising from the hybridization of the copper elec-
tron orbitals to include the 4s orbital of the nearest neighbor copper ions. This means
that the copper electrons spend some time on the 4s orbital of the neighboring copper
ions, thus providing an isotropic contact hyperfine interaction, B, with the neighbor-
ing copper nuclei. It 1s this contribution from the off site electron spins which creates
a wavevector dependence in the hyperfine form factor. It is simple to see from Fig.
2-7 that for wavevector q = 0 where all the electron spins point the same direction,
%A(q=0), = A, + 4B, which for the perpendicular direction ®¥A(q = 0), =~ 206
kOe/up [36]. For antiferromagnetic wavevector QQ where the electron spins alter-
nate directions, ¥ A(q = Qar)o = A — 4B, which for the perpendicular direction
A(q = Qar)L ~ —130 kOe/up [36]. The full wavevector dependence is given by

% A(qQ)a = Aa + 2B (cos(gza) + cos(g,a)) (2.22)

The oxygen atoms in the copper oxide planes are located in the middle between
two copper atoms. These two copper atoms both contribute a hyperfine field, C,, at
the oxygen nuclear site as shown in Fig. 2-7. For wavevector q = 0, 1"A(q = 0), =

2C,,. For the antiferromagnetic wavevector Qar where the electron spins alternate
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Figure 2-7: Hyperfine form factors, A(q)q, in the a spatial direction, for copper ® A(q)
and oxygen '7A(q) atoms in the copper-oxide materials. Left hand side illustrates
A(q = 0), and right hand side illustrates A(q = Qay)s. Full wavevector dependence
given in Eq. (2.22) and Eq. (2.23).
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directions, YA(q = Qar)n = 0. The full wavevector dependence is

TA(Q)* = [ZC// Ccos (%) ,2C* cos (q;_a) ,2C° cos (%)] (2.23)
where 1t is convenient in the case of oxygen to label the three distinct crystal axes as
such: the first is along the Cu-O-Cu bond direction which we denote as // since it is
parallel to the bond, another is along the c-axis which we denote as ¢, and the last
is perpendicular to both // and ¢ which we denote as L. According to Ref. [80], we
find

[2C77,2C+,2C°] = [146, 89, 88] (2.24)

in units of kOe/up. It is also found that the hyperfine coupling constants for both
%Cu and 'O are the same in Las_,Sr,CuQ4 [36,59] and YBa,Cuz0, [91].

To summarize, there is a large contribution to 31/7) from the anit-ferromagnetic
wavevector Qar = (7/a,7/a). Since x'| (q,w,) is peaked in the vicinity of q = Qar,
this implies that ®31/77 NQR is a local probe of the low frequency antiferromagnetic
spin fluctuations in the plane. In the case of 70, there is no contribution to 71/T}

q = Qar, rather, 1/T} is dominated spin fluctuations in the vicinity q = 0.

2.3 NQR/NMR electronics

The NQR and NMR measurements were conducted using state-of-the-art equipment
with particularly good signal to noise. The electronics, shown in Fig. 2-8, are required
to do two things. Firstly, they send out the r.f. pulses to excite and resonate the
nuclei in the sample and at a later in time when the nuclear spin echo forms, the
echo signal is acquired. The echo signal is typically very low intensity and much
care has to taken to reduce unwanted r.f noise. Our NQR/NMR spectrometer is
based around the Aries spectrometer by Tecmag (), which communicates with the
Macintosh (©) computer. The general flow of the electronics is as follows. The r.i.
frequency source {PTS 310 or 500) produces continuous r.f. which is gated into pulses

by the TTL signals from the Aries spectrometer. These r.f. pulses are then amplified
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by the power amplifier (Kalmus LP1000, 1 kW) to peak voltages of up to 300 V.
The amplified r.f. pulses are fed through paired diodes into the NQR/NMR probe.
The NQR/NMR probe consists of two adjustable capacitors and an inductive coil.
This allows the circuit to be tuned to the chosen r.f. frequency and also matched
to 50 ohms impedance of the co-axial cables. In appendix C we discuss the simple
circuit theory behind the resonance condition of the parallel capacitance/inductance
circuit. The sample is placed inside the inductive coil, and is thus exposed to the REF
oscillations of the magnetic field of the inductor.

The next two parts beyond the NQR/NMR probe help shield the sensitive signal
amplifiers from the large r.f. pulses. A quarter-wavelength (\/4) cable is inserted
between the NQR/NMR, probe and paired diodes that are grounded. Typically for
50 Q co-axial cable, A\/4 ~ 45/v for the A/4 in m and v 1s the resonance frequency in
MHz. The grounded diodes prevent the large voltages of the RF pulses from entering
the signal amplifiers. Since a quarter-wavelength is the distance between the zero
voltage point of the wave and the peak voltage, the quarter-wavelength cable allows
the voltage to be large at the NQR/NMR probe while the voltage is small at the
grounded diodes.

For acquiring the signal, the same inductive coil also provides an induced voltage
~ 1V from the nuclear spin precession. The signal is not attenuated by the grounded
diodes as long as the signal is below the threshold voltage of the diodes (~0.6 V). The
signal is amplified by the r.f. signal amplifiers (LN-2L or LN-2M by Doty). Generally,
we have two Doty amplifiers which are separated by a pair of r.f. mixers (Mini-circuits
ZAD-1) which we use as switches. The switches are only turned on when we want to
acquire the signal to avoid unnecessary saturation of the amplifiers. For the third r.f.
amplifier, we use a Mini-circuits ZFL-500LN. This amplified signal is then split (Mini-
circuits ZFSC-2-1W) and mixed with the original continuous r.f. with two different
phases, ¢ =0 and ¢ =90 degrees. This is referred to in the NQR/NMR literature as
quadrature detection. Mixing with the two different phases essentially allows us to
get both the cosine and sine components of the signal at the chosen frequency (or

equivalently the real and imaginary parts of the Fourier transform). After mixing
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Figure 2-8: Schematic of electronics for NQR/NMR spectrometer, Imai Labs.

with the original r.f., the signal is close to d.c.. We amplify the signal once more with
an op-amp (AD521) based circuit with a gain of 100 and a complementary bandwidth
of ~100 kHz. This final signal can be viewed on an oscilliscope and is digitized by the
Aries spectrometer. In addition to the software provided with the Aries spectrometer,
K.R. Thurber wrote some additional functions to provide the data analysis that we
needed.

A NQR/NMR technique that is crucial for separation of the small spin echo signal
from the decay (ringdown) of the r.f. pulses is phase cycling [68]. In our resonant
circuit (@@ ~50 for Cu NQR) (see appendix C), the r.f. pulses require some time to
decay and can obscure the spin echo signal. The pulse sequences shown in Fig. 2-6

are repeated with different phases for the r.f pulses in order to cancel the decay of
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the r.f. pulse. For example, for the spin echo sequence, we use four different phases

and add or subtract the resulting signal based on the sign of the echo:

(m/2)sa T

(7)2) s T ()

(m/2)—y T (m)yy, T echoy,
(/24 7 (7)

Tl+e T echoy,

T,z 7T echo_,  Subtract

)iy T echo_,  Subtract

where (7/2) and () refer to the 90 degree and 180 degree pulses with the subscript

indicating the phase of the r.f. pulse. In this sequence, any ringdown of the 90 degree

or 180 degree pulses is cancelled. For the T} sequence, we have an additional 7 pulse.

We repeat the above four phase sequence twice, once with (), for the first m degree

pulse, and again with (7)_,. In addition to cancelling any ringdown of the pulses, this

also cancels the stimulated echoes that can occur with three pulses [68]. The phase

cycling technique dramatically helps to measure the spin echo at short 7 ~ 12us in

the case of ¥Cu NQR.
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Chapter 3

%3Cu NQR Experimental Results

Due to the experimental ease of the measurement, the temperature dependence of
831/11 1s generally only measured at the peak of the %3Cu NQR or NMR spectrum.
The most striking feature of our *Cu NQR data we present in this chapter, however,
is that ®1/T} shows qualitatively different temperature dependence depending on
where along the NQR line it is measured [79]. As we shall show, this implies ,
without invoking any kind of model, that certain regions of the CuQO, plane are more
metallic while others are more insulating.

In order to measure the frequency dependence in %31/7} and obtain any quantita-
tive information over a wide temperature range, it is essential to separate the signal
from 63 and 65 isotopes. Previous work by S. Fujiyama et al. [22] measured (6365)1 /7
for naturally abundant Cu in which they successfully deduced that a substantial fre-
quency dependence exists across the ©3%)Cy NQR spectrum, however, no statement
beyond that could be inferred in particular regarding the temperature dependence.

In Fig. 3-1 we explicitly show the frequency dependence of ®31/T) across the 53Cu
NQR line at a fixed temperature of 295 K. We first remark on the overlap between
samples with different nominal hole concentration z, shown in Fig. 3-1(b). Taking
z = 0.115 as an example, we see that the upper (lower) half intensity point of the
x = 0.115 A and B-lines roughly coincides with the peaks of the z = 0.16(0.07), which
implies that the characteristic local hole concentration %3z;,.q; is given by 3z, <

0.16 in more metallic regions, while is given by ®*z,,.,; > 0.07 in more insulating
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Figure 3-1: (a) Frequency dependence of %1/T) 4 and ®1/T} g across the A and B-
lines of the 3Cu NQR spectrum of 3Cu isotope enriched Lag_,Sr,CuQy for x = 0.20
(x), = 0.16 (A), & = 0.115 (»), = = 0.07 (o) and = = 0.04 (a). All data is at 295
K. Solid curves in {a) are a guide for the eye. (b) **Cu NQR spectrum of the A and
B-lines where the same symbols as (a) are used. Solid curves in (b) are calculated
fits using patch-by-patch model of spatial variation in local hole concentration 63 X 1ocal
with a lower bound for the patch radius (using d; dopants) of % Rygeen = 2.1 — 3.1 nm
for increasing x, respectively.
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regions. The reason why only an upper boundary for ®z;,..; can be deduced, is that
we are assuming that the linewidths in Fig. 3-1(b) are dominated by ®*zj,cu(# )
alone. In fact, as we calculate in chapter 4, there is a substantial intrinsic lattice
broadening defined as *3Awy,,; which is independent of the broadening arising from
8 Ziocar:  S3Avig originates from the distribution in local EFG values due to the
random positioning of *?Sr ions in the lattice, and we calculate its size by using a
point charge lattice summation. In Fig. 3-2 we illustrate the extent of 3Auv,,,, as the
dashed curves, which is comparable to the full experimentally observed broadening
shown as the data points. The influence of ®3Ayy,,; convoluted with that of %3z,
complicates our analysis. Therefore, in order to get a better estimate of 3z, using
3Cu NQR, we must measure %1/T; at various positions across the line as shown in
Fig. 3-1(a).

Before proceeding to the main results for 1/T}, we define the values of %1/7} 4
and %1/T; p taken at various positions across the NQR lineshape shown in Fig. 3-2:
631/ T1(24)1 defines ®*1/T; measured at the CG (center of gravity) of the A-line, 531/ Tl(:l)
defines %*1/T, measured at the half intensity of the upper (+) frequency side of the
A-line, %31/ T1(,74) at the lower half intensity side, and %31 /Tl(;ll/ 19 at the lower one-
tenth intensity of the A-line. We shall use these definitions to determine %3z;,.,; as a
function of temperature and z. In Fig. 3-2 we also define the corresponding quantities
for ®1/Ty across the B-line, and we shall show that %1/T} across the B-line yields

consistent values of %3x;,.,; to the A-line.

3.1 %1/T) at the CG of the NQR spectrum

Our ultimate goal is to extract %z, from the frequency dependence of %1 /T} across
the NQR spectrum of the A or B-lines. However, in order to do so, we must first
make a systematic study of 1 /Tl(’oz and %1 /Tl(,(g measured at the CG of the A and
B-line respectively (labelled in Fig. 3-2). In our analysis, %1 /Tl(’oll and 631/T1(3_.;
both represent the spin-lattice relaxation rates of the nominal hole concentration z,

regardless of the underlying broadening. Once a systematic study of the temperature
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Figure 3-2: Frequency dependence of 31/T} 4 and %1/T; 5 (e) across ®*Cu NQR
lineshape (o) for z = 0.115 at 295 K taken from Fig. 3-1. We also define 631/T1(:41/10)7
831/, 1(;4), 631/ Tl(?A), and %31/ Tl(:;) at the lower one-tenth, the lower half, the CG (center
of gravity), and upper half intenisty position of the A-line, along with 31/ Tl(fg at the
CG of the B-line. Curves show fit using patch-by-patch model with a lower bound for
the patch radius of %3 Ryu.n = 1.6 nm (dotted curve), % R0, = 2.6 nm (solid curve),

and %R ., = oo (dashed curve).
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and x dependence of %31 /Tﬂ and ®1 /Tl(fg is made, we can then make quantitative

statements from the frequency dependence of ®*1/T) 4 and %1/T; 5 from the nominal
values at the CG, and thereby determine %z, as a function of temperature.

In Fig. 3-3 and Fig. 3-4 we present the temperature dependence of 1/T 1(70/1
(shown as the data points in Fig. 3-3) and %1 /T1(,0123 (shown as the data points in Fig.
3-4), respectively. While the solid curves through the %31/ Tl(?'f)x data in part Fig. 3-3
are guides for the eye, the solid curves in part Fig. 3-4 represent (e .63 1/'Tff2> taken
from part Fig. 3-3. We plot part Fig. 3-4 as such to be able to directly compare the
temperature dependence of (6 831/ Tl(ii) with €1/ Tl(,[],;, where ¢ is a uniform scaling
factor taken to be ¢ = [0.87,0.87,0.90,0.84] for £ = [0.20,0.16,0.115,0.07], respec-
tively. As shown in part Fig. 3-4, we find semi-quantitatively the same temperature
dependence between the CG of the A and B-lines, with an overall 10 - 16 % smaller
value of %1/T} g compared to ®1/T) 4, i.e. BTy 4/%T 5 = 0.9 — 0.84. Previous
reports in non-isotope enriched samples [40,41] also found that T} 4/%T1 5 < 1.

At first glance of Fig. 3-4, our data for £ = 0.16 and = = 0.20 below ~ 150 K may
suggest that the ratio ®*T; 4/%T} g tends to decrease ~ 10 — 15 % with decreasing
temperature, similar to previous trends reported in {40] for z = 0.20. We point out,
however, that it is dangerous to attach any great significance to the such changes
in the ratio ®7 4/%Ty p for the following reasons: first note that we use the same
experimental conditions at all temperatures, namely, we fix the pulse separation time
at 7 = 12us (Eq. (2.16)). However, in the case where 31/7) is distributed at fixed
frequency (which we observed to be for z = 0.16 and z = 0.20 below ~ 150 K
(appendix B)), using a finite 7 results in a smaller contribution from Cu nuclei with
large spin-spin relaxation rates %1/T5(>% 1/T} ) which have correspondingly large
values of %1/T). Therefore, #31/T; will always tend to be underestimated from the
bulk average in cases when it is distributed and a finite pulse separation time 7 is used.
The extent of the underestimation of 31/7; depends on the extent of the distribution
in %1/T 1itself, the value of T that is used, and also the exact correspondence between
the distribution in %¥1/T} and the distribution in spin-spin relaxation rate 31/T,.

We note, however, that in order to retain the maximum possible signal intensity
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Figure 3-3: Temperature dependence of 1/ Tl(?l at the CG (center of gravity) of the
A-line for z = 0.20 (solid grey line), z = 0.16 (A), z = 0.115 (o), z = 0.09 (4),
x = 0.07 (0), £ =0.04 (&), x = 0.02 (¢), and z = 0.0 (+). All data are taken above
the %Cu wipeout temperature Tygr using a fixed pulse separation time 7 = 12 ps.
Solid black curves are a guide for the eye.
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Figure 3-4: Temperature dependence of %1 /Tl(fg at the CG of the B-line where the
same data symbols from part Fig. 3-3 are used, together with the black solid lines
which represent (e -5% 1 /Tl(gi) data taken directly from part Fig. 3-3 with a uni-
form scaling factor ¢, where € = [0.87,0.87,0.90,0.84] for z = [0.20,0.16,0.115,0.07],
respectively. Gray dashed line represents 431/ T1(,[?3 for z = 0.20.
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and measure the most representative value of ®*1/7} in each case, we always use the
shortest possible value 7 = 12us the experiment allows.

We also recall that with decreasing temperature the spin-spin relaxation rate tends
to get faster and faster for both the A and B-lines, and eventually leads to the onset
of #3Cu NQR wipeout at Tygr [20,31,32,77]. This implies that using fixed 7 condi-
tions will result in increased underestimations of **1/7} with decreasing temperature.
These changes in the underestimation of 1/T} would be the same for both the A and
B-lines provided that the ratio of the spin-spin relaxation rates between the A and
B-lines remain constant with decreasing temperature, and furthermore, provided that
the curvature of the spin-spin relaxation decay were constant with decreasing tem-
perature. However with decreasing temperature, it is known that the Gaussian like
component of the spin-spin relaxation rate tends to get smaller while the Lorenztian
like component becomes more dominant, and eventually below Txgg, the spin-spin
relaxation rate becomes totally Lorentzian like [20,31,32,77]. These factors have to
be properly accounted when deducing meaningful information from the temperature
dependence of BTy 4/%7T; p. Ideally, if one knew the exact correspondence between
the distribution in 1/77 and the distribution in both components of the spin-spin
relaxation rate at both the A and B-sites, one could in principle adjust 7 as a function

of temperature and obtain a meaningful ratio ¥7; o/%T) 5 .

3.2 Frequency Dependence of 1/T; and %z,

In Fig. 3-5 we follow the temperature dependence of %*1/T; 4 measured at various
positions across the A-line labelled in Fig. 3-2. In the background of Fig. 3-5 we
also show ©31 /Tl(’(l)1 taken directly from Fig. 3-3 which represent curves of constant
z. The most surprising discovery of the present work is that %1 /T1(+), 631 /Tl(_)
and %1 /Tl(’l/ 0 a1l show qualitatively and quantitatively different temperature de-
pendence. For example with « = 0.07, 631/T1(+) exhibits semi-quantitatively the
same behaviour as %%1/ T1(,0f)1 for z = 0.115, while %31/77) for = = 0.07 exhibits semi-

quantitatively the same behaviour as 1 /Tl(’ol); for £ = 0.04. This is consistent with
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Figure 3-5: Temperature dependence of 531 /Tl(;ll/ 1) (%), 831/ Tl(;‘) (o), 1 /Tl(gl (black
curve), and %1/ Tl(,::.) (o) for nominal hole concentration z given in each panel. Gray

curves are %1/T7°) for z = 0.00, 0,02, 0.04, 0.07 ,0.09, 0.115, and 0.16 where %1 /T
monotonically decreases with increasing z.
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the fact that the upper (lower) frequency side of the NQR spectrum for z = 0.07
roughly coincides with the peak NQR frequency of z = 0.115 (z = 0.04) respectively,
as shown in Fig. 3-1. We also note that with decreasing temperature, %1 /T1(+),
ST 1(7) and %31/ Tl(_l/ 1) do not exactly follow %31/ Tl(yof)L for a given z, which indicates
that %Az, 1s growing with decreasing temperature.

In Fig. 3-6 we illustrate the details of the process used to extract %3z, from the
data in Fig. 3-5. We first take the data from Fig. 3-5 and plot 63l/fl“l(:'q), 631/T1(:4) and
631/ Tﬂ for each z at a fixed temperature of 295 K. For clarity we connect the ®31/T} 4
data at fixed xz by the dashed black lines. We then create a smooth interpolation of
631 /Tl(‘oll for all z shown by the solid grey curve. Next, we show the process used to
determine 3z;,.4; explicitly in the case of z = 0.07 shown as the solid black vertical
and horizontal lines. In the case of ©1/T{" the horizontal black line determines
what value of %¥1/T, 1(231 (solid grey curve) corresponds to ®1/T\" | then the vertical

line gives %32,., in the more metallic regions 63333(:211 =

0.10. A similar procedure for
631/ Tl(f) gives %31,,.,; in the more insulating regions 63$§o_czzl = (.043. The upper and
lower frequency side therefore yield a consistent deviation $*Azje, = 0.028 + 0.001

from the nominal concentration x = 0.07, where 3Az;,,; is defined as such
63Ilocal =Z i63A$local (31)

9 Axjpcq Tepresents the characteristic amplitude or extent of the spatial variation
63 r1oca.  Note that we consistently define Az, (and therefore ®zy,.,;) with re-
spect to the half intensities of the NQR spectrum. However, similar analysis using
63] /Tl(;ll/ 10) yields a uniform 20-40 % increase in our estimate of “Azjy, and does
not effect our conclusions.

We then determine %z(") and %z,

for all z depending on available %1 /Tl(yojx
data and desired accuracy. For instance, we cannot determine 63:65;211 for z = 0.04
since we do not have 631/T1(22\ data below x = 0.04 at 295 K. The reason for this
is that 295 K corresponds to the wipeout temperature Txgr for < 0.035 [31] (see

chapter 6), and we can only determine GExZ(;Zd from our data for T' > Tngr where full
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Figure 3-6: z dependence of 631/T1(;4) (o), 531/T1(,(2 (x), and 631/T1(:'4) (o) at 295 K
where the vertical dashed lines connect the data for each z. Gray solid eurve shows
interpolation of %1/T; 1(9‘ for all z, while dashed gray line shows overdoped regime.
The solid black horizontal and vertical lines illustrate how to extract ®3z,,.; in the
case of = 0.07 according to %1 /Tl(:g) at the upper frequency side of the Cu NQR

spectrum defined as Gawl(;:)al, and according to 531 /Tl(;l) at the lower frequency side

defined as 63$l(;2ﬂ.
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Figure 3-7: Temperature dependence of the local hole concentration 03 2 10cat (gray filled
o) deduced from the upper frequency side of the A-line using *1 /Tl(‘;) (532t > 1),

local
and also from the lower frequency side using 631/Tf;1) (Gaml(;lz < ), where z is
indicated in each section and shown as the gray horizontal lines. Solid black lines
show reflections of (gray filled ) data through x lines. Also shown is 1,00, deduced
using %1 /Tl(jg) and 631/T1(:B) at the B-line (M), together with the upper boundary
O paten (X) deduced from calculated fit to the ®*Cu NQR spectrum using a patch-
by-patch model for the spatial variation %x,0y.
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Figure 3-8: Temperature dependence of 31/T; for z = 0.16 across superconducting
boundary at T, = 38 K (shown as grey verticle line) at various positions across the
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and %31/ Tl(fj; (¥). Black curves are a guide for the eye.

Cu signal intensity is observable. As for the limitations of 633;1(:0;, we note that at

205 K, 631/T1(23x tends to merge to the same value of ~ 3 ms™" for z > 0.09 [36]. This
implies that one needs to measure %31/T{") heyond the experimental uncertainties in

(+)

loral®

order to get a reliable estimate of ©3

x
The whole procedure is repeated at different temperatures, the final results of
which are summarized in Fig. 3-7. At different temperatures we find similar ex-

63,.(+)

erimental limitations in determining %z and %3z(") however. in cases such as
local local? )

z = 0.07 where both can be determined, we consistently find that 635”1(:211 ~63 zl(;Ll In
the overdoped region z > 0.20 we find a comparable frequency dependence of %1/7}
across the NQR line to that of z = 0.16. However, as shown in Fig. 3-5, we also find
that 531 /Tl(,(?1 starts to increase with increasing = for z > 0.20, and the same is true
at all temperatures. We therefore separate the 51/ Tl(’ol)x data for z > 0.20 shown as

the dashed gray line in Fig. 3-5.

Our rough upper bound estimate discussed at the beginning of this chapter from
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Fig. 3-1(b) showed that the upper frequency side of the #Cu NQR spectrum for
2 = 0.07 coincided with the CG of z = 0.115, i.e. $3z{F) ~ 0.115 for z = 0.07 at 295

K. Our estimate of %3z),.4; in Fig. 3-6 based on **1/7T} 4 and %1/T; g now reveals that

63,.(-F)

o0 =2 0.10. We will present a more sophisticated upper boundary to 03 10car basEd

on the overlap of the ®Cu NQR spectrum in chapter 4 where we take into account
the intrinsic lattice broadening and deduce %4 based on a patch-by-patch model.
For comparison, the calculated upper boundary %z,,., we shall deduce in chapter 4
is also shown in Fig. 3-7.

In Fig. 3-8 we show the temperature dependence of ®31/T) for z = 0.16 across the
superconducting boundary 7, = 38 K (see Fig. 2-2) at various positions across the
NQR spectrum. Despite the fact that the spatial variation ®z;,., varies as much as
0.10 <% zy000 < 0.22 at ~ 100 K, all values of ®31/T; show a comparable fractional
decrease below T, where the superconducting gap opens. In the case of %1 /Tl(_)
where ;. = 0.10, T, should be around 25 K, however, there is already a large
drop in 631/T1(*) by 30 K. In the case of 631/T1(_1/10) where %3z;,.0; = 0.08, T, should
be as low as 20 K, however 81/ /1% clearly shows a drop below 30 K. This shows
that the superconducting transition is a genuine bulk phenomenon which effects all
patches regardless of the local hole concentration #3z,.,;. We note that Tygr > T for
z < 0.115, therefore the 83Cu wipeout for T < Tgg complicates our interpretation
of 1/T} near T, in the case of z < 0.115. This is not the case for z = 0.16 shown
in Fig. 3-8. Note also that all ®1/7; data presented in this thesis are within the

temperature region Tnor ST < 600 K.

3.3 631/@ results

In Fig. 3-9(a) and (b) we show the temperature dependence of the resonance fre-
quency at the CG of the NQR spectrum defined as (%5} where k = (A, B) for the
A and B-lines, respectively. We determine the CG position of the NQR spectrum as
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such

(up) = =

CAVE = ag 4| 2 > . (3.2)
J

83k
where Vig

corresponds to the jth data point of the observed NQR spectrum and
ap = Ln(4). For a Gaussian distribution, as experimentally found to be the case for
x > 0.07, the use of the prefactor ey then reduces 63Ar/5 to the HWHM (half width
at half maximum) exactly.

We see two temperature regimes for <63V(k2> illustrated as the black lines and the
gray lines which we define as the temperature regions above and below Ty. Above Tp
we see a linear decrease of (63y3> with decreasing temperature and a nearly constant
value of (®*5). In chapter 4 we attribute the temperature dependence above Tg
to thermal contraction of the lattice constants within the tetragonal phase, and in
appendix A we also use this region to determine the necessary NQR. parameters for
the patch-by-patch model calculation. The second feature, below Tg, is the change
in curvature in (%34§) for both A and B-lines shown as the solid gray curved region.
The increase in this region is due to the local orthorhombic distortions [36] which
in the case of x > 0.04 set in above the orthorhombic structural phase transition
temperature T, (< 515 K) according to LRO [100]. In the case of z = 0.20, we see
evidence for local orthorhombic distortion starting as high as Tp = 400 K where
neutron results show no sign of LRO. In the chapter IV we use the data below Tp
to calculate the degree of local tilting of the CuOg octahedra away from the c-axis,
defined as 8,4, and we see that there is a sharp onset in 0),.; only the case of z = 0.0.
For z > 0.0 we see a somewhat rounded transition into the local orthorhombic phase.
We note that these local precursive effects to the LRO are consistent with PDF (pair
distribution function) analysis of neutron powder diffraction data [12] and XAFS

(X-ray Absorption Fine Structure) analysis (28] which also see evidence for local

lattice distortions in the temperature region above T,; and into the overdoped regime
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Figure 3-9: Temperature dependence of CG of the *Cu NQR spectrum (a) (®v§)
at the A-line, and (b) (®*»/§) at the B-line for z = 0.20 (x), z = 0.16 (A), z = 0.115
(¢), x = 0.07 (o), z = 0.04 (a), z = 0.02 (¢), x = 0.0 (+). Black curves show fit to
temperature region above Ty where ®3z,,., is deduced, while gray curves show fit to
data below T where local orthorhombic distortions are deduced. Dashed black line
shows onset of orthorhombic phase according to LRO [100].

58



1.2

= f _-
ﬂ : :
© 0.4} ]
EY >

0.0 f——————————+—]
0.8F .

—T
1

(b)
o.0L— . 1
0 200 400
T(K)

1 1

600

Figure 3-10: Temperature dependence of HWHM (half width at half maximum) of
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Black and gray curves indicate temperature region above and below Tiy respectively.
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z 2 0.20.

The temperature dependence of the observed HWHM 63A1/8 of the NQR spectra,
defined using Eq. (3.2), is presented in Fig. 3-10. We also reproduce the temperature
regions above and below T, taken from Fig. 3-9, as the black and gray curves
respectively. In chapter 4 we use the ®*Avf, data for T > Tpy to deduce a lower bound

for the patch radius ®®R,u, and the corresponding an upper bound ®Azpqn(ox

1/63 Rpa,tch) .
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Chapter 4

Patch-by-Patch model of 53Cy
NQR data

The goal of this chapter is to create the static real-space model of the spatial variation
in local hole concentration 8 2 10ca.  We shall use a point charge lattice summation
incorporating randomness effects to calculate the inhomogeneous distribution in the
EFG (electric field gradient) which constitutes the observed ®Cu NQR spectrum. To
the best of our knowledge, such calculations incorporating randomness effects into the
EFG calculation have not been reported. We shall deduce all parameters necessary
for this task in a self-consistent way by using our pool of NQR data, and we shall
successfully account for the entire 53Cu NQR spectrum, including the B-line, with one
adjustable parameter % Rpater, which defines the length scale of the spatial variation in
hole concentration z;,.,;. Once % Rpaten is optimized to fit the $3Cy NQR spectrum,

we deduce an upper boundary %z, for the spatial variation defined as
Gsmpatch =z i63A$patch (41>

» where Qg0 (c 1/ % Rpaten) is the calculated upper bound to the extent of the
spatial variation. As shown in F ig. 3-7, ®pare is found to be consistent with %3z,
where %z, is determined in a model independent way.

As we shall show, the distribution in the EFG is determined by (a) the random
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substitution of donor ions, (b) the variation in local hole concentration **z,., over
short length scales ®Rpgicn = 3.0 — 4.0 nm, and (c) the distribution in local lattice
distortions. Without a priors knowing the lattice distortions in (¢), we attribute
the whole NQR linebroadening to mechanisms (a) and (b). This implies that the
deduced 83 R,,;., we present is a lower bound and correspondingly %@paen 15 an upper
boundary. However we shall demonstrate that “zpuen ~% Ziocar, Where Bz is
model independent, which implies that using mechanisms (a) and (b) alone is justified
in the temperature range T > T. Below Ty where local orthorhombic distortions
set in (Fig. 3-9), we terminate our analysis of 63:{:mtch. The reason for this is that
we also see an increase in the NQR linewidth (Fig. 3-10) below T in the case of
x < 0.07, which suggests that ignoring mechanism {c) above is no longer justified for
T < Tp. In chapter 4.-F we make predictions about the magnitude of mechanism
(c) by attributing the extra linebraodening for T' < T, to distributions in the lattice
distortions. We note, however, that with the exception of chapter 4.4, we ignore
mechanism (c) in our analysis.

There are two approaches for computing the EFG. The first is an ab 1ntio ap-
proach [33,52,71] which involves quantum chemistry calculations, and the second
approach makes use of the experimental data [69,76,79,90,98] to deduce all the nec-
essary parameters in an empirical way. The ab initio approach has been extensively
used to calculate the EFG at the ®3Cu site in La,CuQy [33,52,71], and gives a con-
sistent value for the observed resonance frequency vnor = 33 MHz [36] to within
uncertainties in the quadrupole moment %@Q. The basic idea behind this approach
is that since the EFG decreases rapidly as 1/r® away from origin of the calculation,
the most significant, contributions should be from local EFG components. One can
justifiably separate a cluster of ions in the immediate vicinity of the Cu nucleus whose
contributions are calculated using a full spin-polarized DF (density functional) or HF
(Hatree-Fock) calculation, while the rest of the ions in the crystal are treated as point
charges. The smallest realistic cluster is typically CuQOg/CuysLaqo, where the central
(CuOg) 9 ionic cluster consists of 23 molecular orbitals for each spin projection made

up of linear combinations of 5 3d and 18 2p atomic orbitals. Such calculations are
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found to depend on the cluster size used, where the larger clusters are more reliable
yet involve increasingly complex calculations. They also depend on whether one uses
DF or HF, however both successfully predict that the molecular orbital with the high-
est energy is the antibonding hybridization between the Cu 3d;2_,2 orbital and the O
2p, and 2p, orbitals. The DF method, however, predicts [33] a predomnantly cova-
lent bonding picture where the localized atomic spin density on the Cu is pey, = 0.67,
while HF predicts more of an ionic bonding picture where pg,, = 0.90.

Before discussing our new approach for calculating the inhomogeneous distribution
of the EFG, let us clarify exactly what inhomogeneous broadening implies in the
context of ©Cu NQR. The linebroadening of the %Cu NQR spectrum for z > 0.02
is dominated by the inhomogeneous distribution in the EFG. The inhomogeneous
broadening may be pictured as such: say there is a Cu nucleus j lying in a particular
EFG with value V; which resonates at frequency v;, while a distant nucleus % sits in
a distinct EFG environment V, and resonates at v;. As is predominantly the case
across the sample, the separation between the two nuclei r(; i is larger than the range
€ar ~3 a of the indirect nuclear spin-spin coupling [70] where £4f 1s the correlation
length of the anti-ferromagnetic fluctuations. In such cases, one may flip the 7 nucleus
using an r.f. pulse and observe its echo without being effected by the influence of the
r.f. pulse on the & nucleus. One then measures the ®*Cu NQR spectrum by resonating
at v; and effectively counting the number of nuclei N; in the sample with EFG values
V;, then changing the resonance frequency to v, and counting the number of nuclei
Ny, thereby building up the inhomogeneous NQR spectrum.

As one approaches the undoped limit z < 0.02, the random effects become less
and less significant, and the linebroadening becomes predominantly homogeneous in
nature and dominated by the indirect nuclear spin-spin coupling. As we show in
appendix B, in the case of pure homogeneous broadening for z = 0.0, there is no
distribution in %1/T} across the NQR spectrum, even in the orthorhombic phase
T < Ty. We note that the two distinct length scales {4 and % Rouen which de-
termine the linebroadening of the homogeneous and inhomogeneous NQR spectra,

respectively, have qualitatively different temperature dependences. As we shall show,
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63Rpatch decreases with decreasing temperature, while £ op increases with decreasing
temperature [100]. Furthermore 63Rpatch > £ 4r within the  and temperature range

of interest.

4.1 The EFG Calculation

In the experimental approach, the EFG tensor V®7F (see Eq. (2.11)) along the
orthognal spatial directions (3,~) for the Cu site & = (A, B) is segregated into an

onsite 3d contribution V.’ and an offsite lattice contribution VEDE as such:

VO = GV + Vi (42)

where we introduce the isotropic anti-shielding factor [81] C;fd originating from the
local 3d electrons and the isotropic anit-shielding factor (f,, orginating from the
lattice. We also leave the possibilty open that they depend on which Cu site & =
(A, B) is being calculated. In appendix A we deduce that (&) ~ 0.9, (3, ~ 23,
¢E ~ 082, and (7, ~ 18.6, all in a self consistent way using our pool of NQR data.
We shall also show that the onsite EFG contribution V:,,(f " is overall negative while
the lattice contribution ngft"y}’k is overall positive.

The anti-shielding factors must be determined experimentally, while in the ab
initio approach they are, in a sense, already accounted for. The anti-shielding factors
are found not to vary significantly between different classes of high T, cuprates [76].
Likewise, the anti-shielding factors deduced in a similar way for the planar oxygen
site [80, 90, 98] is also found to be consistent between different classes of cuprates,
which supports the use of the experimental approach.

In accord with A. Abragam, B. Bleaney and co-workers [2,10], the principle value

of the onsite contribution I@%’C) arising from 3d,2_,2 hole is taken to be

VD = —Ze(1 - 4f) (rsf) (4.3)

where we have allowed for covalency in the form of f2 which represents the fractional
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Figure 4-1: Illustration of a CuQ, plane where the *2Sr ions are randomly placed in
the lattice. The corners of each square represent a Cu site. The **Sr donor ions (e)
immdediatley above or below the Cu sites in the plane are shown. Planar oxygen
sites are shown as (gray e). Also shown is a typical patch (circle) with a patch
radius ® Ry = 3.0 nm (=8 a) shown as the black line. For this particular random
configuration &, the local hole concentration is 3z, = 0.05.
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Figure 4-2: Results of the EFG calculation incorporating the random positioning of
+25r ions in the lattice. Data shows the spectrum of the principle values Vi3, of the
EFG in [emu x1071%] at 600 K for various z shown in each part. Gray vertical dashed
lines indicate CG position <V;Z£> for ¥ = (A, B) used to calculate anit-shielding

factors.
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spin denisty on the four neighbouring planar oxygen 2p, orbitals. In order to be
consistent with our results of 7O hyperfine coupling analysis we use f2 = 0.076 [80]
which favours the covalent bonding model. Using the ionic model with f2 = 0 results
in an overall ~ 14 % increase in GSRpatch and corresponding ~ 12 % decrease in our
theoretical estimate $3Azpaen Over the covalent model. We note that f° = 0.076
deduced from the oxygen hyperfine couplings [80,98] is consistent with Cu hyperfine
coupling analysis using NMR [91] where fo, = (1—4f°) = 0.7 was observed. It is also
generally accepted that the ab «nitio DF calculation which favors stronger covalency
is a more realistic approach than the HF approach.

The lattice contribution Vlgff) to the total EFG is simulated using a point charge

lattice summation with fractional point charges. We use the standard expression for

the summation

8,
Vlittv) = Z qj (3$ﬁ,j$%j - T?‘Sﬁ.”/) /T? (4-4)

7
where the sum over j refers to the sum over the surrounding point charges g; in the

lattice a distance r; away. The charges g; are assigned as follows

gou = +(2-4f)e

go, = —(2-2f2—=z/2)e
J4o.,, = ~2e
e = +3e
gsr = +2e (4.5)

where z is the nominal hole concentration, O stands for the planar oxygen site, O,y
stands for the apical oxygen site and e > 0 is the electronic charge in emu units.
Note that we make use of the full difference in valency between the *3La and *2Sr
ions. This implies that depending on the the geometrical distribution of the *2Sr ions
in the lattice, Wﬁf{") takes on different values. In Fig. 4-1 we illustrate the random

positioning of the *2Sr ions surrounding the central Cu site from which the EFG is

calculated.
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The standard approach in all earlier works, except for [79], has been to set g7, =
gsr = —(3 — z/2) which effectively bypasses any randomness effects and results in
delta function spectra of the EFG. For this section of the calculation we effectively
take 631i’mtch = co and uniformily place the donated holes z from the *2Sr ions with
full mobility onto the planar O sites, which correspondingly reduces |go,,| in Eq. (4.5),
bearing in mind that there are two planar oxygens per unit cell. Placing the donated
holes onto the planar oxygen sites as such is consistent with high energy spectroscopy
studies [21].

The positions r;(z,T') of the ions (as a function of z and T") were taken from a sys-
tematic X-ray powder diffraction study by P.G. Radaelli et al. [72]. r;(z,T) were de-
fined with respect to an orthorhombic unit cell which consisted of 4 x (Lay_,SrCuQy)
primitive cells, each with the K;NiF, structure [24]. The absolute values of the lat-
tice constants [a,, b,, ¢] were calibrated at 295 K using our data from Fig. 2-3. The
EFG calculation is naturally sensitive to inputs r;(z,T), therefore we used smooth
interpolation of the values r;(z,T) for different z in order to avoid unnessecary scat-
tering in the output 1/255;7) . We used the same thermal expansion coefficients [14,72]
g = +1.45-107° K1 and o, = +1.42-107°K ! for all z, consistent with correspond-
ing thermal coefficients found in La, . Ba,CuQ, [86].

The lattice summation was carried out to a radius of 50 A away from the Cu
atom at the origin [0,0,0]. The proceedure for the random placement of the ™Sr
ions is carried out as follows: a different random number A with a flat probability
distribution 0 < A < 1 is generated at each La site. If A > z/2 at a particular La
site, a La ion with charge +3e is assigned to that site, while if A < /2, a Sr ion with

charge +2e is assigned. In equation form this gives the perscription

A>z/2 (=) +3e
A<z/2 (=) +2 (4.6)

at each La site where 0 < A < 1. The factor 1/2 in the probability condition arises

because there are 2 La sites per formula unit. Once this is carried out at each La site,
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we have achieved the particular random configuration s of ¥2Sr ions in the lattice, an
llustration of which is given in Fig. 4-1. In our formulation, we exclude the possibility
of any *2Sr - *2Sr clustering beyond probablilty theory, which is supported by the
absence of any significant diffuse scattering in neutron diffraction experiments [13].

Once the random configuration & is determined, the summation in Eq. (4.4) is
carried out and "ngt”) 1s diagonalised and the principle value is stored into a vector
Piai. The calculation is computed in the tetragonal phase where the principle value
of “vgﬁjf;”) is found to lie along the c-axis, i.e. * lgff) reduces to "V,5,,. Next, the whole
lattice is re-randomized and a new random configuartion x' of *2Sr ions is determined,
the lattice summation in Eq. (4.3) is computed and the new value of *'V¢,, is stored
into Plgy. This proceedure is re-iterated ~ 10? times until the dimension of Py is
sufficiently large to create a histogram spectrum of P with ~ 50 bins across the
lineshape, the results of which we show for a selection of z at 600 K in Fig. 4-2 shown
by the solid gray lines. Note that we always calculate the EFG for the Cu site at the
origin using a different random configuration of *2Sr ions for each run. An equivalent
approach is to stick to one random configuration & for each sample and calculate
the EFG at each Cu site in the lattice thereby building up Fias:, however, this latter
approach is computationally more intense. Since we are dealing with a purely random
system, both methods are equivalent, therefore we use the former method.

We notice three immediate features about the results. The first is the overall
decrease in CG (center of gravity) (V£,,) with increasing z. This is a consequence
of the change in lattice paramters and the decrease in |go,,| with increasing . The
second feature is the change in HWHM defined as AV}, which is computed in an
analogous manner using Eq. (3.2). AV}, is shown to increase with increasing x
which is a consequence of the increased amount of quenched disorder in the lattice

due to the increased randomness from the t?Sr ions. The third feature in our lattice

summation is the presence of the secondary peak known as the B-line.
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Figure 4-3: z dependence of the fractional B-line intensity fg defined as fg = 7}%—};,
where 4 and Iz have been corrected for differences between the spin-spin relaxation
rates at the A and B-sites, respectively, at 300 K (+) and 600 K (x). Solid line shows
prediction by model fz = z where the site assigment for the B-site is specifically
shown in Fig. 4-4.
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4.2 The B-line

The *Cu NQR spectrum is known to show a secondary peak known as the B-line [101].
One can gain insight into the origin of the B-line by comparing the observed relative

intensity of the B-line I to the total intensity 4 + Iy defined as f57 where

Ip
5P = 4.7
BT Ii+Ip (.7

In Fig. 4-3 we show fz7 as a function of z after correcting both I4 and Ig for
differences in the spin-spin relaxation rates. The spin-spin relaxation rate is found
to be uniformily ~ 15 % lower for the B-line compared to the A-line, similar to the
differences between ®31/T}. Our data in Fig. 4-3 at both 300 K and 600 K clearly show
that f57 ~ z over a large range 0.04 < z < 0.20. In this section we present various
evidences that the B-line is primarily structural in origin [71,79]. In particular, the
Cu B-sites correspond to Cu nuclei located at r = [n.a, nyb, nc| (where [n,, ny, n,]
are % integers ranging from zero to co) with distinct EFG values due to the presence
of *2Sr ions located at positions r = [n.a,nsb, (n. £ 0.361)c]. We illustrate the Cu
B-site assignment in the orthorhombic unit cell [24] shown in Fig. 4-4. The relative
intensity of such Cu sites fz is then given by the concentration of *23r ions z, i.e.
fB = z. This site assignment for the B-site Cu nuclei naturally accounts for the
observed relative intensity fg ~ @ shown in Fig. 4-3.

Generally, the origin of the B-line has been attributed to such structural effects
from the dopant ions (82, 101], but the limited range of z investigated in earlier
studies did not allow unambiguous identification of the origin of the B-line. In fact,
there has been a persistent claim that the origin of the B-line is more exotic in
nature [26,52,83] and originates from an intrinsic response of the material to the
presence of doped holes. Such a conjecture that the B-line is an electronic rather
than a structural effect was based on the observed similarity between the A-B line
splitting ~ 3 MHz for both La,_.Sr,CuQO, and La;CuQOy,s systems [26,52,83]. It
was thought that the similar value of the A-B line splitting between such distinct

systems was clear evidence that the second site was a result of the presence of the
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doped holes themselves independent of the means of doping. If this is the case,
however, then it should equally well be observed in other 214 compounds such as
Lay_;Ba,CuQ4. However, a much larger A-B line splitting of ~ 6 MHz {32,101] is
observed in Lay_,Ba,CuQ, where the TBa ion is known to cause much larger ionic
size effect disorder [12] than the *2Sr ion, and which also stablizes an additional
structural phase transition at low temperatures [86]. We also recall that the %*Cu
NQR spectrum in Lay_,_,Eu,Sr,Cu0O, for **Cu isotope enriched samples [32] shows
a third structural peak (the C-line) whose fractional intensity is observed to equal y.
The C-line corresponds to a Cu nucleus directly above or below a *3Eu ion.

Another piece of evidence that the B-line is primarily structural in origin is the
similarity in the frequency dependence of ®*1/7} to that of the A-line, as shown in
Fig. 2-1 and Fig. 3-1. Furthermore, as shown in Fig. 3-7 a similar analysis of the
extent of the frequency dependence across the B-line showed a consistent value of
63 110cai 1O that at the A-line. The similarity between the frequency dependence in
631/T) indicates that the length scale of the spatial variation in %z, is larger than
the average *2Sr - T28r distance lg, = a/\/z, or equivalently the average B-site to
B-site distance. Later we explicitly show that the deduced length scale ®* R u0n = 3
nm is larger than g, in the region of interest z > 0.02.

We also note that in Fig. 3-4 we showed that T} 4/%T) 5 = 0.9-0.84, i.e. that
31/T) p is uniformily suppressed compared with %1/ 4. Our systmetic study up
to z = 0.20, also showed that in the overdoped region z > 0.20, %1/7} increases
with increasing z. This implies that if there is hole localisation in the vicinity of a
Cu B-site as claimed in Ref. [26,52,83], then %1/T g at the B-site should be larger
than %31 /T1 4 in the case of z = 0.16. Fig. 3-4 clearly shows that this is not the
case, and further supports our interpretation that the B-line is primarily structural
in origin. The most likely explanation for T} 4/%Ty 5 = 0.9 — 0.84 is that the
hyperfine couplings [®*A(Qar)| is 5-10 % lower at the B-site due to the increased
lattice distortions in the vicinity of a *2Sr ion. It is known from XAFS [27] that the
*28r ion causes major structural distortions in its vicinity, which could well account

for such changes in the hyperfine couplings.
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We now proceed with our calculation and take the B-line to originate from struc-
tural effects illustrated in Fig. 4-4. We separate the A and B-sites within the calcula-
tion by separating any randomly generated *V}%,, value with a *2Sr ion in a position
illustrated in Fig. 4-4, and placing it into a new vector & Py, while placing all other
generated V2, values into A P,,. In this way we can separate the A and B lines as
shown by the solid black lines in Fig. 4-2, and separately determine the CG for both
lines <sz£> and <Vl2t‘?> (deduced in a similar fashion to Eq. (3.2)). The values
for <VZZ£> are illustrated as the dashed vertical lines in Fig. 4-2. In appendix A we
outline how to determine the anti-shielding factors for both the A and B-lines sepa-
rately using the calculated <V22:§> values and the experimentally observed resonance
frequencies <631/5> also at the CG, taken from Fig. 3-9.

Using the anti-shielding factors we can now compare the calculated intrinsic lattice
width AV}%,, (deduced in a similar fashion to Eq. (3.2)) from the lattice broadening
alone, to the experimentally observed widths Aué, shown in Fig. 3-10. Note that we
do not attach a k = (A, B) superscript to AV)S,, since the calculation yields the same
widths for both the A and B-lines. We then assume that the total width from the

calculation Avf, is proportional to the intrinsic lattice width as such

e|®Q)

Ao = =g~

ClanrDViin (4.8)

with NO corresponding width from the onsite contribution, i.e. AV;;’“ = 0. We
justify this approach by the fact that the ratio of widths between the A and B-lines
is experimentally found to be Aug / AI/S ~ {0.63 in the temperature region 7' > Tp.
According to appendix A, this ratio is closer to the ratio of the anti-shielding factors
for the lattice (3, /¢, = 0.67 than for the onsite (5,/¢f = 0.89. The anit-shielding
factors are deduced without any information about the widths, therefore we have
self-consistently shown that the observed width AI/(% is dominated by the intrinsic
lattice width AV,,.

Using the anti-shielding factors we now convert the calculated EFG spectra shown

in Fig. 4-2 to equivalent resonance frequencies, the result of which were expicilty
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Figure 4-4: Pictorial representation of the A-site Cu nucleus (o) and B-site Cu nucleus
(gray filled o) determined according to adjacent positions of **La ion (gray e) and
+28r ion (gray o), respectively. Also shown are methods of doping into central plane
using d; *2Sr sites (black curves) or dp T?Sr sites (gray curves). Illustration is shown
using an orthorhombic cell.
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shown for £ = 0.115 in Fig. 3-2 by the dashed line. Up to this point in the EFG
calculation, we have effectively taken care of the random placement of *2Sr ions in
the lattice, however, we are still assuming that the holes are uniformily distributed
across the plane, i.e. ¥R, = co. Clearly this is not the whole picture since our
calculation of Avk,, underestimates the observed width Avf by a factor ~ 2 as shown

in Fig. 3-2 for # = 0.115, and the same is found for other samples.

4.3 Deducing %R,

As outlined in the introduction of this section, there are two additional mechanisms
besides Avf,, that can be used to account for the experimental data “Avg. The first
additional broadening mechanism is the spatial variation in local hole concentration
83 % 10car Over which 831/, varies which we define as Al/ﬁmtch and reduces to Avf’,, in the
limit ®* Rp4sn = co. The second independent broadening mechanism is distributions
in local orthorhombic distortions. In this section we attribute all the additional
broadening to the variation in ®3xy,.,, while in chapter 4.4 we discuss the effects of
the lattice distortions.

The introduction of the spatial variation in local hole concentration %3z, into
the EFG calculation is an extension of what we have described in arriving at the
intrinsic width Auf,,. We start by randomly positioning the *2Sr donor ions into
the "3La sites as described earlier. Next, we ascribe a patch (i.e. a circle) of radius
%3 Rpater, around the central Cu site at the origin from which the EFG is calulated as
shown in Fig. 4-1. We then determine the total number of Cu sites Nfeater within
% Rpatcr, by multipying the area (7%*R2,,,) the patch covers by the areal Cu density

(1/a%) as such
7T63R;3atch

NRpatch —
a2

(4.9)

where we round NPrateh to the nearest integer. These Nfseter Cu sites within the
radius ® Ry, will uniformily share the donated holes from neighbouring +28r ions.
Next, we determine how many donated holes N§, are to be shared within 3R,

where N§_itself is the random number to be calculated. As shown in Fig. 4-4, there
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Figure 4-5: Calculated value of HWHM Auﬁpmh (MHz) for the A-line as a function

patch radius ®3 Ry (nm) for different z shown in each part using the +28r dopant,
ions dy Al’épmh,dl (o), and dy dopants A”'ﬁpmh,dz (e). Solid black curves through data

are guides for the eye. Gray solid horizontal line shows experimental data ®*Avg at
600 K while dashed black line shows intrinsic lattice width A2, reached in the limit
63 R —

patch — OC.
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are two distinct Sr/La sites, labelled dy and ds, from which we can donate holes.
This comes about because there are two distinct Sr/La sites within the unit cell. For
donation of holes from d;, we accept a donor hole into %R, provided there is a

+28r ion which satifies the position

= [n.a, mb, +0.361¢]

Vn2+n? < BRa/a (4.10)

relative to the Cu site at the origin. For donation of holes from d, we accept a donor

hole into * R, provided there is a *2Sr ion which satifies the position

dz

r? = [(n,+ 1/2)a, (ny 4+ 1/2)b, £0.139¢]

A/n2+n? < ®BRuam/a (4.11)

and in both cases, n, and n;, are + integers ranging from zero to co. We do not
a priori know which site d; or d; are the donor sites, or if the donors come from a
combination of d; and d;. We therfore treat both or combinations of both as equal
possibilities. Technically, the n.n. (nearest neighbour) ds is the closest hole donor to
the central Cu nucleus when occupied by a *2Sr ion. The n.n. d; site on the other
hand has more bonding with the central Cu via the apical oxygens. The n.n d; site
has the largest effect on *vg when occupied by a *2Sr ion and in particular gives rise
to the B-site.

Once we have counted all the N satisfying either Eq. (4.10) or Eq. (4.11) for a
particular random configuration of *2Sr ions &, we deduce the local hole concentration
63

K
T} eq 35 such

s = N, /N rater (4.12)

We now carry out the EFG summation in Eq. (4.3) for the particular configuration

of ™8r ions & but with the following planar oxygen charge

o = = (2= 2f2 =P afeu/2) e (4.13)
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Figure 4-6: 53Cu NQR lineshape at 600 K for z = 0.16 (A), z = 0.115 (e), z = 0.07
(0), x = 0.04 (), z = 0.02 (¢) and z = 0.0 (grey region). Solid lines are fits
using patch-by-patch model using d; dopants with lower bound to the patch radius
3 Rpater, = 3.0 — 4.0 nm are shown in Fig. 4-7.
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for planar oxygens within the patch radius % Ry, where we have replaced z with
Bzf 10 Eq. (4.5). All other planar oxygen sites outside the radius ® R+, including
those on other CuQ, planes, are assigned the uniform hole concentration z. Using
this scheme effectively ignores 3-d correlations of ®*zf _, from neighbouring CuQ,
planes, however, such effects are small and of higher order.

Using Eq. (4.3) and Eq. (4.13) the lattice summation is then computed for the
configuration « and ,..th(I/;,«,)‘k is inserted into Eq. (4.2) and diagonalised to obtain
“Vek along the main principle axis which, even in the presence the random lattice, is
very close to the c-axis in the tetragonal phase. Finally, we obtain a random frequency

301"
k= % yek (4.14)
which is stored into a vector PF.

The position of ¥2Sr ions is now re-randomized to obtain a new random configura-
tion &’ of 28r ions in the lattice, then a new value of *'v/* is deduced and stored into
PF,. This proceedure is repeated ~ 10% times until a sufficient number of data points
exist in P, so as to create a histogram spectrum of the lineshape over ~50 bins. The
CG of the spectra (P¥) coincide with the means of the experimental data (vE) by

design as we set the magnitude of the anti-shileding factors in a self-consistent way.

The second moments are computed as such

>, PF
>

(7) -

AV = Yo (4.15)
similar to Eq. (3.2).

We then repeat this whole proceedure and calculate Auﬁpmh for various patch
sizes, the results of which are shown in Fig. 4-5 for the A-line. The results for
the B-line are exactly the same but with a uniform decrease Augpatch /Avh =

Rpatch

B/ ¢fa = 0.67. Also shown in Fig. 4-5 is how to deduce the best fit value of © R,
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to the lineshape at 600 K. We match experimental values of AI/S shown by the gray
horizontal line to the calculation shown by the solid black curves, and extrapolate
3 Rpater, Shown by the gray vertical arrows.

Note that according to the arrows, GgRﬁjtch deduced using dopants from *2Sr ions
at dy is 15 % smaller than ® RS}, , deduced using dopants from *2Sr ions at d;. Put in
another way, when we do the calculation for fixed % Rpyy0n, we deduce a ~ 15 % smaller
value of Al/jfzmm’d2 compared to Auﬁpmh,dl. The reason for A'/Efpmh,dz < Auﬁpmh,dl
can be explained by a correlation between the local hole concentration ®zf, ., on the
planar oxygens and the T2Sr donor ions in n.n. positions to the origin. The result of
adding one hole from a n.n. *2Sr ion amounts to two separate shifts to the resonance
frequency. The first shift is from the added hole itself which decreases of magnitude
of the surrounding planar oxygen charge |go,| and results in a large increase in
the resonance frequency, regardless of the hole’s origin. We shall define this shift as
§vP (> 0). The second effect of adding one hole from a n.n. +?Sr donor ion is from
the n.n. *28r ion itself which results in a shift 6v57, however, the sign of shift 157
depends on whether it is at dp or d;.

Let us imagine scenario (1) where the added hole specifically comes from a +2Sr
ion in the n.n.n. (next nearest neighbour) d; site. We do not use the n.n. d, site in
this case since this is the B-line which, according to the calculation, shows the same

difference Avﬁmtch,dz < Avﬁp to the A-line. It can be shown that a "?Sr ion in

atch,d1
the n.n.n. d; site causes a small positive shift so% > 0, therefore the total shift §v/(!
in scenario (1) is given by (6% + 6v4) = 6vV(> 0) where both components are
positive and enhance the total effect. Next let us imagine scenario (2) where the T2Sr
ion from which the added hole came from is specifically located at a n.n. d, position
to the origin. It can be shown that placing a *?Sr ion at the n.n. dp position causes
a small negative shift sv% < 0 to the resonance frequency. The total shift §v@ in
scenario (2) is therefore given by (8v7' + dv%2) = sv/¥(> 0) where the individual
components counteract each other. Therefore, in scenario (1) the overall positive

shift to the resonance frequency is enhanced while in scenario (2) it is not. After

many random runs including the independent random effects from distant *2Sr ions,
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Figure 4-7: (a) Values for the lower bound to patch radius %R, (in units of nm on
left axis and in multiples of lattice spacing a on right axis) used to fit spectra in Fig.
4-6 at 600 K using the *2Sr donor ions d; (o) or d; (e) as donors. (¢) corresponds to
+28r-+28r separation ls, = a/+/z. (b) Experimentally deduced HWIHM GSAVS (W) of
spectra shown in Fig. 4-6 along with calculated intrinsic lattice broadening *Ay?,,
for the A-line. All lines are a guide for the eye. Also shown is AvLl (x) for z = 0.16
deduced in appendix B.
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Figure 4-8: Same plot and symbols as Fig. 4-7 except at 295 K. Dashed black lines
corresponds to orthorhombic structural phase for z < 0.115 according to LRO [100]
and Fig. 2-3. All other lines are a guide for the eye.
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Figure 4-9: Temperature dependence of lower bound estimate of the patch radius
%3 Rpatcr, (defined according to average in Eq. (4.16)) deduced from the width of the
®3Cu NQR spectrum shown in Fig. 3-10 for z = 0.16 (A), z = 0.115 (), z = 0.07 (o),
z = 0.04 (A). Gray lines show temperature region below T where local orthorhombic
distortions are present as deduced in Fig. 3-9. Dashed line corresponds to LRO
structural temperature Ty; [100].

scenario (1) will lead to a larger overall spread, therefore Ayﬁm < Avk,

tchudZ patchydl :

In Fig. 4-6 we explicitly show the results for the best fit to the lineshape data at
600 K, shown by the solid black lines. The fits are deduced using d; dopants with
63Rd1 . The

patch?
values of 63R;f1 » used to fit the data in Fig. 4-6, and the corresponding 3R, _ that

atc patch

however the same fits may be deduced using dz dopants with #3R42,
could equally well be used to fit the data, are shown in Fig. 4-7(a). In Fig. 4-6 we
also show the data and fit for £ = 0.02. As can be seen, however, the asymmetry
in the experimentally observed line-profile for z = 0.02 is somewhat larger than our
patch model can predict, hence we show the fit as a dashed line. It is interesting

and ®R% . tend towards the average

to note that in the range z < 0.02, 53 R® atch

‘patch

donor separation distance ls, = a//z, as shown in Fig. 4-7. If R ;0 ~ lg,, our
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model implies that each patch only covers one ™Sr ion on average. In such a senario
we no longer expect our model to account for the data. In fact, the critical region
z = 0.02 which separates the spin glass phase and the anti-ferromagnetic phase for
r < 0.02 [18] is known to show complex behaviour [16].

We also note in Fig. 4-6 that the intensity of the B-line is slightly underestimated
by the calculation compared with the experimental data. This is simply due to the
fact that the spin-spin relaxation rate is experimentally 10- 15 % smaller at the B-
site together with the fact that we are measuring the data points using a finite pulse
separation time 7 = 12 us. After correcting for differences in the spin-spin relaxation
rate, the observed relative intensity of the B-line decreases slightly and is shown in
Fig. 4-3 togo as f57 ~ z, which is then consistent with the calculation. In order to fit
the NQR spectrum in Fig. 4-6, we have attributed all of the extra line broadening to
3 Rpaten. In Fig. 4-7(b) we show the differences between the experimentally observed
width ®*Av4 and the calculated intrinsic broadening Ay, The difference between
the two is accounted for by ** R, ~ 3 nm shown in part (a).

In Fig. 4-8 we show the same plot as Fig‘. 4-7 except for 295 K, where the % R0
are deduced in a similar way to 600 K shown in Fig. 4-5. At 295 K, we see an effect
not present at 600 K, namely that the observed linewidth 63A1/8 below =z < 0.115
in Fig. 4-8(b) for 295 K no longer monotonically decrease with decreasing x as it
does at 600 K. Also shown in Fig. 4-8 is the onset of the orthorhombic structural
phase according to LRO [100] and Fig. 2-3 as a function of x at 295 K, shown as
the dashed lines through the data points. The result of the observed enhancement
of the linewidths Ay for z < 0.115 in Fig. 4-8(b) results in a large drop in the
calculated %3 R,q, shown in Fig. 4-8(a). Comparing the z dependence in % Rpgcp
within the tetragonal phase at 600 K and at 295 K for z > 0.115 seems to suggest
that 83Rpatch is more or less z independent provided that the local lattice distortions
do not dramatically enhance the observed NQR linebroadening.

The effects of the orthorhombic distortions can also be seen in Fig. 4-9 where we
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plot the temperature dependence of the average % R, defined as such

63 Rdl +63 Rdz
GaRpatch = patch ) patch (416)

In Fig. 4-9 we chose to plot the average value ** R, alone for clarity, which corre-
sponds to taking half of the donors from d; sites and half from d; sites. In Fig. 4-9
the black and grey lines correspond to regions above and below T, taken from Fig.
3-9, while the dashed line shows the onset of LRO Ty [100]. In the case of z = 0.04
we clearly see a dip in % Rpu. below T =~ Ty, which is most likely due to the fact
that we have neglected distributions in the local orthorhombic distortions. In chapter
4.4 we make the reasonable assumption that * R ... continues to decrease lineaarly
with decreasing temperature as shown for the z > 0.115 samples, and we thereby

make an estimate of the local distributions in orthorhombic distortions.

4.3.1 Deducing %z,n.

In the temperature region above Ty we can also deduce an upper boundary **z,u.
for the spatial vaiation ®3z;,. without any further computation. We proceed exactly
as in chapter 4.3 but for each random lattice configuration s, we also store each value
®zfca Used to compute “u§ into a new vector P§. We then build up a vector P§ of
randomly distributed local hole concentrations for each lattice configuration x. The
mean of the set P is just the nominal value (P§) = z, while the effective HWHM
defined in an analogous manner to Eq. (4.15) as such
Ej Pyx)
=z

(Px) = Ty,

¥ (Pox) — )’
>

GaAmpa.tch = \/a—O (417)

The calculated ®*Azpqn is found to be independent of which site & = (A, B) is

computed. By deducing **Azpe,e over a large range of parameters [z,% Ryge], we
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find our calculated values of %Az, fit well to the Binomial theorem

z(l—x)
63A$patch = Qo %m
a Xp

= TR ?x(l —z) (4.18)
where we have used the relation in Eq. (4.9) for the last line. In Fig. 3-7 we show the
temperature dependence of **zpq.0, deduced using Eq. (4.18) with the average % R ascn
defined in Eq. (4.16), together with Eq. (4.1). Using GSRﬁétch(%Rﬁ:mﬁ) instead of Eq.
(4.16) results in a small —(+)7 % variation in ®¥ Az e

The fact that 3zpgsen ~%T10car Suggests that (a) our patch-by-patch model is ap-
propriate in describing the spatial variation in ®3z;,.,; (b) our estimate of the intrinsic
lattice broadening % Auwyg; is correct in the temperature region above Ty and (c) the

static value 6395patch deduced from the lineshape analysis is consistent with the low

frequency dynamic value %xy,.,; deduced using %1 /T3.

4.4 Local Orthorhombic Distortions

In the orthorhombic phase, the CuQOg octahedra are effectively tilted an angle 8, < 5°
[72] away from the c-axis towards the b,-axis, and the primitive lattice constants in
the plane are split b, > a,. We calculate the effect of these distortions to the EFG
by placing the ions in an orthorhombic cell [24] (see Fig. 4-4) with appropriate or-
thorhombic modulations [24,72] and compute the changes to the **vg. However, we
already know from Fig. 3-9 that the curvature of vy starts change above the struc-
tural phase transition temperature Ty deduced from neutron and X-ray diffraction
results [72]. These bulk probes detect LRO, whereas NQR is a local probe, therefore
it is more appropriate to deduce the local orthorhombic distortions from our %3vg
data, and then compare them with LRO results.

The orthorhombic distortions cannot a priori be deduced from the NQR data

alone. We must first take certain know relations from LRO results and apply them

to NQR. In particular, we shall use the neutron diffraction results reported by P.G.
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Figure 4-10: Temperature dependence of the local structural parameter squared, or
equivalently the CuQOg octahedron tilting angle squared, (92 _,) (in degrees 2) for
r =020 (x), z=0.16 (A), z =0.115 (), z = 0.07 (o), 2 = 0.04 () and z = 0.0
(+) deduced from the curves shown in Fig. 3-9(a).
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Radaelli et al [72] which demonstrate that certain measured orthorhombic distortions
such as the orthorhombic strain (b, —a,), the tilting angle 8. < 5° which measures the
departure of the O,,-Cu-O,, angle from the c-axis, and the “scissors” angle 8,0, < 90°
which measures the O,-Cu-O,; angle, are all related to powers of the underlying
orthorhombic order parameter we define as 8;,po(x, T').

At low temperatures (< 70 K) where lattice fluctuations are small, mean-field
theory gives a good account of the observed the lattice distortions [72]. In light of
this, we fit the data in Ref. [72] to a mean-field like form and deduced

0. ~ Orpo(z,T)
ascis ~ 00-4. 10ﬁ2 ' [GLRO(‘TrT)]Z

£91%%932.[9LR0($773]2 (4.19)

2

(bo—a,) ~ 6-107%.

where all angles are in degrees. These set of equations provide a constraint for the
orthorhombic distortions which determine the position r;j(z,T’) of the jth ion in the
lattice. We now assume the LRO constraints in Eq. (4.19) also apply to the local
constraints which determine the local position r;{z,T) of the jth ion in the lattice.
However, we now replace the LRO parameter frro(z,T) in Eq. (4.19) by the local
structural parameter 8ipcq(, T) as such Gype(z, T) = Orro(z, T).

The EFG lattice summation in Eq. (4.4) is now carried out in a similar way as
described in chapter IVa but with the orhthorhombic distortions incoroprated into
the positions of the ions. The positions r;(z,T) of the ions are deduced using the
absolute values of the lattice constants a, and c at 295 K from Fig. 2-3 along with their
corresponding thermal coefficients a, and «. as before, however, we allow b, to vary
according to the constraints in Eq. (4.19) and the unknown local structural parameter
Biocar{x, T). We position the La/Sr ions and the apical oxygen ions according to the
tilting angle 8. = fiocai(z, T) away from the c-axis towards to the b, direction, and
the planar oxygens are positioned according to s in Eq. (4.19) and the unknown
local structural parameter 0;,.q;(z,T). We now have all the ionic positions ri(z,T)

as a function of the 6,04 (%, T). Using the charges in Eq. (4.5), we now compute the
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Figure 4-11: z dependence of coefficients of local structural parameter (67, ) includ-
ing (a) maximum octahedron tilting angle squared (62,_,)° (degrees?), (b) reduced
temperature coefficient B4, and (c) onset temperature Ty (K) for z = 0.0 (o) and
z > 0.0 (o). Dashed lines as guides for the eye. Solid gray lines are equivalent LRO
patameters (a) (6°)? (degrees?) [72], (b) 3 [6,24], and (c) Ty [100].
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fll

EFG lattice summation in Eq. (4.4) and using the anti-shielding factors we calculate
the resonance frequency <1/54> as a function of Goear.
The results of the calculation suggest that the increase in (v3') due to the effect”

of the orthorhombic distortions alone, defined as 4 <Vé4>, goes as
5 (vgty =~ co - {07 ) (4.20)

where cg ~ + 0.12 MHz/[degree?] is = and 7" independent within ~ £10 %. Note
that in this model, NQR does not distinguish between £0,,.,, only the average square
magnitude (67 ) across the whole sample. Another conclusion we deduced from the
calculation was that after diagonalising the EFG tensor, the main principle axis is
tilted an angle |Oygr| away from the c-axis, where |Onvgr| = 0.9|61cu|, while the
asymmetry parameter n remains small 7 < 0.06.

We are now in a position to deduce the average (6}

local

) from our experimental
data (*»3) in Fig. 3-9. The results of the fit are already shown as the gray and
black lines in Fig. 3-9 and the values of {62,.,,) used to deduce the gray lines in the
temperature region 7' < T are shown in Fig. 4-10.

In the spirit of the LRO results, we deduced the temperature dependence of (63,..;)

in Fig. 4-10 using the paramteric form

- 2[3local
Tq T) (4.21)

<Glzocal> = <0120cal>0 : ( TQ

where (Glzaml>0 is the square averaged tilting angle at T = 0 K, Gjpcar s the reduced
temperature coefficient, and Ty is local onset temperature for the orhorhombic dis-
tortions, all three of which depend on z and are taken as free variables. In Fig. 4-11
we summarize the z dependence of all three parameters (03,..,)°, Bioct and T and
compare them with equivalent mean field parameters (98)2, B and T,; according to
LRO [72,100], shown as the solid gray lines.

In the case of z = 0.0, all three parameters deduced by NQR are consistent with

equivalent LRO parameters deduced by neutron and X-ray diffraction. We find that
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Brocar = 0.34 according to NQR for z = 0.0, which is consistent with the LRO critical
exponent 8 ~ (.30 according to neutron and X-ray scattering for all z [6,24]. A
similar critical exponent is also found in La,_;Ba,CuQ4 where 3 = 0.33 [86], which
are all consistent with the theoretical prediction of 8 = 0.35 for a 3D XY model.

For z < 0.04 we find consistent values between (62 _,)° and (6°)°. In the case of

local
Biocar 8nd T for z > 0.04, however, we find qualitatively differences with @ and Ty,
respectively. The fact that Bj,.er ~ 1 for > 0.04 indicates that locally, the transition
into the orthorhombic phase is somewhat smeared in temperature. The fact that
Ty 2 400 K indicates that the local onset temperature is rather high and roughly
independent.

In the order-disorder dominated structural transitions proposed by local probes
[12,28] in the region = > 0.15, Bipcq is argued to be locally finite in the LRO tetrag-
onal phase T' > T, but averaged over large length scales, (8,,cs) = 0 implying that
there is an equal probability of £|0;,..1| across the whole sample. Furthermore, in the
order-disorder type model, the onset of LRO for T < T; is a consequence that certain
regions, while still retaining the same temperature independent magnitude of distor-
tion |fca|, start to preferentially tilt in a particular direction and on average over
the sample (f).;) > 0. The temperature dependence then arises as more and more
regions preferentially align along +|6j,ca| with decreasing temperature for T < Ti.
Averaged over large length scales in the region 7' < Ty; will result in the appearance
of a displacive transition where the magnitude of the tilting angle 8,0 appears to
increase with decreasing temperature. In the region 0.0 < = £ 0.15, a mixture of
displacive and order-disorder type scenarios is shown to exist [12,28].

Our new NQR results combined with LRO results support a purely displacive
structural transition for x < 0.04, and mixture of displacive and order-disorder type
structural transition in the region x > 0.04. For z > 0.04 in the region T < T, NQR
evidences local orthorhombic tilting of a displacive nature, i.e. the tilting angle of
each octahedra increases with decreasing temperature below T' < Ty where (02 ) >
0. In the region Ty, < T < Ty, however, 8j,.q averaged over large length scales

is (Brocat) = 0, ie. there is an equal probability of £|f,cy|- In the region T <
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T, the octahedra tilting angle continues to increase with decreasing temperature,
however, certain regions start to preferentially align along one direction, i.e. (fjpcar) >
0, in an order-disorder type scenario. Our results are consistent with other local
probes [12,28], but in addition we have deduced the onset temperature Ty for local
orthorhombic distortions. In the case of £ = 0.20 we find that Ty ~ 350 K even

though the LRO structural transition disappears [100].

4.4.1 Distribution in Orthorhombic Distortions

In all of our analysis of the 3Cu NQR linebroadening thus far, we have ignored poten-
tial linebroadening from local lattice distortions. In the previous section we deduced
the temperature dependence of the square average distortions (6%, ,,) across the sam-
ple using the CG data <63u£>. We shall deduce the corresponding distribution of
O1ocar using the HWHM data BAvg. As discussed earlier, there exist three linebroad-
ening mechanisms for the ¥ Cu NQR lineshape (a) the random placement of *2Sr ions
in the lattice (b) the patch-by-patch variation in hole concentration #3244, and (c)
the local lattice distortions. In 3.3 we used both broadening mechanisms (a) and (b)
to account for the experimental data and deduced the lower bound %R, for the
spatial variation ®3z;,.,. We shall now use all three mechanisms (a),(b) and (c) to
account for the observed HWHM data % Avj in the case of z = 0.04. Note that we
cannot a priori separate (a),(b) and (c), therefore in order to obtain the contribution
from (c), we must first make reasonable assumptions for (a) and (b).

In Fig. 4-12 we plot the temperature dependence of the observed data 63A1/3 for
z = 0.04 above and below Ty = Ty, = 450 K (A) taken from Fig. 3-10. For T' > T
we continue to attribute all of the observed linebroadening to mechanism (a) and (b)
Al/ﬁp

where 8 R4, is optimized such that Avﬁpmh =8 Avg. For T < Ty, we

atch

make the ansatz that the underlying Auﬁp continues to increase linearly as shown

atch
by the (x) symbols in Fig. 4-12. Assuming that Al/ﬁpmh does indeed follow the (x)
symbols in Fig. 4-12 instead of the experimental data (A) results in a more reaslistic
linear decrease in 63Rpatch with decreasing temperature rather than the drop below

Tg shown in Fig. 4-9. The left over broadening for T < Tgp is then attributed to
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Figure 4-12: Temperature dependence of experimental HWHM % Avj for = 0.04 (A)
taken from Fig. 3-10 where black and gray lines show temperature region above and
below Ty = T = 450 K, together with Auﬁpatch (x) assuming linear continuation of
Aué below T. The difference between experiment (A) and linear extrapolation (x)
may be attributed to extra width from orthorhombic distortions defined as Avg (o).
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Figure 4-13: Distribution of magnitude of local tilting angle |0;5c.| deduced from Ay
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mechanism (c¢) which represents the contribution from the lattice broadening whose
HWHM Av (defined in a similar fashion to Eq. (3.2)).

We now have a constraint for Ay below T' < T given our assumption for Al/éputch
in Fig. 4-12 and the observed experimental data “*Avj5. Making the reasonable
assurnption Avgt and Ayﬁpm are independent of each other results in the following

constraint

2
SAvS ~ \/(Auﬁpmh) + (Avd)® (4.22)

We shall also make the assumption that all of the extra lattice broadening Avjt comes
from distributions in the local tilting angle |9;,..i| with the constraint that the average

(o

L ear) 18 consistent with Fig. 4-10 for x = 0.04 at each temperature.

Next we generate a hypothetical probability distribution function for |0ca| by
taking a Gaussian distribution of the squared variable 62, centered at (87 .}, with
a width which shall be optimized to reproduce Ayf in Eq. (4.22) and Fig. 4-12.
Examples of the distribution function for |j,ca| (= \/%) are shown in Fig. 4-13.
Next, we proceed as in 3.3 and calculate the local hole concentration ®3zf ., for a
random configuration of *2Sr ions x. We also independently choose a random value
of |6 | taken from the probability distribution functions shown in Fig. 4-13. Next,
the positions of the all the ions in the lattice are calculated given the value of the
local orthorhombic distortion |65 ..,|, and all placed accordingly. We then take the
lattice summmation in Eq. (4.4) incorporating the positions of the ions in the distorted

lattice together with the hole concentration 3

Tf . and calculate the main principle
value of the diagonalised resonance frequency "1 as in Eq. (4.14). The resultant
main principle axis turns out to be tilted an angle Oygr =~ |0f,.;| away from the c-
axis. #v4 is stored into a vector F; and a new random lattice £’ is re-generated along
with a new value of |8 | according to the probability distribution functions, and
the corresponding resonance frequency ® 4 is stored into Py. As before, we repeat
this proceedure ~ 10* times until F; is sufficiently produce a histogram spectrum.
P, is calculated for various widths of the distribution functions of |01pce| until the

experimental observed lineshape is reproduced. The final optimized results of the
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distribution functions of |f,cq| are shown in Fig. 4-13.

In order to best recreate the observed NQR spectrum one must use trial and error
for the probability distribution functions of |8jcqr|, With the constraint that the CG
of the distribution function is given by the values in Fig. 4-10. The final results for

the probability distribution functions of |64, are shown in Fig. 4-13.
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Chapter 5

170 NMR

5.1 NMR techniques

We used high-quality single crystals of Las_,Sr,CuQO4 with nominal hole concen-
trations of z = 0.025,0.035,0.05,0.07,0.115 and 0.15 with masses ranging from
100 — 500 mg for our YO NMR measurements. The crystals were grown at M.IT.
(£=0.025,0.035,0.07), at Tohoku (z=0.115) and Tokyo (=005 and 0.15) using an
optical image furnace. 7O isotope enrichment was carried out by annealing the crys-
tals in 17O, enriched gas for 100 hrs at 900 C. Sample allignment for each crystal
was achieved using Laue diffraction. The single crystals were not taken over 475 K in
order to insure that the oxygen content did not alter from one experimental run to
another. The EPMA on the z = 0.15 crystal was discussed previously in chapter 2.1.

For NMR experiments, one applies an external magnetic field Hy = 9 Tesla which

interacts with the nuclear spin vector I as such
Hspi,n = #17'-)'”51 . (1 +17 Kapp) . HO (51)

e, /21 = 5.772 MHz/Tesla is the bare gyro-magnetic ratio for 70, and 'Ky, is
the anisotropic apparent Knight shift which we are interested in. I = 5/2 in the
case of 170, which according to Eq. (5.1), gives rise to (2] + 1) = 5 transitions.

These 5 transitions are split by the quadrupole interaction into 5 well separated lines.
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The central transition of the ?O NMR spectrum corresponds to nuclear transitions
(my « m}) (Eq. (2.2)) given by (=1/2 < +1/2). The central transition has the
advantage that it is broadened by local distributions in the uniform (q = 0) part of
the static spin susceptibilty x{.;,, and does not have any appreciable broadening due
to charge effects (i.e. no quadrupole broadening). The central transition is therefore
ideal for measuring the inhomogeneity through the spin channel, and we use it to
compare with the inhomogeneity measured through the charge channel in chapter 4 .
For experimental convenience we choose the ¢ direction as the quantization axis
and we apply the the magnetic field along the crystallographic c-axis. We can express

the apparent Knight shift along the c-axis, '"K¢,, (Eq. (5.1)), as such
e (z,T)=""KS, +1T K¢

app spin

(z,T) (5.2)

where K¢

r
17Kc

spin

» = (+0.018 %) is the constant orbital {Van-Vleck) contribution, while
is the spin Knight shift we are interested in (for clarity we have already
subtracted the small second order quadrupole shifts, typically ~ 0.01%{(< Kpin), to

central transition data in this thesis). K¢ and the local spin susceptibility are

spin
related as such
20¢
17KC - /c ) — 0 ]
spin J.’V’A,LLB Xsp'm(q. ) (5 3)

where X[, is the local static spin susceptibilty (in units of emu/[mol f.u.]}, and C®
is the hyperfine coupling constant from a single Cu neighbor (in units of kOe/pup)
along the ¢ direction discussed in chapter 2 (Eq. (2.23)).

Since the *”O NMR linewidth were sharp, typical FWHM < 40 kHz (i.e. much less
than the band-width ~ 100 kHz of our d.c. amplifiers (chapter 2.3)), we employed
the FFT (fast Fourier transform) method to measure the spectra. This consisted of
taking the FF'T of the spin-echo in Fig. 2-6. We also used the same sequence shown in
Fig. 2-6 to measure 171/T;. We found that the time dependence of the magnetisation
M(t) fit well to the standard recovery for a I = 5/2 nucleus dominated by a single
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valued magnetic relaxation mechanism *71/7} as such [64]

M(E) = M)+ (M(0) — () 5 a0 (7)) (54)

J

In the case of the central transition [a;,7;] = [%, 15; %,6; 3—15, l].

We measured 171/T¢ at various positions across central transition using a one shot
run which consisted of measuring the spin-echo sequence (Eq. (5.4)) at the CG of the
spectrum for various delay times #, then using the FFT of each echo to determine the
M (t) at each desired shift. All '71/7TY recoveries fit well to single magnetic relaxation
within experimental uncertainties except when interference from apical oxygen sites
gave an additional slow 171/77" component to the planar oxygen recoveries, and
prohibited our measurement of 71/7¢. The apical oxygen’s spin shift, linewidth and
171 /Ty is less than the planar’s because the apicals are located out of the CuQO; plane
and have a smaller hyperfine coupling constants to the uniform static and dynamic
spin susceptibilities in the plane. The only crystals which had overlap for the central
transition in 9 Tesla were z = 0.025, and to some extent z = 0.035, where the planar
spin shift was smallest, approaching that of the apical shift.

In our analysis of the 17O NMR data, we define the Knight shift at the CG of the

NMR spectrum as (K}, and the HWHM "AK* of the spectrum as such

S INKS
ITKC — 772 J 55)
(r) = B <
c C 2
e - . | DK K

Zj Ij

where I; and 17 K¢ represent the intensity and shift of each data point j that consti-
tutes the FFT spectrum along the ¢ direction, and ap = Ln(4). Eq. (5.5) is entirely
analogous to Eq. (3.2).
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FFT Spectrum (arb. units)

0 005 01 0.15 02

Koy (%)

Figure 5-1: (a) Frequency dependence of 7O NMR spin-lattice relaxation rate divided
by temperature T, 7'1/TyT° (sK)~!, across NMR spectra (1"K¢, ) presented in (b).
Solid line in (a) is best fit to Eq. (5.7) with slope 3 = 2.4+ 0.2 (sK%)™! and K-axis
offset equal to constant "KZ, = +0.018 % defined in Eq. (5.2). (b) Planar 70
FFT spectrum (arbitrary units) at the central transition as a function of apparent
shift for c-axis aligned La;_;Sr;CuQjy single crystals with z = 0.15 (W), z = 0.115
(0), z = 0.07 (A), z = 0.05 (8) and = = 0.035 (O). All data are taken at a fixed
temperature of 295 K. Missing data points for z = 0.035 and 0.05 in (b) indicate
region where apical oxygen signal coincides. Solid lines are best fits using a patch-by-
patch model of the spatial variation in 7z;,., with a patch radius " Rpgren, = 3.0 — 3.5
nm.
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5.2 O NMR Experimental results

5.2.1 '71/T scaling

The key new YO NMR evidence for the inhomoegeneous electronic state is presented
in Fig. 5-1 where in (a) we show the frequency dependence, or equivalently the
apparent Knight shift ('"K¢, ) dependence, of the spin-lattice relaxation rate divided
by temperature T, 171/77T°, at the central transition of the planar 'O nucleus with
Hj along the c-axis. In (b) we present the FFT (Fast Fourier transform) spectra
over which 171/7,7 is measured. All data are taken at 295 K. Fig. 5-1 immediately
establishes two important points regarding the inhomogeneous electronic state: firstly
in (b) we see that the broadening of the central transition defined as the HWHM
(half width at half maximum) '"AK¢  results in a clear overlap of the spectrum
from crystal to crystal. This suggests that within each crystal with nominal *2Sr
concentration x, there exists a substantial static distribution in the local electronic
state. As an example, the upper (lower) half intensity point of the x = 0.05 crystal
approximately coincides with the CG (center of gravity) of the z = 0.07 (0.035)
crystal respesctively, which indicates that the more metallic regions of the z = 0.05
crystal have 7z = 0.07, while the more insulating regions have x50y = 0.035,

at 295 K. By taking the deviations of "z, from the nominal z, we can deduce the

amplitude of the spatial variation " Ay, as such
17":'5'looal = :|:17 A:L'loc:a,l (56)

which in this particular case gives Y AZjgeqr = 0.018(2). %100 thus deduced is only
an upper boundary since we do not a priori know that the inhomogeneous linebroad-

ening YAK®__ is dominated by the YYTAK?

. & in through 7z;,.,;. For example, the NMR

linewidth is often dominated by impurity spins, and shows a Curie-like temperature
dependence in magnetic materials. The mechansim of the milder temperature depen-
dence of the broad '"O NMR linewidth in Las_;Sr,CuQO,4 has been a mystery since
the 1980’s.
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Figure 5-2: (a) Frequency dependence of ?O NMR "1/T,T¢ (sK)~! for z = 0.15
across NMR spectra K¢, (%) presented in (b). Solid line in (a) is the best fit to
Eq. (5.7) with slope 3’ = 2.2+ 0.2 (sK%) ™" (excluding 100 K data). (b) Planar 17O
FFT spectrum (arbitrary units) at the central transition for z = 0.15 at 366 K (A),
295 K (W), 230 K (o), 166 K (), and 100 K (O2). Missing data points in (b) indicate
region where apical oxygen signal coincides. Solid lines are best fits using a patch-by-
patch model of the spatial variation in 7o with a patch radius " Ryqen = 2.0 4.2
nm in order of increasing 7" respectively.
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The crucial step is shown in Fig. 5-1(a) where we find that the universal empirical
scaling relation

171/T1Tc — /B 17Kc (57)

spin

holds quantitatively across each lineshape, and we find the slope of the linear fit is
given by 3 = 2.4 +0.1 (sK%)™'. We recall that in YBayCu3Os¢ whose 'O NMR
linewidth is a factor ~ 2 smaller than our z = 0.15 crystal at 100 K, M. Takigawa et
al. [91] found that the same scaling law holds with 3¢¢) ~ 2.0 £ 0.2(sK%)* when
171 /T\T¢ and VK?

spin

were measured at the CG of the spectrum as a function of
temperature.

Finding that the scaling relation in Eq. (5.7) holds across each spectrum imme-
diately rules out the possibilty that the line broadening is primarily due to some
kind of “dirt” effect similar to the effects of localised spins induced by *?Zn impu-
rities, but rather that there exists a genuine local variation in the electronic state
which dominates the inhomogeneous linewidth of the central transition. In terms of
the linebroadening, this implies that "AKZ,, ~'7 AK{, for all crystals at 295 K.
This now allows us to directly extract 17z, from the extent of the overlap between
crystals as outlined above.

Our next task is to confirm that the same relation in Eq. (5.7) holds at different
temperatures. In Fig. 5-2 we show the scaling across the inhomogeneous broadening
YK ¢,in, Where we have subtracted 'K, = +0.018 % taken from Fig. 5-1, however,
instead of keeping T fixed and varying «, in Fig. 5-2 we keep z = 0.15 fixed but vary
T. As we can see, the best fit linear extrapolation of the data points shown (excluding
100 K) results in a consistent value for the slope ' = 2.240.3 (sK%)~". Similar results
to Fig. 5-2 hold for other crystals which now permit us to determine Y %10cat from the
extent of the overlap as a function of temperature. However, note that in Fig. 5-2,
the experimental data starts to deviate from the scaling relation (Eq. (5.7)) in the
temperature region T < 100 K. We find a similar effect for other crystals. Defining

the temperature below which scaling no longer holds as Tyeqe, we find that Ticae =

(300 K, 250 K, 175 K, 100 K) (#10 K) for the crystals = = (0.035,0.05,0.115,0.15),
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respectively. Since the scaling relation in Eq. (5.7) no longer holds in the region
T < Tyeate, we limit our analysis of 7z, to the region Tiue < T < 475 K. We
discuss the departure from scaling in more detail later in this chapter and in appendix

D.

17 17
5.2.2 Ks;m'n and Zlocal

In Fig. 5-3 we present the temperature dependence of the spin Knight shift " K¢

spimn
at the central transition for the series of samples [103]. Each spectrum was taken by
FFT of the spin echo in the time domain. The data points in Fig. 5-3 correspond to
the CG , (}K¢,,.), while the the error bars correspond to the HWHM, +'7AK¢

spin spin)?
both of which are determined using Eq. (5.5). We choose to plot the data in this
fashion in order to illustrate the increasing spectral overlap (and therefore "Azjoeq)
with decreasing temperature. In Fig. 5-3 we also show the temperature scale T}.q.

(dashed line) below which the scaling relation in Eq. (5.7) no longer holds.

c .
spin

The temperature dependence of 17A is shown explicitly in Fig. 5-4. We see

a monotonic increase of YAKE,  (or the FFT linewidth, equivalently) from 475 K
down to ~ Ty, below which TAK¢

spin
17AKC

spin

saturates. The temperature dependence for
is consistent with previous findings for poly-crystalline aligned z = 0.15 [25].

As was explicitly shown in Fig. 5-1 and Fig. 5-2, there is a clear overlap of the
spectrum from crystal to crystal due to the fact that Yz, # . In order to carry

out a quantitative analysis of 2o.a, we first establish (*"KZ, ) at the CG as a

function of nominal hole concentration x at a fixed temperature shown in Fig. 5-5
at 295 K. The solid black line shows the linear interpolation whose slope we define
as 0; (""K¢,,) for constant T. The linear relation between the CG, (K¢ ), and
nominal z, together with the scaling relation in Eq. (5.7) suggests a linear relation

between Y7 K¢

cpin 80d T r10car across the entire spectrum. We therefore take a direct

relation between the width +7AK¢®

opin a0 ' Azeq, given the slope &, (K¢

spIN
which is illustrated in the case of x = 0.115. In equation form, the relation can be

expressed as

VALt = [5$ <17Kscpm>]_l ATAKS

spin

(5.8)
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Figure 5-3: Temperature dependence of the spin Knight shift '" K¢, for z = 0.15 (W),
z = 0.115 (o), z = 0.07 (A), z = 0.05 (e) and =z = 0.035 (). Data points indicate
CG of spectrum (*"KZ,,.), while error bars indicate HWHM +'"AKZ,, determined

using Eq. (3.2). All curves are guides for the eye and dashed tilted line shows 7.
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Figure 5-4: Temperature dependence of the HWHM 'TAK?, (%) for z = 0.15 (M),
z = 0.115 (o), z = 0.07 (A), z = 0.05 (») and z = 0.035 ([1). Solid lines are a guide
for the eye and dashed curve shows Ty
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Figure 5-5: Spin Knight shift at the CG (K¢} (») as a function of nominal hole
concentration z for 295 K. Also shown are £7AK¢ . and corresponding + Az,

spin
for z = 0.115.
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Figure 5-6: Temperature dependence of the first derivative &, (17K¢,;, ) () deduced
by linear intrapolation, an example of which is shown by the slope of the solid line
fit in Fig. 5-5 at 295 K.
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Since 6 (K¢

Sm-n) is defined at fixed temperature T, we carry out the same process

in Fig. 5-5 for different temperatures and determine &, (*"K¢,.) as a function of

spin
temperature, shown in Fig. 5-6. We then insert '"Azj,0, deduced from Eq. (5 8) into
Eq. (5.6) to get " zjoca.

As summarized in Fig. 5-7, our results for the spatial variation 7z, are semi-
quantitatively the same as %z, taken from Fig. 3-7, which adds weight to our
interpretations. The frequency dependence in ®1/7) does not necessarily imply a
frequency dependence in 171/T, T, and the fact that 7 zjpe0 ~% Tipcq has further con-
sequences. As discussed in chapter 2, 31/T} probes the low energy spin susceptibility
(i.e. low energy spin fluctuations) near q = Qar = (7/a, 7/a), while 171/T\T probes
the low energy spin susceptibility away from Qar at g &~ 0. Similarly, 1" K, probes
the static susceptibility away from Qap, exactly at q = 0. Furthermore, the line-
broadening of the ®*Cu NQR line over which ©1/7; varies is from the charge channel
while the linebroadening of the 17O NMR line over which '71/T; varies is from the
spin channel, therefore our findings suggest a strong correlation between the spatial

inhomogeneity in the charge and spin channels across the Brillouin zone.

5.3 Deducing "Ry

We now turn our attention to the real-space static picture of ",y By using a
simplified version of the analysis in chapter 4, we deduce the length scale 7 Rj,. =
3-4 nm (8-10 @) of the spatial variation, and show that it is consistent with previous

estimates [79] using ®*Cu NQR. When using the spectra "K¢ . to deduce "z .y

spin
we are dealing with the uniform static response from the bulk of the material [104].
The appropriate “static” timescale for NMR in this case [11] is given by the inverse
spectral width 2 0.1 ms. Any dynamics faster than this timescale are unobservable.
However, as we have shown using the scaling relation in Eq. (5.7), the uniform
dynamic response given by "1/TiT° at the specified timescale 27 /w, =~ 0.012us is

equivalent to the static response.

We carry out exactly the same procedure as in chapter 4, but without any quadrupole
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Figure 5-7: Temperature dependence of the local hole concentration Zjocat = Z
ATiocar (Where Azjy, 15 the amplitude or extent of the spatial variation) according
to 170 NMR data 7z, (M) on single crystals where the nominal hole concentration
x is listed in each part and shown as the horizontal black lines and dashed gray lines.
Also shown are %3z, (gray ) and the upper boundary 2 paen (gray x) according
to 8Cu NQR data taken from Fig. 3-7.
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FFT Spectrum (arb. units)

0 005 170.1 0.15 0.2
xlocal

Figure 5-8: 17O NMR spectrum at 295 K taken from Fig. 5-1(b) but with the K-
axis converted from K¢, to local hole concentration 73,y using experimentally
determined parameters (see text). Solid black curves are fits using the patch-by-patch
model for the spatial variation with a patch radius " R,un = 3.0 — 3.5 nm. Gray
vertical line corresponds to the optimized CG 2’ for = 0.035 ((O) with 2’ = 0.034),
r = 0.05 ((e) with 2’ = 0.054), z = 0.07 ((A) with ' = 0.070), z = 0.115 ({0) with
z’ = 0.120) and z = 0.15 ((M) with =’ = 0.149).
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Rpatch (nm)

Figure 5-9: Summary at 295 K of length scales 17 Ryuien (00). We also show # R0, ()
and average T2Sr-t2Sr separation distance lg, = a/+/7 (©) as a function of nominal
hole concentration z taken from Fig. 4-8. Lines are a guide for the eye. Left axis shows
length scale in units of nm, while right axis is in units of the lattice constant a. Dashed
arrow indicates onset LRO into orthorhombic structural phase x < 0.115 {100].

effects. We first as assign a patch radius '" Ryun as is Fig. 4-1 (Note that we define
" R aten, With a superscript 17 since we are using the 17O NMR data to deduce it while
for the lower bound %R,y we are using ®*Cu NQR data). We assign a random
number A according to Eq. (4.6) at each of the d; donor sites (Fig. 4-4) (note that
using d; or dy donors in this case makes no difference since there are no quadrupole
effects involved). This defines the random configuration of *?Sr donors ions x. We
then count the number of *2Sr donors N§, and deduce the local hole concentration
17

K
xf ., as such

it foout = NG, [Nt (5.9)

where Nfpateh is defined in Eq. (4.9). 7z}, is then stored into a vector Px. We
then re-randomize the lattice to give a new configuration ' of *2Sr ions, and count
the number of generated donors which satisfy Eq. (4.10) Ng.. Y7z, is then deduced

using Eq. (5.9) whose value is also stored into Px. This whole proceedure is repeated
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using ~ 10* different random configurations of donor ions until Py is sufficiently
large to be sectioned into a histogram spectrum F; xy with a reasonable number of
bins j, where typically Ej =~ 50. Examples of the histogram spectrum P; xy using
the optimized values of two free parameters [z/,'7 R 1] are shown as the solid black
lines in Fig. 5-8 for each crystal with nominal the experimental data taken from
Fig. 5-1 using the following proceedure: we first subtract K¢, = +0.018 % from

all the data in Fig. 5-1, then we scale the K-axis using the linear relation between

17 rc
spin

and "Zj..q. This amounts to multiplying the K-axis by the scaling factor
6. (VK gpmﬂ‘l taken from Fig. 5-5. The experimental data points, including the
observed asymmetry of the lineshape, are successfully reproduced by the histogram
spectrum Fy; xy using the optimized values [#','" Rpatcn)-

The CG (center of gravity), given by (Px) = z', and the effective HWHM,
ITAS::patch, of the histogram spectrum F; x) are defined in the same manner to Eq.
(3.2) except that we optimize the CG z’ (gray vertical lines) of the histogram spectrum
P xy for each crystal z. We note that due to slight misalignment with the magnetic
field, we encountered a small systematic error Avg,, ~ £ 2 kHz (or TA K, ~ 0.005
% (< (MK&,in)), equivalently) between different runs of experiments. We attribute

the small shifts £0.005 of the optimized value z’ from nominal z to such errors. Once

%' is optimized, we optimize 7 R,qx by imposing the condition
17A-Tpatch =17 A-Tlocal (510)

where " Azpe., is determined using Eq. (4.17) as a function of the free parameter
7 Rpatch, and YAz, are the experimental data taken from Fig. 5-7. After optimiz-
ing Y Rpaicr, by satisfying Eq. (5.10), we successfully reproduce the experimentally
observed data points shown in Fig. 5-8. We also find that our calculation fit well to
the same Binomial relation in Eq. (4.18), i.e. YAz o¢ 1/ Rpaten-

The best fit values of '"Rpaen used to fit the data in Fig. 5-8 are summarized
in Fig. 5-9, along with the average ™2Sr to *2Sr separation ls, (or average hole

separation distance) lg, ~ a//z nm [7]. We also show previous independent results
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Figure 5-10: Temperature dependence of patch radius for z = 0.115 including " Rpaten
(M) and 3R, (o) taken from Fig. 4-9. Dashed horizontal line indicates average
+28r-128r separation distance lg,=1.2 nm for z = 0.115. Dashed arrow indicates

onset of LRO into orthorhombic structural phase [100], while solid arrow indicates
Tscale-

of the lower bound estimate ®3 R4 determined from the inhomogeneous broadening
of the %Cu NQR spectrum taken from Fig. 4-8. In Fig. 5-9 we see a sharp drop
in 9 R qee for z < 0.115 which coincides with the region of LRO (long range order)
into the orthorhombic structural phase (at 295 K) [72,100]. 7 Rpasen, on the other
hand, is deduced by the inhomogeneous broadening across the spin channel and is
not effected by the lattice distortions, however, for x < 0.035 the apical and planar
spectra coincide which limits the accuracy with which "Ry can be determined.
For these reasons, we turn the solid line extrapolation of 17 Rpasen and % Rpgeen into
a dashed lines below z =0.035 and 0.115 respectively. As discussed in chapter 4,
we do not expect our patch model to be valid in the region 7 R uen ~ lsr Where on
average, each patch covers only one *2Sr ion. If we continue to extrapolate the solid
line for 17Rpatch to lower z, we therefore expect our simplified model to break down
at = ~ 0.02, which coincides with the appearance of the Néel phase for z < 0.02 in

oxygen depleted samples [18].
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In Fig. 5-10 we present the temperature dependence of "R, and the lower
bound *Rpesen for z = 0.115. Both " Rpuen and % Rppp0 show a consistent decrease
with decreasing temperature. Below Ty (shown by the vertical arrow), "R, gscn
starts to saturate due to the fact that the linewidth shown in Fig. 5-4 saturates,
however, the validity of our model is questionable in this tempeature region. Other
samples show similar temperature dependence to z = 0.115. We note that the tem-
perature dependence of "R, and Gstatch is qualitatively different to that of the
anti-ferromagnetic correlation length £4p which increases with decreasing tempera-
ture [7,46].  This rules out the possibility that Rpuer and ap are simply related
to each other. Rather, R,q;., should be considered as an independent length scale
which desrcibes the segragation of holes in the presence of a random distribution of
-T28r ions. We remark that similar patch-by-patch models of disordered doping in
the CuO; plane have been independently used to account for the smeared density of
states found in photoemission peaks as a result of a distribution in the superconduct-
ing gap [53]. The free parameter used to account for the smearing in the density of
states is the length scale of the model which is determined by the in plane super-
conducting coherence length &, ~ 2.0 — 3.0 nm [85]. It is interesting to note that

Y Rpoten = 2.5 nm (Fig. 5-10) in the region of T, is comparable to &,

5.4 Departure from Scaling

As shown in chapter 2, " A(q)* decreases as ~ (q — Qar)” in the vicinity of Qag.
Therefore 171/T1T¢ is dominated by contributions away from the wave-vector Qar.
In Fig. 5-11 we present the temperature dependence of (1"1/717°) at the CG of
the central transition for all samples, and from 475 K down to Ty..., we see the
> shown in Fig. 5-3. To show this
) (from
Fig. 5-3), where = and T are the implicit parameters. The scaling relation at the CG
of each spectrum shown in Fig. 5-12 has slope 8(¢%) = 2.540.2 (sK%) ! which agrees

same overall temperature dependence as (K¢,

explicitly, in Fig. 5-12 we cross-plot ('"1/T1T°) (from Fig. 5-11) and (K¢

5pIT

with 3 = 2.4+0.2 (sK%) ! found in Fig. 5-1 for the scaling across the inhomogeneous
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Figure 5-11: Temperature dependence of ("1/T17¢) at the CG of the the central
transition for z = 0.15 (W), z = 0.115 (o), x = 0.07 (A), z = 0.05 (e) and z = 0.035
(O). Symbols with small dashes underneath indicate (}*1/717¢) measured at the CG
of the first lower satellite transition instead of the central transition due to interference
of the apical oxygen signal at the central transition (note that both central and
satellite transitions gave the same results at their CG in the temperature regions
where both were measurable). Dashed line indicates temperature region Tyeaze, and
solid lines are a guide for the eye.
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Figure 5-12: {}"1/T7T¢) at the planar oxygen site as a function of spin Knight shift
(""KC,,), both taken at the CG of the spectrum for z = 0.15 (W), z = 0.115 (o), z =
0.05 (o) and z = 0.035 (O1). Solid line shows linear fit to scaling form (Y"1/TT°) =
BCC (YT Ke, ) with slope ¢ = 2.5 + 0.2 (sK%)~!, which is consistent with the
slope 8 = 2.4 £0.2 (sK%)™" found in Fig. 5-1 across the inchomogeneous linewidth.
Dashed gray curve illustrates the Korringa relation for Fermi liquid. Data points
which deviate from the scaling relation correspond to temperatures below 7. and

are not included in the linear fit.
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broadening for various x at constant temperature. In appendix D we fit the scaling
region to the phenomenological expression by H. Monien, P. Monthoux, and D. Pines
(MMP) [58] and deduce the band-width parameter ~ J(~ 130 meV) (Eq. (1.1)) for
the uniform spin susceptibility.

The scaling between the spin dynamics and the spin shift is eventually broken be-
low the temperature region Tyepe. Below Tycare, we find that 171 /T, T° saturates (Fig.

5-11) while K¢

¢ continues to decrease (Tig. 5-12) with decreasing temperature.

We also find that the temperature dependence of the linewidth ( Fig. 5-4) saturates
below Ticute-

One possible reason for the departure from scaling is that "1/77 7 picks up contri-
butions from growing incommensurate spin fluctuations [54] at the NMR frequency
near q =2 Qar [43]. The presence of finite incommensurability implies that the hy-
perfine form factor in Eq. (2.23) does not entirely filter out the AF fluctuations,
thereby causing an enhancement in *"1/777 over the uniform susceptibility K¢,
and departure from scaling.

Another possible reason for the departure from scaling is that for T' < T4 there
are a growing number of regions where 17z, is very small. We see this in Fig. 5-7
where at Tyeate, L7 T1oce fOr the insulating side gets closer and closer to zero, implying
that certain regions in the CuO, plane are close to being undoped. Such regions may
behave as free-spin like entities which enhance 171/T7T* for neighboring sites.

We also note that the onset of wipeout Tgn sets in below Tyeue. In the case
of = 0.035, Tyor = Tscate, Which suggests that both may be related. Indeed,
we observe that the lower half limit Yz = 0.016 for x = 0.035 at 295 K, which
suggests that a growing number of low doped patches exist with enhanced values of

631 /7). In the case of %3Cu discussed in chapter 1, ®1/T} is so much enhanced that

the 3Cu signal is no longer measurable, i.e. is wiped-out.
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Chapter 6

Conclusions

The nature of the inhomogeneity in La;_,;Sr,CuQ, (and related materials) has been a
major mystery in the NMR/NQR community since its discovery in the 1980’s. Such
unanswered phenomena include the nature of the YO NMR linebroadening which
shows an inconsistent temperature dependence to a local moments type picture for
the inhomogeneity. Another is the unusually large ®*Cu NQR linebroadening and the
nature of the "B”-line. Yet another is the nature of the tailed 3Cu wipeout in the
region z < 1/8. In light of these unresolved issues, we undertook a detailed systematic
study of the inhomogeneity in the CuO, planes of Lay_,Sr,CuQ, in order to unravel
these mysteries. We present these revealing studies in this thesis.

Using ®Cu NQR and 'O NMR in high-quality poly- and single crystal samples,
we discovered that the inhomogeneity takes the form of a thermodynamic spatial
variation in electronic states over short ~ 6 — 8 nm length scales. We characterized
the spatial variation in terms of the local hole concentration Ziueu(7# z) which was
shown to deviate from nominal z at elevated temperatures as high as 500-600 K. The
extent or amplitude, AZjoe1, of the spatial variation (where Zip = £ Azyen) was
found to increase with decreasing temperatures below 500-600 K, and reached values
as large as AzZjoeq;/r = 0.4-0.5 in the temperature range > 100 K. The length scale
over which Ty modulates in the CuO, planes was found to be 2Rpqn ~ 6 — 8
nm which we deduced using a patch-by-patch model for ;.. together with alloying

effects in the lattice. Such short length scales explains why scattering techniques
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(which detect coherent phenomena average over length scales larger than ten’s of
nm’s) tend to underestimate Az Our use of the local nature of the NMR/NQR
probes proved to be essential in our study of the inhomogeneity, and furthermore, our
use of high-quality single crystals and poly-crystalline samples showed that zyscq was
a sample independent phenomenon, therefore the inhomogeneities reported in this
thesis are intrinsic to the CuQy planes of Lag_Sr,CuQy.

By taking alloying effects into account in a novel way, we once and for all clari-
fied the nature of the 3Cu ”B”-line. We presented a point charge calculation which
incorporated the random positioning of "2Sr donor ions in the lattice, and we suc-
cessfully reproduced the entire 3Cu NQR spectrum including "B”-line, with one free
parameter (%*Rpqc). In particular, we showed that the ”B”-line corresponds to **Cu
nuclei with a *2Sr jon directly above or below it. % Ryucn (and 7 Rpaten ~% Rpatcn)
were deduced assuming no clustering of the *2Sr ions in the lattice beyond probability
theory, however, we note that even in the case of clustering over very short length
scales 3-4 nm, the presence of a short length scale is still needed to account for the
observed spatial variation in electronic states. Using the temperature dependence of
the ¥Cu NQR spectrum, we also deduced the temperature dependence of the local
orthorhombic distortions which were found to start at temperatures (7T 2 400 K)
above LRO in the case of z > 0.04. Comparison between the local orthorhombic dis-
tortions and LRO implied a mixture of order-disorder and displacive type structural
transitions in the region x > 0.04 and T < 1j.

We also showed that the O NMR linebroadening is dominated by spatial vari-
ations in the spin susceptibility through the spatial variation "2, by showing for
the first time that the same empirical scaling relation holds across the inhomogeneous
linebroadening of each crystal. This rules out the possibility that impurity or ”dirt”
effects are the dominant cause of the 170 NMR linebroadening, commonly beleived to
be the case in Lay_,Sr;CuO,4. Rather, we showed that the temperature dependence
of the 17O NMR linebroadening is a result of the growing amplitude "Axz,ca of the
spatial variation in electronic states.

The mysterious nature of the tailed wipeout for z < 1/8 in the temperature
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region Tﬁgﬁd < T < Tngr (chapter 1) can naturally be accounted for in light of our
results of the inhomogeneity. Note that in the temperature region Tygr ~ 300 K for
z = 0.04, the characteristic local hole concentration %z, for insulating patches is
inferred at the lower half intensity to be as low as ®z,.,; ~ 0.015 (Fig. 3-7). Likewise,
Y Zocat ~ 0.016 (Fig. 5-7) for = 0.035 in the temperature region Twor ~ Tscate.
Recall that %1/T) for z = 0.02 at ~ 300 K is already too large for the Cu signal
to be observable, therefore the insulating patches for z = 0.04 at 300 K are wiped-
out. As one cools the z = 0.04 sample below 300 K, there are a growing number of
patches with lower and lower hole concentration which are also wiped-out, leading to
an overall increase in the wipeout fraction F(7T") with decreasing temperature. The
fact that 532,041 (and Y %jeeq) gradually fan out with decreasing temperature therefore
explains the tailed temperature dependence of the wipeout fraction F'(T") in the region

Tﬁgﬁd <T < TNQR for z < 1/8
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Appendix A

03Cu Anti-shielding factors

We now deduce the anit-shielding factors [81] Cl(;;B) and C?Ej‘B) for the A and B-
sites respectively. We first assume that all anit-shielding factors are isotropic and
independent of z and T, but are allowed to vary between the A and B-lines. Next,
we produce a cross-plot shown in Fig. A-1(a) of the resonance frequency at the CG
of the A-line (®*v3) (z,T) (Fig. 3-9(a)) and the EFG at the CG of the simulation
<V[th> (z,T) for the A-line (Fig. 4-2). Likewise, we produce the same cross-plot for
the B-line shown Fig. A-1(b). Note that we only use data in temperature region

above Ty in Fig. 3-9 where local orthorhombic distortions are absent.

Then we deduce the linear fit using the standard empirical form [69, 76]:
c.k
<63V§2> = AISCd - A;Catt <I/;att> (A1)

where k = (4, B) and all quantities are overall positive. The best fit to the data
shown by the solid black lines in Fig. A-1 indicates that for the A-line A, = 75.3
MHz and A2, = 16.0 MHz/[emux10~"], and correspondingly for the B-line that A,
= 64.6 MHz and AE,, = 10.7 MHz/[emux104].

Using Eq.’s (2.7), (4.2) and (4.3), we express the A’s in terms of the unknown

anti-shielding factors as such

4e?|%Q|

k
Asa " 14h

(1—4f)(r3d) - &
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Figure A-1: Cross-plot of (a) (%*v43) taken from Fig. 3-9(a) and the EFG at CG
<V}Z;f> shown in Fig. 4-2 with z and T as implicit parameters. (b) Same cross-plot
as (a) but for the B-line.
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Using f7 = 0.076 (80} , ®Q = —0.16 barns [2], and the bare value < r;3 >= 7.5
a.u. 2] for free cupric ions, we find that for the A-line ¢, = 27.7 and ¢ = 0.93,
while for the B-line (2, = 18.6 and (J, = 0.82. These set of results are consistent
with previous estimates [69, 76].

Converting the above analysis using *Q = —0.211 barns [84] instead of 830 =
—0.16 barns [2] results in a uniform 24.2 % decrease in our estimates of the (’s.
However, note that what really matters in converting from calculation to experiment
are the A’s in Eq. (A.1). Likewise, when accounting for the broadening in section to
deduce *Azpaten, it is also the A’s which ultimately matter, not the ¢’s, therefore our

end result for ®Azposer, and % Ry, are independent of what value of 6300 we use.
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Appendix B

531 /1) Recovery

In this appendix we analyze the multiple exponential recovery of the magnetization
M(t) in the case of z = 0.16 at T = 100 K and deduce the distribution in %1/7} at
a fixed frequency. We also show that the distribution in %31/7} at a fixed frequency
can be naturally accounted for by a finite intrinsic lattice broadening whose HWHM
Ak, we calculate using the recoveries M(t). We find that AvTl, = 0.62 + 0.09
MHz is consistent with the independent point charge calculation Ay = 0.49 MHz
for x = 0.16 shown in chapter 4.

When there is no distribution in 631 /T, the experimentally observed nuclear recov-
ery M(t) may be fit to Eq. (2.17) where M(0), M(o0) and 1/T; are free parameters
of the fit. In Fig. B-1 the fit is presented in normalized form 7(t), defined as

_ M(t) — M(cc)
0 = 310y i)

(B.1)

for z = 0.0 at 475 K at various positions across the NQR spectrum including the center
631/ Tl(fz, upper half intensity 531 /Tl(:;) and lower half intensity 631 /T1(;1) positions. As
discussed earlier, the z = 0.0 spectrum is homogeneously broadened and therefore
shows no frequency dependence of 631 /11 across its lineshape, nor does it show any
sign of having a multiple exponential recovery. We also note that the data in Fig.
B-1is taken at 475 K which is the orthorhombic phase, therefore we can also rule

out the possibility that the orthorhombic distortions are the direct cause of observed
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Figure B-1: Time dependence of bare recovery I(t) deduced from magnetisation M (t)
(see Eq. (B.1) for z = 0.0 at 475 K.

frequency dependence in %1/7; for z > 0.0.

In Fig. B-2 we show the bare recovery [(t) at similar positions across the A-line
of z = 0.16 at 100 K. There are two noticable features about the recoveries in Fig.
B-2. Firstly, the slopes get steeper towards lower frequency, which corresponds to
the fact that the %1 /Tf;) > 1 /Tfffg >0 /T, 1(;). Secondly, the solid straight lines
which correspond to force fitting the recoveries I(t) to a single value of %1/7; does
not result in the best fit. This implies that there are multiple exponential components
to I(t) of the form

D7 G exp (—%‘jt)
N Zj aj
Fitting the recoveries to a single exponential form is equivalent to taking a; =1 and
1/T1; = 1/T1 in Eq. (B.2), and results in the force fit values 631/T1(:4), 631/T1(f2 and
631 /T&) shown across the NQR spectrum in Fig. B-3.

I(t) (B.2)

The dashed lines in Fig. B-2 show the best fit result from a sum of exponentials
1/Ty,; whose distribution coefficients a; are presented as the dashed lines in Fig. B-4.

The distribution coefficients a; for each recovery I(t) are determined using three free
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Figure B-2: z = 0.16 at 100 K, taken at various positions across NQR. spectrum
including ¥1/T}} (grey x), B1/T{% (o) and #1/T') (o). Solid lines are force fits
using a single exponential recovery while dashed lines are best fits using multiple
exponential recoveries shown in Fig. B-4.
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Figure B-3: %Cu NQR spectrum of z = 0.16 at 100 K (e) along with force fit
values %31/7} (o) at various positions across the line. Dashed black line through (e)
shows fit using patch-by-patch model with a lower bound for the patch radius of
%3 Rpaten = 2.7 £ 0.2 nm, while gray curve illustrates relative size of intrinsic HWHM
Apfl = 0.62 MHz deduced from recoveries in Fig. B-2. Solid curves are interpolations
between data points (o).

parameters and one constraint. The 3 free parameters can be expressed as such:
_ Pri —1/Ty;)?
aff ) — exp (—( L (_)/ 1) ) (B.3)
(Ap")?

a§+) exp (— (PTI(;;L)/;LJ') ) (B.4)

where Eq. (B.3) is used for 1/Ty; < Pri and Eq. (B.4) is used for 1/T1; > Pr.
The three free parameters are the peak of the distribution Pr;, the width Ag;) for
1/T; ; < Ppp and the width A(PH for 1/Ty; > Pr1. The constraint is that the CG of
the distribution, shown as the solid vertical lines in Fig. B-4, coincide with the force
fit value 891/T} 4 deduced with a single exponential fit to the recovery shown across
the NQR spectrum in Fig. B-3.

Using second moment analysis of the distributions in Fig. B-4 in an analogous
manner to Eq. (3.2) and Eq. (4.17), we determine that the effective HW H M of the
distributions to be AL/T;) = 0.33 (ms~!), A1/T{} = 0.27 (ms™*) and A1/T}) =
0.20 (ms™"'). Note that these HWHM of the distributions are only ~ 15 % of the
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Figure B-4: Distribution coeflicients a; of 1/T; ; {dahsed lines) deduced from best fit
to recoveries I(¢) shown in Fig. B-2 for £ = 0.16 at 100 K. Solid vertical lines show

both force fit values %1 /Tl(;{) 81/ Tl(’oj (grey line) and ®1/T ‘1(;) in order of increasing
frequency shown by arrow which coincide with CG of distributions.

value at the CG %1/T; 4, which implies that accurate recovery data I(t) is needed

down to I(¢) ~ 0.001.

Tl
la

We can now get an estimate of the underlying intrinsic lattice broadening Avj,,

by converting the HWHM A1/T) 4 deduced above into equivalent frequency widths.
In order to do so we take a local derivative G, of the underlying frequency dependence

of 81 /17 4 at a frequency v defined as such

51/T1’A

. (B.5)

oo

where 1/T} 4 is the interpolated value of %1/} 4 shown in Fig. 2-1 as the solid
line. Using units of 1/7; 4 in (ms™) and v in (MHz), we find that 57 = 0.62,
B© =0.39, and 3+ = 0.29, from which we deduce the HWHM (in units of MHz) as

such
Aviy) = AYTS) /87 =053
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Av = AYTS/8 = 0.69

Avtl = AT 8% = 0.68 (B.6)

att

at the lower half intensity, center and upper half intensity of the spectrum respectively.
Finally, we deduce the average value Aull, of the three estimates in Eq. (B.6) to be
Avfl = 0.62 £ 0.09 MHz. This is consistent with Ay = 0.49 MHz deduced
independently using the point charge calculation shown in Fig. 4-7. We illustrate the
size of Ay}, in Fig. B-3 as the dashed gray curve and also in Fig. 4-7 and Fig. 4-8.

Note that Apll is ~ 25 % overestimated compared with the calculated point
charge value Ayy,;;. However, in order to obtain Ayﬂt beyond the accuracy we have
outlined, one needs to know the underlying distribution in 1/7} 4 beforehand. This is
due to the fact that we have used finite 7 = 12us conditions throughout this analysis.
In the case where 1/7} 4 is distributed, using finite 7(> 0) conditions will suppress the
faster components of 1/T} 4 at fixed frequency. Using a finite 7 results in a smaller
contribution from Cu nuclei with large spin-spin relaxation rates ®1/T,(>% 1/T} )
which have correspondingly large values of ®31/T;. Therefore, the CG of %1/T} will
be underestimated from the true CG measured in hypothetical 7 = 0 conditions. The
underestimation of the CG will be more severe towards lower frequencies were 1/T) 4
gets faster overall. This implies that our derivation of 3, will be underestimated
by using finite 7, therefore AvLl in Eq. (B.6) will be overestimated. On the other
hand, using 7 = 12us conditions will also underestimate the width Al/Ty 4 in Eq.
(B.6) on the faster side, therefore Avl}, will be underestimated. We note that even

in 7 = 12us conditions, however, we obtain a consistent value with our independent

point charge calculation.
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Appendix C

The NQR/NMR probe

In this appendix we describe a few experimental aspects of the NQR/NMR probe and
its resonance circuit (Fig. 2-8). The art of the NQR/NMR experiment comes down to
having a good probe. The NQR/NMR probe is the most important and challenging
part of the spectrometer and is the predominant factor in achieving good signal-to-
noise ratio (S/N) and temperature stability. Tt must also be carefully designed to
avoid arcing of the high power (~ 1 kW) r.f. input to ground.

A more detailed version of the resonance circuit diagram is shown in Fig. C-1.
It includes the variable matching capacitor Cyy, the variable tuning capacitor Cr,
the sample and coil inductance L, and the parallel resistance R. Cy, Cur, L, and
R represent real physical components of the probe, i.e. they are each soldered into
the resonance circuit at the tip of the probe. In practice, however, all four of these
physical components each come with a resistance, a capacitance and an inductance.
For instance, the coil and sample have a large inductance L together with a small
resistance r and a small stray capacitance. The trick in building an NQR/NMR. probe
is to limit the unwanted effects in each circuit component.

For instance, it is important to avoid any stray inductance in the probe which can

potentially decrease the filling factor #;. 7y defined as such

sample
L p H]_ . BldI'

77f _ _8m
1 all—space H] ] B]dr

8

(C.1)
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where By and H; (~ 10 G) are the amplitudes of the r.f. magnetic flux density and r.f.
magnetic field strength, respectively. Eq. (C.1) represents the ratio of the magnetic
energy in the volume of the sample to the magnetic energy in all space. A low filling
factor (ny < 1) leads to lower S/N.

It is also important to avoid any stray capacitance in the probe since this limits
the tuning range of the probe. A typical tuning range we achieved for NQR was 26
MHz « 42 MHz (i.e. a range of 1 < 1.6), which was more than sufficient to cover a
whole spectrum without having to change the coil. The tuning range was temperature
independent except when the probe was submersed in liquid N, in which case the

tuning range umiformly decreased 10 — 20 %.

C.1 (—factor

One important quantity which characterizes many aspects of the NQR/NMR probe is
its quality factor ). There are various equivalent definitions of @ [9]. One definition

is given by

_ W _ e
Q_za_w_zaf

(C.2)
where w,, = 27 f, is the resonance frequency, and 4 f is the half width of the response
of the probe. In other words, if one tunes the capacitors in the probe to resonate at
fn, and then one switches the r.f. input to f, +df without re-tuning, only half of the
r.f. power will reach the sample. For ¥Cu NQR, @ = 50 — 60, which implies that in
order to take a lineshape measurement, one must re-tune the capacitors every ~ 100
kHz across the line, i.e. at each data point. One can measure @) by applying an r.f.
pulse and looking at the oscillating decay from the probe right after the excitation
pulse. One then measures 7, on the oscilloscope by measuring the time it takes the
amplitude of the oscillating voltage to decay by a factor % ~ (.368. ( is then given
by

Q = 7Tefn (C.3)

The S/N of the probe depends on many factors, including @, ny, and f,. The
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Figure C-1: The NQR/NMR parallel tuned circuit including the the variable matching
capacitor Chy, the variable tuning capacitor Cr, the sample and coil inductance L,
and the parallel resistance R. Also shown 1s the effective coi] resistance r used in the
circuit theory.

total S/N can be empirically expressed s such
fo va
SN ~ 22 fenfQn (C.4)

The factor f, /T arises from the thermal nuclear population difference between -
clear eigenstates. fnlksT ~ 105 4t 100 K, which implies that we are effectively
measuring only ~ 10-5 of the total nuclear population at 100 K J arises from Fara.
day’s law of induction, where ¢ = 1 in the limit of prefect filling (le. np = 1).
Typically however, 1/2 <o < 1. Similarly, experience suggests that 1/2 < 8 < 1
and 1/2 < v < 1.

Eq. (C.3) Suggests that the higher the @, the longer it takes for the ring-down (Fig.
2-6) to decay, i.e. T Is larger, which can sometimes be problematic. Most of the ring-
down is subtracted by phase~cycling (chapter 2.3), however, any small inefficiencies

in the phase cycling are amplified by the shear magnitude of the peak voltage of the
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r.f. pulses (~ 100 V), which can potentially obscure the spin echo signal (~ 1uV).
Realistically, phase-cycling is never perfect, therefore every probe has a ”dead-time”
after the application of an r.f. pulse. In the case of Q) ~ 50, a typical dead-time is
~ 6us. For these reasons the shortest 7 we use is 7 ~ 12us. Choosing the right @)
therefore involves a compensation between S/N and ring-down.

Q also determines the amplitude of the r.f. power Hj in the coil. According to [81]

Hi= 4 w;’/f_fpc (C.5)

for H, in Gauss and f, in MHz. V is the volume of the coil (in cm?®), and F, (in W)
is the total power into the probe from the Kalmus amplifier (Fig. 2-8).

C.2 Circuit Theory

One way to reduce @ is to add a resistor R in parallel (Fig. C-1). Choosing a
small value of R has the effect of damping the circuit, or decreasing ). In order
to understand this, it is useful to derive a back-of-the-envelope type calculation for
the response of the tuned circuit (Fig. C-1). In order to do so, we introduce a
small effective resistance r for the resistance of the coil Following standard circuit

theory (9], one can then derive the input impedance Z of the tuned circuit as such
Z (w) = (iwCy) ™ + [+ iwCr + (L + 1) (C.6)
which one then equates to the resonance condition
Z (wy) = Zp + 0d (C.7)

In an experiment, the resonance condition (Eq. (C.7)) is achieved by optimizing Cis
and Cr using a magic-tee [23] at the desired resonance frequency w,. By rearranging
Eq. (C.6), the imaginary parts of Eq. (C.7) and Eq. (C.6) are used to find an

theoretical expression for the resonance frequency w, as a function of the circuit
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components (assuming @ > 1 and wL > r) as such [9,23]

1
L(CM + CT)

o= (1-0@?) (©
up to order @72(<& 1). The theoretical expression for () is derived below. The real
parts of Eq. (C.7) and Eq. (C.6) define the matching condition which effectively
matches the input impedance of the tuned circuit to the impedance of the co-axial
cables, which in our case is Zy = 50 2.

The next step is to derive an expression for (). In order to do so, one expands the
impedance Z in Eq. (C.6) around the resonance frequency w = wy, + dw [9] to get

Z (wn + 6w) = Zg (1 + 2%Q - 6—‘“) (C.9)

Wy

In the limit ¢ > 1 this leads to

(C.10)

One can see in Eq. (C.10) that decreasing R (or damping) has the effect of decreasing
(. The advantage of introducing R into the circuit is that @ is no longer dominated
by r. In general, r is temperature dependent while the resistors R that we use
are temperature independent. Therefore, introducing R into the circuit drastically
reduces the temperature dependence of (). Any temperature dependence in @ would
effect the S/N (Eq. C.4) which is not good for measuring absolute signal intensity,
i.e. wipeout. If H; has temperature dependence through @, then the length of the
r.f. pulses (Eq. (2.18)) would have to be determined at each temperature. For these
reasons, we typically add R ~ 20 k.

Another consequence of the circuit theory is a closed form expression for the values

of Cys and Cr at resonance

[ 1
Cu = ZoQLuw?
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assuming ) > 1. We can test whether our simple circuit theory is correct by com-
paring the theoretical estimates of @, Cy, and Cr in Eq. (C.10) and Eq. (C.11)
with experiment. In order to do so we substitute reasonable values for f,, L, R, and
r into Eq. (C.10) and Eq. (C.11). Let us take a standard ®*Cu NQR experiment as
an example. We can estimate the inductance L by [23]

NZ2g?

L=—— .
23a + 25b (C.12)

for L in pH. N is the number of turns in the coil, a is the coil radius (¢m) and b is the
coil length (cm). Using Eq. (C.12) we can deduce that typically L ~ 1xH for %*Cu
NQR. 7 is typically r ~ 1 £ at 295 K, and we usually take R = 20 k2. According to
Eq. (C.2) for w,/2m ~ 40 MHz, we then deduce that @ ~ 60, which is very close to
the experimental value of @ = 50 — 60 determined using Eq. (C.3). Furthermore, Eq.
(C.10) predicts that the r dependent term in @ is small (~25 %), which significantly
reduces any temperature dependence in Q. Using the same input values for f,, L,
R, and 7, Eq. (C.11) predicts that Cys ~ 4.6 pF, while Cp ~ 11.2 pF. These are
reasonable estimates compared to the ranges Cpy = 1 — 5 pF and Cr = 1 — 10 pF
of the capacitors used in the experiment, bearing in mind that both Cjs and Cr are

uniformly increased by stray capacitances in the circuit.
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Appendix D

Scaling phenomenon

For a Fermi-liquid without strong magnetic correlations, there exists a universal re-
lation between the spin portion of the Knight-shift K, and 1/T7T. This relation,

known as the Korringa law, takes on the form [42,81]

i:SKz

TlT spin (Dl)

The functional form of Eq. (D.1) can be understood using a density of states N{ep)
argument [42,81] where 1/T\T o N(ep)? and K, o< N(er), leading directly to Eq.
(D.1). As initially proposed by M. Takigawa et al. [91], however, the above Korringa
relation does not hold in YBayCuzO,. Rather, the 17O NMR data for c-axis aligned
powder strongly suggests the functional form in Eq. (5.7) with a T independent
slope B(9¢) ~ 2.0+ 0.2(sK%) ™! in the case of YBa,CusOg¢ [91] and F(€) ~ 2.2 4
0.3(sK%)~! in the case of YBayCu3Oy [91]. Further support for the scaling relation
in Eq. (5.7) is evidenced by #Y NMR data in this system. The hyperfine form
factor 8 A(q) decreases even more rapidly ~ (q — Qar)” than 7A(q) for g &~ Qar ,
therefore a similar scaling relationship should hold, as is indeed observed [3,91]. As
shown in chapter 5, the scaling from in Eq. (5.7) for La,_;Sr,CuQy4 holds across the
inhomogeneous '"O NMR linebroadening as a function z (Fig. 5-1) and T (Fig. 5-2),
and also at the CG of the spectrum as a fucntion of z and T (Fig. 5-12), all with
comparable values of f~ 2.4+ 0.2 (sK%)~L.
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As shown in Fig. 5-1 and Fig. 5-12, our results for the La,_,Sr;CuQy4 system are
clearly consistent with Eq. (5.7) and not Eq. (D.1). We explicitly show the failure of
Eq. (D.1) in Fig. 5-12 as the dashed grey line which corresponds to an enhanced value
of § = 45, over the free electron value Sy for 7O. Instead we find a constant slope
BEE) = 25+ 0.2(sK%)~! from Fig. 5-12 over the wide range 0.035 < « < 0.15 and
Tocate < T < 475 K, and furthermore 3 = 2.4 4 0.2(sK%)~* over the inhomogeneous
linebroadening in Fig. 5-1 and 8 = 2.2 + 0.3(sK%) ! in Fig. 5-2. These results are
consistent with YBa,CuyzO, [91], and moreover the values for all the slopes 3 agree
to within £15 %.

The same observations for scaling were also reached in earlier reports for c-axis
aligned Lay g591g 15Cu0, powder [43], where 3P¥¢ = 1.4 £ 0.1(sK%) ! was deduced,
which is somewhat smaller that our B¢ = 2.5 4 0.2 (sK%) !. We attribute the
difference to the more accurate single crystal data which does not suffer the overlap
with the apical oxygen site.

In order to account for the scaling relation in Eq. (5.7), one can employ the
phenomenological approach used by M.M.P. [58,59] where they assume the dynamic

susceptibilty in the low energy %wo ~ 2 mK < T regime consist of two parts

X"(qw0) _ Xar(9)

e T Fm (D.2)
where Y’ is the q independent susceptibilty, I'g is the band-width parameter we shall
derive, and ¢y and c4p are dimensionless constants which depend on the particulat

The functional form in Eq. (D.2) can be used to account for both NMR and
neutron scattering results while maintaining a one-component model for the spin fluid.
Since both NMR and neutron scattering probe the spin susceptibilty, it was expected
that 171/T, T should be influenced by the substantial incommensurability [54] found in
the spin fluctuations of La; g55rg14CuQy4. However, the temperature dependence and
magnitude of 171/T1T in Lay ,Sr,CuOy4 do not reflect the incommensurability [43],
but instead, are similar to "1/T17 in YBayCu3zO, with similar transfer hyperfine

coupling constants (Eq. (2.24)). The NMR and neutron scattering experiments are
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consistent within a one-component model provided the phenomenaological approach
in Eq. (D.2) is used. The dynamic susceptibilty in Eq. (D.2) consists of an enhanced
AF spin fluctuation term x’yz(q) which is peaked around q=Q.r and dominates the
the Cu relaxation rate ®*1/T1T. The O relaxation rate 1"1/73T on the other hand,
filters out x’y-(q) by the q dependence in the hyperfine form factor in Eq. (2.23),
and therefore is dominated by the g independent susceptibilty x’.

For c-axis alignment, according to Eq. (2.13), Eq. (D.2), and Eq. (2.15) we are

then left with a modified expression

1 1777%]{3 T o 2 X;
17TT = 5 Z ll A(Q) | COF— (DB)
We BB g.200) B

We can then convert Eq. (D.3) to the form in Eq. (5.7) by using Eq. (5.3) as such

2 (2 2
7 Lo ik Jab (CL+C//) G| e

T\T. B 92C, Lg| oo

(D.4)

where the expression in brackets is the experimentally determined 3 in Eq. (5.7),
from which we determine the 7" and z independent energy scale Al's = ¢y - 75 meV,
within the model dependent constant c.

QOur I can be compared with previous results for powder aligned La; s5Srg.15CuO,
where Al'g = cp - 84 meV [43], and in YBa;CusO, where Al'g = ¢y - 100 meV [91] and
hl'p = co - 85 meV [37] have been deduced. Certain authors then take o = 1 [37,43]
while others take ¢y = 7 [30,58,59,91] depending on the details of the theoretical idea
behind Eq. (D.2). Using both models as extremes gives 75 meV < Al'g < 223 meV,

which is comparable to the exchange energy J ~ 130 meV.
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