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Abstract

Modern engineering problems require accurate, reliable, and efficient evaluation of quantities of
interest, the computation of which often requires solution of a partial differential equation. We
present a technique for the prediction of linear-functional outputs of elliptic partial differential
equations with affine parameter dependence. The essential components are: (i) rapidly convergent
global reduced-basis approximations — projection onto a space Wi spanned by solutions of the
governing partial differential equation at N selected points in parameter space (Accuracy); (i) a
posteriori error estimation — relaxations of the error-residual equation that provide inexpensive
bounds for the error in the outputs of interest (Reliability); and (i) off-line/on-line computational
procedures — methods which decouple the generation and projection stages of the approximation
process (Efficiency). The operation count for the on-line stage depends only on N (typically very
small) and the parametric complexity of the problem.

We present two general approaches for the construction of error bounds: Method I, rigorous a
posteriori error estimation procedures which rely critically on the existence of a “bound conditioner”
— in essence, an operator preconditioner that (a) satisfies an additional spectral “bound” require-
ment, and (b) admits the reduced-basis off-line/on-line computational stratagem; and Method II,
a posteriori error estimation procedures which rely only on the rapid convergence of the reduced-
basis approximation, and provide simple, inexpensive error bounds, albeit at the loss of complete
certainty. We illustrate and compare these approaches for several simple test problems in heat
conduction, linear elasticity, and (for Method II) elastic stability.

Finally, we apply our methods to the “static” (at conception) and “adaptive” (in operation)
design of a multifunctional microtruss channel structure. We repeatedly and rapidly evaluate
bounds for the average deflection, average stress, and buckling load for different parameter values
to best achieve the design objectives subject to performance constraints. The output estimates
are sharp — due to the rapid convergence of the reduced-basis approximation; the performance
constraints are reliably satisfied — due to our a posterior: error estimation procedure; and the
computation is essentially real-time — due to the off-line/on-line decomposition.

Thesis Supervisor: Anthony T. Patera
Title: Professor of Mechanical Engineering
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Chapter 1

Introduction

The optimization, control, and characterization of an engineering component or system requires the
rapid (often real-time) evaluation of certain performance metrics, or outputs, such as deflections,
maximum stresses, maximum temperatures, heat transfer rates, flowrates, or lifts and drags. These
“quantities of interest” are typically functions of parameters which reflect variations in loading or
boundary conditions, material properties, and geometry. The parameters, or inputs, thus serve
to identify a particular “configuration” of the component. However, often implicit in these input-
output relationships are underlying partial differential equations governing the behavior of the
system, reliable solution of which demands great computational expense especially in the context
of optimization, control, and characterization.

Our goal is the development of computational methods that permit rapid yet accurate and
reliable evaluation of this partial-differential-equation-induced input-output relationship in the limit
of many queries — that is, in the design, optimization, control, and characterization contexts. To
further motivate our methods and illustrate the contexts in which we develop them, we consider
the following example.

1.1 Motivation: A MicroTruss Example

Cellular solids consist of interconnected networks of solid struts or plates which form cells [16]
and may, in general, be classified as either periodic (as in lattice and prismatic materials, shown
in Figure 1-1(a)) or stochastic (as in sponges and foams, shown in Figure 1-1(b)) [11]. Numerous
examples abound in nature — for instance, cork, wood, and bone — but recent materials and
manufacturing advances have allowed synthetic cellular materials to be designed and fabricated for
specific applications — for instance, lightweight structures, thermal insulation, energy absorption,
and vibration control [16]. In particular, open cellular metals have received considerable attention
largely due to their multifunctional capability: the metal struts offer relatively high structural load
capacities at low weights, while the high thermal conductivities and open architecture allow for the
efficient transfer of heat at low pumping costs.

We consider the example of a periodic open cellular structure (shown in Figure 1-2) simultane-
ously designed for both heat-transfer and structural capability; this structure could represent, for
instance, a section of a combustion chamber wall in a reusable rocket engine [12, 19]. The prismatic
microtruss consists of a frame (upper and lower faces) and a core of trusses. The structure conducts
heat from a prescribed uniform flux source §” at the upper face to the coolant flowing through the
open cells; the coolant enters the inlet at a temperature 7p, and is forced through the cells by a
pressure drop AP = Phlgh Biw from the inlet to the outlet. In addition, the microtruss transmits



(a)

Figure 1-1: Examples of (a) periodic (honeycomb) and (b) stochastic (foam) cellular structures

(Photographs taken from [16]).

load

coolant Phign, To

Figure 1-2: A multifunctional (thermo-structural) microtruss structure.



a force per unit depth f, uniformly distributed over the tip 'y through the truss system to the
fixed left wall I'p. We assume that the associated Reynolds number is below the transition value
and that the structure is sufficiently deep such that a physical model of fully-developed, laminar
fluid flow and plane strain (two-dimensional) linear elasticity suffices.

1.1.1 Inputs

The structure, shown in Figure 1-3, is characterized by a seven-component nondimensional param-

eter vector or “input,” p = (u!, u, ... ,117), reflecting variations in geometry, material property,
and loading or boundary conditions. Here,

u* = t = thickness of the core trusses,

w? = & = thickness of the upper frame,

ud = 1, = thickness of the lower frame,

ut = H = separation between the upper and lower frames,

p® = & = angle (in degrees) between the trusses and the frames,

8 = k = thermal conductivity of the solid relative to the fluid, and

u’ = p = nondimensional pressure gradient;

furthermore, p may take on any value in a specified design space, D* C R, defined as
D* =0.1,2.0]® x [6.0,12.0] x [35.0,70.0] x [5.0 x 10%,1.0 x 10%] x [1.0 x 1072,1.1 x 10?],

that is, 0.1 < £,%,%, < 2.0, 6.0 < H <120, 35.0 < a < 70.0, 5.0 x 102 < k < 1.0 x 10*%, and
1.0 x 1072 < 5 < 1.1 x 102, The thickness of the sides, fs, is assumed to be equal to t}.

Figure 1-3: Geometric parameters for the microtruss structure.

1.1.2 Governing Partial Differential Equations

In this section, (and in much of this thesis) we shall omit the spatial dependence of the field
variables. Furthermore, we shall use a bar to denote a general dependence on the parameter; for
example, since the domain itself depends on the (geometric) parameters, we write ) = Q(,u) to
denote the domain, and Z to denote any point in . Also, we shall use repeated indices to signify
summation.

Heat Transfer Model

The (nondimensionalized) temperature, 9, in the fluid satisfies the parametrized partial differential
equation B
oz o OF .
=V +pVi—— =0, inQy, (1.1)
89345
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with boundary conditions

¥ = 0, on f‘i}l (1.2)
a9 _ -
oz, e = 0, onD{; (1.3)

note that the velocity field V = [O 0 Vg]T, where V3 satisfies

Vi =1. (1.4)

Here, &" denotes the unit outward normal, { # denotes the fluid domain, and f‘i}‘ (respectively, f“}“t)
denotes the fluid inlet (respectively, outlet). The temperature in the solid is governed by

—kV29 =0, in,, (1.5)
with
I 66 = u
& = x 1.
kaii €; 1 onIyg™, (1.6)
66;1 &' = 0 onIi™s (1.7)

reflecting the uniform flux and insulated boundary conditions, respectively. Continuity of temper-
ature and heat flux along the interface I'™ between the solid and fluid domains requires

5'3 = 1§|f on '™t (1.8)
- 09 _, a9 _ o
—k — = i e 1.
k (9571'9’ ) 55,5 ; onT (1.9

Structural (Solid Mechanics) Model

The (nondimensionalized) displacement, @;,7 = 1,2, satisfies the parametrized partial differential
equation
1o} ~  Oug _
— | Ciji=—]=0 in Q 1.10
o (Cong) =0 . (1.10)
where 0, denotes the truss domain, and the elasticity tensor Cijii is given by

Ciji = @ (Oirbj1 + 0ubjk) + €2640k; (1.11)

here, &;; isi the Kronecker delta function, and ¢, ¢; are Lame’s constants, related to Young’s
modulus, F, and Poisson’s ratio, &7, by
E
e = ——— 1.12
= T (1.12)
Ev
Go = ——————. 1.1
2T Q+ni-29 (113)
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The displacement and traction boundary conditions are

@G = 0 on T'p, (1.14)
58 = f'%& onTy, (1.15)
i€ = 0 on [,\(Tp UTY), (1.16)

where the stresses, ;; are related to the displacements by

= 0u
Oij = Cijkla_j;l; . (1.17)

Elastic Buckling

Furthermore, it can be shown [18] that the critical load parameter Al € R, and associated buckling
mode £} € Y, are solutions to the partial differential eigenproblem

—a— (C_'zjklagk) + /\——8—' (aa—mé 8_?) =0, (1'18)

oz; P oz; \ 0z, ™™ 9z,

with boundary conditions

émklgé_-.k "+)\g§' faef = 0 onl% (1.19)
Cz]kl g&k & + 651, ft = 0 on fﬁv . (1.20)

(The derivation of the equivalent weak form of (1.18)-(1.20) is presented in Chapter 6.)

1.1.3 Outputs

In the engineering context — i.e., in design, optimization, control, and characterization — the
quantities of interest are often not the field variables themselves, but rather functionals of the
field variables. For example, in our microtruss example the relevant “outputs” are neither the
temperature field, 9, the fluid velocity field, V, nor the displacement field, #; rather, we may wish
to evaluate as a function of the parameter p the average temperature along 1'“2“",

1

) = 9 dl 1.21
ave(#) !FE“"I Fau ’ ( )

the flow rate,

Q= [ W, (1.22)
Pout
f
the average velocity at the outlet,

Vsdl, (1.23)

(S}



the average deflection along I'%,

1

Save(pt) = ——= Uy dl (1.24)
ave |F%\J| I—“f\l

and the normal stress near the support averaged along T',,

1

i )k 511(@). (1.25)

Oave(1) =
In addition, one may also be interested in eigenvalues associated with the physical system; for
example, in our microtruss example the buckling load

Fruael) = X (W) F* (1.26)

where \! is the smallest eigenvalue of (1.18)-(1.20), is also of interest. Note that evaluation of these
outputs requires solution of the governing partial differential equations of Section 1.1.2.

1.1.4 A Design-Optimize Problem

A particular microtruss design (corresponding to a particular value of 1) has associated with it (say)
operational and material costs, as well as performance merits reflecting its ability to support the
applied structural loads and efficiently transfer the applied heat to the fluid. Furthermore, a design
must meet certain constraints reflecting, for example, safety and manufacturability considerations.
The goal of the design process is then to minimize costs and optimize performance while ensuring
that all design constraints are satisfied.

For example, we could define our cost function, J(u), as a weighted sum of the area of the
structure, A(p), (reflecting material costs), and the power, P(u) required to pump the fluid through
the structure (reflecting operational costs); that is,

T () = avV(u) + apP(p), (1.27)

where
V() = 2 [(tt + t) (t—&gz + Sir’ia + tb> +H (ﬁ + t,,)] , (1.28)
Plp) = Qw), (1.29)

and ay, ap are weights which measure the relative importance of material and operational costs in
the design process.

Furthermore, we require that the average temperature be less than the melting temperature of
the material:

19a.ve(/vb) < o11'L9max> (130)

the deflection be less than a prescribed limit,

5ave(,u) < 0125max, (1,31)

the average normal stress near the support be less than the yield stress,

Tave(1t) < QBU):Cy (1.32)



and the magnitude of the applied load be less than the critical buckling load, so that
1 < ogh(p) . (1.33)

We then define our feasible set, F, as the set of all values of 4 € D* which satisfy the constraints
(1.30)-(1.33).
Our optimization problem can now be stated as: find the optimal design, u*, which satisfies

* = i : 1.34
[ argl;lelgj(u), (1.34)

in other words, find that value of u, p*, which minimizes the cost functional over all feasible designs
pe F.

1.1.5 An Assess-Optimize Problem

The design of an engineering system, as illustrated in Section 1.1.4, involves the determination of
the system configuration based on system requirements and environment considerations. During
operation, however, the state of the system may be unknown or evolving, and the system may be
subjected to dynamic system requirements, as well as changing environmental conditions. The sys-
tem must therefore be adaptively designed and optimized, taking into consideration the uncertainty
and variability of system state, requirements, and environmental conditions.

For example, we assume that extended deployment of our microtruss structure (for instance,
as a component in an airplane wing) has led to the developement of defects (e.g., cracks) shown in
Figure 1-4. The characteristics of the defects (e.g., crack lengths) are unknown, but we assume that
we are privy to a set of experimental measurements which serve to assess the state of the structure.
Clearly, the defects may cause the deflection to reach unacceptably high values; a shim is therefore
introduced so as to stiffen the structure and maintain the deflection at the desired levels. However,
this intervention leads to an increase in both material and operational costs. Our goal is to find,
given the uncertainties in the crack lengths, the shim dimensions which minimize the weight while
honoring our deflection constraint.

W/ NANZ N/ \/\

A L~

Figure 1-4: A "defective” microtruss structure. The insert highlights the defects (two cracks) and
intervention (shim).

More precisely, we characterize our system with a multiparameter p = (herack s Ushim) Where
Perack = (L1, L2) and shim = (Lshim, tshim). As shown in Figure 1-5, L; and L, are our “current
guesses” for the relative lengths of the cracks on the upper frame and truss, respectively, while tgim



— ,

Lshim

Figure 1-5: Parameters describing the defects, (f;l and Eg), and the intervention, (f;shim and Zghim)-

and J_Eshim denote the thickness and length of the shim, respectively; we also denote by u} ., =
(L%, L3) the (real) unknown crack lengths. We further assume we are given Mey,, intervals [67', 0775,
m =1,..., Mep representing experimental measurements of the deflection such that

Oave (Mahims Merack) € [018:008), m=1,..., Mexp . (1.35)

From these measurements, we then infer the existence of a set £* such that (L}, L}) € £*. We then
wish to find the p,,, which satisfies

Hshim = aIg min Vehim, (Hshim), (1.36)

shim
where Vihim(#shim) = tehim Lshim 18 simply the area of the shim, such that

Hshim € DN (1.37)

max _ Oave (Nshim:,u'crack) g (1-38)
Herack€L*
In words, we wish to find the shim dimensions which minimizes the area of the shim such that
the maximum deflection (over all crack lengths consistent with the experiments) is less than the
prescribed deflection limit dpax.

1.2 Goals

Our first goal is the development of computational methods that permit accurate, reliable, and
rapid evaluation of input-output relationships induced by partial differential equations in the limit
of many queries. In particular, we seek to develop, especially for problems in elasticity, methods
for (i) accurate approximation of the relevant outputs of interest; (i) inexpensive and rigorous
error bounds yielding upper and lower bounds for the error in the approximation; and (#i) a
computational framework which allows rapid on-line calculation of the output approximation and
associated error bounds.

Our second goal is the application of these computational methods to problems requiring re-
peated evaluation of these input-output relationships. In particular, we seek to use these compu-
tational methods to solve representative problems involving the design, optimization, and charac-
terization of engineered systems.



1.3 Approach

1.3.1 Reduced-Basis Output Bounds

The difficulty is clear: evaluation of the output, s(u), requires solution of the partial differential
equation; the latter is computationally very expensive, too much so particularly in the limit of many
queries. The “many queries” limit has certainly received considerable attention: from “fast loads”
or multiple right-hand side notions (e.g., [10, 13]) to matrix perturbation theories (e.g., [1, 48]) to
continuation methods (e.g., (3, 41]). Analytical “substructure” methods ([30]) which provide rapid
on-line calculation of exact solutions to parametrized partial differential equations have also been
developed; however, these techniques have limited applicability, relevant only to problems in which
the parameters are the material properties, and are inapplicable even in the case of very simple
geometric variations.

Our particular approach is based on the reduced—basis method, first introduced in the late 1970s
for nonlinear structural analysis [4, 32], and subsequently developed more broadly in the 1980s and
1990s [7, 8, 14, 36, 37, 42]. Our work differs from these earlier efforts in several important ways: first,
we develop (in some cases, provably) global approximation spaces; second, we introduce rigorous
a posteriori error estimators; and third, we exploit off-line/on-line computational decompositions
(see [7] for an earlier application of this strategy within the reduced—basis context). These three
ingredients allow us — for the restricted but important class of “parameter-affine” problems —
to reliably decouple the generation and projection stages of reduced—-basis approximation, thereby
effecting computational economies of several orders of magnitude.

We note that the operation count for the on-line stage — in which, given a new parameter value,
we calculate the output of interest and associated error bound — depends only on N (typically
very small) and the parametric complexity of the problem; the method is thus ideally suited for the
repeated and rapid evaluations required in the context of parameter estimation, design, optimiza-
tion, and real-time control. Furthermore, theoretical and numerical results presented in Chapters 3
(for heat conduction), 5 (for linear elasticity), and 6 (for elastic stability) show that N may indeed
be taken to be very small and that the computational economy is substantial. In addition, timing
comparisons presented in Chapter 7 for the two-dimensional microtruss example show that a single
on-line calculation of the output requires on the order of a few milliseconds, while conventional
finite element calculation requires several seconds; the computational savings would be even larger
in higher dimensions.

Furthermore, the approzimate nature of reduced-basis solutions (as opposed to the ezact solu-
tions provided by [30]) do not pose a problem: our a posteriori error estimation procedures supply
rigorous certificates of fidelity, thus providing the necessary accuracy assessment.

1.3.2 Real-Time (Reliable) Optimization

The numerical methods proposed are rather unique relative to more standard approaches to par-
tial differential equations. Reduced-basis output bound methods are intended to render partial—
differential-equation solutions truly useful: essentially real-time as regards operation count; “black-
box” as regards reliability; and directly relevant as regards the (limited) input—output data required.
But to be truly useful, these methods must directly enable solution of “real” optimization problems
— rapidly, accurately, and reliably, even in the presence of uncertainty. Our work employs these
reduced-basis output bounds in the context of “pre”’-design — optimizing a system at conception
with respect to prescribed objectives, constraints, and environmental conditions — and adaptive
design — optimizing a system in operation subject to evolving system characteristics, dynamic



system requirements, and changing environmental conditions.

1.3.3 Architecture

Finally, to be truly usable, the entire methodology must reside within a special framework. This
framework must permit the end-user to, off-line, (i) specify and define their problem in terms of
high-level constructs; (ii) automatically and quickly generate the online simulation and optimization
servers for their particular problem. Then, on-line, the user must be able to () specify the output
and input values of interest; and to receive — quasi-instantaneously — the desired prediction and
certificate of fidelity (error bound); and (i) specify the objective, constraints, and relevant design
variables; and to receive — real-time — the desired optimal system configuration.

1.4 Thesis Outline

In this thesis we focus on the development of reduced-basis output bound methods for problems
in elasticity. In Chapter 2 we present an overview of reduced-basis methods, summarizing earlier
work and focusing on the (new) critical ingredients. In Chapter 3 we describe, using the heat con-
duction problem for illustration, the reduced-basis approximation for coercive symmetric problems
and “compliant” outputs; we present the associated a posteriori error estimation procedures in
Chapter 4 . In Chapter 5 we develop the reduced-basis output bound method (approximation and
a posteriori error estimation) to the linear elasticity problem and extend our methods to “noncom-
pliant” outputs. In Chapter 6 we consider the nonlinear eigenvalue problem of elastic buckling; and
in Chapter 7 we employ the reduced-basis methodology in the analysis, design (at conception and
in operation) of our microtruss example. Finally, in Chapter 8 we conclude with some suggestions
for future work, particularly in the area of a posteriori error estimation.

1.5 Thesis Contributions, Scope, and Limitations

In this thesis, we improve on earlier work on reduced-basis methods for linear elasticity in two ways:
(i) we exploit the sparsity and symmetry of the elasticity tensor to substantially reduce both the
off-line and on-line computational cost; and (ii) we extend the methodology to allow computation
of more general outputs of interest such as average stresses and buckling loads.

Furthermore, we also introduce substantial advances to the general reduced-basis methodol-
ogy. First, the challenges presented by the linear elasticity operator led us to achieve a better
understanding of reduced-basis error estimation, and subsequently develop new techniques for con-
structing rigorous (Method I) bounds for the error in the approximation. Second, we also develop
simple, inexpensive (Method II) error bounds for problems in which our rigorous error estimation
methods are either inapplicable or too expensive computationally.

Finally, we apply our methods to design and optimization problems representative of appli-
cations requiring repeated and rapid evaluations of the outputs of interest. We illustrate how
reduced-basis methods lend themselves naturally to existing solution methods (e.g., interior point
methods for optimization), and how they allow the development of new methods (e.g. our assess-
predict-optimize methodology) which would have been intractable with conventional methods.

We note that the goals presented in Section 1.3 are by no means trivial, and the variety of
problems (i.e., partial differential equations) that must be addressed is extensive. Indeed, this work
on linear elasticity is merely a small part of a much larger effort on developing reduced-basis output
bound methods.
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This thesis deals with methods that are generally applicable to linear coercive elliptic (second-
order) partial differential equations with affine parameter dependence, and focuses on developing
such methods for linear elasticity; in addition, this work also presents preliminary work on the
(nonlinear) eigenvalue problem governing elastic stability, as well as some ideas for future work on
the thermoelasticity and (noncoercive) Helmholtz problem. This thesis builds on earlier work on
general coercive elliptic problems [43] and on linear elasticity [20].

However, reduced-basis methods have also been applied to parabolic problems [43], noncoercive
problems [43], and problems which are (locally) non-affine in parameter [46]. These problems are
not addressed in any great detail in this thesis, save for a short summary in Chapter 2 and a
discussion of future work in Chapter 8.

Furthermore, in this thesis we assume that the mathematical model — particularly the parametriza-
tion of the partial differential equation — is exact. A discussion reduced-basis output bounds for
approximately parametrized elliptic coercive partial differential operators may be found in [38].
Some preliminary ideas based on [38] for problems with approximately parametrized data or “load-
ing” (as opposed to the partial differential operator) are presented in Chapter 8.

Next, the discussion in Chapter 7 on reduced-basis methods in the context of optimization
problems is decidedly brief; a more detailed discussion may be found in [2, 34]. A related work [17]
applies reduced-basis methods to problems in optimal control.

Finally, detailed discussions of the computational architecture in which the methodology resides
may be found in [40].
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Chapter 2

The Reduced Basis Approach: An
Overview

2.1 Introduction

As earlier indicated, our goal is the development of computational methods that permit rapid and
reliable evaluation of partial-differential-equation-induced input-output relationships in the limit
of many queries. In Chapter 1 we present examples of these input-output relationships, as well as
problems illustrating the “many-queries” context.

Our particular approach is based on the reduced-basis method, which recognizes that the field
variable is not, in fact, some arbitrary member of the infinite-dimensional solution space associated
with the partial differential equation; rather, it resides, or evolves, on a much lower-dimensional
manifold induced by the parametric dependence [39]. In this chapter, we provide an overview of
the reduced-basis approach, introducing key ideas, surveying early work, highlighting more recent
developments, and leaving more precise definitions and detailed development to later chapters. We
focus particularly on the critical ingredients: (i) dimension reduction, effected by global approxi-
mation spaces; (i1) a posteriori error estimation, providing sharp and inexpensive upper and lower
output bounds; and (%) off-line/on-line computational decompositions, effecting (on-line) compu-
tational economies of several orders of magnitude. These three elements allow us, for the restricted
but important class of “parameter-affine” problems, to compute output approximations rapidly,
repeatedly, with certificates of fidelity.

2.2 Abstraction

Our model problem in Chapter 1 can be stated as: for any u € D* c RF, find s(x) € R given by

s(u) = (L(p),v), (2.1)

where u(u) € Y is the solution of

(A(u)u(,u),v) = <F(N)7U> , Vvel. (22)

Here, p is a particular point in the parameter set, D#; Y is the infinite-dimensional space of
admissible functions; A(u) is a symmetric, continuous and coercive distributional operator, and
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the loading and output functionals, F(u) and L(u), respectively, are bounded linear forms.! In the
language of Chapter 1, (2.2) is our parametrized partial differential equation (in weak form), u is
our input parameter, u(u) is our field variable, and s(u) is our output.

In actual practice, Y is replaced by an appropriate “truth” finite element approximation space
Y of dimension A defined on a suitably fine truth mesh. We then approximate u(u) and s(u) by
upr(p) and spr(u), respectively, and assume that Yy is sufficiently rich such that ua(u) and sar(p)
are indistinguishable from u(p) and s(p).

The difficulty is clear: evaluation of the output, s(u), requires solution of the partial differential
equation, (2.2); the latter is computationally very expensive, too much so particularly in the limit
of many queries.

2.3 Dimension Reduction

In this section we give a brief overview of the essential ideas upon which the reduced basis approx-
imation is based. For simplicity of exposition, we assume here and in Sections 2.4-2.5 that F' and
L do not depend on the parameter; in addition, we assume a “compliant” output:

(L,v) =(F,v), VveY. (2.3)

2.3.1 Critical Observation

The difficulty in evaluating the output, s(u), stems from the necessity of calculating the field
variable, u(u), which is a member of the infinite-dimensional solution space, Y, associated with the
partial differential equation. However, we can intuit that the possible values of u(u) do not “cover”
the entire space, Y; if we imagine Y to be reduced to a three-dimensional space, then u — as a
function of 4 — can be conceived as lying on a curve or surface; this is depicted in Figure 2-1(a).
For example, in our model problem of Chapter 1, we expect that the the displacement field which
satisfies the governing equations ((1.10), (1.14)-(1.16)) does not vary randomly with the parameter
u (defined in Section 1.1.1), but in fact varies in a smooth fashion.

u(p)

(a) (b)

Figure 2-1: (a) Low-dimensional manifold in which the field variable resides; and (b) approximation
of the solution at u"®¥ by a linear combination of pre-computed solutions u(u;).

In other words, the field variable is not some arbitrary member of the high-dimensional solu-
tion space associated with the partial differential equation; rather, it resides, or “evolves,” on a
much lower—dimensional manifold induced by the parametric dependence [39]. This observation is
fundamental to our approach, and is the basis for our approximation.

!See Chapters 3 and 5 for more precise definitions.
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2.3.2 Reduced-Basis Approximation

By the preceding arguments, we see that to approximate u(u), and hence s(u), we need not rep-
resent every possible function in Y; instead, we need only approximate those functions in the
low-dimensional manifold “spanned” by u(u). We could, therefore, simply calculate the solution u
at several points on the manifold corresponding to different values of y; then, for any new param-
eter value, "%, we could “interpolate between the points,” that is, approximate u(u"®") by some
linear combination of the known solutions. This notion is illustrated in Figure 2-1(b).

More precisely, we introduce a sample in parameter space,

Sk ={p,---, un} (2.4)

where p, € D¥,n = 1,..., N. We then define our Lagrangian ([37]) reduced-basis approximation
space as
Wy = span{(, = u(un),n=1,...,N}, (2.5)

where u(u,) € Y is the solution to (2.2) for p = py,. Our reduced-basis approximation is then: for
any i € D, find
sn () = (L, un (1)) (2.6)

~ where uyn(p) is the Galerkin projection of u(p) onto Wiy
(A(p)un(p),v) = (F,v), VveWn. (2.7)

In other words, we express u(u) as a linear combination of our basis functions,

N
un(p) =D uni(p) G ; (2.8)
j=1
then, choosing the basis functions as test functions (i.e., setting v = (p, n=1,..., N, in (2.7)), we
obtain
An(p) un (1) = Ey, (2.9)
where
(An)ij() = (AWG, ¢, 4i=1,...,N, (2.10)
(Fn)i = (FG),i=1,...,N. (2.11)

Our output approximation is then given by

sn(p) = un ()" Ly, (2.12)

where Ly = F 5 from (2.3).
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2.3.3 A Priori Convergence Theory

We consider here the rate at which uxn(u) and sy(u) converges to u(u) and s(u), respectively. To
begin, it is standard to demonstrate the optimality of ux(u) in the sense that

0
YA .
- <u|=% f - . 2.13
) = u(lly < /73 inf, ()~ wlly (2.13)
where || ||y is the norm associated with Y, and 7% and 8% are p-independent constants associated

with the operator A. Furthermore, for our compliance output, it can be shown that

s(p) = sv(u) = vaWllulp) — un (Wl (2.14)

It follows that sy () converges to s(u) as the square of the error in upn(u).

At this point, we have not yet dealt with the question of how the sample points, un, should
be chosen. In particular, one may ask, is there an “optimal” choice for Sy? For certain simple
problems, it can be shown [28] that, using a logarithmic point distribution, the error in the reduced-
basis approximation is exponentially decreasing with N for N greater than some critical value
Neait- More generally, numerical tests (see Chapter 3) show that the logarithmic distribution
performs considerably better than other more obvious candidates, in particular for large ranges of
the parameter. A more detailed discussion of convergence and point distribution is presented in
Chapter 3.

These theoretical considerations suggest that N may, indeed, be chosen very small. However,
we note from (2.11) and (2.12) that Ay (x) (and therefore un(u) and sy(n)) depend on the basis
functions, (,, and are therefore potentially computationally very expensive. We might then ask:
can we calculate sy (u) inezpensively? We address this question in Section 2.4.

2.4 Off-Line/On-Line Computational Procedure

We recall that in this section, we assume that F' and L are independent of the parameter, and that
the output is compliant, L = F. Nevertheless, the development here can be easily extended (see
Chapter 5) to the case of p-dependent functionals L and F', and to noncompliance, L # F.

The output approximation, sy(u), will be inexpensive to evaluate if we make certain assump-
tions on the parametric dependence of .A; these assumptions will allow us to develop off-line/on-line
computational procedures. (See [7] for an earlier application of this strategy within the reduced-
basis context.) In particular, we shall suppose that

(A(p)w, v) Z 09(p) (A%w,v) , (2.15)

for some finite (preferably small) integer Q4. It follows that

A
An(p) =) €%(w) AL () (2.16)
q=1
where
AL =(A%,G), 1<6,j<N, 1<q<Q. (2.17)
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Therefore, in the off-line stage, we compute the u(p,) and form the A% ; this requires N (expensive)
“A” finite-element solutions, and O(QN?) finite-element-vector inner products. In the on-linestage,
for any given new p, we first form A(u) from (2.16), then solve (2.9) for up(u), and finally evaluate
sn (1) = un(p)T Ly; this requires O(QN?) + O(2N?) operations and O(QN?) storage.

Thus, as required, the incremental, or marginal, cost to evaluate sy(u) for any given new u —
as proposed in a design, optimization, or inverse-problem context — is very small: first, because
(we predict) N is small, thanks to the good convergence properties of Wy ; and second, because
(2.9) can be very rapidly assembled and inverted, thanks to the off-line/on-line decomposition.

These off-line/on-line computational procedures clearly exploit the dimension reduction of Sec-
tion 2.3. However, apart from the discussion on the a priori convergence properties of our approx-
imations, we have not presented any guidelines as to what value N must be taken. Furthermore,
once sy(u) has been calculated, how does one know whether the approximation is accurate? We
address these issues in Section 2.5.

2.5 A Posteriori Error Estimation

From Section 2.4 we know that, in theory, we can obtain sy(u) very inexpensively: the on-line
computational effort scales as O(%N 3) + O(QN?); and N can, in theory, be chosen quite small.
However, in practice, we do not know how small N can (nor how large it must) be chosen: this will
depend on the desired accuracy, the selected output(s) of interest, and the particular problem in
question. In the face of this uncertainty, either too many or too few basis functions will be retained:
the former results in computational inefficiency; the latter in unacceptable uncertainty. We thus
need a posteriori error estimators for sy(u). Surprisingly, even though reduced-basis methods
are particularly in need of accuracy assessment — the spaces are ad hoc and pre-asymptotic,
thus admitting relatively little intuition, “rules of thumb,” or standard approximation notions
-—— a posteriori error estimation has received relatively little attention within the reduced-basis
framework [32].

Efficiency and reliability of approximation are particularly important in the decision contexts in
which reduced-basis methods typically serve. In many cases, we may wish to choose N minimally
such that

|s(/") — SN (/J)l < €max; (2.18)
we therefore introduce an error estimate:
An(p) = |s(u) — sn(p) , (2.19)

which is reliable, sharp, and inezpensive to compute. Furthermore, we define the effectivity of our
error estimate as

__ An(p
W) = ) — sn (ol (220)
and require that
1 < nn(p) < p, (2.21)

where p =~ 1. The left-hand inequality — which we denote the lower effectivity inequality —
guarantees that Ax(u) is a rigorous upper bound for the error in the output of interest, while the
right-hand inequality — which we denote the upper effectivity inequality — signifies that An ()
must be a sharp bound for the true error. The former relates to reliability; while the latter leads
to efficiency. Our effectivity requirement, (2.21), then allows us to optimally select — on-line — N
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such that
ls(p) = sn(p)] < An(p) “=" Emax- (2.22)

In addition to the constraint on the output approximation error (2.18), we may also prescribe
contstraints on the output itself; that is, we may wish to ensure that

Smin < 5(,“/) < Smax- (223)

We therefore require not only an error bound, Ay (u), but also lower and upper output bounds:

sy (1) < s(p) < sf(w); (2.24)

we likewise require that sy (1) and sf; () be reliable, sharp, and inexpensive to compute. We then
require that

Smin < 3]-;[(#)7 sﬁ(ﬂ) < Smax; (2.25)

thereby ensuring that the constraint, (2.23), is met. In many applications, satisfaction of con-
straints such as (2.23) is critical to performance and, more importantly, safety; for example, the
constraints on temperature, deflection, stress, and buckling in (1.30)-(1.33) must clearly be satisfied
to ensure safe operation. Output bounds are therefore of great importance for the reduced-basis
approximations to be of any practical use.

In this work we present rigorous (or Method I) as well as asymptotic (or Method II) a posteriori
error estimation procedures; the former satisfy (2.21) and (2.24) for all N, while the latter only as
N — oo. We briefly describe these error estimators in Sections 2.5.1 and 2.5.2. A more detailed
discussion may be found in Chapters 4 and 5.

2.5.1 Method I

Method I error estimators are based on relaxations of the error-residual equation, and are derived
from bound conditioners [21, 37, 47] — in essence, operator preconditioners C(u) that satisfy (i) an
additional spectral “bound” requirement:

(A(p)v,v)
1< DY o, 2.26
€, v) (220
and (i1) a “computational invertibility” hypothesis:
Cl )= D awc;! (2.27)
i€L(p)
so as to admit the reduced-basis off-line/on-line computational stratagem; here, Z(u) C {1,...,1}

is a parameter-dependent set of indices, I is a finite (preferably small) integer, and the C; are
parameter-independent symmetric, coercive operators. In the compliance case (L = F'), the error
estimator is defined as

An(p) = (R(1),CH (W) R(W) (2.28)
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where the residual R(u) is defined as

(B(n),v) = (Fv) = (Alp)un(p),v), (2.29)
= (A(p) (u(p) —un(p),v), Vvey, (2.30)

the output bounds are then given by

sy() = sn(u) (2.31)
sh(w) = sn(p)+An(w). (2.32)

A more detailed discussion of the bounding properties of our Method I error estimators and the
corresponding off-line/on-line computational procedure, as well as “recipes” for constructing the
bound conditioner C(u), may be found in Chapter 4. The extension of the bound conditioner
framework to the case of noncompliant outputs is addressed in Chapter 5. Numerical results are
also presented in Chapters 4 and 5 for simple problems in heat conduction and linear elasticity,
respectively.

The essential advantage of Method I error estimators is the guarantee of rigorous bounds.
However, in some cases either the associated computational expense is much too high, or there is
no self-evident good choice of bound conditioners. In Section 2.5.2 we briefly describe Method II
error estimators which eliminate these problems, albeit at the loss of absolute certainty.

2.5.2 Method II

In cases for which there are no viable rigorous error estimation procedures, we may employ simple
error estimates which replace the true output, s(u), in (2.19) with a finer-approximation surrogate,
sp(p). We thus set M > N and compute

Anm(p) = = (sm(p) = sn(w)) (2.33)

N -

for some 7 € (0,1). Here sp(p) is a reduced basis approximation to s(u) based on a “richer”
approximation space Wy D Wy. Since the Method II error bound is based entirely on evaluation
of the output, the off-line/on-line procedure of Section 2.4 can be directly adapted; the on-line
expense to calculate Ay ar(p) is therefore small. However, Ay ar(pe) is no longer a strict upper
bound for the true error: we can show [39] that An ar(pn) > |s(p) — sn(p)| only as N — co. The
usefulness of Method II error estimators — in spite of their asymptotic nature — is largely due to
the rapid convergence of the reduced basis approximation.

In Chapter 4 we consider Method II error estimators in greater detail: the formulation and prop-
erties of the error estimators are discussed, and numerical effectivity results for the heat conduction
problem are presented. Numerical results for the linear elasticity and elastic stability problems are
also presented in Chapters 5 and 6, respectively. Method II estimators are also used for numerical
tests in the specific application (microtruss optimization) problems of Chapter 7.

2.6 Extensions

2.6.1 Noncompliant Outputs

In Sections 2.3-2.5 we provide a brief overview of the reduced-basis method and associated error
estimation procedure for the case of compliant outputs, L = F. In the case of more general linear
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bounded output functionals (L # F'), we introduce an adjoint or dual problem: for any p € DV,
find ¢¥(p) € Y such that

(AWv, ¥(w)) = =(L,v), VveY. (2.34)

We then choose a sample set in parameter space,

Sjltj/2 = {#1, e ’IU'N/2} ’ (235)
where p; € D* i =1,...,N (N even) and define either an “integrated” reduced-basis approxima-
tion space

W = span {u(ﬂn)7¢(ﬂn),n = ]-a’N/2} (236)

for which the output approximation is given by

sn(p) = (Lyun(p)) (2.37)

where un(u) € Wy is the Galerkin projection of u(u) onto Wy,
(A(p)un(p),v) = (F,v) , Vve Wy ; (2.38)

or a “nonintegrated” reduced-basis approximation space

WY = span{C® =u(un),n=1,...,N/2} (2.39)
wit = span {¢I = (un),n =1,...,N/2} (2.40)

for which the output approximation is given by

sn(p) = (L(w), un (1)) — (F(n), ¥ (1)) = (Alw)un (1), ¥n (1)) (2.41)

where uny(u) € WY and ¢n(u) € W3 are the Galerkin projections of u(y) and #(u) onto Wk
and Wl‘\l,“, respectively, i.e.,

(A(un(p),v) = (F(p),v), Yve Wy, (2.42)
(Apv,dn() = —(L(p)v), Yve W . (2.43)

As in the compliance case, the approximations uy(u) and ¥n(u) are optimal, and the “square”
effect in the convergence rate of the output is recovered. Furthermore, both the integrated and
nonintegrated approaches admit an off-line/on-line decomposition similar to that described in Sec-
tion 2.4 for the compliant problem; as before, the on-line complexity and storage are independent of
the dimension of the very fine (“truth”) finite element approximation. The formulation and theory
for noncompliant problems is discussed in greater detail in Chapter 5.

2.6.2 Nonsymmetric Operators

It is also possible to relax the assumption of symmetry in the operator A, permitting treatment of a
wider class of problems [43, 39] — a representative example is the convection-diffusion equation, in
which the presence of the convective term renders the operator nonsymmetric. As in Section 2.3.2,
we choose a sample set Sy = {p1, ..., un}, and define the reduced-basis approximation space Wy =
span{¢, = u(u,),n = 1,...,N}. The reduced-basis approximation is then sy(p) = (L,un(p))
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where un(p) € Wy satisfies (A(p)un(p),v) = (F,v), Vv € Wy, and L = F. Here, un(p) is
optimal in the sense that

T .
u(p) —u < (14 —=] inf |lu(p) —w|ly . 2.44
) u(lly < (1+ 280 i ) - ully (2.44)
The off-line/on-line decomposition for the calculation of the output approximation is the same as
for the symmetric case, with the exception that Ay and the A‘}V are no longer symmetric.

The a posteriori error estimation framework may also be extended to nonsymmetric problems.
In the Method I approach, the bound conditioner C(x) must now satisfy

(A (), 0)
/ LS e =

where A%(p) = 2(A(n) + AT (1)) is the symmetric part of A(u); the procedure remains the same as
for symmetric problems. In the Method II approach, since sy () is no longer a strict lower bound
for s(u), the error estimators and output bounds for noncompliant outputs (see Chapter 5) must
be used.

(2.45)

2.6.3 Noncoercive Problems

There are many important problems for which the coercivity of A is lost — a representative example
is the Helmholtz, or reduced—-wave, equation. For noncoercive problems, well-posedness is now
ensured only by the inf-sup condition: there exists a positive 83, 84(u), such that

0 < B9 < Ba() = inf sup AL g e op (2.46)
weY yey ||wlly [|v]ly

Two numerical difficulties arise due to this “weaker” stability condition.

The first difficulty is preservation of the inf-sup stability condition for finite dimensional ap-
proximation spaces. Although in the coercive case restriction to the space Wy actually increases
stability, in the noncoercive case restriction to the space Wiy can easily decrease stability: the rel-
evant supremizers may not be adequately represented. Loss of stability can, in turn, lead to poor
approximations — the inf-sup parameter enters in the denominator of the a priori convergence
result. However, it is possible to resolve both of these difficulties by considering projections other
than standard Galerkin, and “enriched” approximation spaces [26, 43]. The second numerical diffi-
culty is estimation of the inf-sup parameter, important for certain classes of Method I a posteriori
error estimation techniques. In particular, S4(p) can not typically be deduced analytically, and
thus must be approximated. However, some ideas presented in Chapters 4 and 5 may be used to
obtain the necessary approximation (more specifically, a lower bound) to the inf-sup parameter;
this is discussed briefly in Chapter 8.

Method II techniques are also appropriate [39]: in particular, Method II approaches do not
require accurate estimation of the inf-sup parameter, and thus one need be concerned only with
stability in designing the reduced-basis spaces [39].

2.6.4 Eigenvalue Problems

The eigenvalues of appropriately defined partial-differential-equation eigenproblems convey critical
information about a physical system: in linear elasticity, the critical buckling load; in the dynamic
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analysis of structures, the resonant modes; in conduction heat transfer, the equilibrium timescales.
Solution of large-scale eigenvalue problems is computationally intensive: the reduced-basis method
is thus very attractive.

We first consider the extension of our approach to (weakly nonlinear) symmetric positive definite
eigenvalue problems of the form

(A€ (p), v) = A(w)(M(p)é(u),v) ,VveY, (2.47)

where A and M are symmetric, continuous, and coercive; these assumptions on the operators imply
that the eigenvalues A are real and positive. We suppose that the output of interest is the minimum
eigenvalue s(p) = A1(p).

One approach [23, 39, 43] utilizes a reduced-basis predictor and “Method I” error estimator
similar to that for compliant symmetric problems except that (7) the reduced-basis space includes
eigenfunctions associated with the first (smallest) and second eigenvalues A;(u) and Az(u), respec-
tively, and (i) the error estimator is only asymptotically valid. However, in practice, there is very
little uncertainty in the asymptotic bounds such that the output bounds are valid even for N = 1.
Furthermore, the effectivities are shown to be very good both in theory [23] and in numerical tests
(39, 43].

A second approach [39] makes use of Method II error estimators, and no longer requires an
estimate for the second eigenvalue. The reduced-basis space therefore includes eigenfunctions asso-
ciated with only the smallest eigenvalue. The resulting bounds are asympotic, and the effectivity
can be proven [39] to be bounded from above and in fact approach a constant as N — oo.

In Chapter 6, we consider a (strongly nonlinear) eigenvalue problem (in weak form)

(A()€(n), v) = M) (B(p; w(p))€(p),v) ,YveY, (2.48)

where u(p) satisfies
(A(u)u(u),v) = (Fo) Vv e Y (2.49)

(2.48)-(2.49) represent the equations governing the stability of elastic structures. Here, A(u) is
symmetric, continuous, and coercive, while B(u;v) is linear in v for v € Y, and is symmetric,
continuous, positive semi-definite. The output of interest is the smallest eigenvalue s(u) = A1 (u)
which corresponds to the critical buckling load; we formulate in Chapter 6 the reduced-basis ap-
proximation and Method II error estimation procedures for computing the output bounds.

2.6.5 Parabolic Problems

It is also possible to treat parabolic partial differential equations of the form (M (p)u(p),v) =
(A(p)u(p),v); typical examples are time-dependent problems such as unsteady heat conduction
— the “heat” or “diffusion” equation. The essential new ingredient is the presence of the time
variable, t.

The reduced-basis approximation and error estimator procedures are similar to those for non-
compliant nonsymmetric problems, except that now the time variable is included as an additional
parameter. Thus, as in certain other time-domain model-order-reduction methods [5, 45], the basis
functions are “snapshots” of the solution at selected time instants; however, in [43] an ensemble of
such series is constructed corresponding to different points in the non-time parameter domain D.
For rapid convergence of the output approximation, the solutions to an adjoint problem — which
evolves backward in time — must also be included in the reduced-basis space [43].
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For the temporal discretization method, many possible choices are available. The most appro-
priate method — although not the only choice — is the discontinuous Galerkin method [23]. The
variational origin of the discontinuous Galerkin approach leads naturally to rigorous output bounds
for Method I a posteriori error estimators; the Method II approach is also directly applicable. Un-
der our affine assumption, off-line/on-line decompositions can be readily crafted; the complexity
of the on-line stage (calculation of the output predictor and associated bound gap) is, as before,
independent of the dimension of Y.

2.6.6 Locally Nonaffine Problems

An important restriction of our methods is the assumption of affine parameter dependence. Al-
though many property, boundary condition, load, and even geometry variations can indeed be
expressed in the required form (2.2) for reasonably small @4, there are many problems — for
example, general boundary shape variations — which do not admit such a representation. One
simple approach to the treatment of this more difficult class of nonaffine problems is (i) in the
off-line stage, store the (, = u(u,), and (iz) in the on-line stage, directly evaluate the reduced-
basis stiffness matrix as (A(u)(j, ;). Unfortunately, the operation count (respectively, storage) for
the on-line stage will now scale as O(N2?dim(Y")) (respectively, O(N dim(Y")), where dim(Y) is the
dimension of the truth (very fine) finite element approximation space: the resulting method may no
longer be competitive with advanced iterative techniques; and, in any event, “real-time” response
may be compromised.

In [46], an approach is presented which addresses these difficulties and is slightly less general
but potentially much more efficient. In particular, it is noted that in many cases — for example,
boundary geometry modification — the nonaffine parametric dependence can be restricted to a
small subdomain of Q, Q7. The operator A can then be expressed as an affine/nonaffine sum,

(A(w,v) = (Ar(p)w,v) + {(Arr(Ww, v) . (2.50)

Here Aj, defined over 2; — the majority of the domain — is affinely dependent on u; and Ajy,
defined over ;7 — a small portion of the domain — is not affinely dependent on . It immediately
follows that the reduced—basis stiffness matrix can be expressed as the sum of two stiffness matrices
corresponding to contributions from .A; and Aj; respectively; that the stiffness matrix associated
with A; admits the usual on-line/off-line decomposition described in Section 2.4; and that the
stiffness matrix associated with Ay requires storage (and inner product evaluation) only of Gilg,,
(¢ restricted to €77). The nonaffine contribution to the on-line computational complexity thus
scales only as O(N2dim(Y|q,,)), where dim(Y|q,,) refers (in practice) to the number of finite-
element nodes located within Qj; — often extremely small. The method is therefore (almost)
independent of dim(Y’), though clearly the on-line code will be more complicated than in the
purely affine case.

As regards a posteriori error estimation (see [46]), the nonaffine dependence of A (even locally)
precludes the precomputation and linear superposition strategy required by Method I (unless do-
main decomposition concepts are exploited [22]); however, Method II directly extends to the locally
nonaffine case.
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Chapter 3

Reduced-Basis Output
Approximation:
A Heat Conduction Example

3.1 Introduction

In Chapter 2 we observed that the field variable is not some arbitrary member of the infinite-
dimensional solution space, but rather resides on a much lower-dimensional manifold induced by the
parametric dependence; this, we noted, is the essence of the reduced-basis approximation method.
In this chapter, we present a more detailed discussion of the reduced-basis output approximation
method for linear, coercive problems, illustrated in the context of steady-state heat conduction.
We focus particularly on the global approximation spaces, a priori convergence theory, and the
assumption of affine parameter dependence. Numerical results for several simple problems illustrate
the rapid convergence of the reduced-basis approximation to the true output, as predicted by the
a priori theory. For simplicity of exposition, we consider only the compliance case in which the
inhomogeneity (loading) is the same as the output functional; noncompliant outputs are addressed
in Chapter 5.

We begin by stating the most general problem (and all necessary hypotheses) to which the
techniqes we develop will apply.

3.2 Abstraction

We consider a suitably regular (smooth) domain Q C R%,d = 1,2, or 3, and associated function
space Y C (H'(2))P, where

HY(Q) = {v | ve L), Vv € (L2(Q))d} , (3.1)

LY(Q) = {v | /Qv2 < oo} : (3.2)

The inner product and norm associated with Y are given by (-,-)y and ||-|ly = (-, );/ 2. respectively.

The corresponding dual space of Y, Y’ is then defined as the set of all functionals F' such that the

and
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dual norm of F', defined as,

Fv
||FIIY'ESU1P< >,
vey [[v]ly

(3.3)

is bounded; here, (-,-) = y+(-, )y is the associated duality pairing. As in the previous chapters,
we also define a parameter set D* C RF, a particular point in which will be denoted z. Note that
() is a reference domain' and hence does not depend on the parameter.

We now introduce a distributional (second-order partial differential) operator A(u) : Y — Y’;
we assume that A(u) is symmetric,

(A(p)w, vy = (A(p)v,w), YwveY, VuecDH (3.4)
continuous,
(Aww,v) < va)llwllylllly < Allellylvlly, Yw,vey, v ueDH, (3.5)
and coercive,
o<ﬁ£gf}A(#)=£§%, YweY, Vue D (3.6)

We also introduce the bounded linear forms F(u) € Y’ and L(x) € Y’, and assume that they are
“compliant,”

(L(p),v) = (F(p),v), VveY; (3.7)
noncompliant outputs are considered in Chapter 5.

We shall now make certain assumptions on the parametric dependence of A. In particular, we
shall suppose that, for some finite (preferably small) integer @ 4, A may be expressed as

Qa
Alp) = 09(u) A7, VpueD*, (3.8)

g=1
where ©9: D* — R and A?: Y — Y’. Asindicated in Section 2.4, this assumption of “separability”
or affine parameter dependence is crucial to computational efficiency.

We shall also suppose that, for some finite (again, preferably small) integer Qr, F(u) may be
expressed as

Fu) =) oh(w) F?, ¥ueDh, (3.9)

where the w%: D* — IR and F? € Y'. However, for simplicity of exposition we shall assume in
Sections 3.4 and 3.5 that Qr = 1 and pq(u) = 1.

For simplicity of exposition, we shall (at present) assume that F' — and therefore L — is inde-
pendent of u; affine dependence of the linear forms is readily admitted, however, and is addressed
in Chapter 5.

Our abstract problem statement is then: for any pu € D* C RP, find s(i) € R given by

s(p) = (L, u(p)), (3.10)

!The reference domain formulation is discussed in greater detail in Section 3.4.
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where u(p) € Y is the solution of
(A(p)u(p),v) = (F,v), YveY. (3.11)

In the language of Chapter 1, (3.11) is our partial differential equation (in weak form), u is our
parameter, u(y) is our field variable, and s(u) is our output.

In actual practice, Y is replaced by an appropriate “truth” finite element approximation space
Y of dimension N defined on a suitably fine truth mesh. We then approximate u(u) and s(p) by
un(p) and sp(p), respectively, and assume that Yr is sufficiently rich such that ua-(u) and sa(p)
are indistinguishable from u(yx) and s(u).

3.3 Formulation of the Heat Conduction Problem

In this section we present the strong form of the equations governing heat conduction, from which
we derive the weak statement; we then reformulate the problem in terms of a reference (parameter-
independent) domain, thus recovering the abstract formulation of Section 3.2. In this and the
following sections, repeated indices imply summation, and, unless otherwise indicated, indices take
on the values 1 through d, where d is the dimensionality of the problem. Furthermore, in this
section we use a bar to signify a general dependence on the parameter u (e.g., = Q(u), or £ = p)
particularly when formulating the problem in a “non-reference” domain.

3.3.1 Governing Equations

We now present the governing equations and derive the weak statement for the case of a homoge-

neous body; we merely state the weak statement for the more general case of an inhomogeneous
body.

Strong Form

We consider the transfer of heat in a homogeneous body Q C IR¢ with boundary T’ and symmetric
thermal diffusivity tensor ;;j. The field variable 4 — which here represents the temperature —
satisfies the partial differential equation

C,%i <RU%) +b=0 inQ, (3.12)

with boundary conditions
a = 0, onI'p, (3.13)
kijg—;é? = f, on 'y, (3.14)

here, b is the rate of heat generated per unit volume, f is the prescribed heat flux input on the
surface I'y, and €} is the unit outward normal.
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‘Weak Form

We now derive the weak form of the governing equations. To begin, we introduce the function
space B . B
Y={oe@H Q)" |9=00onTp}, (3.15)

- (L5 () )" o

Multiplying (3.12) by a test function ¥ € Y and integrating over {2, we obtain

0 ou = s = >
— | O=— \{Rij=— ) dQ= [ bvdQ VoeY. 1
oo (mige) dit= [5oaa,  voe (3.17)
Integrating by parts and applying the divergence theorem yields
o ou = ou - oy _ 0u = _
— | o—=—(Riyj— | dQ = — | DR;;—e" dI dQl , Voey. 3.18
/Qvafi (K” 355]') /fm” oz, T /Q oz; "~ 9z; °< (319)

Substituting (3.18) into (3.17), and using (3.13), (3.14), and the fact that ¥ = 0 on I'p, we obtain
as our weak statement

and associated norm

CI

(Au,v) = (F,9), VYoveY, (3.19)
where
T ov _ Ow
(Aw, v) o 07 155, (3.20)
(F7 17) = <Ff1 6) + (Fb7'l_)) ) (321)
here,
(Fy, ) =[ o fdf, (F‘b,f))zf_ﬁl_)dﬂ. (3.22)
n Q
N

We now generalize (3.19)-(3.22) to the case in which Q is inhomogeneous. Assuming that Q
consists of R homogeneous subdomains " such that

R
o= (3.23)

(here, £ denotes the closure of ) the weak statement takes the form of (3.19) where

(Aw, v) Z / s 53: 9) (3.24)
(F,0) = (Fy,v)+ (Fy,v) , (3.25)
and _ _
_ R L o R o
(Ff,v>_;/f§vf dr, (Fb,v)—g/mvb dQ ; (3.26)
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here, &I is the thermal diffusivity tensor in 7 and I_‘IF\I is the section of ['y in Q. The derivation of
(3.24)-(3.26) is similar to that for the homogeneous case, but for the use of additional temperature
and flux continuity conditions at the interfaces between the (7.

3.3.2 Reduction to Abstract Form

In this section, we reformulate the problem defined by (3.24)-(3.26) so as to recover the abstract
formulation of Section 3.2.

Affine Geometric Mapping

To begin, we further partition the subdomains Q7, # = 1,..., R, into a total of R subdomains
Q", r = 1,..., R such that there exists a reference domain Q) = Uleﬁr where, for any Z € ",
r=1,...,R, its image z € Q" is given by

z=0"(Z)=GWz+g (), 1<r<R; (3.27)
we thus write 5 or. B
_0x; 9 _ o0
oz; 0z Ox; Giiln) Ox; ’ (3.28)
and
=G(1,2) = G(mZ+g(n) , (3.29)

where z € Q, Z € Q, G(p) € R%*? is a piecewise-constant matrix, g"(u) € IR¢ is a piecewise-
constant vector, and G(u): Q@ — Q is a piecewise-affine geometric mapping. We then denote the
boundary of Q as I, where I' = G(1; ).

Reference Domain Formulation
We now define the function space Y as Y (Q) = Y(G~!(1;Q)) = Y(Q) such that
Y ={ve(H(Q)" |v=00nTp}, (3.30)

and for any function @ € Y, we define w € Y such that w(z) = @w(G~(u;z)). Furthermore, we
have

dQ = detG () d, (3.31)

dir = |G Yp)e|dr, (3.32)
where e’ is a unit vector tangent to the boundary I, and
d 1/2
16w e | = (Z Gijel ) ) (3.33)
i=1
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It then follows that (A(u)w,v) = (Aw,s) for A as in (3.24) and A(u) given by

(A, v) é L (Gutige ) iy (Gt ) detlerm)an, (3.34)

& ov
= Z/ z ( i ()R 50 G (1 )det(Q(u))‘l) oz, dQ VwoueY, (3.35)

and (F(p)w,v) = (F@, %) for F as in (3.25) and F(u) given by

(F(u),v) = (Ff,v) + (Fy,v) (3.36)

where

(Fy,v) Z/ f’”

The abstract problem statement of Section 3.2 is then recovered for

(GT(w)) ™ tDvdI‘ (Fy,v) Z/T brdet (G (1)) )vdﬂ. (3.37)

(A(p)w,v) = é / r g}zﬂingjw)g—; i VYwuvey, (3.38)
(Fu,v) = (B, o) + (Fy(u),0) (3.39)
where
R
Ewo) = Y [ vivan (3.40)
r;l
(Fy(),v) = Z;A%fquwdF; (3.41)

here ;(p) is given by

K5 (1) = Gl(w) Rhy Giy() det(GT ()™, (3-42)
and b (i), f7 (1) are given by
b'(n) = b det(G(W)7 (3.43)
o= @) te| (3.44)
Furthermore, clearly we may define

q(i,g,r) — KT q(i,g,r) = _8_11“8_1_0_
S} (1) = Ki;(w), (A w, v) o 92: 9 dQ (3.45)
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for1<i,j<d,1<r<R,andq:{l,...,d}*x{1,...,R} = {1,...,Q4}; and

, b(p) forx=1, /Tv for x =1,
7. (rx) _ FTX) — (3.46)
fr(p) forx=2, v forx=2,

Iy

for1<r<R,andq :{1,...,R} x{1,2} — {1,...,QF}. Note however that due to the symmetry
of kij(1), Qa can in fact be taken to be d(d + 1)R/2 rather than d?R; furthermore, Q4 and Qp
can be further reduced by eliminating elements which are identically zero.

3.4 Model Problems

We indicate here several examples which serve to illustrate our assumptions and methods. Examples
1 and 2 are simple one-dimensional instantiations of the abstract problem formulation of Section 3.2,
while Examples 3 and 4 are two-dimensional instantiations of the heat conduction problem of
Section 3.3.

3.4.1 Example 1

lateral heat loss/gain

R A O

du/dz = -1 u=20

Figure 3-1: Example 1: Heat diffusion in a rod with lateral heat loss/gain.

We consider the flow of heat along the rod shown in Figure 3-1 with both diffusion d?u/dz?
along the rod and heat loss (or gain) across the lateral sides of the rod. A constant heat flux is
applied at = 0, and the temperature is zero at x = 1. The steady-state temperature distribution,
u, satisfies

d?u
 da?

on the domain = (0,1) with Neumann and Dirichlet boundary conditions

+pu =0 (3.47)

d
ﬁ = -1, at z =0, (3.48)
u = 0, atx =1,
respectively. Our output of interest is
s(p) = u(w)|,—y for u € D* = [0.01,10%]. (3.49)

Our problem can then be formulated as: given a p € D* C R~ find s(u) = (L, u(p)), where
u(p) €Y = {v € H(Q) | v|z=1 = 0} is the solution to (3.11); for this example, (L,v) = (F,v) for
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allv ey,

Vdv dw 1
(A(u)w,v)—/o %EE-}—M/O vw, Ywvey, (3.50)
and
(Fyv) = v|z=0, VvEeEY. (3.51)
The abstract problem statement of Section 3.2 is then recovered for Q4 = 2, and
Vdv dw
1 — 1 — - -
O (n) =1, (A w, v) | dz dr’ (3.52)
1
%(n) = p, (A%w,v) = / v w. (3.53)
0

3.4.2 Example 2

lateral heat loss/gain

A R O

dufdz = -1 u=0

Figure 3-2: Example 2: Heat diffusion in a rod with lateral heat loss/gain and convective cooling.

We now consider a problem similar to Example 1 but with convective cooling, as shown in
Figure 3-2, but with convective cooling at 2 = 1. The temperature distribution, u, satisfies

d’u
-+ plu=0 (3.54)

on the domain Q = (0, 1) with Neumann and Robin boundary conditions

du
— = —1 —_— .
72 , at z =0, (3.55)
d
£+,u2u = 0, at r =1,
respectively. Our output of interest is
s(u) = w(p)|,—g for p = (p*, %) € D* = [1,1000] x [0.001,0.1]. (3.56)

Our problem can then be formulated as: given a u € D* ¢ RP=2, find s(u) = (L, u(u)), where
u(p) € Y = HY(Q) is the solution to (3.11); for this example, (L,v) = (F,v) for allv € Y,

1 dv d 1
Aoy = [ FE o+ [vwsi o)l Vuwey, (3.57)
and
(F,v) = v|z=0, YvE€EY. (3.58)
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The abstract problem statement of Section 3.2 is then recovered for ) = 3, and

1 v w
Ol (u) =1, (Alw,v) = ; Z—x Z—x, (3.59)
1
w=u',  (Luo)=[ow (3.60)
O =, (Awv) = ()], - (3.61)

3.4.3 Example 3

<
law]
o]
Il
Law
<

I o~ |
jo]]
-
e}

{
Sy
’E]:
|Y

(a) (b)

Figure 3-3: Example 3: (a) Parameter-dependent rectangular domain with internal heat source;
and (b) a reference domain.

We now consider the flow of heat in a rectangular region containing an internal heat source,
shown in Figure 3-3(a). In particular, we consider the problem

_ 1 - 0 0
Vii==, V=_S+-—= 3.62
T3 22 © 023 (3.62)
in a domain Q = (0,1) x (0,%) with homogeneous Dirichlet conditions on the boundary,

2=0, on Ip. (3.63)
Our output of interest is
1

S(/’l’) = ':Z—'/S_.;ﬂ‘d§_27 for /J' = {t—} € DM = [t_min, 1-0] == [0.1, 1.0].

(3.64)
Our problem can then be formulated as: given a p € D* C RP=!, find s(u) = (L, u) where
ueY ={ve H'(Q) | 0|, =0} is the solution to

(Aw, ) = (F,3), VoeY; (3.65)
here, (L, ) = (F,9) for all 5 € Y,
- 0v 0w Ov Ow -
0, V) = Aa=_ Q= = 5 df} ) _7 v ) .
(Aw, v) - 57, 9%, + 57, 07 Vw,t€eY (3.66)



and .
(F,f;):;./_ms‘z, VoeY. (3.67)
0
We now map our parameter-dependent domain {2 onto a reference domain ) = (0,1) x (0,1),
shown in Figure 3-3(b). The affine mapping G(Z)(n): @ —  is then given by (3.27) for R = 1,
g'(#) =0, and

10
G'(p) = [0 1] : (3.68)
£
Furthermore, we have
dQ = detG (u) dQ=1d, (3.69)
dl = |G '(u)e'|dl =1dl . (3.70)

We may now re-formulate our problem in terms of our reference domain. Our problem is then:
find s(u) = (L,u(u)) where u(u) € Y = {v e HQ) | v|r, = 0} is the solution to (3.11); for this
example, (L,v) = (F,v) for all v € Y,

ov Ow 40 1 ov Ow

=t | — — = [ — —dQ Y 71
and
(F,v)z/vdﬂ, VveY. (3.72)
Q
The abstract problem statement of Section 3.2 is then recovered for P =1, Q = 2, and
Oov Ow
1 1
- = | == = 7
e (lu) l’t? (‘A w? 'U) Q 8$1 axl7 (3 3)
1 ov Ow
2 — 2 — _ . .
= (A= [ (374)

3.4.4 Example 4

IS 4

%

Figure 3-4: Example 4: Parameter-dependent domain undergoing both “stretch” and “shear.”

In this example, we again consider the homogeneous rod and loading of Example 3, but in
addition to the thickness , we allow the angle & to vary, as shown in Figure 3-4. The output of
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interest is again the average temperature in the domain Q:

1 _
() = —1 / 4, for p=1{f,a} e Dt =[0.1,1.0] x [0°,45] . (3.75)
Q
Our problem can then be formulated as: given a p € DH C RP=2, find s(p) = (L, ), where
ueY ={ve H(Q) | vlp, = 0} is the solution to (A&, v) = (F,), YV © € Y; here, (L,7) = (F, )

for all 5 € Y, and A, F are given by (3.66), (3.67), respectively.

We again map our parameter-dependent domain € onto a reference domain Q = (0,1) x (0, 1).
The affine mapping G(%)(u): Q — € is then given by (3.27) for R =1, g'(n) = 0, and

1 0
G'(p)=| tana 1] . (3.76)
t t
Furthermore, we have
dQ = detGY(u) dQ=1dQ2, (3.77)
dl = |G™'(u)e'|dl' =%dl . (3.78)

We may now re-formulate our problem in terms of the reference domain. Our problem is
then: find s(u) = (L,u(n)) where u(u) € Y = H(f) is the solution to (3.11); for this example,
(L,v) = (F,v) forallv €Y,

ov ow
(A(p)w,v) = . 8—%"%‘(#)% dQ, VwveY, (3.79)
and
(F,v)z—/vdﬂ, Vvey, (3.80)
Q

and the effective diffusivity tensor ;;(u) = Gis (1) Rirje G (1) det G~ () is given by

t —tanao
&= _ l+tan?a (3.81)
—tana —-t_—

The abstract problem statement of Section 3.2 is then recovered for P =2, Q4 = 3,

o'y = 1, (3.82)
an’ &

O%(n) = ——-——Htt— , (3.83)

() = —tana, (3.84)

35



and

ov Ow

1 —
(Alw,v) = B2y 011 dQ (3.85)
ov Ow
2 —
(A*w,v) = ' 3 91 aQ , (3.86)
v Ow =~ Ov Ow
3 - et
(A’w,v) = /Q (83:1 325 + 2, (93:1) dQ . (3.87)

3.5 Reduced-Basis Output Approximation

We recall that in this chapter, we assume that A(u) is continuous, coercive, symmetric, and affine
in u. We also assume for simplicity that L and F are independent of parameter, and L = F.

3.5.1 Approximation Space

As indicated in Chapter 2, to approximate u(u), and hence s(u), we need not represent every
possible function in Y; instead, we need only approximate those functions in the low-dimensional
manifold “spanned” by u(u). We therefore introduce a sample in parameter space,

SII(T = {/"lw"?/v‘N} (388)

where p1, € D* € RP,n =1,..., N. We then define our Lagrangian [37] reduced-basis approxima-
tion space as
Wy = span{(, = u(pn),n=1,...,N}, (3.89)

where u(un,) € Y is the solution to (2.2) for p = pn. In actual practice, Y is replaced by an
appropriate “truth” space — a finite element approximation space defined on a suitably fine truth
mesh — of dimension A, where N is generally quite large.

Our reduced-basis approximation is then: for any u € DH, find
sn(w) = (L,un(p)), (3.90)
where un(p) € Wy is the Galerkin projection of u(u) onto Wy,

(A(p)un(p),v) = (Fyv), VYveWy. (3.91)

3.5.2 A Priori Convergence Theory
Optimality

We consider here the rate at which uy (1) and sy (p) converges to u(u) and s(u), respectively. To
begin, it is standard to demonstrate the optimality of uy () in the sense that

() of

Ba(p) wneWn llu(n) = wlly - (3.92)

lu(s) —un(Wlly <
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To prove (3.92), we first note that since (Au(u),v) = (L,v),Vv € Y and Wy C Y, it follows that
(Au(p),v) = (L,v), VYve Wn. (3.93)
Subtracting (3.91) from (3.93), we obtain
(A(u(p) —un(p)),v) =0, Vve Wy, (3.94)

which states that the error, u(u) — un (), is orthogonal to all members of Wy. We then note that
for any wy = uy + vy € Wy where vy # 0,

(A(p)(u — wn), (u— wn)) (A()((u = un) = o), ((u = un) = vN)) (3.95)
(A)(u — un), (u — un)) = 2(A() (v — un), vn) + (A(R)oN, vN)
(A (u — un), (u — uy)) + (Ap)vn, vw)
(A(w)

A(p)(u = un), (u — un))

>

from symmetry, Galerkin orthogonality, and coercivity; note that the u-dependence has been omit-
ted. It then follows that

(A (u(p) — un (W), (u(p) —un()) = iof (Aw)(u(p) = o), (u(p) —vN)) - (3.96)

Furthermore, from (3.5) we have

(A () = un (1), (i) = un (W2 < Vrvalp) inf lu(e) = owlly ; (3.97)

vNEWN

and from (3.6) we have

VBa()llu(p) = un(Wlly < (A (ulp) — un (), () = un (@))? 5 (3.98)

optimality ((3.92)) then follows from (3.97) and (3.98). Furthermore, for our compliance output,

s(p) —sn(p) = ( yu(p) — un(p)) (3.99)
= (A(u(p),u(p) —un(p)) (3-100)

(A() (u(p) — un(p), (u(p) — un(p))) (3.101)

< ya@)llulp) = un(@| (3.102)

from (3.10), (3.11), symmetry, Galerkin orthogonality, and (3.5). Therefore, not only is uy () the
best approximation among all members of Wy (in the sense of (3.92)), but the output approxima-
tion, sy(u), converges to s(u) as the square of the error in uy(p).

Best Approximation

It now remains to bound the dependence of the error in the best approximation as a function of
N. At present, the theory [27, 28] is restricted to the case in which P = 1, D* = [0, imax), and

(A(w)w, v) = (A%w,v) + u(A'w, v) (3.103)
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where A° is continuous, coercive, and symmetric, and A! is continuous, positive semi-definite
((A'w,w) > 0, Yw € Y), and symmetric. This model problem (3.103) is rather broadly relevant,
for example to variable orthotropic conductivity, variable rectilinear geometry, variable piecewise-
constant conductivity, and variable Robin boundary conditions.

Following [27, 28], we suppose that the u,, n =1,..., N, are logarithmically distributed in the
sense that

ln(Xun+1)=; llln(XumaxH), n=1,...,N, (3.104)

where X is an upper bound for the maximum eigenvalue of A! relative to A°. It can be shown [27]
that, for N > Nepiy = eln(A pimax + 1),

-(N-1)

—_— 3,V € D+ . 3.105
(Ncm—l)} H (3.105)

nf u(e) — wally < (1+ e X [[u(0) Iy exp{
wyEWN

We observe exponential convergence, uniformly (globally) for all x in D, with only very weak
(logarithmic) dependence on the range of the parameter (umax). (Note the constants in (3.105) are
for the particular case in which (-,-)y = (A%,-).)

The proof [27, 28] exploits a parameter-space (non-polynomial) interpolant as a surrogate for
the Galerkin approximation. As a result, the bound is not always “sharp”’: we observe many
cases in which the Galerkin projection is considerably better than the associated interpolant; op-
timality (3.92) chooses to “illuminate” only certain points u,, automatically selecting the best
approximation among all (combinatorially many — i.e., N!) possibilities, whereas conventional in-
terpolation methods are “obligated” to use all of the points u,. We thus see why reduced-basis
state-space approximation of s(u) via u(u) is preferred to simple parameter-space interpolation of
s(u) (“connecting the dots”) via (pn, s(un)) pairs. We note, however, that the logarithmic point
distribution (3.104) implicated by our interpolant—based arguments is not simply an artifact of the
proof. We present in Figure 3-4 the maximum relative error ey (u) over Di',i =1,...,4, for sny(u)
calculated using the logarithmic distribution (3.104), a uniform distribution,

n—1
Hn = 177 Hmax 1<n<N, (3.106)
and a Chebychev distribution,
_ Hmax 2n—1 .
pn = —5 <1 + cos ( 7 w)) ; (3.107)

we observe that the logarithmic distribution performs considerably better than the other more
obvious candidates.

The results presented in Figure 3-5 for Example 1 (P = 1) were obtained using “deterministic”
grids; however, we expect that as P increases, tensor-product grids become prohibitively profligate.
Fortunately, the convergence rate is not too sensitive to point selection: the theory only requires a
log “on the average” distribution [27]. We present in Figure 3-6 the maximum relative error en(u)
over DY i =1,...,4, for sy(u) calculated using the logarithmic grid (3.104), a random logarithmic
distribution, and a random uniform distribution. We observe similar exponential behavior even
for the random point distributions. We also observe that, for large ranges of the parameter, the
“log-random” distribution generally performed better than the logarithmic grid; this will prove
particularly significant in higher dimensions (P > 1).

The result (3.105) is certainly tied to the particular form (3.103) and associated regularity of
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Figure 3-6: Logarithmic grid vs. logarithmic random vs. other random distributions.
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u(u). However, we do observe similar exponential behavior for more general operators; and, most
importantly, the exponential convergence rate degrades only very slowly with increasing parameter
dimension, P. We present in Figures 3-7, 3-8, and 3-9 the maximum relative error ex(u) as a
function of N, at 100 randomly selected points p in D, for Examples 2, 3, and 4, respectively. In
all three cases, the u, are chosen “log-randomly” over D: we sample from a multivariate uniform
probability density on log(u). This is particularly important for problems in which P > 1 (such as
Examples 2 and 4) since tensor-product grids are prohibitively profligate as P increases. We observe
that the error is remarkably small even for very small N; and that very rapid convergence obtains
as N — oo. We do not yet have any theory for P > 1, but certainly the Galerkin optimality plays
a central role, automatically selecting “appropriate” scattered-data subsets of S and associated
“good” weights so as to mitigate the curse of dimensionality as P increases. Furthermore, we observe
that the log—random point distribution is important, as evidenced by the faster convergence (versus
the non-logarithmic uniform random point distribution) shown in Figures 3-7, 3-8, and 3-9.

] ST

_,4| L=%=_Unitorm (Random)

o} 5 10

Figure 3-8: Convergence of the reduced-basis approximation for Example 3
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Figure 3-9: Convergence of the reduced-basis approximation for Example 4

3.5.3 Off-Line/On-Line Computational Procedure

The theoretical and empirical results of Sections 3.5.1 and 3.5.2 suggest that N may, indeed, be
chosen very small. We now develop off-line/on-line computational procedures that exploit this
dimension reduction.

We first express our approximation uy(u) to be a linear combination of the basis functions,

N
un(p) = un (1) ¢ (3.108)
j=1
where uy(p) € RY; we then choose for test functions v = ¢;, i = 1,...,N. Inserting these
representations into (3.91) yields the desired algebraic equations for uy (1) € RY,
An(p) un(p) = En, (3.109)
in terms of which the output can then be evaluated as
sn(w) = un(w) Ly - (3.110)
Here Ay (1) € RV*Y is the symmetric positive-definite (SPD) matrix with entries
Anij(p) = (A, G), 1<4,j< N, (3.111)

Fy € RY is the “load” (and “output”) vector with entries
Fyvi=(F,G), 1<i<N, (3.112)
and Ly = F ). We now invoke (3.8) to write

Q
An () = (AW, G6) =D 0%(w) (A%, G) (3.113)

g=1
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or

Q
An(p) =Y 0%(u) AL , (3.114)
g=1

where the A%, € RV*V are given by
AL = (A%,G), 1<i,j<N, 1<q<Q. (3.115)

The off-line/on-line decomposition is now clear. In the off-line stage, we compute the u(uy,) and
form the A% and Fy: this requires N (expensive) “A” finite element solutions and O(QN?) finite-
element-vector inner products. In the on-line stage, for any given new u, we first form Ay (u)
from (3.113), then solve (3.109) for upy (), and finally evaluate sy (u) = un ()T Ey: this requires
O(QN?) + O(%N:”) operations and O(QN?) storage.

Thus, as required, the incremental, or marginal, cost to evaluate sy(u) for any given new
u — as proposed in a design, optimization, or inverse-problem context — is very small: first,
because N is very small, typically O(10) — thanks to the good convergence properties of Wy ; and
second, because (3.109) can be very rapidly assembled and inverted — thanks to the off-line/on-line
decomposition (see [7] for an earlier application of this strategy within the reduced—-basis context).
For the model problems discussed in this chapter, the resulting computational savings relative to
standard (well-designed) finite-element approaches are significant.

43



44



Chapter 4

A Posterior: Error Estimation:
A Heat Conduction Example

4.1 Introduction

In Chapter 3 we ascertained that sy (i) can, in theory, be obtained very inexpensively, and that N
can, in theory, be chosen quite small. However, in practice, we do not know how small N can (nor
how large it must) be chosen: this will depend on the desired accuracy, the selected output(s) of
interest, and the particular problem in question. In the face of this uncertainty, either too many or
too few basis functions will be retained: the former results in computational inefficiency; the latter
in unacceptable uncertainty. We thus need a posteriori error estimators for sy (u).

In this chapter we develop methods for the a posteriori estimation of the error in reduced-basis
output approximations. We present two general approaches for the construction of error bounds:
Method 1, rigorous a posteriori error estimation procedures which rely critically on the existence
of a “bound conditioner” — in essence, an operator preconditioner that (i) satisfies an additional
spectral “bound” requirement, and (i7) admits the reduced-basis off-line/on-line computational
stratagem; and Method 1II, a posteriori error estimation procedures which rely only on the rapid
convergence of the reduced-basis approximation, and provide simple, inexpensive error bounds,
albeit at the loss of complete certainty. The general Method I approach and several “recipes” for
the construction of bound conditioners are presented in Section 4.2. The Method 1I is presented in
Section 4.5.

As in Chapter 2, we introduce an error estimate

An(p) ~ |s(p) — sn(p)l , (4.1)

and define the effectivity of our error estimate as

__ An(w
W) = T~ sl 2

we recall that for reliability and efficiency, the effectivity must satisfy
1 < nn(p) < p, (4.3)
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where p is O(1). In addition, we require lower and upper output bounds

sy (i) < s(p) < sf(w), (4.4)

which are reliable, sharp, and inexpensive to compute. In this chapter, we continue to assume that
A is continuous, coercive, symmetric, and affine in p; and that F' and L are u-independent, and
(L,v) = (F,v) forallveY.

We now present the general error estimation (and output bound) procedure for both Method I
and Method II.

4.2 Method I: Uniform Error Bounds

The approach we describe here is a particular instance of a general “variational” framework for a
posteriori error estimation of outputs of interest. However, the reduced-basis instantiation described
here differs significantly from earlier applications to finite element discretization error [24, 25] and
iterative solution error [35] both in the choice of (energy) relaxation and in the associated computa-
tional artifice; furthermore, the “bound conditioner” formulation presented here is a generalization
of more recent work [39, 43] on a posteriori estimation for the reduced-basis method.

4.2.1 Bound Conditioner

To begin, we define the error e(y) € Y and the residual R(p) € Y’ as

e(p) = ulp)—un(p) (4.5)
(R(p),v) = (F,v) = (A(w)un(p),v), (4.6)

from which it follows that
(Alp)e(u),v) = (R(p), v). (4.7)

We then introduce a symmetric, continuous, and coercive bound conditioner [21, 37,47 C(u): Y —
Y’ such that the minimum and maximum eigenvalues

Pmin(p) = min <<?((u)):j :}? , (4.8)

pmasli) = max ST (19)
satisfy

1< Pmin(lf')a pmax(:u) <p, (4'10)

for some (preferably small) constant p € R.
In addition to the spectral condition (4.10), we also require a “computational invertibility”
hypothesis [38, 47]. In particular, we shall require that C~!(u) be of the form

=Y alwe (4.11)

i€Z(p)

where Z(u) € {1,...,I} is a parameter-dependent set of indices, I is a finite (preferably small)
integer, and the C;: Y — Y”, are parameter-independent symmetric, coercive operators.
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4.2.2 Error and Output Bounds

We now find é(p) € Y such that
(C(w)é(u),v) = (R(w),v), VYveY, (4.12)
and define our lower and upper output bounds as

sn() = sn(u), (4.13)
k) = sn(w) +An(w) (4.14)

where the error estimator is given by

An(p) = (C(w)é(p), é(w)) (4.15)
= (R(w),C" (w)R(w) (4.16)
(R(p), é(w))- (4.17)

It remains to demonstrate our claim that spy(u) < s(p) < sj{,(u) for all N > 1, and to investigate
the sharpness of our bounds.

4.2.3 Bounding Properties

To begin, we first note that for any A: Y — Y’ and any C: Y — Y” such that

Av, v)

—~

ﬁmin < <C"U, 'U> < ﬁma}h VveY ) (418)
and for any U € Y, W € Y such that
(AUv) = (G,v), VveY, (4.19)
(CW,v) = (G,v), VveY, (4.20)
where G € Y’, we can show that
o < W) (4.21)
Pmin = (AUU) = Pmax - .

To prove the lower inequality in (4.21) we note that (AU,v) = (CW,v) for all v € Y and choose
v = U to obtain

(Av,U) = (CW,U)
(CW,WYY2(CU, U)/?

P2 W, WHY2(AU, UYY2 (4.22)

mm

INIA
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from the Cauchy-Schwarz inequality and (4.18); thus pmin (AU, U) < (CW, W) as desired. To prove
the upper inequality in (4.21) we choose v = W to obtain

(CW, W) (AU, W)
(AU, U2 (AW, W)1/2

<
< pHE(CW, W)V (AU, Uy (4.23)

from the Cauchy-Schwarz inequality and (4.18); thus (CW, W) < pmax (AU, U) as desired.

We can now prove the bounding and sharpness properties of our bounds. We first prove that
sy(p) < s(u). We note that

(A(p) (u(p) — un(p)) , w(p) — un(p)) (4.24)
0 (4.25)

s(p) — sn(p)

%

from (3.95) and the coercivity of A, respectively. This lower bound proof is a standard result in
variational approximation theory. We now turn to the less trivial upper bound.

To show that s}, (1) > s(u), we note that

An(p)
(1) S8 —sw D) (4.26)
sy(m) = sy(w)
s(u) = sy(p) (127)

it thus only remains to prove that nn(u) is greater than unity. From (4.24), and the definitions of
e(u) and R(p), we obtain

s(p) —sn(p) = (Alpe(w),e(w)) (4.28)
(R(p), A~ ()R (w)) (4.29)
= (R(u),e(w)) , (4.30)

and therefore

_ e, é(w))
) = A e(u), () (4.31)
from (4.15) and (4.28). Taking A = A(u), C = C(n), and G = R(x) in (4.18)-(4.21), it then follows
that

Pmin (1) <N (1) < pmax(p) (4.32)

from (4.7), (4.8), (4.9), and (4.12). Furthermore, by construction, pmin(2) > 1 for all x € D* and
therefore

nv(p) =1, (4.33)

and s} (1) > s(u), as required. Note that the result (4.32) also indicates the sharpness of our
bounds: it follows from (4.10) that

v(p) <p . (4.34)

The result (4.32) also provides insight as to the properties of a good bound conditioner. Clearly,
we wish pmax(p) to be as close to unity, and hence as close to pmin(1t), as possible. We thus
see that good bound conditioners are similar to good (iterative) preconditioners — both satisfy
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Pmax(1t)/Pmin(pt) = 1 — except that bound conditioners must satisfy the additional spectral re-
quirement pmin(p) > 1.

4.2.4 Off-line/On-line Computational Procedure

We indicate here the off-line/on-line calculation of Ay (p). We recall from (4.16) that An(p) =
(R(11),C ()R (1)). From the definition of the residual (4.6), the separability assumption (3.8),
and the expansion of un (1) in terms of the basis functions (3.108), we have

(R(w),v) = (F,0) = (Awun(p),v)
Qa N
= (Fo)=Y > 0w unnlp) (A%Gn,v),  YveY,YpeD'. (435)

g=1n=1

We now invoke the “computational invertibility” hypothesis on C(u), (4.11), to write

An(p) = D ai(w) (R(w),C R(w)) (4.36)
i€Z(p)
Qa N
= > a <F D2 &%) un alk) A%,
i€Z(p) g=1n=1

Qa N .
¢ (F - Z Z 7 (1) un e (1) A? <nf) > (4.37)

= > aw [(F,cslm

i€Z(p)
Qa N
=350 0% un alp) ((F,C7 A + (A%, C1F))
g=1n=1
Qa Qa N N , /
FD 33N 0%w) 07 (1) un n(p) un w (1) (A%Cn, CTH AT G) | (4.38)
g=1¢g'=1n=1n'=1
Thus, in the off-line stage, we compute the y-independent inner products
¢ = (FC'F), (4.39)
Al = —(F,ClAYG) = — (A%, C'F) (4.40)
Fj}q nn! T <Aanv I-Aq Cnr ) s (4.41)

1<i<I,1<¢q4q¢ <Qa, and 1 < n,n’ < N; note that (4.40) follows from the symmetry of C;.
This requires QN A%¢, multiplications, I(14+QN) C-solves, and I(Q2N?+ QN +1) inner products.
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In the on-line stage, given any new value of u, we simply perform the sum

Qa N
An) = 3 ai(n) [a+23 Y 0%(u) unn(u) Al
1€T(u) g=1n=1

Qa Qa N N

+3°53) " 09(w) O (1) un n (k) wn (1) Tl |- (4.42)

g=1¢'=1n=1n'=1

The on-line complexity is thus, to leading order, O(|Z(1)|Q2N?) — and hence, independent of N’
(the dimension of Y').

Apart from the spectral condition and invertibility requirement of Section 4.2, we have not
yet specifically defined, or provided methods for developing, the bound conditioner C(u); we shall
address this issue in Sections 4.3 and 4.4.

4.3 Bound Conditioner Constructions — Type I

We recall from Section 4.2 that a bound conditioner is defined as a symmetric, continuous, and
coercive distributional operator C(u): Y — Y’ which satisfies (i) a spectral condition —

) Pmax(p) = I&%% <p, (4.43)

for some (preferably small) constant p € R ; and (i) a computational invertibility condition —

Cluy = 3 enlwc (4.44)

i€Z(p)

where Z(p) € {1,...,I} is a parameter-dependent set of indices, I is a finite (preferably small)
integer, and the C;: Y —Y’,i=1,...,1, are parameter-independent symmetric, coercive operators.

In this section, we consider several classes of bound conditioners for which |Z(u)| = 1, such that
(4.44) takes the simpler form

M) = az(y (1) Cy 5 (4.45)

here, Z(n) € {1,...,1} is a parameter-dependent indicator function. In this case, the problem
of constructing good bound conditioners then reduces to finding u-independent operators C;, i =
1,...,1I, and associated u-dependent coefficients a;(x) such that the spectral condition (4.43) is
satisfied.

We note from (4.43) that the C; must be “equivalent” to A in the sense that the norms || - |l¢, =
(Civ,-) and || - |]4 = (A, ) are equivalent — there exists positive constants a and b such that [31]

allvlle; < [lla < Bljvfle;, VveY. (4.46)

Furthermore, if we define p! . (1) and g (1) as

i . A b 1 ]
pmin(:u) = Eél}r}%v pmax(:u) = max-—o——<—, (447)
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then for C(1) = 0o () 71Ci, pmin and pmax are given by

pmin (1) = ()i (1), Pmax(i) = Phax ()i (1) (4.48)

Therefore, given any “A-equivalent,” p-independent C;, a;(u)~!C; is a bound conditioner if and
only if a;(u) ™! is a lower bound to the minimum eigenvalue:

ai() ™ < Prm(p) , YV p D (4.49)

furthermore, since the effectivities are bounded from above and below by pmax(r) and pmin(p),
respectively, a;()”! must be a sharp lower bound to pi . (u), and pi . (u) must be as close to

pi . (1) as possible.

We now consider several methods for choosing the C; and the associated «;(u).

4.3.1 Minimum Coefficient Bound Conditioner

To begin, we recall our separability assumption on A(u):
Qa
Ap) = O(u) A7, VpeD*, (4.50)
q=1
where the ©9(p) : D* — R and the A7: Y — Y’. We now define
Qa
IOEDIYY (4.51)
q=1

where § € R?4, A(f): Y — Y, and A? = A9. We may then write

A©() = A(p) , (4.52)

where ©: D* — DY and D’ = Range(©) C R®4. We now assume that A(f) is coercive for any
6 € DY, and the A? (and therefore the A7) are symmetric, positive semi-definite, i.e.,

(Aq’l),’l.)>20, VUGY,].gqgQ_A, (453)

and D? ]R(_g““, where IR, refers to the positive real numbers.

Bound Conditioner

We then choose I points 0; € D?, i =1,...,1, and define a;(u), C;, and C(y) as

o) = (i (@%é’”))_l | z (@50

1<q<Qa
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and C(u) = ag, (,u)”lcz(“), respectively, where Z(u) selects the “best” among all the points ;.
The effectivity then satisfies

(@q(u))
1<¢<Qa 99
< < L B, .
1 < nn(p) max . (@q(ﬂ)) , YveY VueD (4.55)
min —
1<q<Qa \ 6]

We note that if ©(u) = 6;, then oy(p) = 1, (Civ,v) = (A(u)v,v), and therefore ny(p) = 1. We
also note that given any new p € D, there are, in fact, I possible choices for Z(u); we can either
establish a definition of closeness and choose Z(y) such that 67, is closest to ©(u); or, alternatively,
consider all possible candidates and select that which yields the best effectivity.

Proof of Bounding Properties

To prove (4.55), we note that for any u € D¥, i € {1,...,I},

(A(pw)v,v) = (A(O(1))v,v) (4.56)
Qa
= < GQOUfﬁv,v> (4.57)
q=1 .
A (09(p) 5 >
= —— | 0{ A%, v (4.58)
(% (%)
Qa
() (Bre)e)
= (ai(w)'Civ,v), VweY. (4.60)

Furthermore, for any pu € D*, 7 € {1,...,I}, we have

(A(p)v,v) < <(1<133.3A (@%({Q)) QZA;égAq v,v>, (4.61)
<¢< ; p

e (100
1<9<Q E@g?u)g (o ()~ Cw,v)

7

Vvey. (4.62)

min
1<¢<Qa

The result (4.55) directly follows from (4.59) and (4.62).

Remarks

We present in Figure 4-1, Table 4.1, and Figure 4-2 the effectivities for Examples 1-3, respectively,
and 0 = pg for different values of uy. Note that nx(u) — 1 > 0 in all cases, and, as illustrated in
Figures 4-1 and 4-2, nn(uo) = 1.

Numerical tests also confirm that the sharpness of the resulting bounds does depend on the
choice of . In particular, we present in Figure 4-1(a) the effectivities for Example 1, calculated
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as a function of u for the entire range D*. For this example we choose § = ©(up) for different
values of ug. We present similar data in Figure 4-1(b) also for Example 1 but for a smaller range
(u € [10%,10%]), and in Figure 4-2 for Example 3. We observe that in all three cases the effectivities
increase as |pu — po| — o0, and the rate of increase is greater for u < po. Nevertheless, the
results show that even for I = 1 — if pg is chosen “optimally” — the resulting effectivities are
remarkably low over large ranges of u (nnv(p) —1 < 20V p € D* for pp ~ 1.0). The existence of
an “optimal” choice of pg is made evident in (i) Figure 4-1(b) — for Example 1 and p € [102,103],
po ~ 2.5 x 102 yields the best effectivities; (i) Table 4.1 — for Example 2 and pu = {pu1,u2} €
[k pl o] X (B2 Bax)s o ~ {pki, 42} vields the best effectivities; and (iii) Figure 4-2 —
for Example 3 and p € [0.1,1.0], uo ~ 0.1 yields the best effectivities.

20 T T
T ‘. .“ T — Hn=5".10- T 35 T T T T T T T — ;.:°=1OO
\ 0
\ \ — ¥,=10 / =250
18+ \ \ w=1o' | 1 ° - 500
y | — B f —
\ | u,= 108 f 3-\ __my=750
3k \ \ \ - '*u"°: \ K =1000
\l \ ‘I‘. _— uﬂ:lD \‘
\ 1] \ 4

Figure 4-1: Effectivity as a function of y for Example 1 and (a) p € [0.01, 104], and (b) u € [10%,10%],
calculated using the minimum coefficient bound conditioner with 8 = ©(pg) for different choices of
Ho-

po = {ug, ug} min (v (1) — 1) | max (ny (k) —1) | ave (n(p) = 1)
{it s B 0.04 4.19 0.65
{di i) 0.24 259.87 25.37
{Bases B2t 0.75 333.96 40.34
{uh s 120 1.58 325.49 45.87
{ Hnin - Pmex Pinin ; Hinax } 0.79 210.66 30.24

Table 4.1: Minimum and maximum effectivity for Example 2 calculated using the minimum coef-
ficient bound conditioner with 8 = ©(ug) for different choices of pg.

The numerical results presented for Examples 1-3 illustrate that the minimum coefficient bound
conditioner guarantees rigorous bounds, and yields good effectivities. There is, however, one disad-
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—— Trial 1
—— Trial 2
18F \ — Trial 3 4

L
0.2 0.4 06 0.8 1

Figure 4-2: Effectivity as a function of u for Example 3 and u € [0.1,1.0] calculated using the
minimum coefficient bound conditioner with @ = ©(ug) for different choices of .

vantage: the method is restricted to problems for which the A% are positive semidefinite, as stated
in (4.53). Although many property, boundary condition, load, and some geometry variations yield
A?’s with the required properties, there are many problems which do not admit such a representa-
tion. For example, while the “stretch” geometry variation of Example 3 yields A?’s which satisfy
(4.53), the addition of a “shear” parameter in Example 4 does not. We therefore need to consider
other bound conditioner constructions — particularly for more general geometry variations.

4.3.2 Eigenvalue Interpolation: Quasi-Concavity in p

In this section, we investigate the possibility of constructing bound conditioners based on obser-
vations on the behavior of the relevant eigenvalues with respect to the parameter. In particular,
given some C; (preferably chosen “optimally,” such that p .. /pt ., is small), we wish to find a lower
bound a; (1)~ to pl;, based on the behavior of pi . as a function of u.

We first consider Example 3, and plot in Figure 4-3(a) the eigenvalues pi . as a function of the
stretch parameter ¢, calculated using C; = A(ug) for several values of ug = {to}. We note that
for this example, and for all choices of C;, the eigenvalues appear to be quasi-concave in u — a
function f (#) is quasi-concave in # € D? C R! if, for any #; € D? and &, € D such that #; < 2o,

F(&) > min[f(2,), f(&2)], V&€ [E1,2]. (4.63)
Furthermore, the plot of p?,../p%;, Figure 4-3(b) again illustrates the existence of an “optimal”

to: the ratio of the maximum and minimum eigenvalues is smallest for #g ~ 0.25.

We present similar results in Figures 4-4 and 4-5 for Example 4 for which we take C; = A(uo)
with po = {fo, @} = {0.25,0.0} (as suggested by the results for Example 3). We observe that pi
appears to be quasi-concave with respect to ¢ and &. Furthermore, the ratio pl,../pl;, as plotted
in Figures 4-4 and 4-5 are not too large, indicating that our choice of C; is relatively good.

‘We now construct a bound conditioner based on these observations.
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Figure 4-3: Plot of (a) the eigenvalues p . and (b) the ratio p ,./pl.. as a function of £ for
Example 3, with C; = A(uo), uo = {fo}, and #, = 0.10,0.25,0.50,0.75, and 1.00.

Prax V0 ()
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Figure 4-4: Contours of the eigenvalues g, as a function of £ for Example 4, with C; = A(uo),
wo = {to, @} = {0.25,0.0}. The contours are calculated at constant &, for & = 0°, 15°, 30°, and
45°,
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Figure 4-5: Contours of the eigenvalues p , as a function of & for Example 4, with C; = A(uo),
po = {to, @} = {0.25,0.0}. The contours are calculated at constant , for £ = 0.10, 0.25, 0.50, 0.75,
and 1.0.

Bound Conditioner

To begin, we introduce a sample S5 = {u1,--- ,ur}, where py, € ¥, m = 1,...,T. We also
assume that, given any u € D¥, we can find a simplex S(u) such that u € S(u), where

SwW=Splp= > ampmp ; (4.64)
meT (u)
here, the a,, are weights —
0<im <1, VmeT(y), (4.65)

and

Y, Gw=ls (4.66)

meT (u)

Given any p-independent symmetric, continuous, coercive norm-equivalent operator C;, we then

define the minimum eigenvalues pél"{;, m=1,...,T, as
A v,
pim = mip SAUm)V:0) (4.67)

We now make the hypothesis that pl, () is quasi-concave with respect to p for p € D* ¢ RF
— that is,

prin(p) > min pim ; (4.68)
meT ()

our empirical results indicate that this hypothesis is certainly plausible for the case of heat con-
duction; however, we have no theoretical proof at present.
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To each p € D, we then define a;(u) and C(u) as

-1
. 1m

: , 4.69
min pmm) (4.69)

a1 (p) = (

and C(u) = a;(p)~1C1, respectively. Note that if (4.68) is true, it directly follows that a;(u)~! is
a lower bound to p};, (1), as required.

Remarks

We present in Figure 4-6 the effectivities for Example 3 obtained using a uniform sample S with
T = 2 and 4; we present similar results in Table 4.2 for Example 4 obtained using a uniform sample
Sk with T = 4, 9, and 25. We note that we obtain good effectivities (and therefore sharp bounds)
even for small T', and, as expected, the effectivities improve as the sample size T is increased.

4

T
— Trial1
— Trial 2

35

O'%J ol‘z

Figure 4-6: Effectivity as a function of u for Example 3, obtained using the quasi-concave eigenvalue
bound conditioner with C; = A(uo), po = to = 0.25, and a uniform sample Si. with T = 4 (Trial
1) and T = 4 (Trial 2).

T | min nw(u) max fy (1) | avenn(u)
4 0.6075 13.0946 2.4175
9 0.2483 7.5051 1.3841
25 0.2357 6.8562 1.2175

Table 4.2: Minimum, maximum, and average effectivity over y € D* for Example 4, obtained using
the quasi-concave eigenvalue bound conditioner with C; = A(uo), no = {to, @} = {0.25,0.0}, and
a uniform sample S%.

The main disadvantage of this method is in the (current) lack of rigor: the bound conditioner
is constructed based on empirical observations of the behavior of the relevant eigenvalues. We thus
turn to more rigorous approaches.
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4.3.3 Eigenvalue Interpolation: Concavity in 6

To begin, we define A(f) for any § € R4 as

QA
A(9) =) 6947 (4.70)
g=1

where A(6): Y — Y, and A7 = A9, such that A(Q(n)) = A(p) for ©: D* ¢ RF — D c R4,
We shall also define fpin(> 0), fmax (assumed finite), and Dgox c R94 as

Oiin = SUP Digem | oa(nsd, v pepwy 0 4= Lr-- 1 Qu | (4.71)
Ohax = I Jpsem | ou(u<h, v pepryr 9= Lo QA (4.72)
and
Q4
Do = [ [ [Ofins Ora] (4.73)
g=1

respectively. We assume that A(©(u)) is continuous, symmetric, and coercive for all u € D*. We
further assume that the A9, ¢ = 1,...,Q4, are symmetric and continuous (but not necessarily

coercive); note that A(f) will be coercive in some neighborhood of DY, and symmetric for all
6 € R94,

Figure 4-7: Mapping (©) between D* € RF to D’ ¢ R94, for P =1 and Q = 2.

We now consider a class of bound conditioners based on direct approximation to the minimum
eigenvalue. For simplicity of exposition, we shall consider I =1 and Z(u) = {1}. The extension to
I > 1 is straightforward.

Bound Conditioner

We now introduce a “9” sample S§ = {#1,...,607}, where 6,, € Dgox, m=1,...,T,and T > Q+1.
We assume that, given any § € DY__, we can find a simplex S(8) such that 8 € S(4), where

8(6)5{19|1§= > amom} ; (4.74)

here, the a,, are weights —
am >0, VmeT(0), (4.75)



and

> am=1. (4.76)

me7(0)

We implicitly assume that S% is chosen such that, for all 6 € Dgox, such a construction is possible;
a deficient sample S% can always be rendered compliant simply by replacing one point with Opmin.
Given any p-independent symmetric, continuous, coercive norm-equivalent operator C;, we

define the minimum eigenvalues plln’iﬁ, i=1,...,T, as
1m __ : <A(0m)v7 'U)
Pmin = {)rél}l/l (Cl'U, ’U> . (477)
To each u € DH, we then define a;(u) and C(p) as
-1
o1(p) = Y am(©W)en ; (4.78)
meT(0(u))
and C(u) = ay(p)~1C1, respectively.
Proof of Bounding Properties
To prove that our bound conditioner satisfies (4.43), we need only show that
a1(p) ™ < ppin(O(R)) , VpeD*, (4.79)
where we recall pl; () is defined (in (4.47)) as the minimum eigenvalue
. {(A(B)v,v
pLin(8) = min (AB), v) . (4.80)

veY <Cl’U, ’U)

To begin, we note that if a function f () € R is concave in the set Dy, then for any 61,...,0. €

ﬁ97 . . . A A
fla161 +---+azpbz) > a1f(01) + -+ apf(04) , (4.81)

where the weights an,, 1 < m < T satisfy (4.158) and (4.159) [6]. We now claim that the eigenvalue
pL. () given by (4.80) is concave for all § € R®4; (4.79) then follows from the choice of the an,
and the definition of a;(p). It thus remains only to demonstrate the concavity of pl; (6).

We first define A%%8(7;0;,60;): Y — Y’ for any two points 6; € RP4, 6, € RP4 as

A%8(7,601,02) = A(01+7(02—01)) (4.82)
Qu Qa

= ) 0IAT+ 7Y (65— 06D)A7, (4.83)
g=1 g=1

= Ag®(61,02) + TATH(01,62) (4.84)

for 7 € [0,1]. We then define p%¢(7; 61, 02) as the eigenvalue and £3°8(7; 61, 62) as the corresponding
eigenvector of

(A3%8(T;01,02)E%%(T;01,07),v) = NB(1;61,02)(C1 E5%(7;61,02),v) , YVveY, (4.85)
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such that the eigenvectors are normalized with respect to Cy:
(CL&%%8(7; 01, 02), £ (73 61,62)) = 1 . (4.86)
Defining p -5 to be the minimum eigenvalue of (4.85), we can then write
Pooin (75,61, 02) = prin (61 + 7(82 — 61)) (4.87)

We would therefore like to show that for any 8; € RP4, 6, € R®4,

d 2pf':131gn(7-; 01702) S O ) v TE [0’ 1] ’ (488)
from which it follows that p°% () is concave for all § € R@4.

For brevity, we shall henceforth omit the dependence on (61, 62).

We first differentiate the normalization (4.86) with respect to 7 to obtain

(egesm.emn) =0, (4:89)

since C; is symmetric and independent of 7. We then differentiate (4.85) with respect to 7 to obtain

<Aseg<r> £°5(r), >—pseg(f) <clc;iTﬁseg(r>,v>
(AL ()EE(7),v) — - H () (CEE(r),0) =0, YueY . (490)

We now choose v = £%8(7) in (4.90) and exploit symmetry, (4.85), and (4.86), to obtain

575 (1) = (Al (E(7), €5(7) (4.9)

We then choose v = d£%¢8(7)/dr € Y in (4.90), and exploit symmetry and (4.89) to obtain

(48008 ), 38r) ) - 575) (b, ) ) + (Al ) €5 ) =0 (492
We now differentiate (4.91) with respect to 7 to obtain
2
L5 () =2 (Mg ). €5(1)) (4.93)

since A% is symmetric and independent of 7. We then obtain from (4.92)

d‘fzpseg( ) = 2(pseg(7) <cl——§( )y (r)>—<Aseg(7)%g‘(7),d%g‘(f)>> C(4.94)

Finally, we note that
(A%8(T)v, v)

sSeg ( ) < <c1 ’U,v) ,

pmm

VveyY, (4.95)
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and therefore

2
d seg

i) = 2 (A (O, 280 ) - (A e, D) ) woo)
0. (4.97)

IA

Remarks

We present in Figure 4-8, Table 4.3, and Figure 4-10 the effectivities for Examples 1-3, respectively,
with C; = A(6p) for different values of fy. Note that in all cases, ny(u) —1 > 0 — we obtain
rigorous bounds.

However, as in the minimum coefficient bound conditioner, the numerical tests also show that
the sharpness of the resulting bounds depends on the choice of fy. In particular, we observe in
Figure 4-8 (Example 1) that taking 6y = po < 10? yields ny(u) < 20, but taking 6y = uo > 103
yields 7 ~ 100 — in the latter, the error is overestimated by two orders of magnitude. In Table 4.3,
a good choice of 6y yields nn(u) < 5, while a bad choice yields effectivities as high as 200.

In Figure 4-9 we show the points 6,, which form the convex hull §(6), and in Figure 4-10 we
plot the effectivities as a function of u calculated using C; = A(6y) for different choices of 8y (= wg):
0o = {min, 1/pmin} for Trial 1, 6y = {pmin, 1/tmax} for Trial 2, 8y = {Wmax;, 1/tmax} for Trial 3,
and 0y = {ftmax/2,2/pmax} for Trial 4. Better samples for the convex hull can certainly be used
(e.g., using the tangent to the ©; — © — 2 curve), however the resulting effectivities with our rather
simple choice are exceptionally good for all the trials.

The concave eigenvalue bound conditioner shows great promise — the method is general, and
we obtain sharp bounds even for I = 1. While the numerical results show that C; must be chosen
well, the resulting effectivities seem less sensitive to the choice of C; than in the minimum coefficient
bound conditioner. Perhaps the biggest disadvantage of the approach is that it requires, on-line
(for any new p), the search for a simplex S(©(n)) that contains ©(u). However, the problem of
finding the optimal simplex — that yielding the largest lower bound to the minimum eigenvalue —
may be stated as a linear programming problem:

-1
a(p) = max(Z ampmln) (4.98)

.6, G >0 (4.99)
T
Y am=1. (4.100)
m=1

Note that feasibility of (4.98) requires that T be at least 294; however there is otherwise little a
priori guidance for the choice of T or of S&. Furthermore, the off-line stage may be expensive and
complicated, particularly for large Q 4.

4.3.4 Effective Property Bound Conditioners

We now consider a problem which, after affine mapping, is described by

(A, v) = 2 / o) Z / Dlw] " (1) D[v] (4101)
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10° 10° 10

Figure 4-8: Effectivity as a function of p for Example 1, calculated using the concave eigenvalue
bound conditioner with C; = A(6p) for different choices of 8y (= uo)-

b0 == {1, 13} min (v (k) — 1) | max (v (k) — 1) | ave (v (k) 1)
T 0.0379 4.1912 0.6447

{Bk s Baxt 0.7467 236.6623 34.4212

{8t s 25, 0.7859 230.7950 33.7431

fTL I 0.0279 3.8670 0.5852

{”Ilm'" “; o Piin J; “?“a"} 0.9724 149.2957 22.3509

Table 4.3: Minimum, maximum, and average effectivity for Example 2, calculated using the concave
eigenvalue bound conditioner with T = 16, a uniform sample S%, and C; = A(fp) for different

choices of 6.
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Figure 4-9: Sample S% and the convex hull, S(f) Figure 4-10: Effectivity as a function of u for Ex-

for all # € DY, ample 3, calculated using the concave eigenvalue
bound conditioner with C; = A(6p) for different
choices of 6.

where @ = UR_ Q7" is the domain (Q*NQY = 0, and © denotes the closure of ), ™ (1) € R4, d =
1,2, or 3, is the symmetric, positive definite effective diffusivity tensor (e.g., due to geometric
mapping or non-isotropic properties), and

ow
(9.’1',‘,' ’

D[w] = 1<i<d. (4.102)

We now present a class of bound conditioners based on approximations to the diffusivity tensor.

For simplicity of exposition, we shall again consider I = 1 and Z(u) = {1}. The extension to I > 1
is straightforward.

Bound Conditioner

We assume that we can find a set of u-independent, symmetric, positive-definite matrices &",
r=1,...,R, such that such that

TR (p) v

vTR v

>0, YveR?,VueD*,1<r<R. (4.103)

We then choose a;(u), Ci, and C(u) such that

Tk (u) v 2
1§a1(#)msp, VveR* ,VueD!, 1<r<R, (4.104)
R
e,y =Y [ DflwlgDlv], (4.105)
r=1 ar



and C(pu) = a1(u)~1Cy. It then follows that

1<nn(p) <p. (4.106)

Proof of Bounding Properties

We note that, by construction,

DT[v]& () D[v] > o1(p) ' DT[v]&"D[v], VveY VueD*, 1<r<R: (4.107)

it therefore follows that

T vl k"
PRD> | D7t ) DLv) -
(C(N)’U,U> i/ Otl(,U) 1QT[’U]ETQ[1)] .
r=178"
> 1, VYveY. (4.109)
Furthermore, since
D'[v] & (1) D[v] < p (a1 ()~ * DT [v] & D[v]) , (4.110)
it follows from (4.108) that
R
o -1 DT[v]&"DT[v
Ay ;p 1w~ | DI[v]ED[v] -
(C(p)v,v) im(u)_l/ DT[U]I%TD[U}
r=1 ar
< p. (4.112)

The result (4.106) directly follows from (4.108) and (4.112).
Finding the A" and associated a;(u) that satisfy (4.104) and minimize p is not so trivial, but it
is not difficult to find suboptimal solutions. We shall illustrate this with two general examples.
We first consider the case R = 1 and

() = [“(O") b&)] (4.113)

With @max > () > @min > 0, and byax > b(p) > bmin > 0; these conditions ensure that the s!(u)
is symmetric, positive-definite. We then define (1) = 1, and choose

o1 Gmin 0
= . 4.114
£ { 0 bmin:| ( )
Clearly, our choices satisfy (4.104) since
v K (wy [a(u) b(w)
i =—————= = min|——, 4.115
gIéllanz 051(#) _TEIQ Omin bmin] ( )

> 1, (4.116)
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and

vT N (u)v a
E;ﬁagg al(,u)?ﬁ(f;)—_ = max Lfnﬁfj, l;r(n/fﬂ (4.117)
< max (max [an’l‘j Zii‘z]) (4.118)
We now consider the case R =1 and
Kl (p) = [ZEZ)) ggzg] (4.119)

with amax = a(tt) > amin > 0, bmax > b(1) > bmin > 0, and a(u)b(u) — c(p)? > B2 > 0 for all x in
DH; these three conditions ensure that the s!(u) is symmetric, positive-definite. We then define

__a(pb(p)
) = b0 — ey (120
and choose
&1=%[a’gi“ bfﬁn] : (4.121)

To verify that our choices satisfy (4.104), we let #nin and fpax be the minimum and maximum
eigenvalues given by

. Kk
Cmin(p) = [Dnin o (1) TRy brmax(p) = mmax a1 (p) Tho (4.122)
The characteristic equation for the eigenvalues £(u) is given by
Amin bmin 2
a(p) — ¢ b(p) — 14 —c =0 4.123
(a0 - 52t} (0) = ot = e (4123)
or ; ) )
a a —c
6007 = £60) (2a0) (2 200 ) g (up SRLD= ) (4124)
Gmin bmin @minbmin
It then follows that
a b
boin(1) + o) = 21 () (2 1 22 (4.125)
min min
a(p)b(u) — c(p)?
emin(l”)fmax(ﬂ) = 4C¥1(u)2 (u) (N)b (M) . (4126)
QminOmin
To prove the left-hand inequality in (4.104), we note that
Cmin (1) max (1) < min (1) (Cmin (1) + €max (1)), YV p€ D, (4.127)
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so that

Crmin (1) bmax (1)
Lmin (H) + gmax( )

a(p)b(p) — c(p)?
2001 (1) ( (14)brmin +amm )

emin(#)

v

a(u)b(p)

b(w)
- o ()

- (i)

Y

Also, we have

Lmax (N) < emin(.uf) + Emax(ﬂ')

= 2a(p) (M + M)

Amin bmin

IN

IN

Example 3

As a first example we consider the case of Example 3 of Section 3.4 in which R=1, P=1, u

DH* =10.1,1.0], and

£ (p) = (g g) :

We therefore choose aj(p) = 1 and

The effectivity then satisfies

1 <nn(p) < <!

tmm

Amax bmax a’()u‘)b(:u')
2 + max
(amin brmn) peDH (a(,u)b(,u) - C(p,)2
Omax . Dmax Gmaxbmax
D+ .
2<amin+bm1n)< ﬁ,? ) » Ve

We shall now apply our Effective Diffusivity Bound Conditioner to Examples 3 and 4.

, Y ueDH;

bmin + ammb(,u)

)

)

(4.128)
(4.129)
(4.130)

(4.131)
(4.132)

(4.133)
(4.134)

(4.135)

(4.136)

(4.138)

(4.139)

this is confirmed in Figure 4-11, in which we plot the resulting effecivity as a function of p.
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Figure 4-11: Effectivity as a function of pu for Figure 4-12: Effectivity as a function of u for
Example 3 obtained using the effective property = Example 4 obtained using the effective property
bound conditioner. bound conditioner.

Example 4

As a second example, we consider Example 4 of Section 3.4 in which R =1, P = 2, u = (¢, &),
DH =10.1,1.0] x [0°,45°], and

t —tan &
&' (n) = _ 1+tan’a (4.140)
—tanag ——
t
We therefore choose
a1() =1+ tan’ @ (4.141)
and ~
g 1 tmin 0
R = o 4.142
¥=3le L ( )
tmax
The effectivity then satisfies
7
1 <nn(p) < 45‘”‘}" ,  YwpeD+, (4.143)
min

this is also confirmed in Figure 4-12, in which we plot the resulting effecivity as a function of u.

Remarks

The effective property bound conditioner presents several advantages: numerical tests show that
the effective property conditioner yields good effectivities and, unlike the concave eigenvalue bound
conditioner, the computational cost is independent of @ 4. Furthermore, although the method is
restricted to problems of the form (4.101), unlike the minimum coefficient conditioner it is applicable
even for general geometry variations. However, in Chapter 5 we shall see that the requirement that
& be positive-definite proves very restrictive — the relevant material property tensor is no longer
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positive-definite.

4.4 Bound Conditioner Constructions — Type II

We recall from Section 4.2 our “computational invertibility” assumption:

Clw = D> a(uC;! (4.144)
1€Z(w)

where Z(u) C {1,...,I} is a parameter-dependent set of indices, I is a finite (preferably small)
integer, and the C;: Y — Y, are parameter-independent symmetric, coercive operators.

We now consider a particular class of bound conditioners in which C™1(u) is constructed as a
direct approximation to A~ (u).

4.4.1 Convex Inverse Bound Conditioner

To begin, we recall our separability assumption (3.8) on A(u), and assume that A(u) takes the
particular (slightly different) form

Qa
Alp) =A"+) " ©%u) A7, YpueD*, (4.145)

g=1
where the ©9(u) : D* — R, ¢ =1,...,Q4; here, R, o refers to the non-negative real numbers.
We also assume that A%: Y — Y is symmetric, continuous, and coercive, and that the 49: ¥ — Y’ ,

g=1,...,Q4 are symmetric, continuous, and positive-semidefinite, i.e.,

(Aw,w) > 0, YweY, (4.146)
(Atw,wy > 0, VweY, 1<q¢<Qq; (4.147)

it follows that A(u) is symmetric, continuous, and coercive for all u € DH.
For any 6 € ]R%g, we now define A(): Y — Y’ as

Qa
AB)=A"+> 9747, (4.148)
g=1
where A7 = A9, 0 < ¢ < Q4. We may then write
AO(p) = Alp) (4.149)

where ©: D* € RF — D ¢ R94, and DY is the range of ©. We shall also define Omin (> 0), Omax
(assumed finite), and DY C ]R%g as

~

Omin = SUP V(ier, | 0u(u2d, v pepny 0 9= Lo, @ (4.150)
egnax = inf ﬁ{éGIR,_F I eq(#)s,@’ v MGDM} s q == 1, ey QA 3 (4.151)
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and

Qa
Dgox = H [O?nina egnax] 9 (4152)
g=1
respectively. It follows that A(6) is symmetric, continuous, and coercive for all 8 € Dgox.
Finally, we note that our compliance output can be expressed as an energy:
s(p) = (Lyu(p)) (4.153)
= (F u(p)) (4.154)
= (AOW)ulp), u(p)) , (4.155)
or, equivalently,
s(1) = (F, A=Y@ () F) (4.156)
where A~1(0) is the (symmetric, coercive) inverse of A(6).
Bound Conditioner Formulation
We now introduce a “¢” sample S% = {61, ...,0r}, where §; € D?_,i=1,...,T. We assume that,
given any § € DY__, we can find a simplex S(6) such that § € S(0), where
SO =0 |d= D abiy ; (4.157)
i€T(6)
here, T(0) C {1,...,T} is an index set of cardinality @ 4, and the a; are weights —
0<a; <1, VreT(d), (4.158)
and
> oai=1. (4.159)

€T (9)

In words, the simplex S(6) is a polyhedral set, defined by |7(8)| vertices 7 (8) chosen such that S(6)
contains 8. We implicitly assume that S% is chosen such that, for all § € DY _, such a construction
is possible; a deficient sample S% can always be rendered compliant simply by replacing one point
with Omin.

To each 1 in D* we then associate (i) a point 8(u) € Dgox, such that

() <©%p), 1<q¢<Qua, (4.160)
(4¢) an index set Z(u) given by ~
(k) =T(6(n) , (4.161)
and (i) a set of weights a;(0(p)), such that
() = > ai(6(n))6; - (4.162)
1€Z(p)
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We then choose the «;(1) and Cy, as

ai(p) = ai(f(n)) (4.163)
G = ATYH) (4.164)

so that C(u) is given by

-1
Clu) = 3 aslw)C; = ( PORI) A-lwi)) . (4.165)

i€I(p) i€Z(p)

(Clearly, C™'(u) (and therefore C(u)) is symmetric positive-definite.) In words, C~1(u) is an ap-
proximation to A~!(©(u)) constructed as a convex combination of A~! at “neighboring” 6.

Proof of Bounding Properties

To prove that the bound conditioner (4.163) provides uniform bounds, we shall need to demonstrate
certain properties of the quadratic form associated with A=1(8). To begin, we define J : DY XY —
R as

J6,6)= (G, A7) 6), (4.166)

Also, given 8; € DY | 05 € Dgox, and 7 € [0, 1], we define
T*8(7;01,02;G) = J (61 + 7(02 — 61), G) (4.167)

We also define A%¢8(r;60;,6;) = A(61 + 7(02 — 61)). We can then write

Qa Qa
A%E(7;61,02) = AL+ 0 AT+ 7 Y (63— 67) AT (4.168)
g=1 g=1
and R R N A
T (7:01,003G) = (G, (A™5(r;01,0)) " G) . (4.169)

We now consider the monotonicity and convexity of J (0) in the parameter 6; in particular, we
can prove [47] that:

A) J,6) is a non-increasing function: for any 6; € D¢_, 6, € DY such that 6, > 6; (i.e.,
box b

9%29(11,q=1,---,QA),

ox?
J(02,G)<J(6:1,G), VGeY'; (4.170)
(B) J(8,G) is a convex function of 8: for any 6; € DY_, 6, € DY__, and for all 7 € [0, 1],

FO1+702—61),8) <1 -7)TF01,8)+7T(62,G5), VGeY'. (4.171)

We shall refer to (4.170) and (4.171) as Propositions (A) and (B), respectively.

Assuming that Propositions (A) and (B) are indeed true (we shall present the proofs subse-
quently), we can prove that our bound conditioner satisfies the spectral condition. We recall from
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Section 4.2 that the effectivity may be written as

(R(), C= ()R (1))
N () = R, AR () (4.172)

From the definitions (4.163) and (4.145) we immediately note that

Y ailw) T(6:;,R(w))

1€ (p)

T (©(n), R(n))

But from the construction of the o;(u), the choice of Z(u), Proposition (B), classical results in
convex analysis, and Proposition (A), it directly follows that, for any G € Y’ (and therefore for

G =R(u),

nn (k) = (4.173)

~ A

> aw) J0:,6) 2 T0(w),G) 2 F(O(w),G) (4.174)

1€Z(p)

which concludes the proof. It now remains only to prove Propositions (A) and (B).

Proof of Proposition (A)

To prove ProposiAtion (A), we need only demonstrate that, for any (fixed) 61,62 such that 8 > 6;,
and any (fixed) G € Y,

Ed;jseg(f; 01,00;G) <0, VYrelol]. (4.175)
To evaluate d.J5°€/dr, we note that
d 7se r d seg\—1 a
E'FJ &(1;01,00; G) = ( G, S ((A%8)7H(7;61,02)),G ) ;5 (4.176)
it thus remains only to show that d(A%8(7;6;,6,))~!/dr is symmetric negative-semidefinite.

To this end, we note that (A%8(r;01,8:)) "1 A%E(r;6;,6,) = I (the identity), and thus

d d
e (AS%8(7;6),65)) " A8(7;0,,02) + (A58 (7301, 00)) i (A%8(1;01,62)) =0 . (4.177)

Application of (4.168) then yields

%(Aseg(f;el,oz)) — (A8 (7361, 62))"! (Z(eq 9‘1),4)(,456%(7;91,92))-1; (4.178)

q=1

the desired result then directly follows, since 82 > 67, and the A, are symmetric positive-semidefinite.

Proof of Proposition (B)

To prove Proposition (B), we need only demonstrate that, for any 6; € Dbox, 0, € Dbox, and
T € [0,1],
T*E(7;01,02,G) < (1= 7) Jeeg(0; 61,605, G) + 7T*%(1;61,65;G) , VGeY'. (4.179)
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From standard results in convex analysis [6] it suffices to show that, for any (fixed) G € Y7,
d? -
Fjseg(ﬂ 61,00;G) >0, VY7e€[0,1]. (4.180)

From the definition of 75%€(7; 01, 05; G‘), it thus remains only to show that d2((A%8)~1(r; 0y, 62))/d7?
is symmetric positive-semidefinite.
To this end, we continue the differentiation of (4.178) to obtain

d2 _ d e _ 24 se, -
W(Aseg(,r;el,gﬂ) I _ __(F(AS 8(7;91,02)) 1 ;(%-#{)Aq (A g(7;01792)) 1
Qa d
— (A%5(r;01,0) 7 [ D0 (63— 6) A, | -(4%%(7;01,62)7!
g=1
Qa
= 2(A%(r;01,0:))7 [ Y (03— 09) 4, | (A%%(r;61,60))"
q=1
Qa
x | D (03— 0%) Aq | (A%5(r;6,,02)) 7" .
q=1

(4.181)
The desired result then directly follows since (A%°8(7;61,6:))~! is symmetric positive-definite.

Remarks

We shall consider three different bound conditioners.

The first is a single-point conditioner, and will be labelled SP. Here we set T =1, S% = {Omin},
|Z()| = 1, Z(p) = {1}, and 6(p) = Omin. This bound conditioner is a special case of our earlier
Type I bound conditioner formulation. In particular, SP is equivalent to the minimum coefficient
conditioner (with I = 1 and 61 = Oin).

The second bound conditioner we develop here is piecewise-constant, and will be labelled PC.
Now we set T' > 1, Sg = {61 = Omin, b2, ...,0:}, and |Z()| = 1, and choose T(u) = {i1(u)} such
that 6(u) = 6;,(,) < ©(n). There will often be many possible choices for i;(u); we can either
establish a definition of closeness, or alternatively consider all possible candidates and select the
best (in the sense of yielding the lowest effectivities).

The third bound conditioner we develop here is piecewise-linear, and will be labelled PL. Now
weset T > Qa+1, 8% = {01,...,07}, |Z(1)| = Qa+1, and choose Z(u) such that the 6;, i € Z(p),
form a (Q 4 + 1)-simplex containing (1) = ©(u). Again, there will often be several choices for the
index set Z(u) and associated simplex; we can either establish an a priori criterion for goodness
(e.g., related to simplex size), or instead evaluate all candidates and select that yielding the best
effectivities. Note that, for u for which S% contains no ©(u)-containing (Q 4 + 1)-simplex, we must
accept a lower-order simplex and 8(u) < ©(u) (e.g., in the worst case, we revert to PC).

We present in Figure 4-13 the effectivity as a function of p for Example 1 obtained using the
SP, PC, and PL bound conditioners; similar results are present in Figure 4-14 for Example 3. We
also present in Tables 4.4 and 4.5 the minimum, maximum, and average effectivity over p € D*
for Example 2. In all three cases, the PC conditioner performs considerably better than SP; and
the PL conditioner is even better than PC. Of course, the purpose of these higher-order bound
conditioners is to achieve some fixed accuracy (measured by Ax(u)) at lower computational effort;
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considering only the on-line complexity, no doubt PC requires the lowest cost at fixed accuracy.
However, in practice, we must also consider the off-line complexity and on-line storage.

Our numerical tests show that higher-order constructions do yield very good effectivities. How-
ever, an important restriction of these methods is the assumption that the operator .4 must be of
the form (4.145), and, in addition, the A% must be positive semi-definite. There are many problems
which cannot be expressed in the required form (for instance, Example 4), or for which the A7 are
indefinite (for instance, the elasticity operator).

25 : 10 :
— SP(T=1) — PL(T=2)
— PC(T=2) 9r — PL(T=3)
— PC (T=3) — PL(T=4)
20¢ 1 8t PL (T=5)
7-
_15 _ 8 ‘\ -
3 3 s |1
= 4
] =
10 4r \
3r \
5 | 2t ‘
///{/ 1
.
0 s HIES 0

10 10 10 10 10 10 10 10*

Figure 4-13: Effectivity as a function of p for Example 1 obtained using (a) SP (T = 1), PC
(T =2,3), and (b) PL (T'=2,3,4,5).

T | min (nn () — 1)

max (v () — 1)

ave (nv(p) —1)

1 0.0379
9 0.0109

4.1932
2.3677

0.6450
0.3345

Table 4.4: Minimum, maximum, and average effectivities for Example 2 obtained using the SP and

PC conditioners.

T | min (nn(p) - 1)

max (nn (1) — 1)
A

ave (nn(u) — 1)
I

0.0133

16 0.0027

2.4546
1.6437

0.3788
0.1892

Table 4.5: Minimum, maximum, and average effectivities for Example 2 obtained using the PL

conditioner.
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Figure 4-14: Effectivity as a function of p for Example 3 obtained using (a) SP (T = 1), PC
(T = 2,4,8), and (b) PL (T =2,3,5).

4.5 Method II: Asymptotic Error Bounds

The essential point is that Method I error estimators guarantee rigorous bounds: in some cases,
the resulting error estimates are quite sharp — the effectivity is close to (but always greater than)
unity. However, in other cases, either the necessary bound conditioners can not be found or yield
unacceptably large effectivities; or the associated computational expense is much too high due to
the O(Q?) on-line scaling induced by (4.42). These disadvantages are eliminated in Method II to be
discussed in the next section; however, Method II provides only asymptotic bounds as N — oo. The
choice thus depends on the relative importance of absolute certainty and computational efficiency.

As already indicated, Method I has certain disadvantages; we discuss here a Method II which
addresses these limitations, albeit at the loss of complete certainty.

4.5.1 Error and Output Bounds
To begin, we set M > N, and introduce a parameter sample
Sty = {pn, s i} (4.182)
and associated reduced—basis approximation space
Wy =span {¢; = u(w;), m=1,...,M}; (4.183)

for both theoretical and practical reasons we require Sk C S%, and therefore Wy C Wys. The
procedure is very simple: we first find ups(p) € Wy such that

(A(pun (u),v) = (Fv), VveWn; (4.184)

we then evaluate
sm(p) = (Lyupm(p); (4.185)
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finally, we compute our upper and lower output estimators as

syav) = snp), (4.186)
sfou() = sn(p)+ An (), (4.187)

where Ay ar(p), the error estimator, is given by

Awar(e) = = (sar() = () (4189)

for some 7 € (0,1). The effectivity of the approximation is defined as
An (1)
N, =Y 4.189
nn,m (1) S — sw (D) (4.189)

For our purposes here, we shall consider M = 2N.

4.5.2 Bounding Properties

As in Section 4.2, we would like to be able to prove the effectivity inequality 1 < nnyon (1) < p, for
all N > 1. However, we can only demonstrate an asymptotic form of this inequality [39].
As in [39], we shall require the hypothesis that

SW =W o s NS oo (4.190)

) = S o)

We note that the assumption (4.190) is certainly plausible: if the (a priori) exponential convergence
of (3.105) in fact reflects general asymptotic behavior of the reduced basis approximation, then

s(p) —sn(p) ~ crem 2N, (4.191)
s(p) — san(p) ~ cre 22N, (4.192)

and hence
Enan(p) ~ e 2N, (4.193)

as desired.

We first prove the lower effectivity inequality, ny a(p) > 1, which is equivalent to

snon(t) < (1) < sfon(), N — oo (4.194)

The lower bound property sy ,y(p) < s(u) directly follows from (4.25); indeed, this result still
obtains for all N. To demonstrate the upper bound, we write

han() = s (5 =1) (600 = s (1) = 60 = sax (1) (4.195)

= st (1 (1—5N,2N<u>>—1) (s(4) — s (). (4.196)

Since s(p) —sn(p) > 0, and 0 < 7 < 1, it follows from (4.190) and (4.196) that there exists a finite
N*(1) such that
1- 8N’2N(,u) > T, VN > N*; (4197)
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it follows that
S-’A}YZN(/J,) >s(n), VYVN>N*. (4.198)

We therefore obtain asymptotic bounds.
We now investigate the sharpness of our bounds by proving the upper effectivity inequality,
nn2n(p) < p. From the definitions of nyon(r), Anan(i), and Enan(u), we directly obtain

mvan () = %8251{;% )_;;](Vﬁ(f)l’ ) (4.199)

1 (san(p) = s(p) — (sw(p) — s(w)

ST )W) (200
= %(1 ~ Enan(p))- (4.201)
We know from (4.25) that Enan(p) is strictly non-negative; it therefore follows that
nnan(p) < —71: , VN. (4.202)
Also, since Wy C Way, it follows from optimality (3.92) and (4.31) that
s(n) = sanv(p) 2 sn(p), (4.203)
and hence En2n (1) < 1. It therefore follows that
nNen(u) 20, VN (4.204)
Furthermore, from our hypothesis (4.190), we know that
v an (1) — % . N oo, (4.205)

4.5.3 Off-line/On-line Computational Procedure

Since the error bounds are based entirely on the evaluation of the output, we can directly adapt
the off-line/on-line procedure of Section 3.5.3. Note that the calculation of the output approxi-
mation sy(u) and the output bounds are now integrated: Ay (u) and F(u) (vielding sy(u)) are
a sub-matrix and sub-vector of Ayy(p) and Fyn () (yielding son(p), Anon(p), and sme(u)),
respectively.

In the off-line stage, we compute the u(u,) and form the A2, and Fyy. This requires 2N
(expensive) “A” finite element solutions and O(4Q 4N?) finite-element-vector inner products. In
the on-line stage, for any given new y, we first form Ay (p), Fy and Ayn (1), Fopn, then solve for
upn(p) and uy (1), and finally evaluate sji\,,2 ~(1). This requires O(4Q 4N?) + O(2 N3) operations
and O(4Q 4N?) storage. The on-line effort for this Method II predictor/error estimator procedure
(based on sy (p) and son (1)) will thus require eightfold more operations than the “predictor-only”
procedure of Section 3.5.

Method II is in some sense very naive: we simply replace the true output s(u) with a finer-
approximation surrogate son(u). (Note there are other ways to describe the method in terms
of a reduced-basis approximation for the error [20].) The essential computation enabler is again
exponential convergence, which permits us to choose M = 2N — hence controlling the addi-
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tional computational effort attributable to error estimation — while simultaneously ensuring that
En 2n (1) tends rapidly to zero. Exponential convergence also ensures that the cost to compute both
sn(p) and son(p) is “negligible.” In actual practice, since sqn(p) is available, we can of course
take san (i), rather than sy(u), as our output prediction; this greatly improves not only accuracy,
but also certainty — Ay on(p) is almost surely a bound for s(u) — san(p), albeit an exponentially
conservative bound as N tends to infinity.

4.5.4 Numerical Results

From our discussion in Section 4.5.2, we observe that the essential approximation enabler is expo-
nential convergence: we obtain bounds even for rather small N and relatively large 7. We thus
achieve both “near” certainty and good effectivities. These claims are demonstrated in Tables 4.6
and 4.7; the results tabulated correspond to the choice 7 = 1/2. In all cases, we clearly obtain

bounds even for very small N; and we observe that ny2n (1) does, indeed, rather quickly approach
1/7.

N | min n (1) max nN,m (1) N | min nn (1) max N, (1)
1 0.28 1.43 1 1.26 1.99
2 1.44 2.00 2 1.84 2.00
3 1.99 2.00 3 1.95 2.00
4 1.99 2.00 4 2.00 2.00
5 1.99 2.00 5 2.00 2.00

Table 4.6: Minimum and maximum effectivities for the Method II error estimators for Examples 1
and 2.

N mljn nn (1) max N, (1) N m“in nn (1) max n,m (1)
1 0.81 2.00 1 0.01 2.00
2 1.55 2.00 2 0.24 2.00
3 1.68 2.00 3 1.21 2.00
4 1.82 2.00 4 1.71 2.00

Table 4.7: Minimum and maximum effectivities for the Method II error estimators for Examples 3
and 4.

The choice between Method I and Method II error estimators depends on the relative impor-
tance of absolute certainty and computational efficiency. There are certainly cases in which the
loss of complete certainty is acceptable; however, there are many cases — for instance, when the
output s(u) must satisfy constraints critical to performance and safety — in which certainty in
the approximation is crucial, so that Method I error estimators are strongly preferred. However,
the ability to calculate rigorous uniform bounds hinges on the availability of a bound conditioner
which satisfies the spectral condition (4.10) and the computational invertibility hypothesis (4.11);
in some cases either the necessary bound conditioners cannot be found, or the computational and
algorithmic complexity is much too high. In these cases, Method II error estimators provide a
simple and effective alternative.
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Chapter 5

Reduced-Basis Output Bounds for
Linear Elasticity and Noncompliant
Outputs

5.1 Introduction

In Chapter 3 we present the reduced basis method for approximating compliant linear functional
outputs associated with elliptic partial differential equations. In Chapter 4, we develop two general
approaches for a posteriori error estimation: Method I, which provides rigorous uniform error
bounds obtained from relaxations of the error residual equation; and Method II, which provides
asymptotic error bounds obtained from “finer” reduced basis approximations. In both chapters,
we utilize several simple problems in steady-state heat conduction to illustrate our methods and
numerically verify our claims.

In this chapter, we apply reduced basis approximation and error estimation methods to linear
elasticity. The problem of linear elasticity brings about some challenging but important issues:
first, a decidedly more complex parametric dependence — related to the affine decomposition of
the operator — causes an increase in the required computational expense and storage; and second,
singularities in the elasticity tensor associated with pure-rotation modes — related to the coercivity
constant of the operator — causes the effectivity of the error estimators in certain cases to be
unacceptably high.

Furthermore, in Chapters 3 and 4 the methods are restricted to compliant parameter-independent
outputs, L = F. We formulate here the reduced-basis method and associated error estimation pro-
cedures for more general linear bounded output functionals.

5.2 Abstraction

As in Chapter 3, we consider a suitably regular (smooth) parameter-independent domain 2 C
R¢,d = 1,2, or 3, and associated function space Y C (H!(f2))? with inner product (-,-)y, norm
| -1ly = (- i,/2, dual space Y’, and duality pairing (-,-) = y/(-,-)y; as before, we define a
parameter set D* C RP | a particular point in which will be denoted p.

We now consider the symmetric, continuous, and coercive distributional (second-order partial
differential) operator A(u) : Y — Y’, and introduce the bounded linear forms F(u) € Y’ and
L(pu) € Y'; note we no longer assume that L = F. We shall again make certain assumptions on
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the parametric dependence of A, F, and L. In particular, we shall suppose that, for some finite
(preferably small) integers Q 4, QF, and Qr, A(u), F(u), and L(p) may be expressed as

Qa

Alp) = Y ©%u) A?, VpueDH, (5.1)
=1
o

F(p) = > ¢k F', YueDH, (5.2)
=1
o

Lp) = > oiwL?, VueD, (5.3)
g=1

where the ©7(p): D* - R, oL(n): P* - R, ¢l (1): D* - R, A: Y - Y/, FleY' and L€YY’
As earlier indicated, this assumption of “separability” or affine parameter dependence is crucial to
computational efficiency.

Our abstract problem statement is then: for any p € D* C RP, find s(i) € R given by

s(n) = (L(p), ul(p)), (5.4)

where w(p) € Y is the solution of

(Alw)u(p),v) = (F(p),v), Yvey. (5.5)

Thus, (5.5) is our partial differential equation (in weak form), u is our parameter, u(u) is our field
variable, and s(u) is our output.

In actual practice, Y is replaced by an appropriate “truth” finite element approximation space
Y of dimension A defined on a suitably fine truth mesh. We then approximate u(u) and s(u) by
upnr (1) and spar(p), respectively, and assume that Yy is sufficiently rich such that ua/(u) and sa(u)
are indistinguishable from u(u) and s(u).

5.3 Formulation of the Linear Elasticity Problem

In this section we present the strong form of the equations of linear elasticity, from which we
derive the weak statement; we then reformulate the problem in terms of a reference (parameter-
independent) domain, thus recovering the abstract formulation of Section 5.2. In this and the
following sections, repeated indices imply summation, and, unless otherwise indicated, indices take
on the values 1 through d, where d is the dimensionality of the problem. Furthermore, in this
section we use a bar to signify a general dependence on the parameter u (e.g., 2 = Q(u), or E = p)
particularly when formulating the problem in a “non-reference” domain.

5.3.1 Governing Equations

For simplicity of exposition, we present the governing equations for the case of a homogeneous
body, and merely state the weak statement for the more general case of an inhomogeneous body.
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Strong Formulation

We consider the deformation of a homogeneous body 0 C IR? with boundary I subjected to external
body forces, surface tractions and homogeneous displacement boundary conditions. We assume that
the displacement gradients are sufficiently small that a linear elasticity model adequately describes
the deformation; in particular, we assume that the equations of equilibrium are satisfied in the
undeformed configuration

85’1'1'

o7, +b;=0 inQ, (5.6)

and the stresses ;; are related to the linearized strains &;; by the constitutive equations
Gij = Cijriu (5.7)

where the linearized strains are related to the displacements @ by

1 /dug ouy
==+ 5.8
bl 2(85:, +85ck) (5:8)
Assuming the material is isotropic!, the elasticity tensor has the form

Cijkl = €100k + C2 (0ikbj1 + dudjr) ; (5.9)

we note that from the symmetry of 5;; and &, and from isotropy, the elasticity tensor satisfies

Cijki = Cjikt = Cijik = Chusj , (5.10)
from which it follows that 5%
_ - 0u

Tij = Cijkla_j’: , (5.11)

Here, ¢; and ¢, are Lame’s constants, related to Young’s modulus, E, and Poisson’s ratio, 7, by

_ Ev
T +7)(1-29)° (5.12)

The displacement and traction boundary conditions are given by

el = 0, onlp, (5.14)
e = 0, onlh, (5.15)

!Note the assumption of isotropy is introduced only for simplicity — the methods we develop are similarly appli-
cable to general anisotropic materials so long as the spatial and parametric dependence of the elasticity tensor are
separable, i.e., Cijri(Z; 1) = F(Z)Cijri(u).
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and

A L T (5.16)
v 0 on T\(TR UTT) '
o fiet on I't
467 = g N_ 5.17
79 {O on T\(TH UTYE), (5:17)

respectively, where & and &! are the unit normal and tangent vectors on T.

Weak Formulation

We now derive the weak form of the governing equations. To begin, we introduce the function
space

Y ={ve (H )" |uef =00n TP, o8 =0onThH}, (5.18)
and associated norm
d 1/2 2 /55 \? 1/2
. =2 . (¥ =
ol = (Z nwum(m) -([X(5) @) - (519)
i=1 i,j=1
Multiplying (5.6) by a test function ¥ € ¥ and integrating over 2, we obtain
.99 40 = / b dY, Voev. (5.20)
an Q

Integrating by parts and applying the divergence theorem yields

06 = o = ov; _ S
_ 6,1;] dQl = —/f‘viaije;-‘ dl’ + /Q Er : Tz 0ij dﬂ VoeyY. (521)

Substituting (5.21) into (5.20), and using (5.14), (5.16), and the fact that © € Y, we find that
0 ——5;; dQ = / ;b; dS) + / ; fnol dT + / v frel dT . (5.22)
q 0; Q 1y I,

Finally, using (5.11), we obtain as our weak statement

(Au,?) = (F,5), VwoeY, (5.23)
where
- ov; = Owy
(Aw,v) = o E‘v; zjkla_:fl (5.24)
(Fa 17) = <Ff7 ﬁ) + (Fb, 17) 5 (525)
here,
(Ff, 't_)> = / ’l_)if_lné? dr +/ 'l_)zftéf dr , (Fm’l?) = / ’Uil_)i dQ . (526)
fr T, Q

We now generalize (5.23)-(5.26) to the case in which Q is inhomogeneous. Assuming that
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consists of R homogeneous subdomains 2™ such that

qar, (5.27)

]|
I
C=

1

=i
Il

the weak statement takes the form of (5.23) where

_ S .
(Aw,7) = Z o O, ijkla—ildQ (5.28)
(F,0) = (Ff,0)+ (Fy,0), (5.29)

and
R — — —
(Ey, D) Z / 5:b] dSY (Fy, ) Z ( / T frer dl + / v fTet dI‘) : (5.30)
4 =1 & i

here, Q is the closure of Q, CT ikl is the elasticity tensor in Q, and I"" is the section of T'y in Q The
derivation of (5.28)-(5.30) is 31m11ar to that for the homogeneous case, but for the use of additional
displacement and traction continuity conditions at the interfaces between the Q7.

5.3.2 Reduction to Abstract Form

In this section, we reformulate the problem defined by (5.28)-(5.30) so as to recover the abstract
formulation of Section 5.2.

Affine Geometric Mapping

As before, we further partition the subdomains Q7, 7 = L,... , R, into a total of R subdomains
", r =1,...,R such that there exists a reference domain ) = Uilﬁr where, for any z € ",
r=1,...,R, its image x € §}" is given by
z=G"(1z) =G (WZ+ g (1); (5.31)
we write P 3 P 9
Zj
) e .32
81:1 0z; 8123 = Gjiln) ox;’ (5-32)
and
z=G(x) =G(uz+g(u) , (5.33)

where z € Q, z € Q, G(n) € R¥? is a piecewise-constant matrix, g (u) € RY is a piecewise-
constant vector, and G(u): Q@ — Q is a piecewise-affine geometric mapping.

Reference Domain Formulation

We now define the function space Y as Y(Q) = Y(G7(1;Q)) = Y (Q), i.e.,
Y={ve (HI(Q))p:d | vie’ =0 on ], viet =0onTh}, (5.34)
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and for any function @ € Y, we define w € Y such that w(z) = w(G~'(u;z)). Furthermore, we

have

dQ = detGY(pn) d,

df = |G™(u)e'|dr,

where ¢! is a unit vector tangent to the boundary T, and

d 1/2
5] = (3 0u)7)

i=1

It then follows that (A(u)w,v) = (Aw,d) for A as in (5.28) and A(u) given by

(Alpw,0) = Z gl (GG ) B (G5 ) der(@ () @,

Ovy,

R
Bwi - —. .
- Z/ oz, (GJ‘J"(“)EU'M’GW(#) det(G(p))~ )— i YwweY,
r=1

and (F(p)w,v) = (Fw,d) for F as in (5.29) and F(u) given by

R

(F(u),v) = Z( [ (@) waas [ (@) e uar

r=1

+ /F . (Fe (G (u) 1€t |) v dr) :

The abstract problem statement of Section 5.2 is then recovered for

(AQuw,v) = Z / Qs W(u) Vwvey,

(F(p),v) = ((Fb(u),) (Ff(u),v))
where
R
Ee) = 3 [ o)
R
(Fp(u),v) = Z( f(uurdr + / ffr(u)vidl“);
r=1

here C7j, () is given by

Chin(l) = Gy (1) Efyr Gl (n) det(G" (1)) ™",

34

(5.35)
(5.36)

(5.37)

(5.38)

(5.39)

(5.40)

(5.41)

(5.42)

(5.43)

(5.44)

(5.45)



and b7 (1), 27 (1), and f17 (1) are given by

br(w) = bfdet(G"(u)™", (5.46)
M) = LEE W) (5.47)
frw) = Fe|@w) e . (5.48)
Furthermore, we define
i\j i ov; Ow
q(i,5,k,0,r) — . q(i,5,k,0,r) — ot oWk 5.4
© (M) Cl_'/kl(ﬂ‘)) ('A w, ’U) 0 3:13] ail}l ( 9)
fori,5,k,l € {1,...,d}, 1<r<R,and ¢: {1,...,d}* x{1,...,R} = {1,...,QA}; and
B (1) for y=1, /rv,- fory=1,
Soq[«:(i’r’X) — fznr(ﬂ) for x=2, F(I(i’T,X) — /Fnr v; for X = 2, (550)
N
fztr(/'[’) fOI‘X:3’ / 'Ui fOI‘X:,?),
\JTgT

for1<i<d 1<r<R,and ¢:{1,...,d} x{1,...,R} — {1,...,QF}. Note however that
due to the symmetry of Cjjki(p), @4 can in fact be taken to be d*(d® + 1)R/2 rather than d*R;
furthermore, @ 4 and QF can be further reduced by eliminating the elements of Cj;; (1) which are
identically zero. This is illustrated in the model problems to be discussed in the following section.

5.4 Model Problems

We indicate here several simple instantiations of the linear elasticity problem; these examples will
serve to illustrate our assumptions and methods, and show ways in which the affine parameter
dependence may be further simplified.

5.4.1 Example 5

We consider the compression of the prismatic bi-material rod shown in Figure 5-1; the physical
model is simple plane-strain linear elasticity. The rod has a Poisson’s ratio of v = 0.25, and
a Young’s modulus of E! = 1 in Q!, and E? = p in Q2%, where Q! = (0,2) x (0.0,0.5) and
02 = (0,2) x (0.5,1.0)). The structure is clamped (u = 0) along I'p = I'l, = '), and subjected
to a compressive unit load (per unit length) uniformly distributed along I'Y; the remainder of the
boundary is traction-free. The output of interest is the displacement in the negative z;-direction
averaged along I'\:

s(p) =— /n ui(p) for p e D* =[0.1,1]. (5.51)

IR

Our problem can then be formulated as: given any u € D* C RP=L, find s(u) = (L, u(w)
= {v

),
where u(p) € Y = (H(Q))? is the solution to (A(u)u(p),v) = (F,v), Vv € Y, Y €
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Figure 5-1: Bi-material rectangular rod under compressive loading.

(HY())? | v|rp, = 0}. For this example, (L,v) = (F,v) forallv € Y,

8'01 Owy, Bvl Oowyg,
<A(,U)’U),’U) = 8:1,‘ C]kl (9 ds} + 8 Cz]kl oz l dQ 3 v w,v € Y, (552)
(F,v)=—/ vndl', VveY, (5.53)
N
and,
Cliw = c18i30k1 + 3 (Bindj1 + 6ubj) (5.54)
where
EWw
1 _
DT Ury-2)’ (5.55)
El
1 _
Cy = 2(1+V) ) (556)

for E! = 1 and v = 0.25. The abstract problem statement of Section 5.2 is then recovered for
Qa=2,and

ov; Owy,

1 — 1 =
0 (pn) =1, (A'w,v) - Bm]C’kl B, aq , (5.57)
ov; ow
0%(p) = p, (A*w, v) /92 ax,cﬂ’“’ o, sy . (5.58)

Note that F and L are compliant (L = F') and independent of u.

5.4.2 Example 6

We now consider a homogeneous rod of variable thickness, as shown in Figure 5-2. The rod has
a Young’s modulus of E = 1 and Poisson’s ratio v = 0.25 in the domain Q = (0,1) x (0,¢). The
structure is clamped along I'n(= '}, = T'})), and subjected to a compressive load (per unit length)
with magnitude

h=%, (5.59)
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Figure 5-2: (a) Homogeneous rectangular rod with variable thickness subjected to a compressive
load; and (b) parameter-independent reference domain.

uniformly distributed along f‘?r The output of interest is the displacement in the negative Z;-
direction averaged along I'y:

1 _
() = / ddl for = {t} € D* = [0.03125,2.0] . (5.60)
%

The problem can then be formulated as: given a u € D* C ]Rf =1 find s(u) = (L, @), where
u € _Y = (H}(Q))? is the solution to (A(p)d,v) = (F,v), V ¥ € Y; here, (L,8) = (F,v) for all

vEY, 9 5
(Aw,v) = o 9%; Cijki o7, aQ, VwuveY, (5.61)

_ 1 _ _

(P, 5) =——[ 5 dl, VeV, (5.62)

H JTn(p)

and Cjj is given by (5.9).

We now map our parameter-dependent domain Q) onto a reference domain 2. The affine mapping
G(z)(p): Q(p) — £ is given by (5.31) where g = 0 and

1 0
ao =y 3] - (5.6
t
Furthermore, we have
dQ = det G (p)dQ = t dQ (5.64)
dl' = |G (p) € |dl’ = tdl . (5.65)

We may now re-formulate our problem in terms of the reference domain. OQur problem is then:
find s(u) = (L, u(w)) where u(u) € Y = (Hj(Q))? is the solution to (A(u)u(p),v) = (F,v) Vv e Y;
for this example, (L,v) = (F,v) for all v € Y,

_ [ ou
anj

Owy,

(A(p)w,v) Cijkl(ﬂ*)‘a‘w— @y, VwwveY, (5.66)
!
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and

(F,v):—/ vy dl, VveY; (5.67)
I'n

the effective elasticity tensor Cyjxi (1) = Gy () Cijexrr Gur (1) det G~ (u) is given in Table 5.1, where
c1 and cg are given by (5.55) for E = 1, v = 0.25. The abstract problem statement of Section 5.2

37 \kl 11 12 21 22
11 | t(c1 + 2¢2) 0 0 1
12 . Hea) c2 0
21 . . t(Cg) 0
22 - : : 1 (c1+ 2c2)

Table 5.1: Elements of the effective elasticity tensor.

is then recovered for P = 1, Q4 = 3,
1
ow =1, (=t =1, (5.68)

and

Oovy Bws  Ovy Oun Ovy Bws  Ovg Oun
1 = —_— Q —_— .
(A w,v) cl/Q (8x1 02 + B2, 3:81) d +02/Q (81‘2 Bz, + 52s 83:2) dQ?, (5.69)

Ov, Ow Ovg Ow
2 _ 1 Jw 2 Owa

(A*w,v) = (Cl+262)/ 9z, 071 o + ——3:1:1 Bz, (5.70)
Ovg Ow Ov; Ow
3 _ 2 2 1 1

(A°w,v) = (c1+2c2) 9 Oza 83:2 /—8x2—6x2 aQ . (5.71)

5.4.3 Example 7
I'p
= f‘%\] 1 Q ft

(a) (b)

Figure 5-3: (a) Homogeneous rectangular rod with variable thickness subjected to a shear load;
and (b) parameter-independent reference domain.

We again consider the homogeneous rod of Example 6, but with I'p as illustrated in Figure 5-3,
and subjected to a uniform shear load per unit length with magnitude

fi= % (5.72)
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along I'n. The output of interest is the displacement in the negative To-direction averaged along
Ik: X
s(u) = -1 / dy for p = {t} € D" = [0.03125,2.0] . (5.73)
K JTN

The problem can then be formulated as: given a p € D* C ]Rf) =1 find s(u) = (L, ), where
weY = (H}(Q))? is the solution to (A(u)u,d) = (F,¥), ¥ v € Y; here, (L, %) = (F,) for all
veY,
0v; = owy,

i [ 90 I |
(Aw, v) a 6i‘j ijkl Bi'_l_ , v w,v € ) (5 74)
— 1 _
(F,0) = ——/ o, VOEY, (56.75)
K JTy

and Cjjx is given by (5.9).

Upon application of the affine mapping of Example 6, the problem may then be re-formulated as:
find s(u) = (L,u(p)) where u(u) € Y = (H}(2))? is the solution to (A(u)a,v) = (F, ), V0 € Y;
for this example, (L,v) = (F,v) for all v € Y,

8'1)1' 6wk
= —Cj; —_— Y .
(Ao o) = [ ZECuuZo, Vwoe, (5.76)
and
(Foy=-[ w  Vvey; (5.77)
I'n

the effective elasticity tensor Cijri(p) is given in Table 5.1. The abstract problem statement of
Section 5.2 is then recovered for Q4 = 3, where the ©9(n) and A? are given by (5.68)-(5.71).

5.4.4 Example 8

Figure 5-4: Homogeneous rectangular rod with variable thickness and angle subjected to a uniform
shear load.

In this example, we again consider the homogeneous rod and loading of Example 7, but in
addition to the thickness t, we allow the angle « to vary, as shown in Figure 5-4. The output of
interest is again the displacement in the negative xy-direction averaged along I'jt:

1
s(p) = —E/_ Uy, for p={t,a} € D* =1[0.03125,1.0] x [0°,45°] . (5.78)
Tt

N

Our problem can then be formulated as: given a u € D* C RFP=2, find s(u) = (L, u), where
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i €Y = (H}(Q))? is the solution to (A(u)a,v) = (F,v), V& € Y; here, (L,5) = (F,%) for all
v €Y, and A, F are given by (5.74), (5.75), respectively.

We again map our parameter-dependent domain 2 onto a reference domain Q = 10,1[ x 10, 1[,
shown in Figure 5-3(b). The affine mapping G(z)(u): Q(r) — Q is given by (5.31) where g=0and

1 tana
G(p) = [0 1 ] (5.79)
t
Furthermore, we have
dQ = detG(u) dQ=1tdQ, (5.80)
dl = |G '(n)e'|dl =tdl . (5.81)

We may now re-formulate our problem in terms of the reference domain. Our problem is then:
find s(u) = (L,u(p)) where u(u) € Y = (H$(Q))? is the solution to (5.5); for this example,
(L,v) = (F,v) for all v € Y,

ov; ow

(A(:u’)w’ U) = Q 8_%Cijkl(,u)—a&:_f’v v w,v € Y ) (582)

and
(Fyv) = —/ v1, VveY; (5.83)
In

the effective elasticity tensor Cyjri(1) = Gjjr (1) Cijrer Gur () det G71(p) is given in Table 5.2, where
c1 and co are given by (5.55) for E =1, v = 0.25.

17 \kl 11 12 21 22
11 | t(c1+ 2ca + tan? acy) | (tana)(cz) (ttana)(c1 + c2) c1
12 . —1—(02) co 0
21 . . t(ca + tan? a(c; + 2¢2)) | (tana)(cy + 2¢2)
22 . . . %(cl + 2¢2)

Table 5.2: Components of the effective elasticity tensor of Example 7.

The abstract problem statement of Section 5.2 is then recovered for P = 2, and Q 4 = 6, where the
©7(u) are the unique elements of the elasticity tensor in Table5.2, and the A? are the associated

operators.

5.4.5 Example 9

In this example, we again consider the rod of Example 6, but remove Dirichlet conditions and
instead apply homogeneous traction conditions on the top surface. We then take as our output of

interest

s(u) = [ (1—=z)7ie}dl for p={t,a} € D* = [0.03125,1.0] x [0°,45°] . (5.84)
I'p
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Our problem can then be formulated as: given a p € D* € RP=?, find s(u) = (L(u),w), where
% eY = (H}(Q))? is the solution to {(A(u)a,v) = (F, ), Vv € Y for this example, A, F are given
by (5.74), (5.75), respectively, and
(L(p), v) (A()x, 0)
0V ~  OXk &
= | ZiGaLE an . .
o Oz Cijri gy d (5.85)

where x € Y, ¥1(z) = 1 — 2, and X2(z) = 0. We note that s(u) = 1(L(n), @) since

SRS 0t =~  OXk =
(L(w), @) = Qa_g-cjc”’“’ Bz,
_ X ~ Ouk =
- | G g 4
8 - a'ak = _ 8 — 827’]6 —
= +— |\ XiCijrio— | d2 — in= |\ Cijriz— | df 5.
fy 355 (vOune) - [ i (Gouzt) a (58)
= / xiaijgyder/ Xi0i;€; dT (5.87)
T £,
_ 1 _
- / (1 - 2)5y;8" dF + ~ / %o dT (5.88)
r t Jry,
- /F (1 - 2)5y,8" dF . (5.89)

We also note that (5.85) is bounded for all & € Y while the more obvious alternative (5.84) is not.

5.5 Reduced-Basis Output Approximation: Compliance

The theoretical basis and general computational procedure presented in Chapter 3 for the reduced-
basis approximation of compliant linear functional outputs of interest applies to all problems de-
scribed by the abstract formulation of Section 5.2 (or Section 3.2) for the case L = F'. We review the
computational procedure here — this time allowing F' to be u-dependent — and present numerical
results for the linear elasticity model problems of Section 5.4.

5.5.1 Approximation Space

We again introduce a sample in parameter space,

St ={p1,...,un} (5.90)

where p, € D* C RP,n =1,..., N, and define our Lagrangian ([37]) reduced-basis approximation
space as
Wy = span{(, = u(pn),n=1,...,N}, (5.91)

where u(un) € Y is the solution to (5.5) for p = .
Our reduced-basis approximation is then: for any p € D*, find

sn () = (L), un(p)), (5.92)
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where un () € Wy is the Galerkin projection of u(p) onto Wiy,

(A(p)un (1), v) = (F(p),v), YoveWn. (5.93)

5.5.2 Off-line/On-line Computational Procedure

We express our approximation uy(u) =~ u(u) to be a linear combination of the basis functions,

N
un(p) =Y un;i(p) G (5.94)
j=1
where uy (1) € RY; we then choose for test functions v = (;, ¢ = 1,...,N. Inserting these

representations into (5.93) yields the desired algebraic equations for uy (1) € RV,
An(p) un(p) = En(p), (5.95)
in terms of which the output can then be evaluated as
sn (1) = un () Ly() - (5.96)
Here Ay (1) € RV*VN is the symmetric positive-definite (SPD) matrix with entries
Anij(p) = (Ap)G,¢), 1<4,j<N, (5.97)
Fp(p) € RY is the “load” vector with entries
Fyi(p) = (F(p),G), 1<i<N, (5.98)

and Ly(p) = F (). We now invoke (5.1) and (5.2) to write

Qa
Anig(p) = D 09w (A%, G, (5.99)
g=1
Qr
Fni(p) = Pp(1) (F,G) (5.100)
g=1
or
Qi
An(p) = D 69w A%, (5.101)
q=1
Qr
Fn(p) = o5 (1) FY (5.102)
g=1
where the A%, € RV*YN and FY are given by
Fi, = (F,¢), 1<i<N,1<q<Qr. (5.104)



The off-line/on-line decomposition is now clear. In the off-line stage, we compute the u(u,) and
form the A% and F}: this requires N (expensive) “A” finite element solutions, and O(Q4N 2y +
O(QFN) finite-element-vector (O(N)) inner products. In the on-line stage, for any given new
u, we first form Ayn(u) and Fy(p) from (5.101) and (5.102), then solve (5.99) for wy(u), and
finally evaluate sy (u) = un ()T En(p): this requires O(Q4N? + QrN) + O(3N3) operations and
O(QaN? + QFN) storage.

Thus, as required, the incremental, or marginal, cost to evaluate sy(u) for any given new u is
very small: first, because N is very small — thanks to the good convergence properties of Wy (see
Chapter 3); and second, because (5.99) can be very rapidly assembled and inverted — thanks to
the off-line/on-line decomposition. We shall now demonstrate the former by applying our methods
to the compliant model problems of Section 5.4.

5.5.3 Numerical Results

We present in Figures 5-6 to 5-8 the maximum relative error £ (u) as a function of N for p € D¥,
for Examples 5 to 8, respectively. In all four cases, the u, are chosen “log-randomly” over DH:
we sample from a multivariate uniform probability density on log(u), as described in Chapter 3.
We note that the error is monotonically decreasing with N (as predicted by our a priori theory),
and even for cases (such as Example 8) for which P > 1, the error is remarkably small even
for relatively small N. Furthermore, we again observe that the log-random point distribution
is important, as evidenced by generally faster convergence (versus the non-logarithmic uniform
random point distribution), particularly for large ranges of parameter.

uzz \&_*Q:*—ﬁ w
107 .
. \ 107
10 °F \4
\ Ry -
107 H -4
‘ E 10
2 4 6 8 10 12 14 2 4 6 8 10
N N

Figure 5-5: Convergence of the reduced-basis ap- Figure 5-6: Convergence of the reduced-basis ap-
proximation for Example 5. proximation for Example 6.

5.6 Reduced-Basis Output Approximation: Noncompliance
In Section 5.5, we formulate the reduced-basis method for the case of compliant outputs, L(u) =

F(p). We briefly summarize here the formulation and theory for more general linear bounded
output functionals.
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2 4 6 8 10 12 14 5 10 15 20 25 30 35
N

Figure 5-7: Convergence of the reduced-basis ap- Figure 5-8: Convergence of the reduced-basis ap-
proximation for Example 7. proximation for Example 8.

As before, we define the “primal” problem as in (5.5); however, we also introduce an associated
adjoint or “dual” problem: for any u € DH, find 9(u) € Y such that

(Av, (W) = —(L(p),v) , YveY; (5.105)

recall that L(u) is our output functional.

5.6.1 Approximation Space

To develop the reduced-basis space, we first choose, randomly or log-randomly as described in
Chapter 3, a sample set in parameter space,

Shja = b1, g2} (5.106)
where p, € D* ¢ R, n = 1,...,N/2; we now consider two approaches — “nonsegregated” and
“segregated” — for defining our Lagrangian ([37]) reduced-basis approximation.

Nonsegregated Approach

We define the nonsegregated reduced-basis approximation space as

Wy = span{u(un),a,b(pn),n:1,...,N/2} (5107)
= span{(,n=1,...,N} (5.108)

where u(un) € Y and ¥(pun) € Y are the solutions to (5.5) and (5.105), respectively, for u = py,.
Our reduced-basis approximation is then: for any p € D¥, find

sn(p) = (L(w),un (), (5.109)

where uy(p) € Wy and ¥y (u) € Wy are the Galerkin projections of u(p) and v(u), respectively,
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onto Wy,

(Aun(p),v) = (F(u),v), VveWn, (5.110)
(Awn(p),v) = —(L{p)v), YveWn. (5.111)

Turning now to the a priori theory, it follows from standard arguments that un (1) and ¥ (u)
are “optimal” in the sense that

u() —un(lly < Zj((’;)) it [fu() — wnly (5.112)
) — vy < 429 int ) - wnlly - (5.113)

aa(p) wneWy

The proof of (5.112) and the best approximation analysis is similar to that presented in Section 3.5.2.
As regards our output, we now have

Is(u) —sn(w)l = KL(w),u(p)) — (L), un(w))| (5.114)
l

(
= [(A)(u(p) — un (W), ¥(n) (5.115)
= [(A) (u(p) — un(p)), Y1) — n (W)l (5.116)
< Aallule) = un(@lly 1) — en(lly (5.117)

from Galerkin orthogonality, the definition of the primal and adjoint problems, and (3.5). We now
understand why we include the ¥(u,) in Wy: to ensure that |[)(u) — ¥n(p)|]y is small. We thus
recover the “square” effect in the convergence rate of the output, albeit at the expense of some
additional computational effort — the inclusion of the ¥(u,) in Wy; typically, even for the very
rapidly convergent reduced-basis approximation, the “fixed error-minimum cost” criterion favors
the adjoint enrichment. However, there are significant computational and conditioning advantages
associated with a “segregated” approach; this approach (and the corresponding advantages) is
discussed in the next section.

Segregated Approach

In the segregated approach, we introduce separate primal and dual approximation spaces for u(u)
and ¥(u), respectively. In particular, we define

Wy = span{CY =u(pn),n=1,...,N/2} (5.118)
Wi = span{ U — () n =1, .. .,N/2} (5.119)

Our reduced-basis approximation is then: for any p € DH, find
sn(p) = (L(p), un(p)) — ((F (1), ¥ () — (A(pw)un (), v (w)) (5.120)
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where un (1) € WY and ¢ (p) € WS are the Galerkin projections of u(n) and 1(u) onto W
and WU, respectively,

(Awun(p),v) = (F(u)v), YveWy, (5.121)
(Awwn(p),v) = —(L(w),v), YveWg. (5.122)

Turning once again to the a priori theory, it follows from standard arguments that uxy(x) and
¥n(p) are “optimal” in the sense that

YA (1)
inf u(p) —w , 5.123
A nt ) = unly (5123)

W60 — (il < [ nt 1ot~ wnly (5124

The proof of (5.123) and (5.124), and the best approximation analysis is similar to that presented
in Section 3.5.2. As regards our output, we now have

llu(p) —un(Wlly <

Is(p) —sn(m)l = (L(w), u(p)) — (L(p), un () + ((F (), ¥n (1)) — (A)un (1), ¥n (1)))1(5.125)
= [(A()(u(p) —un(p), (u) — (CA(w) (u(p) — un(p), ¥n (1)) | (5.126)
= [(A(p)(w(p) — un (W), Y1) — ¥n (1))l (5.127)
< Allu() = un (Wlly [l(e) — ¥n(w)lly (5.128)

from (5.120), the definition of the primal and dual problems, and (3.5). Note in this case we are
obliged to compute ¥n (), since to preserve the output error “square effect” we must modify our

predictor with a residual correction ((F(u),¥n(u)) — (A(p)un (1), ¥n(w))) [26].

5.6.2 Off-line/On-line Computational Decomposition

Both the nonsegregated and segregated approaches admit an off-line/on-line decomposition similar
to that described in Section 5.5.2 for the compliant problem; as before, the on-line complexity and
storage are independent of the dimension of the very fine (“truth”) finite element approximation.

Nonsegregated Approach

The off-line/on-line decomposition for the nonsegregated approach is, for the most part, similar to
that described in Section 5.5.2. As before, the output is given by sy (i) = wupy ()T Ly (1); however,
in this case the output vector Ly () is given by

Lyi(p) = {L(u),G), 1<i<N. (5.129)
We then invoke (5.4) to write
QL
L i(w) =D 3 (m) (L% G) | (5.130)
g=1
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or

Z 0. (1) Ly (5.131)
o
where the L%, € R" is given by
LY, =(L%G), 1<i<N,1<q¢<Qr . (5.132)

Thus, in the off-line stage, we compute u(uy) and ¥(pp) forn =1,..., N/2 and form A%, F%, and
L% this requires N (expensive) “A” finite element solutions, and O(Q4N?) + O(QLN + QrN)
finite-element-vector (O(N)) inner products. In the on-line stage, for any given new p, we first
form Ay (u), Fn(p), and Ly (p) from (5.101),(5.102) and (5.130), solve (5.99) for un(n), and finally
evaluate sy (u) = up ()T Ly (1): this requires O(QAN? +QrN +QLN) + O(§N3) operations and
O(QAN?+ QFN + QL N) storage.

Segregated Approach

In the segregated approach, we express uy(p) and ¥n (@) to be linear combinations of the appro-
priate basis functions:

N/2

un(p) = j{j'uN, ) ¢ (5.133)
N/2

on(p) = D el . (5.134)
j=1

Then, choosing for test functions v = ¢ in (5.110) and v = (% in (5.111) yields the desired
algebraic equations for uy (1) € R" and ¢ ~) € RV,

AV (W) un(w) = Fn(p), (5.135)
V() ¥p) = —Ln(w), (5.136)

in terms of which the output can then be evaluated as
sv (i) = u (WL (1) + O3 (W ER (1) — &g (1) AN M uy (1) (5.137)

Here AN (1) € RV*V, A% (u) € RV*N | and A?J’du (1) € RV*¥ are the symmetric positive-definite
matrices with entries

AN = (AW, T, 1<4,5 < N/2, (5.138)
AV = (AWM ™, 1<4,j < N/2, (5.139)
AR ) = (A, ), 1<i,j<N/2, (5.140)

FR(w) € RN and F%(u) € RN are the “load” vectors with entries

Frw) = (F(w), "), 1<i<N/2, (5.141)
Fy(u) = (F(u), ™), 1<i< N/2, (5.142)
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and LR (1) and L8¥ (k) are the vectors with entries

LY () = (L(w), "), 1<i<N/2,
L (w) = (L(p), ¢, 1<i<N/2.

We again invoke (5.1)-(5.4) to write
AIJ)\;@]’(N)
A(Ii\;li,j(/l')

,d
A%i,;(#)

FJI\)rri(U)

Fi(w)

L?\?i(ﬂ’) =

L?\}li (w) =

Qa
—2@@W@¢%
q:

Qa
> 0%(u) (A%, M)

g=1

Qa
=2@mwaﬁm
q=

Qr
D eh(w) (F9,¢P)
q=1
QF
oh () (F9,¢
g=1
QL
o7 () (L9, ¢
1

q=

QL
> ol (w) (L9, ¢M)
q=1
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(5.144)

(5.145)

(5.146)

(5.147)

(5.148)

(5.149)

(5.150)

(5.151)



or

AN(p) = %Qq(u)é?v”, (5.152)
g=1

A (p) = %Gq(u)é?vd“, (5.153)
g=1

AN () = % 0%(u) AP, (5.154)
g=1

FR(w) = %s@%(u)ﬂ}’vm, (5.155)
g=1

F(u) = %w%(u)ﬂ?f“, (5.156)
g=1

LY = %w‘i(#)ﬁv"r, (5.157)
g=1

Ly(w) = %wi(u)g}lf‘l, (5.158)
g=1

where the ALY, A‘}Vdu, A‘]]Vpr’d“, FiPF ?Vd“, LiP" and L;’Vdu are given by

AR = (AP, 1<, <N/21<q<Qu, (5.159)
AL = (AT, 1<6,j<N/21<q<Qu, (5.160)
ALPRAS = (A9 e 1< < N/21<q<Qa, (5.161)
FiP = (F,¢P), 1<i<N/21<q¢<Qp, (5.162)
Fid — (Fe¢d, 1<i<N/21<q<Qp, (5.163)
L = (L9¢"), 1<i<N/21<q¢<Qr, (5.164)
LYY = (L¢™), 1<i<N/21<q<Qr. (5.165)

Thus, in the off-line stage, we compute the u(un), ¥(un), and form the AL™, A_?Vd“, A}]Vpr’d“, EiF,
E‘}Vdu, LiF", and L‘}Vdu: this requires N (expensive) “A” finite element solutions, and O(3QN?) +
O(QrN + QLN) finite-element-vector (O(N)) inner products. In the on-line stage, for any given
new 1, we first form AR (1), AR (), A% (), FX (1), ES(n), LY (1), and L§H(u) from (5.152)-
(5.158), then solve (5.135) and (5.136) for uy(p) and ¥ (n), respectively, and finally evaluate
sn(p): this requires O(3QAN%+QrN+QLN)+O(3N3) operations and O(3Q4N?+QrN+QLN)
storage.

5.6.3 Numerical Results

We present in Figure 5-9 the maximum relative error enx(u) as a function of N for u € D* for
Example 9. For this example, reduced-basis space is nonsegregated, and the p, are chosen “log-
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randomly” over DH. We note that, unlike in the compliance case, the error no longer decreases
monotonically with N; nevertheless, the approximation converges relatively rapidly. Furthermore,
the error is remarkably small even for relatively small N — we obtain approximations which are
accurate to within 1% for N ~ 25. Furthermore, we again observe that the log-random point
distribution is important, as evidenced by generally faster convergence (versus the non-logarithmic
uniform random point distribution).

We again note that although our reduced-basis approximations are accurate and inexpensive
to calculate, it is important to assess the accuracy of our predictions. In Sections 5.7 and 5.8 we
extend the a posteriori Method I and Method II error estimation methods developed in Chapter 4
to the more general case of noncompliant problems.

10 20 30 40N 50 60 70 80

Figure 5-9: Convergence of the (noncompliant) reduced-basis approximation for Example 9.

5.7 A Posteriori Error Estimation: Method 1

The methods presented in Section 4.2 still apply to the compliance case, and the extension to p-
dependent linear functionals (F(u) = L(u)) is straightforward. In this section, we extend the bound
conditioner constructions of Sections 4.3 and 4.4 to more general linear functionals (F(u) # L(u)).
We then apply our methods (for compliance and noncompliance) to the linear elasticiy model
problems of Section 5.4; we conclude with numerical results.

To begin, we define the primal and dual error, e (1), ed%(u) € Y, as well as the primal and
dual residual RP"(u), R¥(u) € Y as

€ () = u(p) — un(h) | (RP(w),0) = (F(u),v) — (A()un(u),v) ,  (5.166)
e () = () — ¥n (k) | (R (), v) = —(L(n), ) — (A(u)v, ¥ () ,  (5.167)

from which it follows that

(A(w)e™ (), v) = (R™ (), ) , (5.168)
(A(u)v, e () = (R (), v) (5.169)
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5.7.1 Bound Conditioner

We again introduce a symmetric, continuous, and coercive bound conditioner [21, 37,47] C(p): Y —
Y’ such that the eigenvalues

puin(y) = min iAfﬁ))j ,fj; : (5.170)
pmax(p) = max <(C((H)):)) Z; (5.171)

satisfy
1< pmin(,u')> Pmax(/") <p, (5'172)

for some (preferably small) constant p € R. As before, we also require an additional “computational
invertibility” hypothesis [38, 47]: we require that C™1(u) be of the form

CNw = ) e(wC’ (5.173)

i€Z(p)

where Z(p) C {1,...,I} is a parameter-dependent set of indices, I is a finite (preferably small)
integer, and the C;: Y — Y’ ¢ = 1,..., I, are parameter-independent symmetric, coercive operators.

5.7.2 Error and Output Bounds
We now find éP*(u) € Y and é9¥(u) € Y such that

C(we* (p),v) = (R”(w),v), VveY, (5.174)
(C(wet(w),v) = (RM(n),v), VveY. (5.175)

We then define our lower and upper output bounds as

sy(p) = sn(p) — An(p) (5.176)
si(w) = sn(p)+An(p) (5.177)
where Apn(p) is given by
An(p) = (C()e (1), e ()2 (Cw)e™ (w), Ad“( N2 (5.178)
= (RP* (), CT ()R () /2 (R (), € ()R ()2 (5.179)
(RP (1), €™ () 2RI (), e () /? . (5.180)
5.7.3 Bounding Properties
It remains to demonstrate that
_ An(p)
nn (k) = 500 — sw(a)] >1, VN2>1, (5.181)

and to investigate the sharpness of our bounds; note that from (5.176), (5.177), and (5.181) it
directly follows that that sy(u) < s(u) < s} (u) for all N > 1.
To prove (5.181), we first note from (5.117) for the nonsegregated case, and (5.127) for the
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segregated case, that
|s(i) — s ()] = [{A()eP (1), e™ (). (5.182)
It then follows that

(C(11)eP" (), €7 (1)) M/ 2(C (1) (1), 9% (1)) 1/2

lp) = AP (), e ()] (5.183)
(C(0)EP (1), €77 (1)) V2(C (1) (1), 9 y)) /2 150
CA(R) e (1), & () V2 (ALY (), € (1)) 172 '
> pmin(p) (5.185)
> 1, (5.186)

from the triangle inequality and (4.21).

We now turn to the upper effectivity inequality (sharpness property). We note from (5.183) that
if the primal and dual errors are A-orthogonal, or become increasingly orthogonal as N increases,
such that |(A(u)eP" (1), ed(u))] — 0, then the effectivity will not be bounded as N — oo. However,
if we make the (plausible) hypothesis [39] that

|s(1) — sn ()] = [(A)eP (), e ()| > e3P (w)lly lle™ (w)lly (5.187)
then it follows that

(C()eP* (), ()M 2(C (e (), e () /2

i = e ), )] (159

(C(w)EPT (), &P () M/2(C ()&% (1), 849 (n)) /2

: e () Ty 112 () (5.189)
70 (C(R)EP (), € () 2(C )% (1), (1)) /2

S 20 LA (), e (1)) VE(A ()2 (), € ()12 (5-190)
0

< %A“g-pmax(u) (5.191)

< 2a (5.192

Sl 192)

5.7.4 Off-line/On-line Computational Procedure

We indicate here the off-line/on-line calculation of Ax(u) for the nonsegregated cases; the segre-
gated approach admit a similar computational decomposition.

Nonsegregated Case
We recall from (5.179) that
An(p) = (RP (1), € () RP (1)) /> (R (1), € (YR () /2 . (5.193)
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From the definition of the residual (5.166)-(5.167), the separability assumption (5.1), and the
expansion of un(p) and 1 (p) in terms of the basis functions, we have

(RF(p),v) = (F(w),v) — (A(w)un(p),v)
QF Qa N
= > hW(FL) =D Y 0%w) unn(p) (A%n,v), YvEY,VueD*,
= g=1n=1
and
(R™M(u),v) = —(L(n),v) — (A(w)¥n (), v)
Qr Qa N
= =Y (L) =YD OUw) b n(k) (Al,v), VoeY,VueDt.
q=1 g=1n=1
We now invoke the “computational invertibility” hypothesis on C{u), (5.173), to write
(R (1), CTH )R () = D aa(p) (RP(1), G RP () (5.194)
1€Z(p)

similarly, we have

(R (),

CH R (W)

QF Qa N
= Y @il <Z PRWFI =Y > 0%(n) unn(k) Aln,

i€T(p) g=1n=1

QF ) ) Qa N , )
CrH | Do wRFT =D D 07 () un () AT G >
q=1 ¢'=1n'=1
Qr QF
= 3 aw | XY dh(weh(w)(F,c FT)
1€T (1) q=1¢'=1
Qa QF N

~Y S 0 ) un ) (7€M ATGa) + (AT, CHFT) )

g=1gq¢'=1n=1
Qa Qs N N

+3°557 S 0%(w) 07 (1) un n (k) un () (A%Gn, G AT Gur)

g=1¢'=1n=1n'=1

1€Z () g=14'=1
Qa QL N

S5 U ol (w ew () ((L7,C7AY) + (A%, €LY )

Qau Qu N N

SN STS 0%(w) O (1) Y (1) v e () (A%, €A Gre)

g=1q¢'=1n=1n'=1

QL QL
> w(p) [EZSDL WL9,C7 L)
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Thus, in the off-line stage, we compute the p-independent inner products

g = (FLCT'FY), 1<i<I, 1<q¢,d <Qr (5.195)
e, = (L9,C7'LYY), 1<i<I, 1<qd<QL (5.196)
qurqn = _<FQIaCr,;—1Aan> - "(AqCTL)Ci—quI) ) 1 < ] < I7 1 < q < Q.A7 (5197)
1<¢<Qr, 1<n<N, (5.198)
Ngyn = (L9, CTMAIG) = (A96, CTLY) , 1<i<T, 1<q<Qa, (5.199)
1<¢ <Qr, 1<n<N, (5.200)
and
Logmnr = <-Aq<nvci_1"4q,<n’) , 154, <Qa 1<n,n <N, (5.201)

where (5.197) and (5.199) follow from the symmetry of C;. Calculation of (5.195)-(5.201) then
requires Q4N A9(, multiplications, I(Q4N+Qr+ QL) C-solves, and T (Qi‘N 24 QAN+QrQAN+
QLQAN + Q% + @2) inner products.

In the on-line stage, given any new value of u, we simply the compute

Qr QF Qa QF N
Av(w) = | X el [0 ehwebwcl, +23° 373 0%(w) ¢k (1) un nlp) AL,
i€Z(p) q=1g'=1 ¢=lq¢'=1n=1
QaQa N N , 12
+2_0° D> ©Uw O () un n(p) unw (k) Togrmm (5.202)
=1 ¢'=1n=1n/=1
QL QL Qa QL N
Yo alw) [0 Aol (W +23° 33 0%(u) o (1) Y () AL,
1€Z (1) g=1lq¢'=1 q=1g¢'=1n=1
1/2

Qa Qa N N

+ Z Z Z Z @q 'u’) @q (/“l' wNn(,U) wN n’(/J') qu 'nn/ . (5203)

g=1¢'=1n=1n'=1

The on-line complexity is thus, to leading order, O(|Z(1)|Q%N?) — and hence, independent of V.

We note from Section 5.7.1 that the guidelines presented in Chapter 4 for constructing and
choosing the bound conditioner C(y) are the same for noncompliance as for the compliance case.
We therefore need not repeat here the formulation of the different bound conditioner constructions.
We present in Sections 5.7.5 to 5.7.9 numerical results for the examples of Section 5.4 if applicable,
and remark on the limitations of the restrictions of each bound conditioner construction.

5.7.5 Minimum Coefficient Bound Conditioner

We present in Figure 5-10 the effectivities for Example 5 and 6 = pg for different values of puo.
Note that ny(u) —1 > 0 in all cases, and nn(uo) = 1 (as expected). The results also confirm
our observations in Chapter 4: the sensitivity of the resulting effectivities to the choice of 8, and
the increase in effectivities as |4 — pg| — oo. (Note, in this case the rate of increase is greater
for 1 > po.) Nevertheless, the results show that even for I = 1 — if pg is chosen “optimally” —
nn(p) < 3 for all u € DH for pg ~ 0.1.
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However, the disadvantages alluded to in Chapter 4 are even more restrictive in the case of lin-
ear elasticity. We recall that the minimum coefficient bound conditioner applies only to problems
in which the A9 are positive semidefinite. Unlike in the case of the Laplace operator (heat conduc-
tion), the linear elasticity operator does not admit such a representation even for simple geometry
variations. This particular technique — although it performs well for the property variation in
Example 5 — is therefore only limitedly applicable to linear elasticity.

10

Figure 5-10: Effectivity as a function of p for Example 5 calculated using the minimum coefficient
bound conditioner with 8 = ©(uq) for po = 0.001,0.01,0.1,1.0.

5.7.6 Eigenvalue Interpolation: Quasi-Concavity in p

We again consider the possibility of constructing bound conditioners based on observations on
the behavior of the relevant eigenvalues with respect to the parameter. We plot in Figures 5-11
(Example 6) and 5-12 (Example 7) the eigenvalues p! ; as a functions of the parameters calculated
using C; = A(uo) for pp = 0.2. We note that in both cases, the eigenvalues again appear to
be quasi-concave with respect to the parameter. The slight “bump” in the curve for Example
7 (at u ~ 0.65) causes some concern, however, and potentially indicates that our hypothesis of
quasi-concavity may in fact be false.

Furthermore, we observe that although the operators associated with Examples 6 and 7 are very
similar, the eigenvalues for Example 7 are much worse in the sense that they approach zero much
more rapidly. The difference lies in the boundary conditions: the Dirichlet boundary conditions
applied in Example 6 eliminate the near-pure rotation modes which cause p‘fmn to become very
small.

We present in Figure 5-11 the effectivities for Examples 6 and 7 ; we present similar results
in Table 5.3 for Example 8. We note that we obtain very good effectivities ((and therefore sharp
bounds) except in Example 7 for small values of . The latter is due to the fact that the eigenvalues
become very small for small thicknesses (due to near-pure rotation modes) in Example 7.

5.7.7 Eigenvalue Interpolation: Concavity 6

We plot in Figure 5-14 the resulting effectivities for Example 5. We note that with the proper
choice of C; (e.g., A(uo) for po = 1.0), the effectivities are very good even for T' = 2. A substantial
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Figure 5-11: Plot of the eigenvalues p! , as a function of £ for Examples 6 and 7, with C; = A (o),
and Ho = {Eo} =0.2.

0.2r

015

Eigenvalues

e

L L L
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u

Figure 5-12: Contours of the eigenvalues p . as a function of  for Example 8, with C; = A(uo),
o = {to, @} = {0.2,0.0}. The contours are calculated at constant &, for @ = 0°, 15°, 30°, and 45°

| to | o |77N(.U)—1

Trial 1 [ 0.3 | 5.0 29.99
Trial 2 | 0.3 | 40.0 195.58
Trial 3 | 0.9 | 5.0 15.78
Trial 4 | 0.9 | 40.0 40.90

Table 5.3: Minimum, maximum, and average effectivity over u € D* for Example 8, obtained using
the quasi-concave eigenvalue bound conditioner with C; = A(uo), po = {to, @} = {0.2,0.0}, and
T=09.
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Figure 5-13: Effectivity as a function of p for Examples 6 and 7, obtained using the quasi-concave
eigenvalue bound conditioner with C; = A(uo), po = to = 0.2.

decrease can also be observed for T = 4.

We also plot in Figure 5-15 the range D?, and in Figures 5-16 and 5-12 the eigenvalues over the
three lines shown in Figure 5-15. These results agree with our theoretical results that the eigenvalues
are concave with respect to 8. We also note that, particularly for Example 7, the eigenvalues become
negative rather rapidly for the linear elasticity case. We then present in Figures 5-18 and 5-19 the
resulting effectivities. We note that the effectivities for Example 6 are relatively high, and are
even higher for Example 7 due to the speed with which the eigenvalues go to zero. However, it
must be noted these effectivities are still quite good considering the fact that among all our bound
conditioners, the concave eigenvalue bound conditioner is the only completely rigorous technique
which is applicable even for general geometry variations.

—— Hy=0.001

A uu=001
[ my=01
_#y=10

Figure 5-14: Effectivity as a function of p for Example 5, calculated using the concave eigenvalue
bound conditioner with C; = A(fp) for different choices of g (= uo), and for T =2 and T = 4.
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Figure 5-18: Effectivity as a function of pu for Example 6, calculated using the concave eigenvalue
bound conditioner with C; = A(6p).

Figure 5-19: Effectivity as a function of u for Example 7, calculated using the concave eigenvalue
bound conditioner with C; = A(f).
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5.7.8 Effective Property Bound Conditioner

We note that the effective property bound conditioner of Section 4.3.4 can be extended to problems
involving property variations in the linear elasticity operator: instead of an effective diffusivity
tensor, we now consider seek an effective elasticity tensor. We plot in Figure 5-20 the effectivity as
a function of u for Example 5. The results show that for I = 3, the effective property yields good
effectivities — nn () < 10 for all p € D*.

However, we recall that the effective property bound conditioner requires that there exist an
effective tensor (here, an effective elasticity tensor) which satisfies (4.103) for all u € D*. In the case
of geometry variations in the linear elasticity operator, however, the elasticity tensor is singular,
with a nullspace that is parameter-dependent. It is therefore impossible for linear elasticity problems
with geometry variations to find an effective elasticity tensor which satisfies our requirements.

50

T
/ —_ y=0001
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®r /  Hp=01 ]
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£

Figure 5-20: Effectivity as a function of u for Example 5 obtained using the effective property
bound conditioner.

5.7.9 Convex Inverse Bound Conditioners

We recall that the convex inverse Bound conditioners require that .A(u) be of the form

QA
A(p) = A+ > ©%(u) AT, ¥ peDH, (5.204)
g=1
where the ©9(u) : D* - Ry, q=1,...,Qu4; A%: Y — Y’ is symmetric, continuous, and coercive;
and the A7: Y - Y’ g=1,...,Q.4 are symmetric, continuous, and positive-semidefinite.

We note that in all our model problems — Examples 5 to 8 — the operator cannot be expressed
in the required form: either the .49 are all positive-semidefinite (as in Example 5), or the A7 are
indefinite (as in Examples 6 to 8).

5.8 A Posteriort Error Estimation: Method I1

We discuss here the extension of Method II of Chapter 4 to noncompliant outputs.
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5.8.1 Error and Output Bounds
Nonsegregated Approach

Following [39], we set M > N, and introduce a parameter sample

SK/[ = {iu'h ) /J'M/Q} (5205)

and associated reduced-basis approximation space

W = span {u(pim), ¥(pbm),m =1,..., M/2} (5.206)

where u(u,) € Y and ¥ (um) € Y are the solutions to (5.5) and (5.105), respectively, for p = pup,.
For both theoretical and practical reasons we require Sk C S%, and therefore Wy C Wy. The
procedure is very simple: we first find upsr(p) € Wi such that

(A(wup (1), v) = (F(p),v), YveWn; (5.207)
we then evaluate

sm(p) = (L(p), um (1)) - (5.208)

Segregated Approach

We again set M > N, and introduce a parameter sample

S]lt/] ={ﬂ1a---,MM/2} (5209)

and associated segregated reduced-basis approximation spaces

Wr = span{C® =u(pm),m=1,...,M/2} (5.210)
Wit = span {C3 = Y(um)m=1,.. L M/2} (5.211)

where u(um) € Y and ¥(pum) € Y are the solutions to (5.5) and (5.105), respectively, for 1 = . As
before, we require S, C S%; and therefore W& C Wi and W' c Wi, We first find up(n) € Wiy
and ¥ar(p) € Wi such that

(Awum(p),v) = (F(p),v), YveWpy, (5.212)
(A (p),v) = —(L(n),v), VveWs; (5.213)

we then evaluate
sm(p) = (L(p), um(p)) — (F (), vm(p)) — (A(punm (), vm (1)) - (5.214)

Output Bounds

Given sy(p) and spr(p) calculated using either the nonsegregated or segregated approaches, we
evaluate the “improved” estimator 5y(u) given by

S (1) = () — 5 (sr(k) = s () ; (5.215)
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our lower and upper output bounds are then

) = N0 - 3AxW) (5.216)
W) = sl + 5An () (5.217)
where Ay (p) is given by
An () = ~sna () = o) (5.218)
for some 7 € (0,1). The effectivity of the approximation is defined as
A
M (B) = I—sm)ﬁ% : (5.219)

We shall again only consider M = 2N.

5.8.2 Bounding Properties

As in Section 4.5, we would like to prove the effectivity inequality 1 < nyon(p) < p, for sufficiently
large N; as in Section 4.5, we must again make the hypothesis (4.190). We first consider the lower
effectivity inequality, nn ar(pe) > 1, and prove the equivalent statement

syan(t) < s(p) < sfon(n), N — oo (5.220)
Following [39], we write
_ 1
syon(n) = s(p)— mlsN(#) — son(u)]
>
x 1 sav(w) Zsn (k) 5 001
s(I—enon) =1 san(p) <sn(w),
1
+ - ————— —
spav(u) = s(u) + - P lsw (k) — san(p)
l1- -1 >
1 san(p) < sn(n)-

From our hypothesis on e 2n, (4.190), and the range of 7, there exists an N* such that for N > N*,
%(1 —enan) > 1; the result (5.220) directly follows.
We now consider the upper effectivity inequality (sharpness property). As in Section 4.5, we
write
Zlson — sn| _ E|san — s+ 5 — sy

= = 5.223
77N,2N(N) IS"le |8—8N| ( )

1
= ;]1 - 5N,2N|§ (5.224)

from our hypothesis (4.190) we may thus conclude that ny2n (1) — 2 as N — co. Note that unlike
in the compliant case, (1) no longer approaches 1/7 strictly from below.
As before, the essential approximation enabler is exponential convergence: we obtain bounds
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even for rather small N and relatively large 7. We thus achieve both “near” certainty and good
effectivities. These claims are demonstrated in Section 5.8.4.

5.8.3 Off-line/On-line Computational Procedure

Since the error bounds are based entirely on evaluation of the output, we can directly adapt the off-
line/on-line procedure of Section 5.6. As before, the calculation of the output approximation sy ()
and the output bounds are integrated: the matrices and vectors which yield sy(u) are sub-matrices
and sub-vectors of those yielding son (1), Anan(p), and slﬂfm (1)

5.8.4 Numerical Results

As in Chapter 4, the essential approximation enabler is exponential convergence: we obtain bounds
even for rather small N and relatively large 7. The rapid convergence in the reduced-basis ap-
proximation allows us to achieve both “near” certainty and good effectivities, as demonstrated in
Tables 5.4, 5.5, and 5.6; the results tabulated correspond to the choice 7 = 1/2. In all cases,
we clearly obtain bounds even for relatively small N; and we observe that nyon (1) does, indeed,
rather quickly approach 1/7. Furthermore, the results presented in Table 5.6 illustrate the fact
that, in the noncompliance case, the effectivities are no longer bounded from above by 7 = 1/2.

N | min ny(p) | max ny,m (1)
N m}}n nn (1) max n,m (1) 1 0.32 2.00
) o8 500 2 1.55 2.00
3 1.44 2.00

2 1.96 2.00
3 500 500 4 1.18 2.00
: ' 5 1.93 2.00
6 1.97 2.00

Table 5.4: Minimum and maximum effectivities for the Method II error estimators for Examples 5
and 6.

N | min nn (k) max N, (1)
N | min ny(p) max n,m (1) 1 0.01 2.00
. s o9 2 1.25 1.97
2 0.92 1.99 3 1.47 1.9
3 1.55 2.00 4 0.37 2.00
4 1.56 2.00 5 1.06 2.00
5 1.96 2.00 6 1.57 200
6 1.92 2.00 7 1.54 2.00
7 1.78 2.00 8 1.71 200

9 1.60 2.00

10 1.70 2.00

Table 5.5: Minimum and maximum effectivities for the Method II error estimators for Examples 7
and 8.
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N | min ny(p) | max ny g (4)
4 0.30 3.60
8 0.16 2.00
12 1.63 2.01
16 1.43 2.00
20 1.81 4.15
24 1.54 2.04
28 1.93 2.01
32 1.96 2.06
36 1.96 2.44
40 1.97 2.00

Table 5.6: Minimum and maximum effectivities for the Method II error estimators for Example 9.
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Chapter 6

Reduced-Basis Output Bounds for
Eigenvalue Problems: An Elastic
Stability Example

6.1 Introduction

There are many applications in which the posibility of unstable equilibria must be considered.
Applied forces which exceed the critical loads may cause structures to buckle, resulting in large
(and potentially dangerous) deformations; structural stability considerations must therefore be
included in any design.

While analytical formulas exist for the critical loads of relatively simple geometries, they are of
limited applicability particularly for more complex structures. However, exact (finite element) solu-
tion of the partial differential equations governing elastic stability is computationally too expensive,
especially in the “many queries” context of design and optimization.

We consider here the reduced-basis approximation and (Method II) error estimation for the
problem of elastic buckling. The output of interest is the critical buckling load, calculation of which
requires solution of a nonlinear (partial differential) eigenvalue problem. Note the nonlinearity
presents significant difficulties: the computational and storage requirements for the reduced-basis
approximation are greater, and our rigorous error estimation procedures are currently inapplicable.

6.2 Abstraction

As in Chapter 5, we consider a suitably regular (smooth) parameter-independent domain © C
R?,d = 1,2, or 3, the associated function space Y C (H'(Q))?, with inner product (-, )y, norm
|-y = (-,-)%,/2, dual space Y’', and duality pairing (-,-) = y+(-,-)y; as before, we define a
parameter set D* € RF, a particular point in which will be denoted p.

We now introduce a symmetric, continuous, and coercive distributional operator A(u) : Y — Y';
a symmetric, continuous, and semi-definite distributional operator B(u; w) : Y — Y”; and bounded
linear form F(u) € Y’'. We shall again make certain assumptions on the parametric dependence of
A, B, and F. In particular, we shall suppose that, for some finite (preferably small) integers Q 4,
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Qn, and QF, we may express A(u), B(p), and F(u) for all p € D* as

Qa

Alp) = ) 0%(p) A7, (6.1)
=1
o

B(uiw) = Y ©f(p) B (w), (6.2)
=1
or

F(p) = ) ¢h(u) F, (6.3)
g=1

where ©9(u): D* — R, ¢%(n): D* — R, and OF(pu): D* — R. Here, A%: Y —Y’, F1 €Y', and
Bi(w): Y — Y'. We further assume that the BY are linear in w such that for any a1, a2 € IR, and
Wy, we €Y, BI(ajun + dae) = a1BY(w1) + a2BI(w2). As before, the assumption of “separability”
or affine parameter dependence is crucial to computational efficiency.

Our abstract problem statement is then: for any u € D* C RF, find s(u) € R given by

s(w) = N (w), (6.4)
where A!(p) is the eigenvalue with the smallest magnitude satisfying
(A(R)E), v) = M) (B(u; u(p))é(pn),v) , VveEY; (6.5)
here, £(p) € Y is the eigenvector associated with A(u), and u(u) € Y is the solution of
(Alwu(p),v) = (F(u),v), YveY . (6.6)

Calculation of s(u) thus requires solution of the partial differential equation (6.6) and the eigenvalue
problem (6.5) — both computationally intensive.

6.3 Formulation of the Elastic Stability Problem

In this section we derive the eigenvalue problem for elastic bifurcation, using the weak form and
the equivalent minimization principle as our point of departure. We then reformulate the problem
in terms of a reference domain, thus recovering the abstract formulation of Section 6.2. We again
use a bar to denote a general dependence on the parameter u.

6.3.1 The Elastic Stability Eigenvalue Problem
Linear Elasticity
To begin, we consider a problem in linear elasticity described by
(Au, ) = (F, ), VoeY, (6.7)
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where Y = {# € H(Q) | 58} =0 on I}, 58t =0on T4}, A: ¥ — Y’ is a symmetric, continuous,
and coercive operator given by
o0v; =

(Aw,?) = Qa—jjcijkl“éj—l

Ok 4y | (6.8)

and the “loading” F € Y’ is given by (5.25). We now introduce a load parameter A and define
(F'(\),v) = MF,v), VoeY. (6.9)
such that (6.7) may be written as
(Au,7) = (F'(1),3), VoeY. (6.10)
Furthermore, for any A\ € R,

(A(\a), o) = (F'(\),7), VYoeY. (6.11)

We note that (6.11) may also be written as a minimization principle: the solution Az to (6.11)
is the argument which minimizes the strain energy

A\ = arg min J(w; \) (6.12)
Y

we

where the strain energy J(w; \) is defined as

i fnel dl + /

Tk

_ 1 — _ — _ _ _
J(QZ); /\) = 5 /(_2 Eij (zD)C,-jkls’kl(tD) dSl — ) (/Q b;w; dQY + A‘ ’l_)iftéf dF) (6.13)

n
N

. %(Aw, @) — (F'(\), @) . (6.14)

To prove (6.12), we first note that any @ € Y can be expressed as w = A + ¥ where 9 € Y.
Substituting this expression for w into (6.13) yields

J(w; ) = %(A(Aa +7), (Aa+ 1)) — (F'()\), (\a + )) (6.15)

= SHA0W), ) — (F), Oa)

+5(A0@), ) + 5 (A5, 0@) ~ (F'(A),9)

+%(/_15,17) (6.16)
= J(a;)\)

+( _(’\a)76> - <F’(>‘)alﬁ>

+%< 13, D) (6.17)
= JO®mA) + %(A@, %) (6.18)
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Since (A,9) >0 forall 5 €Y, @ # 0, it follows that
J(; N) > JOa; ) VOeEY , w#1a; (6.19)

this concludes the proof.

The equivalence of (6.11) and (6.12) is then clear: (6.11) is in fact the stationarity condition of
(6.12). In other words, if we define 6;J(w;)) to be the first variation of J(w;\) with respect to
perturbations 7, i.e.,

65J(w; \) = (Aw, D) — (F'(N), D) , (6.20)
then the argument A% which minimizes J(w, \) over all @ € Y renders the first variation zero for
all perturbations v:

SoJ(@;N)| = (A(Ma),B) — (F'(A),8) =0 VeV . (6.21)

W=

We shall now generalize our statements to the case in which the displacements and rotations may be
large; we shall use the minimization principle as the point of departure for our stability formulation.

Nonlinear Elasticity and Stability

We let £(w) denote the (general) nonlinear strains associated with the displacement field w; £(w)
is then given by

éij(’lIJ) _ 1 (Bu‘)i 8’Lf)j) n _l_a’d)m OWn, (622)

2 8_92,' 0T; 2 0%; &I_tj ’

and the corresponding strain energy is
- 1 _ _ - _ _ _ .,
J(’ID; )\) = 5/ éij (u'))Cijklékl(u')) dQ) — A\ (/ b;w; dS) + / ’l_)ifné? ar +/ ’l_)ifté:f dI‘) . (623)
o o fr It

In the case in which the strains and rotations induced by @ are small, the nonlinear term in (6.22)
may be neglected so that é(w) ~ &(w) and J(w; ) = J(w; \).

We now consider bifurcations from the solution to the linearized equations. In particular, we seek
values of the load parameter A and corresponding perturbations £ to the linearized displacements
Az such that J(AZ + &; A) is stationary:

85 (o5 X) =0 VoeY. (6.24)

D=Ma+E
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Taking + £ + v (and after much manipulation) we obtain
J(@;\) = JOw )

+,\< A %ajklg—;’; Q- / b dS) + / Fi df‘)
J

ov; = 8§k ou; 8§m Oy,
—Cikl dQ+ A i —_—
| 9, Cik g, M+ A | 5z Cuinigg g, 40
d&; Oy, OV, 07; Oty 8§m
+A ( Q (9.’723' Cz]k:l 0Ty 0Ty Q2+ 9 8i‘j kal Oy, 83:1 dQ)
+h.o.t. (6.25)
= J(u;)\) :

0v; = 8&6 = ou; = 6§m Oy,
+ q 0% kal oxy i+ X a 8:?,- Cljkl 0%y, 0I; a0
+h.o.t. (6.26)

Following classical elastic buckling theory [18], we neglect higher-order terms to obtain the station-
arity condition

o0v; 8§ k

J0u; Ok 0o
o afij C’l]kl

dQ+ X Cz]kl TN axl

o %, =0, YveY (6.27)

Numerical tests (see Section 6.4) confirm that the effect of higher order terms on the eigenvalues
of interest is indeed minimal.

Our problem is then to find the “buckling load parameter” A!(u) at which bifurcation first
occurs; in particular, given the solution % to

(Aa, ) = (F'(1), ), VoeY, (6.28)

we wish to find (A}, £;) where A! is the eigenvalue with the smallest magnitude and & is the
associated eigenvector satisfying

(A€, ) = MB(u)é,v), VIeY; (6.29)
here, A is given by (6.8), F’(1) is given by (6.9) and
5 [ 0% -, OWm OUp -

Note that (6.29)-(6.30) is equivalent to the strong form given in Chapter 1.

6.3.2 Reduction to Abstract Form

In this section, we reformulate the eigenvalue problem defined by (6.28)-(6.30) so as to recover the
abstract formulation of Section 6.2.
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Affine Geometric Mapping

As before, we assume ) may be subdivided into R sub-domains Q’" such that there exists a reference
domain 2 = Uf;l Q" where, for any Z € Q", r=1,..., R, its image z € " is given by

=G"(1;2) = G (WZ + g" (w); (6.31)

we again write £ = G(i;2) = G(u)Z + g(u), where z € Q, Z € Q, G(u) € R4 is a piecewise-
constant matrix, g" () € IR¢ is a piecewise-constant vector, and G(n): Q — Q is a piecewise-affine
geometric mapping.

Reference Domain Formulation

We also define the function space Y = Y(Q) = V(G 1(1; Q) = Y(Q), and for any function w € Y,
we define w € Y such that w(z) = w(G~1(z)). Furthermore, we recall that dQ = det G~1(x) d,
and dI’' = |G™!(u) €' | dT’, where €' is the unit vector tangent to the boundary I', and |G~ (u) €' | =

(e zJe") )1/2. 1t then follows that (A(u)w,v) = (Aw,7) for A as in (6.8) and A(k) given by

5 [ (630032 Gy (G032 ) i) an,

(A(p)w,v)
a ? T T T — 6
- Z/ . BZJJ G (1) Clyrw Gl () det(G (1)) 1) avk dQ, YwveY;

(B(p; 2)w, v) = (B(2)w, v) for B as in (6.30) and B(u) given by
R
Owm - _
B ) = Y (G5 ) Com (Grutn G ) (Gt G ) ey an.

- Z [,y 5 (G 090 G 00 1) (@ 0)™) G o
Yw,v,2€Y ;
and (F'(u; \),v) = (F'(\),0) for F'(\) as in (6.9), F'(u;\) given by
(F'(132),v) = XF(u),v) (6.32)

and F given by (5.40). The abstract problem statement of Section 6.2 is then recovered for

R
) = 3 [ FECumWGEaR  vevey, (6.33)
i Oz = Ow,, Ov
(B(M, Z)'LU,’U) = Z/QT a—xJEUkl( )8xk 6_’1)1 dQ V'ZU,'U,Z (S Y, (634)
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where C[, (1) and C’{jkl(u) are given by

Chmw) = Gip() Chyy Gip(p) det(G" (1), (6.35)
Chm) = Giy() Chpy Ghy (WGl (1) det(G™(w)) ™" (6.36)
Furthermore,
¥ i ov; Ow
q(1,5,k,l,r) _ q(3,3,k,0,r) _ i OWk
© (1) = Cija(), (A w,v) o 95; Bz s, (6.37)
for 1 Si,j’kal < d, 1 STSR, andq:{l,..‘,d}4 X {1,,R} — {1,...,QA}; and
(1,3 Ar (3,5 Je,lr 0z; OWm OV =
OFCIRID (1) = Crpy(n),  (BYEIRID (2yw, v) = i Tm Tm 40y (6.38)

or 0z Oy Oxy

for 1 <1i,5,k,0<d,1<r<R,and ¢ :{1,...,d}* x{1,...,R} — {1,...,Qp} (summation over
m=1,...,d is implied). Note the affine decomposition of F’(u;\) follows directly from the affine
decomposition of F'(u) in Section 5.3.

6.4 Model Problem

In this section we consider a simple problem upon which we shall apply our reduced-basis approx-
imation and error estimation methods.

6.4.1 Example 10

We again consider the homogeneous rod of Example 6, with Young’s modulus £ = 1 and Poisson’s
ratio v = 0.25 in the domain Q = (0,1) x (0,%). The structure is clamped along I'p, and subjected
to a compressive unit load uniformly distributed along I'Z; the remainder of the boundary is stress-
free. The equilibrium equations are given by

85’@’ . =

7z, 0, in Q, (6.39)
with displacement boundary conditions
2, =0, onlp, : (6.40)
and traction boundary conditions
—l_ on f‘ﬁ , o
Gijel =4 1 gije5 =0, onT\(Ip). (6.41)

0, onD\(Tpuly),
Our output of interest is the critical load parameter
s(u) = N(p) for u= {t} € D* =[0.03125,0.2] . (6.42)

Our problem can then be formulated as: given a p € D* ¢ RFP=L, find s(u) = Al(u) where
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Al(p) is the eigenvalue with the smallest magnitude satisfying
(A€, ) = Mu)(B(a)é, ) , VieY, (6.43)
where 7 € Y = {# € (H1(Q))? | = 0 on I'p} is the solution to
(A@,7) = (F'(1),8), VoeY; (6.44)

here, A is given by (6.8), and F’ is given by

<
=

(F'(N),2) = A —%—Lﬁldl'“ , Vo€ (6.45)

't

Finite Element Solution

We present in Figure 6-1 the buckling modes (eigenvectors) corresponding to the smallest three
eigenvalues of (6.43) calculated using a finite element approximation with A" = 600. We also present
in Table 6.1 the critical load parameter obtained by a finite element approximation of (6.43) for
t = 0.1. The results show good qualitative and quantitative agreement with the analytical results
obtained using beam theory (for which A} (i = 0.1) = m2EI/4L? = 2.056 x 10™%) (see, for example,
44]).
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Figure 6-1: Buckling modes corresponding to the smallest three eigenvalues (Example 10).

Element size AL

0.250 4.54 x 104
0.150 2.47 x 10~*
0.100 2.45 x 1074
0.075 2.20 x 10~4

Table 6.1: Critical load parameter A'(u = 0.1) obtained using a finite element approximation
(Example 10).

Note the smallest eigenvalues are “uncontaminated” by the continuous spectrum induced by
the partial differential nature of the problem. Furthermore, inclusion of the higher order terms in
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(6.26) seem to affect only the continuous part of the spectrum, and the latter seems well separated
from the smallest discrete eigenvalues. This is illustrated in Figure 6-2, in which the eigenvalues
calculated using (6.26) (with higher order terms) are compared with those calculated using (6.27)
(without the higher order terms).

Element size =0.25 Element size = 0.25
[} T T T 0.25 T T T
# Classical Theory
©_ with additional terms
0.07 *
0.06 b
005 »
Q.04
L
0.031
L]
002
-
L]
001 L] - .
.
o »
L 0 L
1 2 3 4 5 -] 7 8 8 10 [+] 10 20 30 40 50 80 70 80 90 100

Figure 6-2: Plot of the eigenvalues A", n = 1,..., showing the effect of higher order terms on the
spectrum.

Reduction to Abstract Form

Upon affine mapping onto a reference domain Q = (0, 1) x (0,¢°), our problem may be reformulated
as: find s(u) = Al(u), the smallest eigenvalue satisfying

(A (p),v) = Mp) (Blu(p); wé(p),v) . Yvey, (6.46)
where u(u) € Y = {v e (H1(Q))? | v =0 on I'p} is the solution to
(A(wu(p),v) = (F(isA=1),v), YveY; (6.47)

here, A(u) is given by (6.33), B(u) = 8 is given by (6.34), and F’()) is given by

1
(F'(u3X),0) = A (—t—ﬂ frn v dl’) , YvevY, (6.48)
N

respectively.

The abstract problem statement of Section 6.2 is then recovered for P =1, Q4 =3, @r =1,

e' (1) =1, 92(#’) =1, 63(“) == (6.49)

o+ =
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Ovi Owy  Ovy Ow Ov; Owy Qv Ow
1 . 1 2 2 1 1 2 2 1
<A U),’U> - Cl/Q (81‘1 6.’172 t o2, a.'ZIz 3171) dQ + CZ/ (89:2 (9.’1?1 t on 8171 8332> dQ ’ (6 50)

Oovy Ow Ovg Owy =

2 _ 1 Ow 2 Owg

(A w,v) = (¢ +2Cz)/ —8 _8331 dQ —61171 _31'1 dQ) , (6.51)
g Owy Gu1 dwy

(A3w,v) = (c1+ 2¢2) as) . (6.52)

o Oz2 Oy Q+e q Oza Oz9

In the case of the operator B, the effective elasticity tensor Cm x1(1) is no longer symmetric. However,
for this example (in which G(u) is diagonal), Cjjk () maintains the sparsity structure of Cjjr();
we therefore obtain Qg = 10 (the number of nonzero entries in Cijr(u)), and the B9 are the
corresponding operators. (Note that for general G(u), z]kl(,u) is neither sparse nor symmetric,
and Qg = d? = 16 for two-dimensional problems.)

6.5 Reduced-Basis Output Approximation

We consider here the extension of our reduced-basis approach to the eigenvalue problem described
by Section 6.2. We recall that .A(u) is continuous, coercive, symmetric, and affine in p; and that
B(u; w) is continous, symmetric, positive semi-definite, affine in p, and linear in w.

6.5.1 Approximation Space

We again sample our design space DH to create the parameter sample

Sh={p1,...,un}; (6.53)

we then introduce the reduced-basis spaces

Wx = span{(, = u(pn),n=1,...,N} (6.54)
Wf;, = span{¢p, =& (tn),n=1,...,N} (6.55)

where we recall & (u) is the eigenfunction associated with A!(u).
Our reduced-order approximation is then: for any x4 € D¥, find un(p) € W such that

(Aun(p),v) = (F(p),v), VYveWy, (6.56)
and (An(u),€én (1)) such that

(AR)EN (1), v) = An () (B un ()én (1), v) , Vv e Wy ; (6.57)

the output approximation is then
sn(p) = A (u) - (6.58)
The dimensions of the reduced-basis spaces for u(x) and £(u) need not be the same. We note
that the solution to (6.57) is the Galerkin projection onto Wf, of the solution to

(Aw)En (1), v) = Ay () (Bl un(0)en (1),v) ,  YwveYs, (6.59)

we have effectively approximated B(u;u(u)) in (6.5) with B(p;un{(p)) — An(p) is therefore an
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approximation to My (u), which in turn approaches A(u) only as uy(s) — u(u) (and therefore
N — 00).

We also note that A(u) may, in general, be negative since B is not strictly positive-definite. For
instance, structures under pure shear may have “negative” critical load parameters — this implies
that the buckling occurs when a load reaches the critical value and is applied in the direction
opposite to that originally prescribed. In this case, it is not known a priori whether the critical
load parameter is positive or negative; we must therefore approximate both A! * and A ~, the
(respectively) positive and negative eigenvalues with the smallest magnitude. We then introduce
(in place of Wﬁ,) the reduced-basis spaces

WE* =span{¢; =€ E(un),n=1,..., N}, (6.60)

and calculate (A\LF (1), €35 (1)) such that

(A(R)EE (1), v) = N5 (1) (B un (W)En (), v) , Vv e Wy ; (6.61)

the output approximation is then
sn (1) = AE(n) - (6.62)

6.5.2 Offline/Online Computational Decomposition

We now develop off-line/on-line computational procedures that exploit this dimension reduction.
We first express our approximation uy(s) € Y to be a linear combination of the appropriate
basis functions,

N
un () =D un (1) G (6.63)
j=1
where upy(p) € RY; we then choose for test functions v = (;, i« = 1,...,N. Inserting these
representations into (6.56) yields the desired algebraic equations for ux(u) € RV,
Ay(p) un(p) = Ey - (6.64)
Here A% (1) € RV*¥ is the symmetric positive-definite (SPD) matrix with entries
i) = (AWG,G), 1<4,7< N, (6.65)

and F,, € RY is the “load” vector with entries
FNiE<F(N)7Ci>7 ISZSN (666)

We also express our approximation £y(u) € Y to be a linear combination of the corresponding
basis functions,

N
En(w) =D &niln) ¢; (6.67)
=1

where éN(,u) € RY. Then, in (6.57), we choose for test functions v = ¢;, i = 1,...,N, and
approximate u(u) by un(p), yielding

A () €4(1) = By(mun(p) - (6.68)
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Here Aﬁ,(pj) € RV*V is the symmetric positive-definite (SPD) matrix with entries
A% (W) = (A, ¢, 1<ij< N, (6.69)
and By (u;uy(p)) € RV*V is the symmetric positive semi-definite (SPSD) matrix with entries

By ij(mun(p)) = <B(M;’UN( ) b5, #4), (6.70)

= ZUNn )(B(u; Gn)ds, di)y 1 <4,j <N . (6.71)

We now invoke (6.1)-(6.3) to write

Qa
Nij(w) = 29"(#) (A%, Gi) (6.72)
A?Vi,j(“) = qu (A%, ¢5) , (6.73)
N Qg
Brijmun() = D> unn(p) OF(u) (BI(1;Cn)bs, bi) (6.74)
n—lq-
Fni(p) = Z<P (F9,Gi) 5 (6.75)
or, more concisely,
Af(p) = D O%u) AjT, (6.76)
Qa
A = ) 0w Ay, (6.77)
g=1
(6.78)
N B
By(mun(w) = DY O%(w) unn(w)BY , (6.79)
n=1g=1
Qr
En(w) = ) of(w) EY, (6.80)
g=1
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where the A7 € RV*V, A?Vq e RVXN, B e RV*N | and FY, € RY, are given by

ANE S = (A%G,G), 1<4,j<N,1<q<Qu, (6.81)
AL, = (A%,6), 1<6,G<N,1<q<Qu, (6.82)
BY., = (BYC)ej¢i), 1<4,j,n<N,1<q<Qs, (6.83)

Fy (FI,¢), 1<i<N,1<¢<Qr, (6.84)

Hence, in the off-line stage, we compute the u(u,) and &(py,), and form the Ay7, _4§Vq, BY,
and Fp: this requires N (expensive) finite element solutions of the equilibrium equation and
the generalized eigenvalue problem, as well as O(QgN?3) + O(2Q 4N?) + O(QFN) finite-element-
vector inner products. In the on-line stage, for any given new u, we first form A% (p) and F ()
from (6.76) and (6.80), respectively, then solve (6.64) for u,(u); we subsequently form _Aﬁ,(u) and
By (p;un(p)) from (6.77)-(6.79), then solve (6.68) for £, (1), and finally evaluate sy (u) = Ay (1):
this requires O(QsN3) + O(QAN?) + O(QrN) + O(3N3) + O(N?3) operations and O(QpN?) +
O(QaN?) + O(QFN) storage.

max |s(p) — sn()]/s(1)
0.129
0.055
0.053
0.054
0.042

N o Utk w |2

Table 6.2: Maximum error in the reduced-basis approximation for the critical load parameter
calculated over 20 samples (Example 10).

We present in Table 6.2 the maximum error in the reduced-basis approximation for the critical
load parameter for Example 10. The convergence for this simple problem is rather slow, perhaps
due to the additional error introduced by approximating B(u;u(r)) with B(u;un(p)). Note also
that the error does not necessarily decrease monotonically with N.

6.6 A Posteriori Error Estimation (Method IT)

Due to the strong nonlinearity of the eigenvalue problem (6.68), we consider only Method II error
estimators. We thus set M > N, and introduce a parameter sample

Sﬂ:{ﬂl,...,uM} (685)
and associated reduced—basis approximation spaces

Wiy = span {(n = u(pim), m=1,..., M}, (6.86)

WS, = span {¢m = u(pm), m=1,..., M} ; (6.87)

we again require Si, C S%; and therefore W% C W3, Wﬁ, C W§/1 We first find ups(p) € Wy such
that

(A()up(p),v)y = (Fyv), YVve Wy, (6.88)
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and (Apr(p), Epm(p)) € R x Wf,f, 1=1,..., M, such that

(A()Enr (1), v) = Anr (1) (Bl une (1)) Enr (1), v), Y v € Wi, .

Letting
sm(p) = M (1)

we then evaluate the “improved” estimator 5y (u) given by

() = s () = o (sra (1) — s (1)

our lower and upper output estimators are then

sy(p) = §N(M)_1AN(N>

2
) = v+ 3Ax(W)

where An(p), the estimator for the error |s(u) — 5y ()|, is given by

1
Anm(p) = —lsm(p) = sn(p)l
for some 7 € (0,1). The effectivity of the approximation is defined as

Anm(p)

M) = Sy ()

We shall once again consider M = 2N.

N | minny(p) | maxny(p)
1 1.9773 2.0099
2 1.7067 2.3395
3 1.8811 2.8151
4 1.9772 2.2783

(6.89)

(6.90)

(6.91)

(6.92)

(6.93)

(6.94)

(6.95)

Table 6.3: Minimum and maximum effectivities for Method II error estimators (with 7 = 0.5)

calculated over 20 samples (Example 10).

The analysis of the bounding properties of Method II estimators presented in Section 5.8.2 also
applies here. However, the necessary hypothesis (4.190), while still plausible, is now less so than in
Chapters 4 and 5. Nevertheless, the effectivity results presented in Table 6.3 show that nx(u) still

tends to 1/7.
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Chapter 7

Reduced-Basis Methods for Analysis,
Optimization, and Prognosis:
A MicroTruss Example

7.1 Introduction

In Chapters 3 through 6 we present the reduced-basis method — a technique for the rapid and
reliable prediction of linear-functional outputs of partial differential equations with affine parameter
dependence. Reduced-basis output bound methods are intended to render partial-differential-
equation solutions truly useful: essentially real-time as regards operation count; “blackbox” as
regards reliability; and directly relevant as regards the (limited) input—output data required.

In this chapter we revisit the microtruss example presented in Chapter 1, focusing on the struc-
tural (solid mechanics) aspects of the problem. We apply reduced-basis methods to the prediction
of the relevant outputs of interest; we then illustrate how these methods directly enable rapid and
reliable solution of “real” optimization problems — even in the presence of significant uncertainty.
In particular, we employ reduced-basis output bounds in the context of (i) design — optimizing
a system at conception with respect to prescribed objectives, constraints, and worst-case environ-
mental conditions — and () prognosis — optimizing a system during operation subject to evolving
system characteristics, dynamic system requirements, and changing environmental conditions.

7.2 Formulation

We begin with the formulation of the microtruss problem, focusing particularly on the structural
aspects. In Sections 7.2.1 and 7.2.2, the circumflex () denotes dimensional quantities, and indices
take the values 1,...,d.

7.2.1 Dimensional Formulation

We consider the periodic open cellular structure shown in Figure 7-1. As indicated in Chapter 1,
the structure is simultaneously designed for heat-transfer as well as structural capability; we shall
focus on the latter. The prismatic microtruss consists of a frame (upper, lower, and lateral faces)
and a core of trusses. The structure transmits a force per unit depth F uniformly distributed
over the tip f‘f\f through the truss system to the fixed left wall f‘D. We assume that the structure
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is sufficiently deep such that a physical model of plane strain (two-dimensional) linear elasticity
suffices.

load

coolant Phign, To
Figure 7-1: A microtruss structure.

The topology of the structure (see Figure 7-2) is characterized by several geometric parameters:
the thickness t; of the top frame, the thickness #, of the bottom and side frames, the thickness ¢ of
the core trusses, the separation H between the top and bottom frames, the angle & between the
trusses and the frame, and the depth L of the structure. The structure is further characterized by
the Young’s modulus € and Poisson’s ratio v.

Figure 7-2: Geometry

Assuming that H / L < 1, the displacement 4 satisfies the partial differential equation

o (. Oy . A
(9—5?:]- (Czjkla_,’f:l) — O, mn Q, (71}

where ) denotes the truss domain (see Figure 7-2), and C‘ijk; is the elasticity tensor. The displace-
ment and traction boundary conditions are

iy =0, on I'p , (7.2)

and

—fat It £y
5ot — [& on N N 56" = () on I\I" 7.3
a8 =1 on P\ UTY,) | b8 \I'p (7.3)

respectively, where & and ég are the unit normal and tangent vectors on the boundary f“, and
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é = (0,1) on I'%.

7.2.2 Nondimensional Formulation

We now introduce the following nondimensional quantities:

Ciju = %Aijkl (7.4)
i = %az (7.5)
o= Zh (76)
@ = %'&; (7.7)

in addition, we let t;, 5, and %, denote the thicknesses of the top frame, bottom frame (and sides),
and core trusses, respectively, nondimensionalized relative to the separation H. We also let H (=1)
denote the separation between the top and bottom frames; note that a = &.

The nondimensional displacement @ then satisfies the partial differential equation

0 =~ Oug . . =
aT_j (Cljkl‘é%‘l') = 0, m Q, (78)

where € denotes the truss domain. The displacement and traction boundary conditions are
=0, onlp, (7.9)

and

o —fiet  onT¥ o =
iyt = {O N ot 5 = 0 on T\'p (7.10)
N/ »

respectively, where & and & are the unit normal and tangent vectors on I, and & = (0,1) on f‘f\l.
Our problem is then: given u = {f,%,t,a}, find the average deflection along ',

Save(1t) = T @ dl (7.11)
N
the average normal stress along I'g,
1 o
Tuell) = ~7 /F 511 () d, (7.12)
op

and the critical load parameter \' (). Here, @ is the solution to
(Aa,7) = (F'(1),5), YoeY, (7.13)
and A!(u) is the smallest eigenvalue of

(AE, D) = Mp)(B(w)€, ) , VoeY, (7.14)
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where

ow

T ov; - Owg =
<Aw7v> = & 5%;0111‘;[“85:1 dQ ) (7.15)
o 0% ~ Oy OUm -
(B(z)w,v) - - a 557_7‘-0”“ 851k 8:7:1 ds2 ) (716)

(F(N),9) = A(— /Ft frvz df) : (7.17)

N

7.2.3 Reduction to Abstract Form

In this section, we reformulate the problem defined by (7.11)-(7.17) so as to obtain the affine
parameter-dependence required by the reduced-basis method.

Affine Geometric Mapping

Figure 7-3: Subdomains and Reference Domain

We now partition the domain Q = _(—Z(u) into R = 9 subdomains Q" as shown in Figure 7-3.
We take for the reference domain Q = Q(uo), where o = {tfy,, t0, 1%, @°}. The affine mappings
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G (u) : " — Q are then given by G"(u;2) = G"(u)Z + b" (1), where

tO - to 'LO T
= 0 A0 = 0
Gl — |t 0 Q2 — |t 0 Q3 — | L ﬁoml (718)
U vl 0 I
10 i [ 20 i - L0 .
= 0 A0 = 0
_G_4 — | 0 Q5 — |t © QS =L 3022 (7.19)
0 {t_o%_ | 0 {t;g._ L O ttop_
£ 0
e [to yﬁ] (7.20)
H
8 1 —tana® 4 01 tan &
G° = th (7.21)
= 0 1 0 %0 0 1 )
go _ [1 tan a® %EL 0|1 —tana 799

where the s = tp; is the thickness of the side trusses; tp = t/sina is the horizontal thickness of
the diagonal trusses; and L = H/tan &; similar formulas apply for #2, tﬂ, and LO.

We recall that the affine decomposition of the linear elasticity operator is related to the number
of elements in the elasticity tensor. It would therefore seem that for our microtruss example Q 4
might be very large — as large as 144, or the number of elements in Cjjx; (1) (16) times the number
of subdomains (9). However, as illustrated in Examples 1-9 of Chapters 3 and 5, the symmetry and
sparsity of the elasticity tensor may be exploited to reduce @ 4. In particular, we consider only the
nonzero, unique elements of the ‘[jkl(u), thus reducing @ 4 to [(3x 7)+ (10X 2)] = 41; the first term
corresponds to the 7 subdomains undergoing only “stretch” transformations (r = 1,...,7) while the
second term coresponds to the 2 subdomains undergoing both “stretch” and “shear.” Furthermore,
we can further reduce Q4 by consolidating those terms among all the (unique,nonzero) elements
of the €7 (1) which are the same. For example, we consider subdomains 1 through 7 for which
the elements of the elasticity tensor are given in Table 7.1, where we a; = G11 and oy = Ga2
are the diagonal (nonzero) elements of the mapping matrix G. We then note that CT;90(1t) = 1
and Cfg9; () = co for r = 1,...,7. Taking this into consideration, Q4 is further reduced to
[1 4 (2 x 7)+ (10 x 2)] = 35. Further reductions can be obtained by making similar observations
for r =8,9.

Reference Domain Formulation

Using the results obtained in Chapters 5 and 6, our problem may be reformulated as: for any given
p = {ts, ty, t, &} € D* = [0.22,2.2]3 x [0°,45°], find
1

_— Uo|G~Y(p)et| dT 7.23
P Ffvuzl (e (7.23)

dave (M) =

133



ij\kl 11 12 21 22

11 % (c1+2e)| 0 0 1(c1)

Yy
12 : gﬂ(cg) 1(co) 0
T
21 22 (¢y) 0
ay o
22 . . . et 2 (c1 + 2¢9)
Qg

Table 7.1: Elements of the effective elasticity tensor for subdomains undergoing a ”stretch” trans-
formation.
the average normal stress along I's (near the support),

1 _
Uave(ﬂ) = _F . 011("_/') dFy (724)
op s

and the critical (positive and negative) load parameters, A\!*(y). Here, u is the solution to
(Apyu(e),v) = (F1),0), YoeY, (7.25)

and A'*(u) are the smallest positive and negative eigenvalues satisfying

(A€ (p), v) = AMu)(B(u(p); w€(u),v) ,  VveY, (7.26)
where
<.A(/J)’LU, ’U) = Z/ awl Ukl g};—kg VwoveY, (727)
(B(z)w,v) = —-Z / %, Cijnt %1:‘;’” ‘?;m d (7.28)
(F/(150),0) = /\Z ( / 7 (s dP) . (7.29)
rtr
Here C]kz(ﬂ) z]kl(/-") (H) 'kl' Gl (p) det(G" ()71, fE7(p) is given by

L) = fr® (G (W) e (7.30)

and Y(Q) ={v e (Hl(Q)) | vie? =0 on I'}, viel =0on 'L}

7.3 Analysis

In this section we (i) examine the convergence of the reduced-basis approximation and the effectivity
of the (Method II) error estimator for the microtruss example; and (i) investigate the behavior of
the microtruss structure using a reduced-basis model, focusing particularly on the dependence of
the various outputs of interest on the parameters. Due to the relative complexity of the problem,
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application of Method I error estimators is currently not feasible.

7.3.1 Average Deflection

Figure 7-4: Example of a displacement field calculated using a finite element approximation (N =
13,000)

We present in Figure 7-4 the resulting displacement field for several values of the parameter
1 calculated using a finite element approximation (with A" = 13,000). Quite often in engineering
problems, the entire displacement field is not of primary importance, but rather certain characteris-
tics of the solution such as the average deflection. Furthermore, exact (i.e., finite element) solution
of the partial differential equations is arguably very expensive, particularly when repeated solution
(for many different values of the parameters) is required. The reduced-basis method is thus very
attractive.

We present in Tables 7.2 and 7.3 the error in the reduced-basis approximation to the average
deflection with respect to N for two representative values of u. We also present in Table 7.4
the maximum error calculated over 20 randomly selected values of p. We note that the error is
indeed very small even for relatively small N, and observe the rapid convergence of the reduced-
basis approximation. However, in practice an approximation is generally insufficient by itself —
the approximation must also be certified, and its accuracy assessed. We therefore present in in
Table 7.5 the minimum and maximum effectivities (over 20 randomly selected samples) of the
Method II error estimator. We note that for N > 10 the effectivity is greater than unity (signifying
valid bounds). Furthermore, since the output is compliant the effectivity is indeed bounded from
above by 1/7 (signifying sharp bounds) for all N; we also note that the effectivity approaches 1/7
as N increases.

N | el | A | ()

10 5.49e-02 | 8.10e-02 1.48
20 1.44e-02 | 2.48e-02 1.72
30 4.84e-03 | 9.00e-03 1.86
40 2.00e-03 | 3.90e-03 1.94
50 9.57e-04 | 1.84e-03 1.92
60 3.51e-04 | 6.58e-04 1.87
70 1.19e-04 | 2.08e-04 1.75
80 5.39e-05 | 9.20e-05 1.71
90 4.15e-05 | 7.56e-05 1.82
100 3.38e-05 | 6.26e-05 1.85

Table 7.2: Error and effectivities for the deflection for u = u° (the reference parameter).
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N | Is(u) = sn()l/s(w) | An(p)/s(w) | nn (1)
10 3.67¢-01 7.02¢-01 | 1.91
20 1.64e-02 2.38¢-02 | 1.45
30 7.89¢-03 1.30e-02 | 1.64
40 4.46¢-03 8.22¢-03 | 1.84
50 2.16¢-03 4.10e-03 | 1.90
60 1.41e-03 2.70e-03 | 1.92
70 5.856-04 1.10e-03 | 1.89
80 3.50e-04 6.66e-04 | 1.91
90 1.21e-04 2.22¢-04 | 1.83
100 1.10e-04 2.06e-04 | 1.8

Table 7.3: Error and effectivities for the deflection for a randomly selected value of u.

N | max(s(u) — sn(w)/s(k) N | minny(y) | maxmy ()
10 4.80e-01 10 0.66 1.87
20 2.80e-01 20 1.36 1.98
40 1.40e-02 40 1.52 1.97
60 6.80e-03 60 1.26 1.99
80 1.50e-03 80 1.55 2.00
100 1.10e-03 100 1.64 2.00

Table 7.4: Maximum error in the deflection Table 7.5: Minimum and maximum effectivi-
calculated over 20 randomly selected values ties for the deflection calculated over 20 ran-
of u. domly selected values of u.
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With a reduced-basis model at our disposal, we can now easily explore the parameter space —
i.e., investigate the dependence of the average deflection on the different parameters. In Figure 7-5
we plot the average deflection with respect to fyp and tpot. While the fact that the deflection
decreases with Ziop and fpet is rather obvious, we also observe the less intuitive result that the de-
flection is more sensitive to changes in ti,p than to fhet. Furthermore, since the volume (and weight)
increase with fop and fhet, the results also indicate a trade-off between weight and deflection: the
values of Ziop and fhey which are of greatest interest in design are those occuring at the “knee” of
the trade-off curves (around %, = 0.06 and tye; = 0.05).

— Finite Element Solution (n=13,000)
350 — Reduced Basis Solution (N=30)
300+
=
L2
*g 2501 -
8 200+
S
3 50
@ 1501
z
100+
50r o
0 i : ; i
0.05 0.1 0.15 0.2
ttop
400 T T ‘
— Finite Element Solution (n=13,000)
asol — Reduced Basis Solution (N=30)

Average Deflection

. 0.05 0.1 0.156 0.2

oot

Figure 7-5: Plots of the average deflection as a function of #iop and fhot.

7.3.2 Average Stress

We now apply the reduced-basis method for noncompliant outputs (see Chapter 5) to the calculation
of the stress averaged along I's.

To begin, we apply a scheme similar to that used in Example 9 of Chapter 5 to express (7.24)
as a bounded linear functional. We thus choose a function x € H'(Q') such that Xlpg = 1, and

leim = 0; here, Qg and I's and I’} ; are defined as in Figure 7-6. In general, x must be chosen to

137



be any member of H!() such that Xlrs =1, X|F§3 =0, and x| . = 0, where I/ is the boundary
of ¥, I's ¢ I is the surface over which the average stress is to be evaluated, I'y = (I'p N IY)\T's,

and I, = (Tine N IV)\I's. For simplicity, we shall also define x = 0 on Q\('".
QI
r;nt
I's
Figure 7-6: Geometry
We then let ’
(L(p),v) = . (Alw)x,v) — (F(p),v)) , VYveY. (7.31)
op

Integrating by parts, and using the definition of x and the boundary conditions, it can be shown
that oave(t) = (L(p),u(u)). We note that as in Example 9, (L(u),v) defined as in (7.31) is a
bounded linear functional, while the more obvious alternative in (7.24) is not.

We now take for Sy and Wy a log-random sample and an integrated primal-dual approximation
space. We present in Tables 7.6 and 7.7 the error and effectivities at two representative values of
u; we also present in Table 7.8 the maximum error, and in Table 7.9 the minimum and maximum
effectivities for the Method II error estimator, calculated over 20 randomly selected values of p.
We note that even in this noncompliant case, the error is again very small even for relatively small
N, and the reduced-basis approximation converges rapidly to the exact solution. For the particular
values of p taken in Tables 7.6 and 7.7, we obtain valid output bounds for N > 10, and the
effectivities approach 1/7 as desired. Since the output is noncompliant, the effectivity is no longer
bounded from above by 1/7 (= 2); however it still approaches 1/7 as N increases. However, the
“worst-case” effectivities in Table 7.9 show that valid bounds are in some cases still not obtained
even for N = 120. While this can be remedied by simply taking a smaller value for 7, these results
reflect the need for developing rigorous (rather than asymptotic) error bounds.

N | |s(w) — sn(w)|/s(p) | An(w)/s(p) | nv(w)
10 5.44e-02 1.09¢-01 | 2.01
20 5.93e-05 2.21e-04 | 3.72
30 2.09e-04 4.36e-04 | 2.08
40 1.99¢-04 3.69¢-04 | 1.85
50 1.07e-04 1.89e-04 | 1.78
60 1.43e-05 2.27¢-05 | 1.60
70 2.41e-05 457¢-05 | 1.90
80 1.47¢-05 2.99¢-05 | 2.03
90 2.01e-05 4.06e-05 | 2.02
100 1.19¢-05 2.43¢-05 | 2.04

Table 7.6: Error and effectivities for the average stress for 4 = u° (the reference parameter).

In Figure 7-7 we plot the average normal stress with respect to fyop. The results also indicate
a trade-off between weight and the stress. In this case, the values of fy,p, which are of greatest
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N | ls(w) = sv(@l/s(w) | An(u)/s() | v ()
10 9.84e-02 1.78¢-01 | 1.81
20 9.43e-03 1.87e-02 | 1.9
30 1.14e-03 2.52e-03 | 2.20
40 6.85¢-05 1.75e-04 |  2.55
50 1.18e-04 2.63e-04 | 2.24
60 1.20e-04 2.36e-04 | 1.96
70 4.61e-05 9.34e-05 | 2.03
80 1.58¢-05 3.46e-05 | 2.19
90 1.73e-05 3.57e-05 | 2.07
100 1.40e-05 2.80e-05 | 1.9

Table 7.7: Error and effectivities for the average stress for a randomly selected value of p.

N | [s(w) = sn(w)l/s(w) N | minny(p) | maxny(u)

10 8.40e-01 10 0.55 2.14

20 2.50e-02 ' 20 0.03 4.94

40 2.10e-02 40 0.58 12.57

60 2.30e-03 60 0.31 4.86

80 4.50e-04 80 1.57 3.34

100 1.90e-04 100 0.09 24.70

120 1.10e-04 120 0.62 5.18

140 3.97e-05 140 0.30 3.49

160 3.21e-05 160 1.35 7.64

180 3.22e-05 180 1.01 2.82

200 2.66e-05 200 1.47 5.69
Table 7.8: Maximum error in the average Table 7.9: Minimum and maximum effectiv-
stress calculated over 20 randomly selected ities for the average stress calculated over 20
values of p. randomly selected values of .
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interest in design are those occuring at the “knee” of the trade-off curve (around fyp = 0.06);
taking tiop < 0.06 decreases the weight but causes a rapid increase in the stress, and taking
tiop > 0.06 increases the weight but with very little effect on the stress.

12 T

— Finite Element Solution (n=13,000)
— Reduced Basis Solution (N=30)

10t

Average Normal Stress
D

0.05 0.1 0.15 0.2
top

Figure 7-7: Plot of average stress as a function of tyop.

Note that calculating the average stress at certain critical points in the structure allows us to
ensure that the material does not yield. Predictions of the average stress may also be used in a
stability analysis along with analytical formulas for the critical loads of beam-columns. However,
such an analysis takes into account only local buckling modes within one member or truss, and
requires the (sometimes inaccurate) approximation of the boundary conditions for the particular
member (e.g., clamped-clamped, clamped-free, etc.). It is therefore desirable to be able to calculate
the critical loads directly, without resorting to potentially oversimplified models.

7.3.3 Buckling Load

In this section we apply the methods presented in Chapter 6 to the calculation of the critical
load parameter. We first note that for this particular problem, the operator B is indefinite, and
the corresponding eigenvalues may take both positive and negative values. We illustrate this in
Figure 7-8 which shows the eigenmodes associated with the smallest positive and the smallest
negative eigenvalues (we recall that a negative eigenvalue means that the loading is applied in the
direction opposite (in this case, upwards) to that prescribed (in this case, downwards)).

We therefore create reduced-basis spaces Wy, va+, and W}%_ using a log-random sample Sy .
We present the error and effectivities in Tables 7.10 and 7.11 for A} (i), and in the Tables 7.12
and 7.13 for )\}V_ (1), at two representative values of u. We note that the error is again small
for relatively small N — in all cases the error is approximately 1% for N = 50. Although the
errors are considerably larger than those for the average deflection and stress approximations, the
slower convergence rate is probably due to additional error introduced by approximating B(u; u(u))
with B(u;un(r)). We also note that in most cases (Tables 7.11-7.13 in particular) the effectivities
are greater than unity for relatively small N and approach 1/7 rather quickly. In Table 7.10,
however, ny(u) < 1 even for N = 50. The inferiority of the effectivities are certainly related to the
relatively slower convergence of the reduced-basis approximation for the buckling load: we recall
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(b)

()

Figure 7-8: Buckling modes associated with the (a)-(c) smallest positive and (d)-(f) smallest neg-
ative eigenvalues for different values of p.

from Chapter 4 that for Method II output bounds, exponential convergence of the reduced-basis
approximation is essential for good bounds.

We now investigate the dependence of the minimum (positive and negative) eigenvalues on
certain parameters. We plot in Figure 7-9 the smallest positive eigenvalues versus t¢op and tho. The
plots reflect the intuitive fact that the critical positive load parameter is more sensitive to changes
in fpet. Furthermore, for small values of fy,o (relative to the other dimensions) the eigenvalue is
very sensitive to fpo:, while for large fp,o; the eigenvalue increases very slowly with fy,.. Similar
results are presented in Figure 7-10 for the smallest negative eigenvalue.

Knowledge of such trends and features are very important in the analysis and design of struc-
tures whether against yielding, elastic buckling, or other types of failure. Plots such as those
presented in this and the previous sections also indicate to which parameters the behavior of the
structure is most sensitive. However, in the design of structures with respect to many parame-
ters and constraints, such plots are clearly insufficient — exploration of the entire design space
and simultaneous consideration of all constraints is required. We therefore consider more general
methods for design and optimization.

7.4 Design and Optimization

A particular microtruss design (that is, a particular value of x) has associated with it operational
and material costs, as well as performance merits reflecting its ability to support the applied
structural loads. Furthermore, a design must meet certain constraints reflecting, for example,
safety and manufacturability considerations. The goal of the design process is to minimize costs
and optimize performance while ensuring that all design constraints are satisfied.
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N | |s(u) — sn()l/s(u) | An)/s() | nv ()
5 9.35¢-02 1.16e-01 | 1.25
10 3.53¢-02 2.07e-01 | 5.87
15 1.79e-01 2.80e-01 | 1.56
20 1.39e-01 2.59e-01 | 1.87
25 1.02e-01 1.99e-01 | 1.95
30 3.92e-02 7.60e-02 | 1.94
35 2.70e-02 5.57e-02 | 2.06
40 9.36e-03 1.63e-02 | 1.75
45 9.70e-04 5.53¢-03 | 5.70
50 2.33e-03 1.46e-03 | 0.62

Table 7.10: Error and effectivities for the smallest positive eigenvalue for u = u® (the reference
parameter).

N | [s(p) = sn(w)l/s(w) | An(w)/s(p) | nn (1)
5 3.52e 01 7.05e 01 | 2.00
10 6.71e-02 9.43e-02 | 1.41
15 2.92¢-01 6.10e-01 | 2.09
20 2.88e-02 8.88¢-03 | 0.31
25 4.11e-02 5.78¢-02 | 1.41
30 2.08e-02 3.40e-02 | 1.64
35 2.99¢-02 5.25e-02 | 1.75
40 2.44e-02 4.85e-02 | 1.99
45 1.26e-02 2.47¢-02 | 1.96
50 1.22e-02 2.42¢-02 | 1.99

Table 7.11: Error and effectivities for the smallest positive eigenvalue for a randomly selected value
of .

N | [s(p) = sn(w)l/s(w) | An(p)/s(p) | nn (1)
5 2.21e 00 3.19¢ 00 | 1.44
10 6.14e-01 1.15¢ 00 | 1.87
15 7.57e-02 1.11e-01 | 1.47
20 3.96e-02 3.40e-02 | 0.86
25 3.00e-02 5.00e-02 | 1.67
30 2.00e-02 3.81e-02 | 1.90
35 1.85e-02 3.41e-02 | 1.85
40 2.26-02 4.86e-02 | 2.15
45 1.10e-02 2.47e-02 | 2.24
50 5.00e-03 1.12¢-02 | 2.25

Table 7.12: Error and effectivities for the smallest negative eigenvalue for p = u° (the reference
parameter).
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N | |s(p) —sn(w)|/s(p) | An(p)/s(p) | nn(p)
5 6.46e 00 2.46e 00 | 0.38
10 5.23¢ 00 1.03e 01 | 1.97
15 3.84e-01 7.22¢-01 | 1.88
20 8.33e-02 1.08e-01 | 1.30
25 2.97e-02 5.07e-02 | 1.71
30 2.25e-02 4.86e-02 | 2.16
35 3.09e-02 6.83e-02 | 2.21
40 2.92¢-02 6.19e-02 | 2.12
45 6.81e-03 1.37e-02 | 2.02
50 4.38¢-03 9.09¢-03 | 2.08

Table 7.13: Error and effectivities for the smallest negative eigenvalue for a randomly selected value
of .
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Figure 7-9: Plots of the smallest positive eigenvalue as function of tiop and tpt.
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Figure 7-10: Plots of the smallest negative eigenvalue as function of fiop and fhet.

In this section we formulate the design-optimize problem and apply reduced-basis output bound
methods to the solution of the optimization problem.

7.4.1 Design-Optimize Problem Formulation

We consider the following optimization problem:
find w* = arg min J(u) (7.32)
Iz

fi(p) >0, b =1, 0 lh
subject to Fp) =0, j=1,...,Kg
Rk (u) >0, S R

where 1 € RP, the inequality constraints f*(u) > 0 and (for simplicity) the equality constraints
ht(p) = 0 involve “simple” functions of u — for instance,

) = poax—p20 (7.33)
) = p—pmin 20, (7.34)

and the inequalities g¢(1) > 0 are constraints on outputs s(u) = (L(u),u(u)) — for instance,

9'(1) = Smax—s(u) >0 (7.35)
¢*(1) = 5(1) = Smin >0, (7.36)

where u(p) is the solution to a partial differential equation. Note the cost function J(u) may in

general be of the form

JTw) =Y a:di(n) (7.37)

i=1

where the a; are weights and the 7; are different cost metrics.
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Microtruss Design-Optimize Problem

We now consider a particular instantiation of our abstract optimization formulation. We consider
here a simpler version of the optimization problem posed in Chapter 1 involving only outputs related
to the structural aspects of the problem; the full multifunctional (thermo-structural) problem is
addressed in [33].

As indicated in Chapter 1, one of the main advantages of the truss design is that it offers
relatively high structural load capacities at low weights, making it useful for weight-sensitive ap-
plications such as next-generation rocket engines and unmanned autonomous vehicles (UAVs).
Furthermore, the weight of the structure is directly related to the amount of material utilized,
which in turn is related to material costs; in the case of rocket engines and UAVs, the weight is
also directly related to fuel consumption (operational costs). We may thus define our cost function
to be the area of the structure, J(u) = V(p), where p = {fiop, tbot, t, &}, and

V() = 2 [(ft +5) (tafz ot f,,) LA (Siza + 51,)] . (7.38)

Furthermore, we require that (i) the parameter u be in the design set, i.e., u € D* C RF, where
D# = [0.022,0.22]% x [0°,45°], (i) the length of the structure be equal to o,

H z _
+——+ tb) =4 ; (7.39)
tan o sin &

amzz(
(i11) the deflection be less than a prescribed limit,

6ave(/1') < alémax’ (7.40)

and (iv) the average stress near the support be less than the yield stress,

Uave(,u) < ooy (7.4].)

for this simpler formulation we shall not consider stability (buckling).
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Our optimization problem can then be stated as: find pu* = {t},t;,¢*, @*}, which satisfies

find ut = arg mﬂin J (1) (7.42)

(

FH(1) = trop —0.022 > 0,

F2(1) = 0.22 — Fiop > 0,

F3(1) = Fho — 0.022 > 0,

FA() = 0.22 — They > 0,
subject to 4 /- (#) =£—0022>0,

o) =022-t>0,

ffwy=a>0,

fBu)=45-a>0,

9" (1) = c10max — Save(1t) 2 0,

g% (p) = agoy — Tave(1t) > 0,

[ h' () = €(p) — Lo =0,

7.4.2 Solution Methods

We now consider methods for solving general optimization problems of the form (7.32). In par-
ticular, we focus on interior point methods, computational methods for the solution of constrained
optimization problems which essentially generate iteratetes which are strictly feasible (i.e., in the
interior of the feasible region) and converge to the true solution. The constrained problem is re-
placed by a sequence of unconstrained problems which involve a barrier function which enforces
strict feasibility and effectively prevents the approach to the boundary of the feasible region [9].
The solutions to these unconstrained problems then approximately follow a “central path” to the
solution of the original constrained problem; this is depicted in Figure 7-11. We present here a
particular variant of IPMs known as primal-dual algorithms.

KT central path

Figure 7-11: Central path.

To begin, we introduce the modified optimization problem

find p;, = arg min J,(u) , (7.43)
m
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where the modified cost functional is given by
Kf Kg 1 Ky
— 2,
To(p) = T (1) — vp Z_; In fi(p) + ; Ingj(k) | + 5~ I; hie(1)?; (7.44)

it can then be shown [15] that as v = (vs,vp) — 0, the solution to (7.43) approaches the solution
to the original constrained optimization problem (7.32) — that is,

p* = lim u, . (7.45)
v—0

We therefore wish to find p;, such that

K
*\ _ ufl /J"U ~ V,ug](/“”:)) —
V1) = VT (13) (Z ) ]E oy |t ) pk§ ljhkm)v uhk(i) =0 (7.46)

in the limit as v — 0.

We now introduce the “slack” variables F' € RE* and G € R¥s given by

. v

Fo= 2 i=1,... Ky 7.47
fi(p) d (7.47)

. v

G = 2 i=1,. K, 7.48
gi(1) g (7.48)

and define z = (u, F, G) and
" T

;J(M)-FZF‘ ufl(u)+ZG’ L9i (1) + Zh )V ki (1)

=1
Flfl(#) - v

F(zv) = E . (7.49
( ) FKffo(M)_U )

G191(u) —

GK,9K,(1) —v
The optimizer z* = (p*, F*, G*) then satisfies
F(z*;v) =0, as v — 0. (7.50)

Applying Newton’s method to (7.50) and letting v — 0, the primal-dual interior point algorithm
may thus be summarized as follows:
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Setv>0,0<e<1
for : =1,... max.iter do
while ||F(z;v)|| > tol do
Az = [V, F(z;v)] ! F(z);

. . Zi
Set v = min 4 1,0.95 min mywol &
z =z +yAz;
end while
v = €V
end for

Note the factor v is chosen such that the iterate z + yAz is strictly in the interior of the feasible
set.

Clearly, solution of the full optimization problem is computationally very expensive since it
requires repeated evaluation for many different values of the parameter p of the outputs of interest.
However, this is precisely the type of situation in which reduced-basis methods are most useful; we
therefore pursue a reduced-basis approach.

7.4.3 Reduced-Basis Approach

To begin, we again consider the optimization problem (7.32) but replace ¢g*(u) with the “appropri-
ate” reduced-basis approximation such that feasibility is guaranteed,

find uy = arg min J(u) (7.51)
m

i >0  =1,..., K
subject to f( (1) 20, z. AR A
gy(un) >0, i=1,...,K,.

For example, in place of the g*(u) defined in (7.35)-(7.36) we would take

g%\/(ﬂ) = Smax-sj_tr(ﬂ), (752)
gn() = sy(1) = smin - (7.53)

Note if sy (1) < s(u) < s& (1), and if the gy (i) are appropriately defined (as in (7.52)-(7.53)), the
solution p}; to (7.51) is guaranteed to be feasible in the sense of (7.32)

The advantage of using reduced-basis methods in solving our optimization problem is twofold:
(i) the low computational cost of evaluating (online) the outputs of interest allow for fast and
efficient solution of the optimization problem; and (i) rigorous error estimators and output bounds
guarantee feasibility of the solution obtained from (7.51).

7.4.4 Results

We present in Table 7.14 the results of our optimization procedure for several scenarios. For this
example we take the yield stress to be 30MPa, and the maximum deflection to be 0.03mm. Note
that in this case the angle effectively serves only to ensure that the equality constraint £(u) = £o(u)
is satisfied. In Scenario 1, we obtain an initial guess which satisfies all the constraints but is not
necessarily optimal. In Scenario 2, we minimize the area of the structure while allowing ftop to
vary. We then find that the optimal value is ftop = 0.507, resulting in a 30% reduction in the cost
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function (area) compared to the results of Scenario 1. We also note that in this case, the yielding
constraint on the stress is active. In Scenario 3, we allow both ftop and fpey to vary. We then find
that the cost can be reduced further by 30% compared to the results of Scenario 2. Finally, we
allow ftop, fbot, and ¢ to vary, and find that the cost can still be reduced by another 10%; note that
in this case, both the deflection and stress constraints are active.

Scenario | fiop(mm) | fhor(mm) | #(mm) | a(®) | V(mm?) | 6% (mm) | o3 (MPa) | time (s)
1 1.500 0.500 0.500 | 54.638 | 50.04 | 0.0146 09.227 0.680
2 0.507 0.500 0.500 | 54.638 | 35.14 | 0.0200 30.000* 1.020
3 0.523 0.200* 0.500 | 53.427 | 25.65 0.0277 30.000* 1.050
4 0.521 0.224 0.345 | 52.755 | 23.02 0.0300* | 30.000* 1.330

Table 7.14: Optimization of the microtruss structure (for H = 9mm) using reduced-basis output
bounds. (These results were obtained in collaboration with Dr. Ivan Oliveira of MIT, and are used
here with permission.)

The solution of the optimization problem for each scenario requires O(10) deflection and stress
calculations. As shown in Table 7.14, our reduced-basis solution method therefore effectively solves
— on-line — O(10) partial differential equations within a single second. In contrast, matrix assem-
bly and solution (using non-commercial code) of the finite element equations for a single value of
u takes approximately 9 seconds. The online computational savings effected by the reduced-basis
method is clearly no small economy.

7.5 Prognosis: An Assess-(Predict)-Optimize Approach

The design of an engineering system, as illustrated in Section 1.1.4, involves the determination of
the system configuration based on system requirements and environment considerations. During
operation, however, the state of the system may be unknown or evolving, and the system may be
subjected to dynamic system requirements, as well as changing environmental conditions. The sys-
tem must therefore be adaptively designed and optimized, taking into consideration the uncertainty
and variability of system state, requirements, and environmental conditions.

For example, we assume that extended deployment of our microtruss structure (for instance,
as a component in an airplane wing) has led to the developement of defects (e.g., cracks) shown in
Figure 7-12. The characteristics of the defects (e.g., crack lengths) are unknown, but we assume
that we are privy to a set of experimental measurements which serve to assess the state of the
structure. Clearly, the defects may cause the deflection to reach unacceptably high values; a shim
is therefore introduced so as to stiffen the structure and maintain the deflection at the desired
levels. However, this intervention leads to an increase in both material and operational costs. Our
goal is to find, given the uncertainties in the crack lengths, the shim dimensions which minimize
the weight while honoring our deflection constraint.

7.5.1 Assess-Optimize Problem Formulation

More_precisely, we charz_icterize our system with a multiparameter p = Eﬂcrack, Ushim ) Where ficrack =
(L1, L2) and pshim = (Lshim tshim)- As shown in Figure 1-5, L1 and Lo are our “current guesses”
for the relative lengths of the cracks on the upper frame and truss, respectively, while fghi, and

Lgyim denote the thickness and length of the shim, respectively; we also denote by p . = (L%, L%)
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TS NN

Figure 7-12: A “defective” microtruss structure. The insert highlights the defects (two cracks) and
intervention (shim).

o

Lshim

Figure 7-13: Parameters describing the defects, (L; and Lg), and the intervention, (Lghim and
fshirn)-
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the (real) unknown crack lengths. We further assume we are given Meyp, intervals [075, 6775];
m =1,..., Mep representing experimental measurements of the deflection such that

5ave(/'tglim7 /‘l‘:rack) € [J?Bv 5(7?3]7 m= 17 R Mexp . (754)

From these measurements, we then infer the existence of a set £* such that (L}, L}) € £*. We then
wish to find the p;. ~which satisfies

Highim = 8T8 Inin Vshim (Kshim ), (7.55)

shim
where Vihim (Kshim) = tshim Lshim i simply the area of the shim, such that

fishim € DM (7.56)
ma‘XE* 5ave(,u'shim7 ﬂcrack) < Omax - (757)

Hecrack
In words, we wish to find the shim dimensions which minimizes the area of the shim such that
the maximum deflection (over all crack lengths consistent with the experiments) is less than the
prescribed deflection limit dpax.

7.5.2 Solution Methods

Unfortunately, the set £* is very costly to construct. However, we can readily calculate a conser-
vative approximation to £*, £*, by (i) applying our sharp yet computationally inexpensive output
bounds, and (i) exploiting the readily proven monotonicity (increasing) property of é(u) with
respect to L; and Lo.

By construction, the surrogate L* contains £*; we may thus replace (7.55) by:

ﬂ;him = arg min, Vshim(ll'shim) (758)
/»‘shimeDShlm

s.t. max 5(llfshim7 Ncrack) < 5ma.X7
ﬂcrackec'*

since if /1% ; = satisfies max, . j. O(Keracks fiapim) < dmax then it follows that max,, . ec* 0(terack, Aghim) <
dmax- By once again exploiting the monotonicity of d(u) with respect to ficrack, we can readily find
the maximizer of § over L*; to wit, we define

/
Herack = arg  max 6(/Lcrack7 ,Ufshim)y
Hcrackec)r

where pul .. (which is independent of pghim) is calculated by a simple binary chop or bisection
algorithm (see [2]). We may then write (7.58) as

fighim = arg min  Vspim(/shim) (7.59)

Hshim € Dshim

s.t. 6(”érackaﬂshim) < Omax-

Finally, we again apply our sharp yet inexpensive a posteriori output bounds to arrive at
,a:him = arg min Vshim (/J/shim) (: f/shimzshim)- (760)
Hshim € Dshim

s.t. 61_|\—7(p‘érack7 .U'shim) S 6ma.x~
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The formulation (7.60) has several advantages. First, satisfaction of the constraints is guar-
anteed: if 0f(p) > On(p), and pf,, satisfies O (4o Bhim) < Omax, then it follows that
(1l ek Panim) < Omax- Second, 57;(;;) can be calculated efficiently: the online complexity to
calculate 6% (n) is only O(N3) — independent of the very high dimension of the truth finite el-
ement space, . Finally, the constrained minimization problem (7.60) is readily treated by the
interior point methods presented in Section 7.4.2.

We present in Table 7.15 the solution to the optimization problem (7.60) for several scenarios.
The inputs to the algorithm are: the crack lengths (L}, L}) € [0.1,0.75]2, which are “unknown”
(to the algorithm); the error in the measurements, ¢ € [0.1,5]%; and the upper bound on the
deflection, dmax, “typically” chosen to be between (say) 6400 and 6600. The outputs are: the upper
bound 6?\',(,u) and the shim volume Vgpim(tishim) at optimality. We also present the computation
time required to solve the complete optimization problem.

As a first test case, we assume that after several missions our truss structure has developed
cracks of lengths (L%, L}) = (0.5,0.5). The plane is immediately needed for a new mission which
requires 0(u) < dmax = 6600.0; a few crude deflection measurements (e = 5.0%) are performed, from
which we conclude that a shim of (optimal) dimensions (L ) = (15.0,0.84) (and volume
12.6) is required to ensure feasibility.

Next, we assume that for the next mission, the constraint on the deflection is now tighter,
dmax = 6400.0; (L}, L3, and € are unchanged.) Measurement and optimization confirm that, as
anticipated, a larger shim with a volume of 20.9 is needed, with (L, £5:) = (15.0,,1.4). When
the plane returns, more accurate measurements (¢ = 0.1%) can now be afforded. (We assume that
L%, L3, and Gpax are unchanged.) On the basis of these new measurements, it is found that a shim
of volume 8.5 and dimensions (15.0,0.57) actually suffices.

After a subsequent mission, we assume that the crack length E; has increased to 0.7. Upon
taking new measurements (e = 0.1%), it is found that for the same deflection limit, §;,ax = 6400.0,
an (optimal) shim of volume 8.62 and dimensions (L% ,#%. ) = (15.0,0.57) is now required.

Next, we assume that the crack length L* has increased to 0.7. New measurements and opti-
mization reveal that a much bigger shim of volume 16.1 and dimensions (L%, %) = (15.0,1.1)
is now required. The analysis automatically identifies these defects which most strongly affect
performance.

Lastly, we assume that, for a final mission, the constraint on the deflection can be relaxed,
dmax = 6500.0. Measurement (¢ = 0.1%) and optimization confirm that, as anticipated, a smaller
shim is sufficient, with volume 12.4 and (L7, ,%%. ) = (15.0,0.82).

We note that solution of a single optimization problem (for a given set of constraints) requires
solution of roughly 300 partial differential equations and associated sensitivity calculations (at
different parameter values).

m? shlm
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L | Ly | €(%) | Omax | 0% (125) | Vehim(Bl) | Time(s)
0.5]0.5] 5.0 | 6600 6600 12.6 9.4
0.5(0.5] 5.0 |6400 6400 20.9 7.1
0.5]0.5] 0.1 |6400 6400 8.5 7.6
0.5(0.7| 0.1 |6400 6400 8.6 7.5
0.710.7| 0.1 |6400 6400 16.1 9.5
0.710.7| 0.1 [6500 6500 12.4 10.1

Table 7.15: Solution to the assess-optimize problem with evolving (unknown) system characteristics
and varying constraints.
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Chapter 8

Summary and Future Work

8.1 Summary

The main goal of this thesis is to develop reduced-basis methods for problems in elasticity. The
essential components are (7) rapidly convergent global reduced-basis approximations — projection
onto a space Wy spanned by solutions of the governing partial differential equation at N selected
points in parameter space; (ii) a posteriori error estimation — relaxations of the error-residual
equation that provide inexpensive bounds for the error in the outputs of interest; and (i) off-
line/on-line computational procedures — methods which decouple the generation and projection
stages of the approximation process. The operation count for the on-line stage — in which, given
a new parameter value, we calculate the output of interest and associated error bound — depends
only on N (typically very small) and the parametric complexity of the problem; the method is
thus ideally suited for the repeated and rapid evaluations required in the context of parameter
estimation, design, optimization, and real-time control.

Perhaps the biggest challenge in applying reduced-basis output bound methods to problems in
linear elasticity lies in developing rigorous (Method I) and inezpensive a posteriori error estimators.
The need for rigorous output bounds is clear: in many real-world applications, certifiability of
approximations is required so as to rigorously satisfy the prescribed application constraints.

In this thesis, we find that our Method I a posteriori error estimation procedures rely critically
on the existence of a “bound conditioner” — in essence, an operator preconditioner that (i) satis-
fies an additional spectral “bound” requirement, and (ii) admits the reduced-basis off-line/on-line
computational stratagem. This improved understanding of reduced-basis a posteriori error estima-
tion allows us to develop new techniques — in fact, recipes — for constructing the required bound
conditioners.

To investigate the effectivity of these bound conditioner constructions, we first apply them in
Chapter 4 to the problem of heat conduction, and in Chapter 5 to the problem of linear elasticity.
Problems in heat conduction serve as a good test bed for our methods prior to application to
linear elasticity: the Laplace operator is a “simpler version” of the linear elasticity operator. These
theoretical and numerical tests show that our bound conditioners perform remarkably well — we
achieve good effectivities, and therefore sharp output bounds; and enable a better understanding
of the strengths and limitations of each of technique.

Although some of our Method I techniques have been found to be generally applicable, in some
cases — particularly for linear elasticity — the computational cost is still relatively high, and the
implementation difficult. We therefore also develop Method II error estimators — bounds which
are simple and inexpensive, albeit at the loss of complete certainty. Nevertheless, numerical tests
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show that these simple bounds perform quite well.

There are also many applications in which the posibility of unstable equilibria must be con-
sidered. While analytical formulas exist for the critical loads of relatively simple geometries, they
are of limited applicability particularly for more complex structures. However, exact (finite ele-
ment) solution of the partial differential equations governing elastic stability is computationally
too expensive, especially in the “many queries” context of design and optimization. We therefore
consider in Chapter 6 reduced-basis approximation and (Method II) error estimation methods for
the problem of elastic buckling.

Finally, in Chapter 7 we apply our reduced-basis approximation and (Method II) error esti-
mation methods to the structural aspects of the microtruss example put forth in Chapter 1. The
advantages of the reduced-basis method in the “many queries” context of optimization is clear: we
achieve substantial computational economy as compared to conventional finite element solution.

It must be noted that there are still many aspects of reduced-basis methods which must still
be investigated and improved, some of which are briefly discussed in Chapter 2. In this chapter we
present two areas which are related to the methods and problems presented here. First, we consider
the problem of thermoelasticity, important for creating a full (linear) thermo-structural model of
the microtruss example of Chapters 1 and 7. This problem is difficult due to the “propagation”
of the reduced basis error: the temperature, which must also be approximated using reduced-basis
methods, enters the linear elasticity equations as “data.” Second, we consider the Helmholtz or wave
equation, important in nondestructive evaluation, structural health monitoring, and prognosis —
contexts for which our Assess-Predict-Optimize methodology of Chapter 7 is relevant. This problem
is difficult since the operator is no longer coercive. We present initial ideas for these problems in
the following sections.

8.2 Approximately Parametrized Data: Thermoelasticity

In this section we explore the situation in which the parametrized mathematical model is not ex-
act. In particular, we permit error or imprecision in the data that define the linear functionals
in our problem. In the case of thermoelasticity, for instance, this error is introduced by reduced-
basis approximation of the temperature which couples into the linear elasticity equations through
the linear functional. The ideas presented here extend the methods put forth in [38] for approxi-
mately parametrized operators to the simpler case in which the data (or loading) is approximately-
parametrized; we develop these ideas for the particular case of thermoelasticity.

8.2.1 Formulation of the Thermoelasticity Problem

There are many important applications in which the changes in temperature may significantly affect
the deformation of a structure — the multifunctional microtruss structure of Chapters 1 and 7 is
one example, as are sensors and actuators.

When an isotropic body is subjected to a temperature change T from the uniform reference

state temperature, it may develop thermal stresses such that the (linearized) stress-strain relations
[29] become

_ Fay (- =
Gij = — 19501 + Cijkih , (8.1)

where ay is the linear coefficient of thermal expansion, the strains &;; are related to the deformation
u by (5.8), Cjju is the elasticity tensor, and the temperature T' satisfies the partial differential
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equation . )
(AgT,0) = (Fy,0), VUeEYy. (8.2)

Here, Ay: Yy — Y§ and Fy € Y} are given by (3.20) and (3.21), respectively. Note we assume that
&y is constant and the Cjjy; independent of temperature change. Substituting (8.1) into (5.22), we
find that the deformation satisfies the partial differential equation

(A, ) = (F,9)+ (HT,5), VveY, (8.3)

where A: Y — Y’ and F € Y are given by (5.24) and (5.25), respectively, and H is given by

— Edﬂ ov; I
(H,v)_/gl_baszdQ Voev . (8.4)

Upon application of a continuous piecewise-affine transformation from §2 to a fixed (u-independent)
reference domain §2 we obtain from (8.2)

(Ao ()9(1),0) = (Fy(u),v) , Vv e Yy, (8.5)
where Ay: Yy — Yy and Fy € Yy are given by (3.34) and (3.36), respectively; and (8.3)
(A(u(p), v) = (F(p),v) + (H(w)d(n),v) , YveY, (8.6)

where A: Y — Y’ and F € Y’ are given by (5.38) and (5.40), respectively. Here,

(H(u)9(1), v) / By ‘9”%9( ) ) 87)

where

B (1) = TG (et Gy0) ™ (8.8)

We note that H(u) is affinely dependent on the parameter since
H(p)w,v) ZaH (Hlw, v) , (8.9)
where Q3 = d?, and for q(4,5): {1,...,d}> = {1,...,Qxn},

ov;
q Oz,

oG ()= Piy(u) ,  (Hlw,w) = | Swdfd; (8-10)

we recall from Chapters 3 and 5 that Ay (), Fy(u), A(p), and F(u) are also affine in the parameter.

8.2.2 Reduced-Basis Approximation
Temperature Approximation

As before, we sample our design space D to create the parameter sample
S =1, pm} s (8.11)
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we then introduce the reduced-basis approximation space for the temperature
Wi =span{¢m = T(um),m=1,..., M} .
Our reduced-order temperature approximation Tps (1) € W1, then satisfies

(A () The(w),0) = (Fa(u),v),  VoeWh.

Deformation Approximation

We now introduce a “model-truncated” problem: given p € D, we find

8(p) = (L(w),u(p)) ,

where 4(p) € Y satisfies

(A(pw)a(p), v) = (F(w), v) + (H(p)Im(u),v) ,  VveY.

We again sample the parameter space to create
Sh={p1,.-,un};
and introduce the reduced-basis approximation space for the deformation
Wy = span{(, = u(u,),n=1,...,N} .
Our output approximation is then

Sn(p) = (L(p), an(p)) ,

where iy (1) € Wy satisfies

(At (p),v) = (F(p),v) + (H(w)Im(p),v) ,  VveWy.

(8.12)

(8.13)

(8.14)

(8.15)

(8.16)

(8.17)

(8.18)

(8.19)

The offline/online computational procedure to find J9pr(u), an(p), and Sn(u) is similar to that

described in Chapters 3 and 5.

A Priori Theory

In this section, we find an a priori bound for |s(u) —§(p)|. By way of preliminaries, we shall suppose

that any member w of the temperature space Yy may be expressed as

Q
w= E w‘égoq
g=1

where the ¢, are basis functions of Yy, and Q may be quite large. We may then write

Q
O() = Opr(n) =D By(i) g -
g=1
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Note that replacing (8.5) and (8.6) with a “truth approximation” defined over a finite element space
Yy of dimension A (as we do in actual practice) ensures that Q may be presumed finite without
loss of generality; we may, for instance, take Q = N and the (pq to be the finite element nodal
basis functions. (Recall that we assume Yy, is sufficiently rich such that uar, sy, @ar, and 5ps are
indistinguishable from u, s, 4, and §.)

Following [38], we also introduce Q suitably regular open subdomains, D, C Q, 1 < ¢ < Q,
and assume that a given subdomain D, intersects only finitely many other subdomains Dy (as
Q— o0). We next define parameter-independent inner products and norms over Dy, ((+,-))q and
N e = (G, -));/2, respectively. We assume that ||| - |||, is uniformly equivalent to || - || z1(p,) for
all functions in H!(D,) in the sense that the relevant constants may be bounded independent of
w and Q. Tt then follows from our assumptions that there exists a positive finite constant gz —
independent of p and Q — such that

Q
D livlp,lll; < B0l YveY . (8.22)
g=1
We now define
o 1/2
en) = | So8W [ 4] (8.23)
g=1 @
and require that )
Er2(p) <€ (8.24)
for £ € R, independent of p and Q (and preferably small). We next define v, € R, 1 < ¢ < Q, as
H U
swoey R
Yow) = e (8.25)
2
©
(L)
and require that
157 () = max_ y(p) <7, (8.26)
Q qe{1,...,Q} e
for 4 independent of .
We can now show that
I5(1) = 5(1)] < IILlly+ (cl inf [a(s) — onlly + Gz p & &) , VpeDH (8.27)
uNEWER

where C7 and C3 depend only on coercivity and continuity constants.

To prove (8.27), we first introduce e(u) = u(pu) —an (1), and further define é(u) = a(p) —an(p),

159



and é(p) = u(p) — a(u), such that e(u) =

|s(e) — 8N ()]

by the triangle inequality.

(L(u), e(u)
(L, e(w))

é(u) + €(p). We can thus write

= lle()lly

lle(w)lly

(L,v)
vey [lly

IA

(A

lle(u) + e(lly

LIy (IeGally + He@)lly)

Furthermore, it immediately follows from standard Galerkin theory that

lle(wlly < C1 inf |la(p) —onlly ,
veWpy

where C; depends only on the coercivity and continuity constants associated with A.

To bound ||é(u)||y, we note that

(A(p)é(p),v) = (H(p) (I(w) — Im(p)) ,

Expanding J(u) — I (k)

(A(n)e(u), e(n))

Finally, we have

from which it follows that

, and choosing v = é(u), we obtain

- Z By (1) (M (1) g €(12))
(HWpg &) 1 -
S Zlﬂq( )I H| ( )IDqIHQ H| (N)qunlq
o e Y(| (1) g, V)
1/2 S Bl p, [l
< Bq 3 1‘12
> wi( [ ) (/@/
5 1/2 o ?
< % (ZB?(M)/SOE) (Zl”é(“)bq'”g)
g=1 Q =1
< FEpsllewlly -

CY% < infveY

(A(p)é(p), e(u))

(A(p)v,

v)

lolly

Wy

b

v), VveY.

I &) |, Illq

1/2

(8.28)
(8.29)

(8.30)
(8.31)

(8.32)

(8.33)

(8.34)

(8.35)

(8.36)

(8.37)

(8.38)

(8.39)

(8.40)

(8.41)



where C> = 1/CY.
The bound (8.27) then follows from (8.31), (8.32), and (8.41). Note that we can, in fact, improve

our bound to be quadratic (and not linear) in ||é(x)||y by introduction of the reduced-basis adjoint
techniques described in Chapter 5.

8.2.3 A Posteriori Error Estimation: Method I

We develop here the necessary a posteriori error bounds — a necessity for both efficiency and
reliability.

Preliminaries

As in Chapters 4 and 5, we introduce a symmetric, coercive, continuous bound conditioner C(u): ¥ —
Y’ that satisfies the spectral condition

1§M§p, VveY,VueDH, (8.42)
(C(p)v, v)

for some preferably small constant p € R, as well as the computationally invertibility hypothesis

CHp) = 2iez(w) @(R)C; 1. It then follows from the coercivity of C(x) and our assumptions in

Section 8.2.2 that there exists a bound g (x) which is independent of Q, such that

lelleqlllq Bs()*(C(Wv,v) , YveY . (8.43)

We also introduce a symmetric, coercive, continuous bound conditioner for the thermal problem

Co(p): Yy — Yy that satisfies the (analogous) spectral and computational invertibility conditions.
We then define

A% (1) = (Ro (1), C5 () Ro (1)) (8.44)

where (Ry(p),v) = (Ag(u) (I(u) — Inm(p),v)) for all v € Yy. From the results of Chapters 4 and
5, it follows that the error in the reduced-basis approximation for the temperature in the energy
norm is bounded by A%, (u):

(Ag(p) (I(p) = In (1)), (9(p) — Im(p))) - (8.45)

We next define the operator D as

(Dw, v) Zw /gogdﬂ, Yw,veYy, (8.46)

where the ¢, are the nodal basis functions and wZ,v% the nodal values of w, v, respectively; and

QQ
L3-H?
the eigenvalue A" (u) as

o {Cov,v)
eV (Dv,v) ’

)\LQ Hl( )

min

(8.47)
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Furthermore, we have

Qn

HE
up HWg00) SR )
vey |[[v]pglllg o vey lllvlpgllle
Defining 24, € Y, as
(H*pq,v)

Z, = arg su
ak A e 1Mvlp, Mg

it follows that
((2gksv|D,)) = (HkSOq,W, Vvey,.

‘We then have

vey \ l[v]p,lllq

2 Qn ko o
sup ((H(U)‘an"))> _ (Z 0‘%(#) (H%pq, qk))

= a"()Z%(u) ,

where a(u) € RO and Z, € R9%**Q" are given by

a(k) = [ad() .o ()]

and
thclk' = ((zqk)zqk))lﬂ((zqk” qu’))1/2 .

Finally, we let M. be the maximum eigenvalue of Z,,

and define

max

¢e{1,....Q} /<P2
q 9

Error Bound

Our error estimator for |s(u) — §n(u)| is then given by
An() = IElly (3() +3(w))
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(8.49)

(8.50)

(8.51)

(8.52)

(8.53)

(8.54)

(8.55)

(8.56)

(8.57)

(8.58)

(8.59)



where

_ (L(p),v)
WLy = SUD 2 (), o)1/ (8.60)
§(p) = (CWEW), Eu)'? (8.61)
AL (A2 (@ (Wa(w)
= N ) ' (562
Here E(p) € Y satisfies
(C(WE(n),v) = (H(u) (9(1) = Om(w),v), VveY. (8.63)

Clearly, 6(u) measures the error due to the reduced-basis approximation of @(y), and 6(u) measures
the error due to model truncation — the error due to the reduced-basis approximation of ¥(u) in
the data.

We now show that our estimator Ay () is, in fact, a rigorous upper bound for |s(u) — $n(p)|-
To begin, we note that

(i) = Sl = (L)) (364
(L(1),v) :
< (sp o ) (AU e (8.65)

(L(1), v)
= (5’22 (A(n)v, 0) 172

We next note from the results of Chapters 4 and 5 that

(A(p)e(n), é(w)) < (C(L)E (), E(n)) (8.67)

) (1) 0002 + (A, 20) ) (5.66)

It follows that X
I5() = s )| < HIEHle (800) + (Al)e(u), é) ) (8.68)

it thus remains only to show that (A(u)é(u), (k)2 < 5(u).

We first define E(u) € Y as the solution to

(CWE(u),v) = (H(p) B(k) = Im(n),v), YveY ; (8.69)

it thus follows that ) )
(A(p)e(n), e(m)? < (C(w) E(w), E(u)'/* . (8.70)
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‘We now note that

(CWEW), E(w) = (H(w) (9(w) —9m (1)), E(w)) (8.71)

Q ~

< 3 1yl T2 BNy, (8.72)
= G, Mg
Q 1/2 SqueYM

< Y1660 ([ ) Wl iy 2ol 873
g=1 2 ?

(L)

Q 1/2 3

= ;Iﬂq(u)l(/a )" Il B, 1l (8.74)

Q 1/2 Q 1/2

max 2 2 I 2

< (W) (;ﬂq(u) /Q soq) (;HIE(M DqllL,) (8.75)

< B (u)Ea () By () (C) B (), )/, (8.76)

and therefore : 5 ~
(CWE), E(m)? < 5> (w)ELa (1) A5 (1) - (8.77)

From (8.21) and (8.46) we have

Q 2 2
209 = 36w /¢ (8.78)
= (D@O(1) — Im(), (F(n) — Iar (1)) (8.79)

< (ug ﬁ%) (Ao () (9() — Iar(w)) , (O(k) — Ine ()Y (8:80)

= (52‘53, ﬁ%ﬁ) Ad(h) (8:81)
Aﬂ
- /\2/21‘(151)' (8.82)

min

164



We next note that

2
(hE=w) = max (")’ (8.83)
ge{1,...,.Q}
T q
=  max_ a” (w)Z%(r) (8.84)
qe{1,...,Q} /Q<P§
1 aT(u)ZQaw)) .
=  max_ — a (p)a(p (8.85)
e /(p2< T (ale) )¢ W2
g
T 74
< oT(wa(y) max. max 222 (8.56)
qe{l,...,Q}/ 2 weEROH UV
Pq
Q
< dT(Wa() max  ——NEL, (.87)
qe{l,..‘,Q}/(pZ
q
Q
= a’(na(p)AZ (8.88)
Finally, we have
(AWEp), eu)* < (C(WEW), E(u)'/* (8:89)
/2
P(wAY (A7 (a7 (Wa(w)
o DA )\Lz:l(ql ) (8.90)
= 6(u) - (8.91)
We note that AL-H" and Az can be calculated offline, while A%, (1) and a7 (1) may be calculated

online.

8.3 Noncoercive Problems: The Reduced-Wave (Helmholtz) Equa-
tion

There are many important problems for which the coercivity of A is lost — a representative example
is the Helmholtz, or reduced—wave, equation. For noncoercive problems, well-posedness is now
ensured only by the inf-sup condition. This “weaker” stability condition presents difficulties in both
approximation and error estimation; we shall address the latter in this section. In particular, we
present some preliminary ideas for constructing approximations to the inf-sup parameter 4(u) for
(7) noncoercive problems in general, through application of certain bound conditioner constructions
presented in Chapter 3; and (4¢) the Helmholtz problem in particular, through ...

8.3.1 Abstract Formulation

We again consider a suitably regular (smooth) domain ©Q C R¢, d = 1,2, or 3, and associated
function space Y C (H!(Q))? with associated inner product and norm (-, ")y and || - ||y = (-,- ;,/2,

respectively. We recall that the dual space of Y, Y”, is defined as the set of all linear functionals F’
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such that the dual norm of F, defined as ||F||y/,

(F,v
||F”y1 = sup > s
vey [|v]ly

(8.92)

is bounded.
We then consider the problem: for any p € D*, find s(u) = (L(p), u(p)) where u(u) satisfies

(Ap)u(p),v) = (F(u),v), Yvey, (8.93)
where the operator A(u): Y — Y’ is symmetric, (A(u)w, v) = (A(u)v, w), continuous,
(A(p)w,v) < vallwllyllolly < %llellylllly, YwveY, VueD*, (8.94)

and depends affinely on the parameter

Qa
Ap) =D 0%(pu)A%; (8.95)

g=1

we further assume that F(u) € Y’, L(u) € Y/, and that F, L also depend affinely on the x. In
addition to the primal problem (8.93), we shall again require the dual problem

(A(p)v,¥(p)) = (L(p),v), YveY, (8.96)

where ¥(u) €Y.

In this section, we no longer assume that A(u) is coercive, but instead ensure well-posedness
by the inf-sup stability condition

¢ sup (AW, v)

0<p%< = in ,
4 < Pall) = fnf sup 1 Ty

YV pueDH; (8.97)
Several numerical difficulties arise due to this “weaker” stability condition. The first difficulty is
preservation of the inf-sup stability condition for finite dimensional approximation spaces. Although
in the coercive case restriction to the space Wy actually increases stability, in the noncoercive case
restriction to the space Wy can easily decrease stability: the relevant supremizers may not be
adequately represented. Furthermore, loss of stability can lead to poor approximations — the inf-
sup parameter enters in the denominator of the a priori convergence result (3.92). Nevertheless,
it is posssible to resolve these issues by considering projections other than standard Galerkin, and
“enriched” approximation spaces [26, 43]. The second numerical difficulty — which we shall address
here — is estimation of the inf-sup parameter 84(u), important for certain classes of Method I a

posteriori techniques. Since B4(p) can not typically be deduced analytically, it must therefore be
approximated. To motivate our methods, we first consider an example.

8.3.2 Formulation of the Helmholtz Problem

There are many important applications in which the Helmholtz equation takes a central role —
nondestructive evaluation, structural dynamics, and electromagnetics, for example.

We consider an isotropic body subjected to a harmonic loading such that the harmonic response
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u is governed by the partial differential equation

Viu+w?u=>  inQ, (8.98)

with boundary conditions
u = 0 on I'p (8.99)
%e}l = f on Iy . (8.100)

Furthermore, we assume that the output of interest is a linear functional of the response,

s(u) = (L(p),u(p),  for p={w}eDH. (8.101)

The problem may then be (weakly) formulated as: find s(u) = (L(w), u(p)), where u(p) €€
Y ={ve Hi(2) | v=0o0n I'p} is the solution to

(A(yu(n),v) = (F(u),0),Y v E Y ; (8.102)
for this example,
Ov Ow 9
(A(p)w,v) = 91 97 dQ + w /Q'wv s , (8.103)
and
(F(),0) = / bvdQ + / fodl . (8.104)
Q r
Affine parameter dependence of A(u) is then obtained for Q4 = 2, and
Ov Ow
1 _ 1 —
O'(p) =1, (Aw,v) = ' Bz O s, (8.105)
02%(pn) = w?, (A%w,v) = / wvdS. (8.106)
Q

8.3.3 Reduced-Basis Approximation and Error Estimation

Following [43], we assume that we have the reduced-basis approximations un(p) € Wi and ¥y (p) €
W given by

(A(p) (u(p) — w), v)

un(p) = argwg‘l/‘f/steu‘gv ol , (8.107)
¢N(,U) = arg inf Sup< (H)Ua (d}(/'l’)_w))’ (8108)

weWN yeVy Holly

where Wy and Vi are the appropriate infimizing and supremizing spaces, respectively. Our output
approximation is then

sn(p) = (L(w), un(p)) , (8.109)
and the associated upper and lower bounds are sf, (1) = sy () £ An(p) where

An(p) = ( )IIR"r(u)llwlle“( Wy (8.110)
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and
0 < B (1) < Balw) ;

we assume for the moment that a lower bound 55 (1) can be readily found.

We now show that An(u) is indeed an error bound, that is,

|s(i) —sn ()| < An(p) -

To begin, we define T, w as

(Aww,v)

’

T,w = argsup
g vey  lvlly

it then follows that T}, w satisfies
(Tﬂw) v)y = (A(u)w7v)7 Vvey,

and therefore

IR (lly: = sup {E LY
vey |vlly

=y AW () — un(p)), v)
= up
veY [[v]ly

(A (u(p) — un (@), Tu(u(p) — un (1))
1Ty (u(p) — un()lly

(Tu(u(p) — un(w), Tu(u(p) — un(p)))y
T (u(p) — un(w)lly

= ||Tu(u(w) — un(@)lly -

Furthermore, we have

Bawlp(w) = ¥ (v 1T (4 (1) — ¥ ()lly

< (AWTu($(k) — ¥n (1), (Y1) — ¥ (w)))
= (R (u), Tu( (1) = ¥n (W)
[(R (), (9 () — ¢ (1))

= T (3 (1) — v ())lly

T (1) = o ()l

du v
MHTNWJ(N) — v ()lly

< sup
veY “vHY’

= [RMWIly 1T () — ¥ (W)l

and therefore

(1) — ¥n (1) IR ()ly -

Wiy < g W
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Finally, we have

ls(u) = sn()] = [(AW)(ulp) — un(w)), (k) — ¥n ()] (8.126)
= (R (1), W(1) — ¥ ()] (8.127)

_ R (), () — e ()] -
= @ = om0 = en ()l (8.128)

< sup EWLY iyl (8.120)
2 AT
= IR (Wlly Il () — ¥ ()lly (8.130)
< Ef(u—)nmf(u)ny,l|Rd“<u>t|y' (8.131)
1
8 1 Ol IR s (8.132)

this completes the proof.

Approximation of the Stability Constant: Eigenvalue Interpolation

Since the stability constant G4(x) can not typically be deduced analytically, an approximation —
more precisely, a lower bound — must be calculated. We present here a method for calculating the
requisite lower bound based on the the concave-eigenvalue interpolation methods of Chapter 4.

To begin, we assume that the inner product associated with the function space Y is given by
(w,v)y = (Cw,v) , (8.133)

where C: Y — Y’ is a p-independent, symmetric, continuous, and coercive operator; the associated
norm is then ||v|ly = (Cv,v)!/2. It then follows from (8.114) that

(C(Tuw),v) = (A(ww,v) , VYveY, (8.134)
and therefore T, w = C~'A(u)w. We then note that

(A(p)w, Tuw)2

2 = in .
R & Ao (8159
- i (A(p)w, Tyw) (Tyw, Tyw)y
- w€£’ (w, w)}/ (Tyw, Tyw)y (8.136)
— it (A(u)waAC“lA(M)w) (8.137)
wey (Cv, v)
_ jup LWww) (8.138)
weY  (Cu,v)
where ) )
L(p) = (CAW) Ap) = AWC Ap) - (8.139)

We also note from our assumption of affine parameter dependence (8.95) that £(u) is also affine
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in p since

Qa Qa
Lp) = ( @"(H)Aq> ¢! (Z 9"/(#)«‘”') (8.140)
1

9= g'=1
= (0'(w)’ [Alé-w] + (201 (1)©%(1)) [Alé—lAQ] T (8.141)
——) Y ——
@1 (w) cl ®2(p) £2
+ (2094710%4) [AQ47I¢14%4] 4 (094)? [AQAC"IAQA] (8.142)
—_—

Nrrm— —— -,

v~

QL1 £Qc-1 PR e

Qc
= > dU(u)L?, (8.143)
g=1
where Qr = Q4(Q4 + 1)/2. We now define
Qc
L(g)=) ¢7L (8.144)
g=1

where ¢ € R9¢, L(¢): Y — Y’, and the LI = L7 are symmetric and continuous
(Lfw,v) < yra(w)llwllyllvlly < Aallwllyllvlly, Yw,veY . (8.145)
We may then write

L(®(w)) = L(1) - (8.146)

It then follows that the stability constant 54(u) is related to the eigenvalue problem

(L($)E(9), v) = A($)(CE(),v) (8.147)

In particular,

Ba(p) = A (@(p))?, (8.148)

where \; is the smallest eigenvalue satisfying (8.120). Furthermore, we know from Chapter 4 that
A1 is concave in ¢. We can thus construct a lower bound AYB(®(u)) to A;(®(u)) as the convex
combination of \;(¢¥):

AMP@w) = Y. oAb (8.149)
kET(2(p))
such that the of > 0, and
Y oF =1, (8.150)
kT ($(n))
> ofgk = o) (8.151)
kT (B(1))

The problem of finding the best (largest) convex combination A} _(® (1)) is again a linear program-

ming problem (which may or may not be feasible). Clearly, the choice B5B(1) = (M\[B . (®(n)))Y/?

1 max
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then satisfies (8.111).

The potential difficulty with (8.149) is that the off-line stage may be expensive and also com-
plicated, and relatedly, that there is little a priori guidance (for the ¢* or 7(®(u))). Note in
this noncoercive case the relevant operator yields Qp = O(Qit) coefficients, thus aggravating the
problems already identified in Chapter 4 — negative lower bounds, fine lookup tables, large Q.
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Appendix A

Elementary Affine Geometric
Transformations

We consider the case Q(u), 2 C R9, d = 2; the extension to d = 1 and d = 3 is straightforward.

Stretch

We consider the mapping from Q(u) — Q shown in Figure A-1(a) and A-1(f). The forward and
inverse affine mappings are then given by (here, « is the angle of (1), and the angle of Q2 is 0.)

i T
cw = | BB 1 aw=0, (A1)
L ' ta(p)
[ ti(p) ]
G = h Bl | fWw=0. (A-2)
L . to i

Horizontal Shear

We now consider the mapping from Q(x) — 2 shown in Figure A-1(b) and A-1(f). The forward
and inverse affine mappings are then given by

aw = |1 TE L -, (A3)
O I N (ORL (A9
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Figure A-1: Elementary two-dimensional affine transformations — (a) stretch, (b) horizontal (z1-
direction) shear , (c) vertical (x2-direction) shear, (d) rotation, and (e) translation — between €,
shown in (a)-(e), and 2, shown in (f).
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Vertical Shear

We consider the mapping from Q(u) — € shown in Figure A-1(c) and A-1(f). The forward and
inverse affine mappings are then given by

G = [ _t:ma ) ] 9w =0, (A.5)
e I R (PR (A6)

Rotation

We now consider the mapping from Q(u) — € shown in Figure A-1(d) and A-1(f). The forward
and inverse affine mappings are then given by

cos « sin
G = | xe me ] aw=o, (A7)
_ 'COS —sina
I Il IO (A8)

Translation

We now consider the mapping from Q(x) — € shown in Figure A-1(e) and A-1(f). The forward
and inverse affine mappings are then given by

G = 0, aw=| 2. (49)
N e (A10)
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