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Abstract

Scalable coding techniques can be used to efficiently provide multicast video service and
involve transmitting a single independently coded base layer and one or more depen-
dently coded enhancement layers. Clients can decode the base layer bitstream and none,
some or all of the enhancement layer bitstreams to obtain video quality commensurate
with their available resources. In many scalable coding algorithms, residual coding infor-
mation is the only type of data that is coded in the enhancement layers. However, since
the transmitter has access to the original sequence, it can adaptively select different format
conversion methods for different regions in an intelligent manner. This adaptive format
conversion information can then be transmitted as enhancement data to assist processing
at the decoder. The use of adaptive format conversion has not been studied in detail and
this thesis examines when and how it can be used for scalable video compression.

A new scalable codec is developed in this thesis that can utilize adaptive format
conversion information and/or residual coding information as enhancement data. This
codec was used in various simulations to investigate different aspects of adaptive format
conversion such as the effect of the base layer, a comparison of adaptive format conver-
sion and residual coding, and the use of both adaptive format conversion and residual
coding. The experimental results show adaptive format conversion can provide video
scalability at low enhancement bitrates not possible with residual coding and also assist
residual coding at higher enhancement layer bitrates. This thesis also discusses the appli-
cation of adaptive format conversion to the migration path for digital television. Adap-
tive format conversion is well-suited to the unique problems of the migration path and
can provide initial video scalability as well as assist a future migration path.

Thesis Supervisor: Jae S. Lim
Title: Professor of Electrical Engineering
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Chapter 1

Introduction

1.1 Multicast Video Service

Many video broadcasting applications must provide service to a multicast environment.
In this environment, multiple client types require different types of service, also known
as service levels, due to the variations in bandwidth, processing power and memory re-
sources available to each client type. A video server would like to provide different res-
olutions and/or qualities of the same video sequence to satisfy each client type while
minimizing the cost of reaching the audience. From the video coding point of view, this

cost is the total bandwidth transmitted across the network from the server. There may be
other issues to consider depending on the specific application such as codec complexity.'
However, this thesis will consider these issues to be secondary in the analysis and use the
total transmitted bandwidth as the only measure of cost. Figure 1.1 shows an example
of a multicast environment with three client types. In this example, each client type is
connected to the network by a different communication link (56k modem, cable modem
and LAN (local area network)). Therefore, each client type requires a different type of
video service due to the differences in their connectivity (and available bandwidth) to the
network.

Scalable coding techniques [1] can be used to efficiently achieve multiple levels of
video service and involve transmitting a single independently coded base layer and one
or more dependently coded enhancement layers. Each enhancement layer is dependent
on the base layer as well as the previous enhancement layer(s) and increases the resolution
or the quality of the decoded video compared to the previous layer. Clients can decode the
base layer bitstream and none, some or all of the enhancement layer bitstreams to obtain

1A codec is defined to be an encoder and its corresponding decoder.
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Total
Transmitted
Bandwidth

I
I

Client
56k Type 1

Modem

Cable
Modem

LAN

Figure 1.1: Example of a Multicast Environment. A single video server would like to pro-
vide content to multiple client types that require different service levels. In this example,
the three client types require different video service levels since each client type is con-
nected to the network with a different communication link (56k modem, cable modem
and LAN). One measure of cost is the total bandwidth that must be transmitted across
the network by the server to provide multicast service.
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1.2 Motivation for Thesis

video quality commensurate with their available resources. The multicast environment

shown in Figure 1.1 can be satisfied using a scalable coding scheme with three layers
(a base layer and two enhancement layers) as shown in Figure 1.2. Clients with a 56k
modem would decode only the base layer and receive "good" video quality. The first

enhancement layer could be decoded in addition to the base layer by clients with a cable

modem to receive "better" video quality. LAN clients could decode the base layer and

both enhancement layers to receive the "best" video quality.

1.2 Motivation for Thesis

The efficient coding of information in the enhancement layers of scalable coding schemes

is an active research area. Each enhancement layer in a scalable compression scheme

can increase the resolution or quality of the decoded video. Consider a scalable coding

scheme where each enhancement layer increases the resolution of the decoded video. The

additional resolution of enhancement layers is first provided by a format conversion of

a previously decoded lower resolution format to a higher resolution format. The resid-

ual is defined to be the difference between this sequence and the original high resolution

sequence. This "error" signal is often coded and added to the decoded sequence to im-
prove its quality. Therefore, there are two types of information that can be utilized in a

scalable coding scheme: residual coding and adaptiveformat conversion. Residual coding is

well understood and used in many scalable coding algorithms such as the spatial scala-
bility profiles in the MPEG-2 and MPEG-4 multimedia coding standards. [2,3,4] The use
of adaptive format conversion as enhancement data is not as well studied and often over-
looked since many scalable coding schemes use a fixed method of format conversion for
the entire video sequence and only utilize residual coding information for enhancement

data. However, since the transmitter has access to the original high resolution sequence,
it can adaptively select different format conversion methods for different regions in an

intelligent manner. This will often result in much better performance than nonadaptive
format conversion since one format conversion method usually does not work well for the
entire sequence. [5, 6] The fundamental motivation for this thesis is to determine when
and how adaptive format conversion can be used to improve scalable video compression.
The main motivation of this thesis is quite general. Thus, the remainder of this section
will highlight specific aspects of adaptive format conversion that need further investiga-

-21-
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"Good"
Client Video

56k Type I Quality
Mode

Cable
Modem v"Better"

Video
................... - u l tQuality

LAN -"Best"
-y.. 3 Video

Quality
N Base Layer Bitstream

- - - - Enhancement Layer #1 Bitstream
............------. + Enhancement Layer #2 Bitstream

Figure 1.2: An Example of Scalable Coding to Achieve Multiple Levels of Video Service.
A three layer scalable coding scheme which satisfies the multicast environment shown
in Figure 1.1. Clients with a 56k modem would decode only the base layer and receive
"good" video quality. The first enhancement layer could be decoded in addition to the
base layer by clients with a cable modem to receive "better" video quality. LAN clients
could decode the base layer and both enhancement layers to receive the "best" video
quality.
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tion to better understand its applicability to video scalability. This overview will provide

both motivation and direction for the research of this thesis.

1.2.1 Effect of the Base Layer on Adaptive Format Conversion

The concept of adaptive format conversion has not been studied in detail and therefore

is not well understood. Sunshine [7, 8] performed a set of experiments investigating a

special case of the general adaptive format conversion system: adaptive deinterlacing for

a two service level system. In this system, the base layer was interlaced video and the

enhancement layer was progressive video of the same spatial resolution. The main con-

clusion from his thesis was adaptive deinterlacing can provide a significant improvement

in decoded video quality with the transmission of a small amount of enhancement data.

A major issue in those simulation results was that the base layer was not coded. This

issue has a significant impact on the experimental results and introduces the first motive

for this thesis:

Motive #1: What is the effect of base layer coding on adaptive format conversion?

The quality of the base layer is important because any enhancement layer in a

scalable coding scheme is dependent on the base layer (as well as previous enhancement

layers). Compression of the base layer will introduce distortion in the base layer and

this distortion will propagate to the dependent enhancement layers. The lack of base

layer coding in the simulations of Sunshine significantly affects the simulation results

because this allows the deinterlacing methods to utilize "perfect information" from the

remaining fields to recover the missing fields. Therefore, these results can be considered

empirical upper bounds on the performance for adaptive format conversion. While the

establishment of upper bounds is important and suggests the potential of adaptive format

conversion, it is not clear how these compression gains will be affected by coding of the

base layer. In fact, there may be insignificant or no compression gain when the base

layer is coded at certain qualities. Therefore, the coding efficiency of adaptive format

conversion should be reexamined with coding of the base layer. Since compression of the

base layer is required in any realistic implementation, this issue must be investigated to

ascertain the practicality of adaptive format conversion.

-23-
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1.2.2 Comparison of Adaptive Format Conversion and Residual Cod-

ing

Most scalable coding schemes utilize a fixed method of format conversion for the entire
video sequence and residual coding is the only type of enhancement data that is trans-
mitted. Parameters representing adaptive format conversion can be conceptualized as a
different type of enhancement data. This suggests the second motive for this thesis:

Motive #2: How does adaptive format conversion compare to residual coding?

One of the differences between the two types of enhancement information is the
different amounts of bandwidth that are required for their use. One characteristic of adap-
tive format conversion is that a smaller number of parameters are often needed for coding
a region using adaptive format conversion compared to residual coding. This is because
the format conversion method is transmitted in adaptive format conversion compared to
a group of quantized coefficients in residual coding. This enables adaptive format conver-
sion to provide video scalability at low enhancement bitrates that are often not possible
with residual coding, even with the coarsest quantizer.

Adaptive format conversion and residual coding also have different distortion
ranges that they can achieve. The different methods used in adaptive format conver-
sion will have a limit in the degradation that they can reduce. Residual coding does not
have this limitation and can recover (practically) all of the video detail, albeit this may
require use of a very fine quantizer which will result in extremely high enhancement
layer bitrates. The different achievable bandwidths and distortions for adaptive format
conversion and residual coding should be examined further and suggest experiments to
compare a coding scheme using only adaptive format conversion with another scheme
using only residual coding (after use of a fixed method of format conversion for the entire
sequence).

1.2.3 Use of Both Adaptive Format Conversion and Residual Coding

Note that adaptive format conversion and residual coding can be conceptualized as dif-
ferent types of enhancement information, but one does not need to choose between them

-24 -



1.2 Motivation for Thesis

and can incorporate both types of enhancement information in a scalable compression
scheme. This leads to the third motive for this thesis:

Motive #3: Is the joint use of adaptive format conversion and residual coding more
efficient than residual coding alone?

Since adaptive format conversion can be used before residual coding, it is interest-
ing to determine whether compression gains can be achieved by adding adaptive format
conversion to the "standard" residual coder that most scalable coding algorithms use.
That is, comparison of a residual coder that has a fixed method of format conversion to
a coder that utilizes both adaptive format conversion and residual coding. This would
determine whether adaptive format conversion will improve video scalability at other
bitrates besides the low enhancement bitrates not achievable using only residual coding.
If inclusion of adaptive format conversion to a residual coder improves performance at
higher enhancement rates, this suggests that adaptive format conversion should be in-
cluded in all scalable coding schemes to improve coding efficiency. If inclusion of adap-
tive format conversion does not significantly improve coding efficiency at all enhance-
ment rates, it would be important to know the bandwidth ranges where it is inefficient.

1.2.4 Application of Adaptive Format Conversion to the Migration Path

As discussed above, adaptive format conversion has some interesting properties to study
for research purposes, but it is also important to consider its practical significance. One
important application where adaptive format conversion may have significant impact is
the migration path for digital television [7,9] and this provides the fourth motive for this
thesis:

Motive #4: How can adaptive format conversion be applied to the migration path for
digital television?

The United States digital television standard has recently been established and pro-
vides many substantial improvements over its analog counterpart. However, the stan-
dard has significant limitations on the transmittable video formats and the need to mi-
grate to higher resolutions in the future has already been recognized. The concept of a

-25-
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migration path concerns the transition to resolutions beyond the current standard in a

backward-compatible manner. The bandwidth for any enhancement layer is expected to

be low in the near future which discourages residual coding, but suggests the use of adap-

tive format conversion for the migration path. It is unclear whether and when enough ad-

ditional bandwidth will be allocated to enhancement layers to support residual coding,

so the use of adaptive format conversion may be very important for video scalability. If

more bandwidth were to become available to support residual coding, it is also important

to determine the future role of adaptive format conversion in the migration path.

1.2.5 Summary of Motives

To summarize, the fundamental motive and the four secondary motives of this thesis are

listed below. In this work, a number of general results on adaptive format conversion will

be discussed that can be utilized in many different scenarios and one specific application

(the migration path of digital television) will be investigated in detail.

Fundamental Motive:

* When and how can adaptive format conversion be used to improve scalable video

compression?

Secondary Motives:

1. What is the effect of base layer coding on adaptive format conversion?

2. How does adaptive format conversion compare to residual coding?

3. Is the joint use of adaptive format conversion and residual coding more efficient

than residual coding alone?

4. How can adaptive format conversion be applied to the migration path for digital

television?

-26-



1.3 Thesis Overview

1.3 Thesis Overview

Chapter 2 will provide an overview of video coding for multicast environments. Section

2.1 will define video processing terminology that will be used throughout this thesis. Top-

ics that will be discussed include resolution formats, lossy video compression and MPEG
history and structure. Single layer coding will be discussed in Section 2.2 since many of

the same concepts are also applicable to video coding for multiple layers. A review of

multicast video coding techniques in Section 2.3 will provide the main background for

this thesis. Simulcast and scalable coding can both be used for multicast video coding,

but the focus of this thesis will be on scalable coding since it usually provides higher

coding efficiency (with the tradeoff of higher codec complexity).

The information to be coded in the enhancement layers of a scalable coding scheme

is an active research area and is introduced in Chapter 3. Section 3.1 introduces the con-

cept of adaptive format conversion information as another type of enhancement data be-

sides residual coding which is well known and the only type of enhancement data in

many scalable video compression schemes. A review of previous research on adaptive

format conversion is presented in Section 3.2. This review will both suggest the potential

benefit of adaptive format conversion and illustrate the need to further investigate when

and how this concept can be used to improve scalable video compression. An implemen-

tation of an adaptive format conversion system is described in Section 3.3. Section 3.4

discusses the algorithms used for parameter selection in the implementation.

The implementation described in Chapter 3 is used to perform different simula-

tions and the experimental results of these simulations are presented in Chapter 4. Section

4.1 explicitly formulates the scalable video coding problem to be investigated. The results
of an experiment with an uncoded base layer are shown in Section 4.2. This experiment

will demonstrate both the potential of adaptive format conversion and the advantages of

adapting the block size for adaptive format conversion. The next three sections of Chapter

4 address the first three motives of this thesis. The effect of base layer coding on adaptive

format conversion is examined in Section 4.3. Section 4.4 compares adaptive format con-
version to residual coding. The use of both types of enhancement data for scalable coding

is investigated in Section 4.5.

The last motive of this thesis, the application of adaptive format conversion to the
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digital television migration path, is examined in Chapter 5. Section 5.1 reviews the U.S.
digital television standard and introduces the future need to migrate to higher resolution
formats beyond the current standard in a backward-compatible manner. This problem is
referred to as the migration path problem and is discussed in Section 5.2. Scalable coding
can be used to satisfy the backward-compatibility constraint of the migration path but
an additional constraint is the limited amount of bandwidth available to support the en-
hancement layer. The limited bandwidth discourages residual coding and suggest that
adaptive format conversion may be an alternative solution. The application of adaptive
format conversion to the migration path problem is discussed in Section 5.3. This section
will discuss both the immediate applicability of adaptive format conversion as well as

its future role when (and if) more bandwidth becomes available to also support residual
coding. Section 5.4 discusses how adaptive format conversion can also be used as en-

hancement data in a scalable coding scheme for other environments such as cable and
satellite as well as other resolutions besides high-definition television.

Chapter 6 summarizes the results of this thesis and describes some future research
directions.
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Chapter 2

Video Coding for Multicast Environments

This chapter will begin by defining video processing terminology that will be utilized
throughout this thesis. Topics to be discussed include resolution formats, lossy video
compression and the history and structure of MPEG video coding. A brief review of sin-
gle layer coding, also known as nonscalable coding, will be provided since many aspects
of single layer coding are also applicable when coding video for multicast environments.
Multicast video coding approaches can be divided into two types: simulcast coding and
scalable coding. Simulcast coding involves coding each representation independently
while scalable coding utilizes a single independently coded base layer with other depen-
dent enhancement layers. Scalable coding requires higher codec complexity, but it usually
has a higher coding efficiency since enhancement layers can reuse some of the information
from previous layers. Since this thesis will approach the multicast video coding problem
from the video coding point of view, the emphasis of this thesis will be on scalable cod-
ing and different types of scalability can be achieved such as quality scalability, temporal
scalability and spatial scalability.

2.1 Video Processing Terminology

2.1.1 Resolution Formats

The videoformat specifies the spatial and temporal resolution of a video sequence. A spa-
tial resolution of C x D represents C lines of vertical resolution with D pixels of horizontal
resolution. The temporal resolution of a sequence is defined relative to its scan mode.
The scan mode for a video format is the order in which the pixels of a video sequence are
raster scanned. There are two different scan modes used in video processing: progressive
scanning and interlaced scanning (Figure 2.1).
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Progressive Scanning

Frame l Frame 2

Interlaced Scanning

e 0

000

Field 2

Figure 2.1: Progressive Scanning and Interlaced Scanning. The solid lines represent all
the even lines in a frame and the dotted lines represent all the odd lines in a frame. In
progressive scanning, every horizontal line in a frame is scanned sequentially from top
to bottom. In interlaced scanning, every other horizontal line in a frame is scanned, alter-
nating between the even field (all the even lines) in one frame, the odd field (all the odd
lines) in the next frame, the even field in the subsequent frame, etc.
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2.1 Video Processing Terminology

Progressive scanning (PS) is the process of scanning every line, one at a time from
left to right and top to bottom in each frame. This is the dominant raster scan used in
computer monitors and other high-resolution display devices. Since every pixel in ev-
ery frame is scanned, this mode will have high spatial resolution and low flicker. The
temporal resolution for progressive scanned video is expressed in frames per second
(frames/sec).

Interlaced scanning (IS) is an attempt to achieve a tradeoff between spatial-temporal
resolution and bandwidth by scanning every other horizontal line in a frame from top
to bottom and alternating between the even lines and the odd lines for each frame.1 A
field is defined to be all the lines scanned by interlaced scanning in a single frame. By
alternating between the evenfield (the field composed of all the even lines) and the oddfield

(the field composed of all the odd lines) for each frame, only half of the pixels in every
frame are raster scanned in interlaced scanning compared to progressive scanning. This
vertical-temporal tradeoff allows slow-moving objects to be perceived at a high spatial
resolution. Fast-moving objects are perceived at a high temporal rate, but with half the
vertical resolution. The temporal resolution for interlaced scanned video is expressed in
fields per second (fields/sec).

Interlaced scanning was first introduced in the analog NTSC standard [10] in an
attempt to maximize spatial and temporal resolution while minimizing bandwidth. The
vertical-temporal tradeoff of interlaced scanning results in artifacts such as interline flicker,
but interlaced scanning artifacts are often overlooked by the human visual system since
the eye is not sensitive to the spatial details of fast moving objects. The majority of pro-
duction and display equipment is currently interlaced due to the analog NTSC standard.
Therefore, in spite of the well known artifacts of interlaced scanning, many groups sup-
port interlaced video due to economic factors.

2.1.2 Video Compression

All compression algorithms can be classified into two categories: lossless and lossy. Loss-
less compression involves reducing the bitrate required to represent the material without

'This thesis will use the common convention that the first line is numbered 0 and considered an even
line, the second line is numbered 1 and considered an odd line, etc.
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any reduction in the information. As one would expect, the bitrate reduction from lossless

compression is often limited. Examples of lossless compression include Lempel-Ziv cod-

ing [11, 12] and Run-Length Encoding. Lossy compression can include some information

reduction which enables a much higher reduction in the bitrate representation than loss-

less compression. In addition, the reduction in decoded quality can often be undetectable

or minor when insignificant details are removed by the lossy compression.

A video sequence usually occupies a vast amount of bandwidth, making it im-

practical for most applications to transmit and/or store sequences without any compres-

sion. Lossless compression can be utilized, however the resulting bitstreams are often still

much larger than the available bandwidth or storage capacity. In addition, certain visual

characteristics can be exploited to minimize the perceptual loss of quality with lossy com-

pression, therefore, almost all video transmission and storage applications utilize lossy

compression. The use of any lossy compression requires that a measure of the decoded

video quality be established to ascertain the tradeoff between quality and bandwidth.

This thesis will use the Peak Signal-to-Noise Ratio (PSNR) as a quantitative measure of

the decoded video quality where PSNR is defined as

PSNR = 10 log1 0 (5) (2.1)
(MS E

and expressed in decibels (dB). The Mean Square Error (MSE) is defined to be the aver-

age squared difference between the luminance components of the original and decoded

video. Note that the quantitative measure of PSNR may not exactly correspond to the per-

ceived quality of the human visual system. The lack of a "standard" measure is a common

problem in many image and video processing studies. Therefore, one may consider these

experiments (as well as any experimental results which use a quantitative measure for

the human visual system) as an approximation to the results that would be perceived by

human viewers. Nevertheless, the use of PSNR as a quantitative measure of quality is a

common practice in the video processing field and has been found to be a sufficient mea-

sure for many studies. In addition, similar experiments can easily be performed using a

different quantitative criteria if so desired.
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2.1.3 MPEG History

Considerable research has been performed on the efficient digital representation of video
signals over the past 25 years. This technology has resulted in products for a wide range of
applications such as digital video discs (DVDs), digital television/high definition televi-
sion and video over the Internet. The need for international compression standards arose
to meet the increased commercial interest in video communications. A very popular set
of standards was developed by the Moving Pictures Experts Group (MPEG). MPEG is
the working group ISO/IEC JTC 1/SC 29/WG 11 within the International Organization
for Standardization (ISO) and the International Electrotechnical Commission (IEC). This
group has been developing coding standards for digital audio and digital video since
1988. Their efforts have led to three multimedia standards: MPEG-1 (formally referred
to as ISO/IEC 11172), MPEG-2 (formally referred to as ISO/IEC 13818) and MPEG-4 (for-
mally referred to as ISO/IEC 14496).2

While there are many differences between the three standards, the most distin-
guishing characteristics between them involve the intended bitrates and applications.
MPEG-1 [13, 14] is intended for intermediate bitrate applications (on the order of 1.5
Mbits/sec) such as storage on a CD-ROM. MPEG-2 [2, 3] is intended for higher bitrate
applications (10 Mbits/sec or more) such as television broadcasting (cable, satellite and
terrestrial). MPEG-2 also provides syntax for both interlaced video signals and scalable
video signals. These capabilities were nonexistent in MPEG-1 which was limited to non-
scalable progressive (noninterlaced) video pictures. MPEG-4 [4, 15] was originally in-
tended for very low bitrate applications (about 64 kbits/sec) such as video telephony. Its
focus has changed over time to include much more than very high compression. One new
aspect of MPEG-4 is the capability to compress arbitrarily shaped video objects. This was
not possible in the earlier two standards which were limited to rectangular shaped video.
The compression of video objects (instead of pictures) introduces many new functionali-
ties such as content-based manipulation, scalability and editing.

2 A fourth standard (MPEG-7) is currently being developed by MPEG and is intended for video indexing
and browsing.
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2.1.4 MPEG Structure Nomenclature

The three existing MPEG standards use the same basic structure to define the different

layers of a video sequence. This thesis will utilize the MPEG structure nomenclature

which is well known in the video processing research field. The MPEG standard defines

many layers and the definition of these layers are useful for ease of discussion in the

remainder of this thesis. The outermost layer is the video sequence layer which consists

of a set of individual pictures occurring at fixed time increments. Since a sequence may

be composed of many different scenes, subsets of the video sequence are often grouped

together for compression. A subset of pictures is referred to as a group of pictures (GOP).

In a closed GOP, the pictures are predicted only from other pictures in the GOP. In an open

GOP, pictures may also be predicted from pictures not in the GOP. The closed definition is

commonly assumed with the GOP terminology. This thesis will follow this convention,

therefore every GOP will implicitly be closed.

Each picture in the sequence is the same size and is composed of three components

to represent the color. There are many ways to represent color with three components.

This thesis will discuss two approaches: the RGB component system and the YUV com-

ponent system. The RGB system is a common system for representing colored pictures

and consists of additive Red, Green and Blue components. This component system is

typically used by video capture and display devices since the additive color components

are simple to capture and generate with the appropriate color specific filters. The YUV

system is a different component system which separates the luminance and chrominance

components of a picture. The Y component represents the luminance, the brightness of a

picture. The U and V components represent the chrominance, the hue and saturation of a

picture. The RGB and YUV color spaces are related by the following matrix equation:

Y 0.2990 0.5870 0.1140 R

U -0.1687 0.3313 0.5000 G (2.2)

V 0.5000 0.4187 0.0813 B

The main advantage of the YUV component system is that the luminance and

chrominance are separated and can be processed independently. The human visual sys-

tem is sensitive to high frequency luminance components, but insensitive to high fre-

quency chrominance components. This characteristic can be exploited by subsampling
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the chrominance component pictures and is the reasoning behind the use of the YUV
component system for transmission and storage to reduce the bandwidth required to rep-
resent a video sequence.

Each component of a picture is a two-dimensional (2-D) array of pixels that may not
have the same resolution as the composite picture. MPEG defines three different chromi-
nance formats: 4:4:4, 4:2:2 and 4:2:0. The 4:4:4 format does not involve any chrominance
subsampling, so each component is the same resolution as the composite picture. In the
4:2:2 and 4:2:0 formats, the luminance component has the same dimensions as the com-
posite picture, but the chrominance components are subsampled. The chrominance com-
ponents in the 4:2:2 format have the same number of rows as the luminance component,
but the columns are subsampled by two. The chrominance components in the 4:2:0 format
have both the rows and columns subsampled by two compared to the luminance compo-
nent. Thus, video in the 4:2:2 and 4:2:0 formats have 67% and 50% of the pixels as video
in the 4:4:4 format. Figure 2.2 illustrates an example of how chrominance subsampling
can be used to save bandwidth for video transmission.

The next two layers of a video sequence are the slice and macroblock layers. These
layers are necessary since a picture usually does not have stationary characteristics across
the whole scene. This suggests subdividing a picture to exploit local stationarity and
many video compression algorithms including the MPEG compression standard utilize
macroblocks. Macroblocks are the standard building blocks of MPEG pictures and are de-
fined to be a 16x16 array from the luminance component along with the corresponding
arrays from the chrominance components. Macroblocks are nonoverlapping and num-
bered in raster scan order. A slice is defined to be a contiguous sequence of macroblocks
in raster scan order. A block is defined as a single 8 x 8 array in any component image.
Therefore, a macroblock from a picture with the 4:2:0 chrominance format consists of four
8 x 8 blocks from the luminance component and one 8 x 8 block from each of the chromi-
nance components (Figure 2.3).

The definition of the many layers (video sequence, group of pictures, picture, mac-
roblock, block) in a MPEG system allows a great deal of flexibility for defining and chang-
ing coding parameters.
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Figure 2.2: Chrominance Subsampling to Save Transmission Bandwidth. A camera cap-
tures video in the RGB format and sends it to the transmitter which converts it to the
4:2:0 YUV format. The 4:2:0 YUV video is transmitted across a channel and the receiver
converts it back to the RGB format after reception. The RGB video is then sent to a dis-

play device. Transmission of 4:2:0 YUV video requires half the bandwidth compared to
transmission of the original RGB video.
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Figure 2.3: A MPEG Macroblock. The macroblock of a picture with the 4:2:0 chrominance
format consists of four 8 x 8 blocks from the luminance component and one 8 x 8 block
from each of the chrominance components.
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2.2 Single Layer Coding

The focus of this thesis is on multicast video coding, the coding of a single video se-

quence at more than one resolution format and/or quality. Before reviewing multicast

coding techniques, it is instructive to briefly review some basic concepts in single layer

coding since many of the concepts are also applicable when coding for multiple layers.
To illustrate the relation between single layer coding and multicast coding, consider the

development of the multicast coding techniques in the MPEG standards. The first MPEG
standard, MPEG-1, specifies syntax only for nonscalable (single layer) coding. The scal-

able tools in MPEG-2 and MPEG-4 are essentially extensions of the basic single layer cod-

ing principles established in MPEG-1. MPEG single layer coding exploits two forms of

redundancy inherent in any video sequence: spatial redundancy and temporal redundancy.

Many methods have been proposed to efficiently compress images and video se-

quences by exploiting the inherent spatial redundancy. The most popular has been the

use of the discrete cosine transform (DCT) on nonoverlapping macroblocks. The energy

compaction properties of the DCT are widely known [16] and an additional benefit is that

many fast, low-cost implementations have been developed, making DCT-based compres-

sion algorithms very popular for hardware implementations.

The DCT is applied on each block transforming the intensities to frequency co-

efficients. These coefficients are then quantized and transmitted instead of transmitting

the original image intensities. The result of quantization is that some coefficients are rep-

resented with less precision and therefore occupy less bandwidth. Each coefficient is

quantized by dividing it by a nonzero positive integer called a quantizer and the quotient

is rounded to the nearest integer. The rounded quotient, known as the quantized coef-

ficient, is transmitted and can be used (with the value of the quantizer) to reconstruct

an approximation to the original coefficient value. In addition to the energy compaction

property of the DCT, the human visual system is more sensitive to lower frequencies, so

low frequency components are quantized more finely than high frequency components.

This is done by using frequency dependent quantizers with larger quantization values for

higher frequencies so they are represented more coarsely than lower frequencies. Pictures

where every macroblock is encoded in this manner are referred to as intra-coded pictures

or I-pictures.
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Temporal redundancy of a video sequence can be exploited by applying motion

compensation. This is performed at the macroblock level to predict a macroblock in

the current picture from adjacent pictures. The MPEG compression standard allows two

types of motion compensation to occur: predictive-coded pictures (P-pictures) and bidi-

rectionally predictive-coded pictures (B-pictures). P-pictures are coded with respect to a

previous I-picture or P-picture and therefore may involve the transmission of up to one

motion vector per macroblock. Note that the use of predictive coding is optional and

not required for each macroblock. Thus, an encoder may choose to encode certain mac-

roblocks in a P-picture without any prediction. B-pictures are coded with respect to one

previous and one future I-picture or P-picture and therefore may involve transmission of

up to two motion vectors per macroblock. Similar to P-pictures, the use of bidirectional

predictive coding is optional, therefore an encoder may choose to encode macroblocks in a

B-picture without any prediction, using predictive coding or using bidirectional predictive

coding. Also note that motion compensation is never performed using another B-picture

as the reference picture. Any pictures that use motion compensation are referred to as

inter-coded pictures.

Motion compensation in inter-coded pictures is applied to obtain an estimate for

the macroblock to be coded. The difference between the desired macroblock and its es-

timate is called the residual. The residual is encoded by applying the DCT operation fol-

lowed by quantization and transmission of the quantized coefficients in a manner similar
to macroblocks in intra-coded pictures. The decoded residual can then be used at the

decoder along with the appropriate motion vectors to reconstruct the macroblock. The

use of motion compensation is optional for every macroblock in an inter-coded picture.

Macroblocks that do not use motion compensation are coded in the same manner as those
in intra-code pictures. Figure 2.4 shows a high-level diagram of a MPEG codec.

The MPEG parameters M and N define the picture structure. The parameter M

defines the number of pictures between I-pictures and P-pictures. The parameter N de-

fines the number of pictures in a GOP. The use of closed GOPs means that N can also be

interpreted as the number of pictures between consecutive I-pictures. Figure 2.5 shows

the MPEG picture structure with M = 3 and N = 6. The arrows in the figure indicate the
reference pictures that are used for motion compensation in the inter-coded pictures.
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Figure 2.4: High-Level Diagram of MPEG Codec. The input to the encoder are the mac-

roblocks of the original video sequence. A forward DCT (FDCT) is applied to the original

macroblock or the residual depending on whether the macroblock is to be intra-coded or

inter-coded, respectively. The DCT coefficients are then quantized (Q) and transmitted as

part of the bitstream. The encoder mimics the decoder to provide its own version of the

reconstructed macroblocks for inter-coded macroblocks. The decoder dequantizes (Q-)

the quantized coefficients and then applies an inverse DCT (IDCT) to obtain the recon-

structed macroblock. This macroblock is then stored for possible future use in motion

compensation (INTER?). The decoder simply inverts the operations of the encoder.
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Figure 2.5: MPEG Picture Structure With M = 3 and N = 6. The arrows indicate the pic-
tures that predictive and bidirectionally predictive motion compensation can reference.
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2.3 Review of Multicast Video Coding Techniques

Many video applications are designed for single layer coding and decoding, the transmis-
sion and reception of video at a single resolution format. However, it may be desirable to
have the capability to receive a video sequence at different formats and/or qualities com-
mensurate with the available bandwidth, processing power and/or memory resources
of the receiver. [17, 18, 19] Coding techniques to transmit and receive video at different
formats and/or qualities are classified into two categories: scalable coding and simulcast
coding (Figure 2.6). Scalable coding is the process of encoding video into an independent
base layer and one or more dependent layers, commonly termed enhancement layers. This
allows some decoders to decode the base layer to receive basic video and other decoders
to decode enhancement layers in addition to the base layer to achieve higher temporal
resolution, spatial resolution and/or video quality. [20, 21, 22] Note that additional re-
ceiver complexity beyond single layer decoding is required for scalable decoding. Simul-
cast coding involves coding each representation independently and is usually less efficient
than scalable coding [23] since similar information in another bitstream is not exploited.
The bitstreams are decoded independently, therefore, unlike scalable coding, additional
decoder complexity beyond single layer capability is not required for simulcast decoding.

2.3.1 Simulcast Coding

One method to transmit video at multiple resolutions and/or qualities is simulcast cod-

ing. Figure 2.7 shows simulcast coding with two bitstreams. This involves coding each
representation independently and multiplexing the coded bitstreams together for trans-
mission. The demultiplexed bitstreams are decoded independently at the receiver exactly
as in the single layer coding case. Therefore, no additional decoder complexity beyond
single layer capabilities is required to decode any video sequence when utilizing simul-
cast coding. This may be important for some commercial applications since additional
decoder complexity often increases the cost of receivers.
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Figure 2.6: Scalable Coding and Simulcast Coding. Examples of scalable coding and

simulcast coding for three layers or levels of service. Scalable coding has one indepen-

dently coded base layer with two enhancement layers that are dependent on the base

layer. (Note that decoding of Enhancement Layer 2 is also dependent on Enhancement

Layer 1.) All of the layers in simulcast coding are independently coded.
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Figure 2.7: Simulcast Coding For Two Bitstreams. Both video sequences are coded and
decoded independently as in the single layer coding case.
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2.3.2 Scalable Coding

The second method to transmit video at multiple resolutions and/or qualities is scalable

coding. In general, scalable coding can involve multiple layers or levels of service, how-

ever, this thesis will focus on the two layer service system. Results obtained with two

service levels will be applicable to scalable systems with more levels. The use of two

layers allows the unambiguous definition of the base layer as the independently coded

layer and the enhancement layer as the dependently coded layer. Figure 2.8 shows scalable

coding with two bitstreams. The encoding and decoding of the base layer video operates

in the same manner as single layer coding. Enhancement layers are constructed with a

midprocessor which effectively mimics a standard decoder and then uses the decoded

information for prediction in the enhancement layer.

Scalable coding is usually, but not always, more efficient than simulcast coding [23]

at the expense of additional complexity. The additional complexity required by scalable

coding during encoding and decoding is an important issue since it would increase the

cost of both transmitters and receivers. This issue may be important for many applica-

tions. This thesis will adopt the video coding perspective and ignore the cost of codec

complexity in its analysis.

There are three types of scalable coding: quality scalability, temporal scalability and

spatial scalability that increase the picture quality, temporal resolution and spatial reso-

lution, respectively, of the decoded video when an enhancement layer is utilized. The

first MPEG standard to define syntax for scalable video was MPEG-2. The main com-

mercial applications that MPEG-2 targeted were digital video disks and digital television,

applications where the additional functionality of scalability is often not utilized. Thus,

there has been limited commercial interest in MPEG-2 scalable coding in the past. How-

ever, new applications such as streaming video could greatly benefit from scalability and

have sparked interest in scalable coding. In addition to scalability at the frame level, the

recently completed multimedia standard MPEG-4 (Version 1) also defines syntax for scal-

ability of arbitrary shaped objects. This is an interesting new area, however, for simplicity

this thesis will only deal with frame based scalability. Each of the scalable coding types

will be briefly reviewed in the following text.
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Figure 2.8: Scalable Coding For Two Bitstreams. The base layer is coded and decoded
independently as in the single layer coding case. The coding and decoding of the en-
hancement layer is dependent on the base layer since midprocessors at both the encoder
and decoder utilize the base layer to assist coding of the enhancement layer.
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2.3.2.1 Quality Scalability

Quality scalability permits an increase in the picture quality by using enhancement layers
in addition to the base layer. Figure 2.9 shows quality scalability with two layers. Basic

video is obtained by decoding only the independent base layer, which would be done in

the same manner as in the non-scalable, single layer case. Decoding of the dependent

enhancement layer gives higher quality video with the same spatial and temporal reso-

lution. Quality scalability was implemented in MPEG-2 with the SNR Scalability profile.

Another form of quality scalability called Fine Granular Scalability (FGS) is currently be-

ing evaluated for inclusion in MPEG-4. [24]

2.3.2.2 Temporal Scalability

Temporal scalability permits an increase in the temporal resolution by using enhance-
ment layers in addition to the base layer. Figure 2.10 shows temporal scalable coding
with two layers. Basic video is obtained by decoding only the independent base layer,
which would be done in the same manner as in the non-scalable, single layer case. In this
example, use of the dependent enhancement layer gives video with three times the tem-
poral resolution of the basic video. The same spatial resolution is obtained whether or not
the enhancement layer is decoded. A frame in the enhancement layer can utilize motion

compensated prediction from the previous or next frame in the display order belonging
to the base layer as well as the most recently decoded frame in the same layer.

2.3.2.3 Spatial Scalability

Spatial scalability permits an increase in the spatial resolution by using enhancement lay-
ers in addition to the base layer. Figure 2.11 shows spatial scalable coding with two lay-
ers. Basic video is obtained by decoding only the independent base layer, which would
be done in the same manner as in the non-scalable, single layer case. In this example, use
of the dependent enhancement layer gives video with twice the spatial resolution of the
basic video. The same temporal resolution is obtained whether or not the enhancement
layer is decoded. A frame in the enhancement layer can utilize motion compensated pre-
diction from the temporally coincident frame in the base layer as well as the most recently
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Figure 2.9: Quality Scalability For Two Bitstreams. Decoding of the enhancement layer
results in video with the same spatial and temporal resolution as the base layer, but with
higher quality, i.e. detail.
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2.3 Review of Multicast Video Coding Techniques

Figure 2.10: Temporal Scalability For Two Bitstreams. In this example, decoding of the
enhancement layer results in video with the same spatial resolution as the base layer and
three times the temporal resolution.
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Figure 2.11: Spatial Scalability For Two Bitstreams. In this example, decoding of the en-
hancement layer results in video with the same temporal resolution as the base layer and
twice the spatial resolution.
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2.4 Summary

decoded frame in the same layer.

A special case of spatial scalability is interlaced-progressive spatial scalability and
this specific scenario will be discussed in more detail later in this thesis. Figure 2.12 shows
an example of this type of scalability with two layers where the base layer is interlaced
scanned video and the enhancement layer is progressive scanned video with the same
spatial resolution. Deinterlacing will be necessary to convert the interlaced base layer to
the progressive enhancement layer.

2.4 Summary

This chapter began by defining video processing terminology that will be used through-
out this thesis. After discussing resolution formats and lossy video compression, a review
of the history and structure of MPEG video coding was provided. The MPEG video sys-
tem is well known in the video compression field and the definition of the many layers
in the system provide a great deal of flexibility for defining and changing coding param-
eters. Coding techniques for single layer video coding were then discussed followed by a
review of multicast video coding. Multicast video coding can be classified into two cate-
gories: simulcast coding and scalable coding. Scalable coding usually has a higher coding
efficiency than simulcast coding since enhancement layers can exploit information in the
base layer or previously coded enhancement layer(s). The higher coding efficiency is
achieved with a tradeoff of increased codec complexity. Following the video coding point
of view, this thesis will focus on the use of scalable coding to provide service to multicast
video environments. Each enhancement layer of a scalable coded bitstream can increase
the quality, temporal resolution or spatial resolution of the decoded video. A special case
of spatial scalability is interlaced-progressive spatial scalability and this specific scenario
will be examined in more detail later in this thesis.
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Figure 2.12: Interlaced-Progressive Spatial Scalability For Two Bitstreams. Decoding of
the enhancement layer results in progressive scanned video with the same spatial resolu-
tion as the interlaced scanned video of the base layer.
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Chapter 3

Adaptive Format Conversion

The previous chapter introduced the multicast video coding problem and showed how a
scalable coding framework can be used to efficiently provide service to this environment.
The concept of scalable coding is well-known in the video compression field, but there is
a continued interest in increasing the coding efficiency of enhancement layer bitstreams.
This chapter will begin by examining this problem and it will be shown that there are two
basic types of information that can be coded in the enhancement layer of a scalable coding
scheme. A well-known type of enhancement information is residual coding, which is
used in scalable coding schemes such as the spatial scalability profiles in the MPEG-2 and
MPEG-4 multimedia standards. There is another type of information that can be used
instead of or in addition to residual coding. Recent research has shown that adaptive
format conversion information may be able to improve video scalability, but it has not
been studied in detail. The main motivation of this thesis is to evaluate adaptive format
conversion and determine when and how it can improve video scalability. A review of
the previous work in this research area will show limitations of previous implementations
and demonstrate the need to develop a new implementation to evaluate the potential of
adaptive format conversion. The remainder of this chapter will provide details on the
implementation developed for this thesis.

3.1 Information to Encode in an Enhancement Layer

The information to encode in an enhancement layer is a very important issue in any scal-
able coding scheme. For ease of discussion, this thesis will always assume a scalable
framework with only two layers. In general, scalable coding schemes can have many lay-
ers resulting in an exponential amount of dependency since each enhancement layer is
dependent on the previously coded layer. The two layer case is the simplest example of
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scalable coding and consists of one independently coded base layer and one dependently

coded enhancement layer. This reduction of complexity is not as significant as it might

seem since many of the results obtained with a two layer system are applicable to scalable

systems with more than two layers. This can be seen by noting the recursive structure of

the scalable coding framework and considering the previously coded layer to act as the

"base layer" for an enhancement layer.

Figure 3.1 illustrates the transmitter of a scalable coding system with two layers.

The input video (which is in the enhancement layer format) is first converted to the base

layer format and sent to the base layer encoder to generate the base layer bitstream. After

the base layer is independently coded, the transmitter can mimic a base layer decoder

and decode the base layer bitstream. The decoded base layer can then be used along

with the original input video to create two types of enhancement data. The first type

of enhancement data is information about the signal processing that converts the base

layer video into the enhancement layer video format. Note that no format conversion is

necessary for quality scalability since both layers have the same resolution. Therefore, it is

not possible to transmit this type of enhancement information in quality scalability. Many

scalable techniques such as the spatial scalability profiles in the MPEG-2 and MPEG-4

standards convert the base layer in a fixed manner and choose not to utilize this type of

enhancement information, but an adaptive processor can be used for format conversion.

Note that the transmitter has access to both the original and reconstructed pictures of the

enhancement layer (with the use of the embedded base layer decoder in the encoder) and

can make intelligent decisions about the adaptive signal processing. The adaptive format

conversion information can then be transmitted as enhancement data. The second type

of enhancement data can be created by encoding the residual, the difference between the

decoded base layer after it has been converted to the format of the enhancement layer

and the original enhancement layer video. Note that residual coding can be performed

whether nonadaptive or adaptive format conversion is performed. The coded residual

can be sent together with adaptive format conversion information in one enhancement

layer or transmitted separately as another enhancement layer.

Figure 3.2 illustrates the corresponding receiver to the transmitter in Figure 3.1.

The base layer bitstream can be decoded to create the base layer video. Note that the

encoding and decoding of the base layer in a scalable coding scheme is identical to the
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Figure 3.1: The Transmitter of a Scalable Coding System With Two Layers. Note that
there are two possible types of enhancement data (adaptive format conversion informa-
tion and residual coding information) and residual coding can be performed whether or
not adaptive format conversion is performed.
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Figure 3.2: The Receiver of a Scalable Coding System With Two Layers. Base layer recep-
tion is identical to the single layer case, thus backward-compatibility is achieved.
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single layer case. Therefore, no additional complexity beyond single layer decoding is

required for reception of the base layer. This backward-compatibility is a very important

property of scalable coding that allows scalable coding to be implemented seamlessly on

top of existing systems. The decoded base layer can then be used with adaptive format

conversion and/or residual coding information to create the enhancement layer video(s).

The characteristics of adaptive format conversion and residual coding are very dif-

ferent and choosing to utilize either or both types of enhancement information certainly

depends on the available bandwidth. The different characteristics of both types of en-

hancement data will be analyzed and discussed in more detail later in this thesis, but it is

useful to briefly mention some of the pros and cons of using adaptive format conversion

information to suggest how adaptive format conversion may be useful when it is used

instead of or in addition to residual coding.

The number of bits transmitted by using adaptive signal processing is small com-

pared to residual coding. If the transmitter and receiver both have knowledge of the

different signal processing techniques being used, an adaptive processor only needs to

tell the receiver which type of processing to use and this should require only a few pa-

rameters per coding region. For example, if adaptive filtering is performed and the four

different filters that are being used are known to both the transmitter and receiver, only

two bits have to be sent to indicate the appropriate filter to use. On the other hand, a

residual coder has to code a large number of quantized coefficients per region. A coarse

quantizer could be used to limit the number of nonzero coefficients of the coded resid-

ual, but a coarsely quantized residual will usually not provide significant assistance with

reconstruction of the video. Quantizers also have a limited scale and use of the coars-

est quantizer may still generate excessive bits and cause the coded residual to exceed

the available bandwidth. Therefore, adaptive format conversion may be the only type of

enhancement information possible for low enhancement bitrates. The bitrate flexibility

afforded by adaptive processing can be a major advantage, especially in coding scenarios

where the enhancement layer bandwidth is small.

As stated earlier, this thesis addresses scalable video coding from the video coding

point of view where the focus is on maximizing the coding efficiency and other issues
such as codec complexity are considered secondary. However, it is important to state that

the use of adaptive format conversion does increase the codec complexity and this may

or may not be an issue depending on the particular application. The complexity of the
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encoder is increased since it has to not only implement and decide between the different
signal processing techniques, but the encoder must also code the additional side informa-
tion. The complexity of a receiver is also increased since it must be able to implement the
different methods or modes of format conversion, but note that the receiver does not have
to decide which signal processing method to implement for each coding region since the
bitstream will specify which mode to use. Therefore, the increase in receiver complexity
is not as significant as in the encoder. Since complexity is a major determinant of cost,
the use of adaptive format conversion would significantly increase the cost of an encoder
and slightly increase the cost of a decoder. This agrees with a common economic model
for many consumer applications which consists of a small number of expensive encoders
and a large number of relatively cheap decoders.

3.2 Review of Previous Research

The concept of using adaptive format conversion in a scalable coding scheme has not
been studied in great detail. Sunshine [7, 8] examined a special case of the general adap-
tive format conversion system: adaptive deinterlacing for a two service level system. In
this system, the base layer was interlaced video and the enhancement layer was progres-
sive video of the same spatial resolution. The main result of this work was that adaptive
deinterlacing could significantly improve the decoded video quality of the enhancement
layer (compared to nonadaptive deinterlacing of the base layer) with the transmission
of a small amount of enhancement data. This result was interesting, especially since the
improved quality was due solely to adaptive format conversion since no residual cod-
ing was performed. The target application for this research was the migration path for
digital television. Closer inspection of the simulation results suggest issues that must be
investigated further before adaptive deinterlacing can be applied to the migration path
or another application. These issues include the lack of base layer coding and the relation
between adaptive format conversion and residual coding.

The lack of base layer coding significantly affects the simulation results since the
deinterlacing methods can utilize "perfect information" from the remaining fields to re-
construct the missing fields. Therefore, while results with an uncoded base layer are
useful to establish empirical upper bounds on the performance of adaptive format con-
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version, the results may not be applicable to many applications since most applications
will require compression of the base layer and it is not clear how the quality of the base
layer affects adaptive format conversion.

Residual coding is relatively well-understood and most existing scalable coding
schemes utilize residual coding, so it is important to understand the differences between
adaptive format conversion and residual coding to determine when and where adaptive
format conversion can improve video scalability. As mentioned in the last section, intu-
ition suggests that adaptive format conversion can provide scalability at low enhance-
ment bitrates that are not possible with residual coding. However, the relation between
the achievable rates and distortions of the two types of enhancement data must be in-
vestigated further. In addition, since adaptive format conversion can also be used with
residual coding, it is useful to investigate whether adaptive format conversion can also
assist video scalability at higher enhancement bitrates.

Additional issues with the implementation presented by Sunshine include a sub-
optimal algorithm to select the frame partitioning for adaptive block size experiments
and unrealistic calculations of the enhancement bitrate due to the use of entropy codes.
All of these issues will be addressed in the remainder of this chapter to develop a better
implementation to evaluate the potential of adaptive format conversion for video scala-
bility.

3.3 Implementation Overview

This thesis will choose to examine the same example of adaptive format conversion that
Sunshine first investigated: adaptive deinterlacing. Other types of adaptive format con-
version include adaptive spatial upsampling and adaptive temporal upsampling and can
be investigated in a similar manner. This section provides an overview of the imple-
mentation used to obtain the simulations presented in this thesis. Two test sequences
(Carphone and News) were examined using the implementation described below with
interlaced video as the base layer and progressive video with the same number of lines as
the enhancement layer. The original progressive scan sequences were Common Interme-
diate Format (CIF) resolution (288 x 352 pixels) and 30 frames long. The first frame from
each of these test sequences is shown in Figure 3.3.
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Figure 3.3: Test Sequences. A sample frame from the Carphone sequence (top) and the

News sequence (bottom).
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We will now define some notation to permit simpler discussion in the subsequent
text. Let Fp [x, y, n] represent a pixel of the original progressive sequence at the horizontal
position x, the vertical position y and time n. Let F[x, y, n] represent the corresponding
interlaced sequence. Since an interlaced sequence consists of alternating fields, F[x, y, n]
is not defined when mod(y, 2) $ mod(n, 2) where the modulus operator is defined as

mod(a, 2) = {, a even (3.1)
1, a odd

Note that this definition follows from the conventions that the frames and rows are enu-

merated starting from zero and the even field is the first coded field for an interlaced
sequence. The progressive enhancement layer was converted to the interlaced base layer

by simply extracting the appropriate fields of the progressive video. Therefore,

f Fp[x,y,n], mod(y,2)=mod(n,2)

0, mod(y, 2) $ mod(n, 2)

The interlaced base layer is then coded as described in Section 3.3.1. Let F1 [x, y, n] rep-
resent the decoded interlaced sequence. Adaptive deinterlacing and/or residual coding
are then used to create the decoded progressive enhancement layer, Fp[x, y, n]. The adap-
tive deinterlacing implementation is presented in Section 3.3.2 and the residual coding
implementation is described in Section 3.3.3.

The measure of decoded video quality is the Peak Signal-to-Noise Ratio (PSNR) of
the luminance component between the original and decoded video. Therefore, F[x, y, n]
and F[x, y, n] are used to compute the PSNR of the base layer. Similarly, P[x, y, n] and
Fp [x, y, n] are used to compute the PSNR of the enhancement layer.

Although the luminance component is the only component used by the PSNR dis-
tortion metric, all three components of the 4:2:0 YUV sequence are coded when computing
the bitrate which is expressed in Bits Per Pixel (BPP).
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3.3.1 Base Layer Coding

The most significant issue with the previous work on adaptive deinterlacing is the use of

an uncoded base layer, i.e. no compression was applied to the interlaced base layer before

it was adaptively deinterlaced to create the progressive enhancement layer. This is very

significant because it allows the deinterlacing modes to use perfect information about the

available field(s) to reconstruct the missing field. Quantization effects from compression

will not only degrade the base layer, but also degrade the enhancement layer since the

deinterlacing utilizes information from the base layer. Therefore, results obtained with an

uncoded base layer can be considered an upper bound on the performance of adaptive

format conversion since compression effects are not present. Upper bound calculations

are useful; however, simulations with a coded base layer must be performed to better

understand adaptive deinterlacing and for the results to have practical importance.

A base layer codec was included in the simulations performed in this thesis to in-

vestigate the effect of the base layer. The base layer was coded with an MPEG-2 encoder

using only Intra-frames with the quantization parameter fixed to one value for the whole

sequence. In addition to having a simple implementation, fixed quantization encoding

was chosen to eliminate any spurious effects from rate control. The quantization param-

eter was varied (Q = 2, 6, ..., 30 and 38, 46, ..., 62) to provide a wide range of base layer

quality. Note that no attempt was made to optimize the coding efficiency of the base

layer. Base layer coding is included in these simulations to investigate the effect of the

base layer on scalable coding. Since the rate-distortion characteristics of the base layer

can be considered to be a one-to-one function, this thesis will choose to utilize the base

layer distortion for its analysis. The advantage of this approach is that it eliminates the

coding efficiency of the base layer coder from the analysis. The disadvantage of this ap-

proach is that the base layer bitrate has limited quantitative value. The subtle distinction

of using the base layer distortion instead of the base layer bitrate will be discussed in

more detail in the problem formulation section (Section 4.1) of the next chapter.

3.3.2 Adaptive Deinterlacing

The implementation of adaptive deinterlacing in the scalable codec is separated into three

sections discussing the frame partitioning, the deinterlacing modes and the parameter
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coding.

3.3.2.1 Frame Partitioning

Two different frame partitioning schemes were examined. The first partitioning scheme

had nonoverlapping blocks of the same size. Three different block sizes were examined:

16 x 16 pixels, 8 x 8 pixels and 4 x 4 pixels. The second partitioning scheme allowed

adaptive block sizes and was initialized by first dividing each frame into nonoverlapping

16 x 16 blocks. Each of these 16 x 16 blocks could be divided into four 8 x 8 blocks, each of

which could be further subdivided into four 4 x 4 blocks. Figure 3.4 illustrates the possible

frame partitionings for one 16 x 16 block when it is divided into nonoverlapping blocks

of size 16 x 16, 8 x 8 and 4 x 4. For ease of discussion, it is useful to define a convention

for ordering the blocks for each partitioning. If the block consists of a single 16 x 16 block,

there is no ordering required. Otherwise, examine the four nonoverlapping 8 x 8 blocks

in raster scan order (from left to right and top to bottom) and for each block, determine if

they are to be coded as a single 8 x 8 block or subdivided into four 4 x 4 blocks. For the

former case, the 8 x 8 block is simply the next block in the ordering and for the latter case,

scan the four 4 x 4 blocks in raster scan order. The numbers inside each block indicate the

scanning order of that block when this convention is followed.

Table 3.1 shows the six different frame partitionings along with the number of each

type of block, the number of different permutations and the number of modes that need

to be coded for that particular partitioning. For example, the third line in Table 3.1 states

that there are four permutations and seven modes when a 16 x 16 block is divided into

three 8 x 8 blocks and four 4 x 4 blocks. Figure 3.5 shows the four different possible

permutations with three 8 x 8 blocks and four 4 x 4 blocks. Similarly, Figure 3.6 shows the

six different possible permutations with two 8 x 8 blocks and eight 4 x 4 blocks and Figure

3.7 shows the four different possible permutations with one 8 x 8 blocks and twelve 4 x 4

blocks. As in Figure 3.4, the numbers inside each block inside the scanning order of that

block.
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I 16x16 Block 4 8x8 Blocks 16 4x4 Blocks

3 8x8 Blocks
+ 4 4x4 Blocks
7 Total Blocks

2 8x8 Blocks
+ 8 4x4 Blocks
10 Total Blocks

I 8x8 Blocks
+ 12 4x4 Blocks

13 Total Blocks

Figure 3.4: Frame Partitionings. The figures illustrate the different frame partitionings
for one 16 x 16 block with nonoverlapping blocks of size 16 x 16, 8 x 8 and 4 x 4. The
numbers inside each block indicate the scanning order of that block when the convention
described in the text is followed.
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Number of Number of Number of Different Number of
16 x 16 Blocks 8 x 8 Blocks 4 x 4 Blocks Permutations Modes

1 0 0 1 1
0 4 0 1 4
0 3 4 4 7
0 2 8 6 10
0 1 12 4 13
0 0 16 1 16

Table 3.1: Blocks, Permutations and Modes of the Frame Partitionings. Each row repre-
sents a different manner in which a 16 x 16 block can be partitioned. In addition to the
number of each type of block, the table also lists the number of permutations and the
number of modes that must be coded.
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Figure 3.5: The Four Possible Permutations When One 16 x 16 Block is Partitioned Into

Three 8 x 8 Blocks and Four 4 x 4 Blocks. The numbers inside each block indicate the

scanning order of that block.
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Permutation #1 Permutation #2 Permutation #3

Permutation #4 Permutation #5 Permutation #6

Figure 3.6: The Six Possible Permutations When One 16 x 16 Block is Partitioned Into Two
8 x 8 Blocks and Eight 4 x 4 Blocks. The numbers inside each block indicate the scanning
order of that block.
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Figure 3.7: The Four Possible Permutations When One 16 x 16 Block is Partitioned Into
One 8 x 8 Block and Twelve 4 x 4 Blocks. The numbers inside each block indicate the
scanning order of that block.
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Adapting the block size allows the encoder to concentrate bits where they are
needed most and also provides finer levels of bitstream scalability than a partitioning
scheme with fixed block sizes. The disadvantage of adaptive block sizes is the additional
overhead that needs to be transmitted to represent the frame partitioning. Note that the
number of subdivisions within a 16 x 16 block will be limited by the enhancement layer
bandwidth since each subdivision would increase the number of deinterlacing modes

that would need to be transmitted.

3.3.2.2 Deinterlacing Modes

Deinterlacing is a topic that has been studied extensively in the literature [25] and many
algorithms have been proposed to reconstruct the original progressive video by attempt-
ing to determine characteristics of the progressive video from the corresponding inter-
laced video without transmitting additional side information and/or access to the orig-
inal source. Interest in deinterlacing has recently increased due to progressive displays
such as computer monitors becoming more prevalent. Since there is a large amount of
video equipment and content in the interlaced format (due to the existing analog stan-
dard), deinterlacing is required to display this material on a progressive display. Deinter-
lacing methods vary greatly in complexity and performance, but can often be classified
into two types: intraframe methods and interframe methods.

Intraframe methods only use pixels from the interlaced sequence that are in the
same field to reconstruct the missing lines. Many intraframe methods have been devel-
oped to exploit the spatial redundancy between pixels in the known and missing lines.
Since intraframe deinterlacing methods only utilize pixels in the current frame, these
methods do not require additional video storage to implement. Intraframe methods are
also very robust to the motion in a video sequence since they only consider a single frame
at a time. The tradeoff for this robustness is the inability of intraframe methods to ex-
ploit the large temporal correlation that is often found in successive fields of an interlaced
sequence.

Interframe methods use pixels in previous and/or subsequent fields to reconstruct
missing lines in the current field. These methods are often very effective at reconstruct-
ing temporally invariant regions such as static backgrounds. Interframe methods require
storage of one or more fields for implementation. Video storage was expensive and gen-

-69-



Adaptive Format Conversion

erally infeasible for many applications in the past, but the reduced cost of memory has
make video storage a viable option in current applications.

It is often difficult to choose between using intraframe and interframe information
for deinterlacing. There are hybrid methods that utilize both types of information, but the
fundamental issue for efficient deinterlacing is to determine which type of information
to use. This "blind" deinterlacing problem can be a very difficult problem as shown in
Figure 3.8. In this example, one would like to reconstruct a pixel from the progressive
sequence Pp[x, y, n] which lies on a missing line. The location of this unknown pixel is
shown by the "?" in the figure. The circles represent some of the known pixels from the
corresponding interlaced sequence Fi[x, y, n]. Note that other pixels could also be used
but this subset of known pixels is sufficient for this discussion. The interlaced sequence
provides both intraframe information (such as the pixels on lines y - 1 and y + 1 in field
n) and interframe information (such as the pixels on line y in fields n - 1 and n + 1),
but one cannot make any general claims on how to properly utilize this information for
reconstructing FP[X, y, n].

It is important to note that most of the previous work on deinterlacing was per-
formed on interlaced video where an original progressive source was not available. An
example of this scenario is video capture with an interlaced camera that is transmitted and
then displayed on a progressive display such as a computer monitor. In this case, there
is no original source to assist the deinterlacing, so any deinterlacing performed is done to
create the best visual effect at the receiver which is not the same as attempting to recon-
struct the original video seen by the capture device. Adaptive deinterlacing is different
from almost all of the deinterlacing problems investigated in the past because the original
progressive video is available to the encoder and the encoder can utilize the original to
determine and transmit additional side information to assist the deinterlacing at the re-
ceiver. Thus, deinterlacing decisions at the receiver do not have to be "blind" and can be
done in an intelligent fashion with the additional side information. One reason that adap-
tive deinterlacing was chosen as the specific example of adaptive format conversion to be
investigated in this thesis (instead of adaptive spatial or temporal upsampling) is that
the encoder can accurately determine whether the deinterlacing should use intraframe or
interframe information with access to the original source. Therefore, the additional side
information should significantly improve deinterlacing. Conceptually, adaptive spatial
or temporal signal processing could have a similar effect as adaptive deinterlacing, but
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Figure 3.8: Intraframe or Interframe Information? The example shows how both in-
traframe and interframe information could be used to reconstruct Fp[x, y, n]. The circles
represent known pixels from the corresponding interlaced sequence F[x, y, n].
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the coding gain would probably not be as significant.

Since only the best mode is chosen for each region, it is more important to choose
modes that handle certain regions very well (and may handle other regions poorly) rather
than selecting modes that perform adequately over all regions. Sunshine stated that a
small number of simple deinterlacing modes would be sufficient to handle different video
attributes such as spatial correlation, stationary regions and translational motion. The im-
plementation constructed for the simulations in this thesis has four different deinterlac-
ing modes: linear interpolation, Martinez-Lim deinterlacing, forward field repetition and
backward field repetition. These simple modes were chosen because of their adequate
performance and relative ease of implementation. Note that other deinterlacing modes
can be chosen which may result in better performance but the main goal of this work is
to prove the basic concepts of adaptive format conversion. Therefore, the use of simple
deinterlacing modes is sufficient for this analysis. It is also important to note that simple
deinterlacing modes reduce the codec complexity. Minimizing the decoder complexity is
desirable for many applications since there are often a large number of decoders.

The two intraframe deinterlacing methods used to exploit the spatial redundancy
between pixels are linear interpolation and Martinez-Lim deinterlacing. Linear interpola-
tion is a simple deinterlacing technique where a missing line is reconstructed by averag-
ing the lines directly below and above it and is shown in Figure 3.9. If a line only has one
neighbor, that line is simply copied to create the missing line, i.e. line repetition. There-
fore, if F[x, y, n] and Pp[x, y, n] represent the interlaced and deinterlaced (progressive)
sequences, respectively, the formal definition of linear interpolation is:

F F1 [x, y, n], mod(y, 2) = mod(n, 2)
Fp [x, y, n] = xy ~]F xyln (3.3)

- +2 1n mod(y, 2) 4 mod(n, 2)

Martinez-Lim deinterlacing [26] is a more sophisticated intraframe deinterlacing

technique and is shown in Figure 3.10. Martinez-Lim deinterlacing begins with a para-

metric model that attempts to model the local region around the missing pixel. In this

implementation, the five samples on the lines immediately above and below the missing

line were fit to the following set of two dimensional second order polynomials:
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Figure 3.9: Linear Interpolation. The pixels directly above and below the missing pixel

are averaged to reconstruct the missing pixel value.
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Figure 3.10: Martinez-Lim Deinterlacing. The local region around the missing pixel is

fitted to a parametric model. The best line shift model is then computed and the pixels

on the lines above and below the missing pixel that correspond to the line shift model are

averaged to reconstruct the missing pixel value.

-74-

Best Line
Shift Model

y-1

y

y+I

Frame n Frame n+1Frame n-1



3.3 Implementation Overview

0 f(x, y) =1

* f(x, y) =x

*f(x,y)=y

* f (x, y) =x 2

* f(x,y)=xy

This model is then spatially interpolated to reconstruct the missing line by assuming a

simple line shift model where small segments of adjacent scan lines are related by a sim-

ple horizontal shift. As in the linear interpolation implementation, lines with only one

neighbor were reconstructed by copying the neighboring line to create the missing line,

i.e. line repetition. Let x0 represent the (integer) horizontal shift corresponding to the best

line shift model. The formal definition of Martinez-Lim deinterlacing is defined to be:

, FN[x, y, n], mod(y, 2) = mod(n, 2)

fr~x, y, n] = _-]'I[-'", mod(y, 2) # mod(n, 2)

An advantage of deinterlacing techniques that incorporate image modeling such

as Martinez-Lim deinterlacing is that they are less susceptible to noise. Since the model

and not the actual image is spatially interpolated to reconstruct the missing line, noise that

does not fit into the model ends up being disregarded. A disadvantage of this technique is

the complexity required is greater than other deinterlacing techniques such as the simple

linear interpolation method.

The two interframe deinterlacing modes used to reconstruct stationary regions

were forward field repetition and backward field repetition. Forward field repetition and

backward field repetition simply copy the corresponding lines from the previous and sub-

sequent fields, respectively. Forward field repetition is shown in Figure 3.11 and defined

to be:

F ft[x, y, n], mod(y, 2) = mod(n, 2)
p Fx, y, n = (3.5)

FI[x, y, n- 1], mod(y, 2)0#mod(n, 2)
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Figure 3.11: Forward Field Repetition. The pixel from the same spatial location of the
previous field is used to reconstruct the missing pixel value.
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Similarly, backward field repetition is shown in Figure 3.12 and defined to be:

F, [x, y, n], mod(y, 2) = mod(n, 2)
Fp [x, y, n] = -(3.6)

F i[x, y, n + 1], mod(y, 2) $ mod(n, 2)

All of the deinterlacing modes used in this thesis reconstruct missing lines using

information from the interlaced base layer. Conceptually, one could also use information

from previously decoded frames of the enhancement layer and this subtle distinction may

seem insignificant since previously decoded frames of the enhancement layer are also

created from the base layer. However, deinterlacing modes that use previously decoded

frames of the enhancement layer create a recursive structure that significantly complicates

mode selection for adaptive format conversion. Figure 3.13 shows the fields of the base

layer and the frames of the enhancement layer at times tn_1 , tn and t 1 . It is assumed

that the interlaced base layer has already been coded and the goal is to reconstruct the

progressive enhancement layer at time tn. Deinterlacing modes can easily utilize any of

the fields from the previously coded base layer which are represented by the black ar-

rows. The temporally adjacent frames in the enhancement layer are represented by blue

arrows. If these frames are used, it creates a significant dependency between frames in

the enhancement layer. The complexity of the mode selection is then of an exponential or-

der. However, if deinterlacing modes are limited to using only information from the base

layer, there is no dependency between frames in the enhancement layer and decisions can

be made on a frame-by-frame basis.

3.3.2.3 Parameter Coding

Sunshine chose to use entropy codes to measure the enhancement layer bandwidth re-

quired for the adaptive deinterlacing information. The use of entropy can be a good

measure of the bit requirement to encode the enhancement information with the assump-

tion that the bitstream can be characterized easily or that adaptive coding will quickly

converge to the true statistics. This implementation uses variable length codes to pro-

vide results that would be more representative of a realistic implementation of adaptive

deinterlacing.
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Figure 3.12: Backward Field Repetition. The pixel from the same spatial location of the
subsequent field is used to reconstruct the missing pixel value.
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3.3 Implementation Overview

Figure 3.13: Information From the Base Layer. Reconstruction of frame t, of the enhance-
ment layer may utilize fields t,, 1 , t,, and t,,1 of the base layer (black arrows) as well as
frames 4- 1 and tn+ 1 of the enhancement layer (blue arrows) if these frames were previ-
ously decoded. However, use of previously decoded frames in the enhancement layer
causes deinterlacing decisions to be dependent across different frames and significantly
increases the complexity of mode selection.
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The enhancement bitrate required to transmit the deinterlacing modes for adap-

five processing was computed by first computing the probability that each deinterlacing

mode was used in each frame. A Huffman code was then created using these a posteriori

probabilities. The order that the deinterlacing modes were coded was established by di-

viding each frame into nonoverlapping 16 x 16 blocks and coding these blocks in raster

scan order. The modes within each 16 x 16 block were coded in the order shown in the

Figures 3.4-3.7.

For adaptive deinterlacing with adaptive block sizes, the frame partitioning must

also be transmitted and this bitrate was also computed using a posteriori probabilities.

Note that there are 17 different ways to partition a 16 x 16 block in this implementation.

Huffman codes were created using the a posteriori probabilities that each of these 17 dif-

ferent partitions were used and the partitions of the nonoverlapping 16 x 16 blocks were

coded in raster scan order.

3.3.3 Residual Coding of the Enhancement Layer

The use of residual coding is well-known and used in most scalable coding schemes.

Since adaptive format conversion can be used instead of or in addition to residual cod-

ing, it is important to examine both of these scenarios to better understand how adaptive

format conversion can improve video scalability. A residual coder was included in this

implementation to permit either or both types of enhancement data to be used. After the

decoded base layer is converted to the enhancement layer format, the difference between

this sequence and the original input video was calculated. This residual was coded us-

ing a fixed quantization scheme similar to the one used for coding of the base layer. The

quantization parameter was fixed to one value for the whole sequence and used to quan-

tize the DCT coefficients of nonoverlapping 8 x 8 blocks. The quantization parameter was

varied (Q = 2, 6, ..., 30 and 38, 46, ..., 62) to provide a wide range of quantization. The en-

hancement bandwidth was computed using the Huffman codes from Inter-prediction in

the MPEG-2 standard.
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3.4 Parameter Selection for Adaptive Deinterlacing

The algorithm used for parameter selection by the encoder depends on the particular

frame partitioning scheme used. There is minimal processing for simulations using blocks

of the same size. The deinterlacing modes for fixed block size experiments were selected

by simply choosing the mode resulting in the best PSNR for each block. Since the block

sizes are limited to three cases (16 x 16, 8 x 8 and 4 x 4), it is easy to see that fixed block

size experiments have limited bitrate scalability and often will not meet a specific target

enhancement layer bitrate. Parameter selection for adaptive block size partitioning is

more complicated than fixed block size partitioning, but in addition to allowing bits to be

concentrated where there are needed most, the use of variable sized deinterlacing blocks

permits finer control of the enhancement layer bitrate.

Figure 3.14 shows the parameter selection algorithm used by Sunshine[8]. It begins

by deinterlacing each 16 x 16 block with every deinterlacing mode and selecting the mode

with the best performance, i.e. the lowest MSE. The enhancement bitrate is then computed

and compared to the target bandwidth. If additional bandwidth is still available, blocks

with the highest MSE are further subdivided and the best mode for each subblock was

chosen for deinterlacing. The enhancement bitrate was recomputed and this procedure

was repeated until the available enhancement bandwidth was exhausted. This provides a

simple, straightforward method for the encoder to utilize all of the available bandwidth.
However, it is suboptimal in the rate-distortion sense since it does not minimize the total
MSE.

The encoder developed by Sunshine could make better, in fact optimal, decisions
with the tradeoff being increased complexity in the encoder. This is because an optimal

decision algorithm requires a comprehensive search over all the signal processing modes

at every block size. Since the object of this thesis is to evaluate the potential of adap-

tive format conversion, the use of an optimal decision algorithm is more appropriate

for this implementation. An optimal frame partitioning was computed in these simu-

lations by using Lagrangian optimization with each coding unit representing a 16 x 16
block. Every possible permutation of each partitioning was examined to construct a rate-
distortion curve for each 16 x 16 block where the number of modes required for the par-
titioning was used for the rate and MSE is the distortion measure. As shown in Table 3.1,
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Process
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next field
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Figure 3.14: Recursive Parameter Selection. A straightforward method to utilize all of the
available enhancement layer bandwidth. However, it does not provide optimal parame-
ter selection.
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3.4 Parameter Selection for Adaptive Deinterlacing

there are six different partitionings and some of them have multiple permutations. Since
permutations of the same partitioning have the same number of modes, only the per-
mutations with the lowest distortion (for those partitionings that have more than one
permutation) are needed to construct the rate-distortion curve. Figure 3.15 provides an
example of the rate-distortion curve for a single 16 x 16 block. Lagrangian optimiza-
tion was then performed using these rate-distortion curves to compute the optimal frame
partitioning and corresponding deinterlacing modes for a given Lagrange multiplier. A
bisection search can be used to find the proper Lagrange multiplier for a given enhance-

ment bitrate.

A brief review of Lagrangian optimization is presented in the subsequent text. A
detailed discussion of Lagrangian optimization can be found in [27, 28]. Define Ri,, and

Dij, to be the rate and the distortion of the ith block when the best jth partitioning is used.
Let x(i) denote any possible mapping for the partitioning of each block. We would like to
solve the following budget constrained allocation problem: For a given total rate RT, find
the optimal mapping x*(i) such that

S Rj,x.(j) < RT (3.7)

and a distortion metric f(D,x(l), D 2,x(2), ..., DN,x(N)) is minimized.

The classical solution to this budget constrained allocation problem uses the dis-
crete version of Lagrangian optimization. The basic idea of this technique is to introduce
a Lagrange multiplier A, which is a non-negative real number (A > 0), and consider min-
imizing the Lagrangian cost function J(A) = (D i) + ARi,x(j)). Note that unlike the

budget constrained allocation problem, there is no constraint on this minimization. Let
x*(i) be the mapping that minimizes J(A). This mapping x*(i) is also the optimal solution
to the budget constrained allocation problem formulated above when

RT = 5R,x-(i) (3.8)

and minimizes the distortion metric ZDi,x(i). Therefore, the minimization of the uncon-

strained Lagrangian cost function can be performed instead of the budget constrained al-
location problem to obtain the desired solution. Since each node is coded independently,
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Figure 3.15: Rate-Distortion Curve. An example of the operating characteristics for the
different partitionings of a single 16 x 16 block. Note that only the best permutation for
each partitioning needs to be used for the optimization process.
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3.4 Parameter Selection for Adaptive Deinterlacing

the minimization can be computed independently for each block as follows:

min J(A) =min (Di,x(i) + ARt~x(i))] (3.9)

(min [Di,x(i) + ARj,x(j)]) (3.10)

This analysis can be performed for various values of A to create an operational rate-
distortion curve. Note that when A = 0, minimizing J(A) is equivalent to minimizing the

distortion. Conversely, when A becomes arbitrarily large, minimizing J(A) is equivalent
to finding the minimum achievable rate. Intermediate values of A can be used to deter-

mine intermediate operating points on the curve.

In the implementation overview, the desired distortion metric was the PSNR. There-
fore, one may wonder why the MSE of each block was chosen to construct the rate-
distortion curves for Lagrangian optimization instead of the PSNR of each block. The
MSE is used as the distortion metric because Lagrangian optimization minimizes the sum
of the individual distortions and minimizing the sum of the MSE of each block is equiva-
lent to maximizing the total PSNR as shown below:

arg max PSNRotai = arg max [10 logo 2552 (3.11)
L (MSEtotal

= arg max 10 logo 2552 (3.12)
E[MSEz

= arg max 10 logo 2552 - 10 logo EMSE] (3.13)

arg min glgo ZMSE] (3.14)

arg min MSEj (3.15)
.. i

The relation between the distortion of each coding unit and the total distortion is not
as clear for the PSNR metric as it is for the MSE metric. For example, the total PSNR
is not equivalent to the sum (or even the average) of the PSNR of each block. For ease
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of discussion, each of the N blocks are assumed to be the same size so that MSEttai =

I E 1 MSEi.

PSNRtorti = 10 log lo 25
MSEtotal

255 2
10 1910 1 MSEj

= 10 log1 o 2552 - 10 log1 o

PSNRUM

MSE)

N

= PSNI

N

= 1
10 log1 0 (SE )

N

= ION logo 2552 - 10 logio MSEi

PSNRaverage -
PSNRum

N

= 10 log 2552 1 10 log1 o MSE
10 log o 2551

PSNRtotat $ PSNRsum # PSNRaverage

3.5 Summary

This chapter began by examining the two basic types of information that can be coded

in the enhancement layer of a scalable coding scheme. In addition to the well-known

concept of residual coding, another type of information, adaptive format conversion, was
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3.5 Summary

shown to be a promising type of enhancement information. The concept of adaptive
format conversion has not been studied in great detail. An adaptive deinterlacing im-
plementation by Sunshine provided some interesting results, however, those simulations

suggest other issues that need to be examined to better understand the use of adaptive
format conversion. Some of these issues include the lack of base layer coding, suboptimal

mode selection and residual coding. These issues were addressed in a new implementa-

tion that will be used in various experiments described in the next chapter to examine the
potential of adaptive format conversion to improve video scalability.
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Chapter 4

Performance of Adaptive Format

Conversion

The previous chapter described the implementation developed for this thesis to evaluate

the potential of adaptive format conversion. This implementation includes two compo-

nents not present in previous implementations: a base layer coder and a residual coder.

The base layer coder will be used to examine the effect of base layer coding on the depen-

dent enhancement layer. The residual coder will be used to both compare adaptive format

conversion and residual coding as well as examine the use of both types of enhancement

information. This chapter will begin by explicitly formulating the scalable coding prob-

lem to be examined. The use of the base layer distortion instead of the base layer rate will

be important to separate the coding efficiencies of the base and enhancement layers. The

scalable codec implementation is then used in different simulations to examine the effect

of the base layer on adaptive format conversion, compare the two types of enhancement
information and investigate the use of both types of enhancement information in the re-

mainder of the chapter.

4.1 Problem Formulation

Consider a scalable coding scheme with two layers. Unlike simulcast coding where each

layer is independent and the quality of each layer is controlled by only one variable (the

rate of that layer), the dependency of the enhancement layer on the base layer complicates

the analysis of scalable systems. Let Rb and Db represent the rate and distortion of the base

layer. Since the base layer is independently coded, the base layer distortion is dependent

-88 -



4.1 Problem Formulation

only on the base layer rate, i.e.

Db = fl(Rb). (4.1)

Let Re and De represent the rate and distortion of the enhancement layer. The enhance-

ment layer uses both the decoded base layer in addition to the enhancement layer bit-

stream, therefore the enhancement layer distortion is dependent on both the base layer

and the enhancement layer rates, i.e.

De = f2(Rb, Re). (4.2)

Another interpretation of the dependency of the enhancement layer can be obtained by
inverting the base layer rate-distortion relation and substituting this into the previous

equation to see that the enhancement layer distortion is a function of the base layer dis-

tortion and the enhancement layer rate, i.e.

De = f 2 (R, Re) (4.3)

De= f 2 (fi 1 (Db), Re) (4.4)

De f 3 (D, Re) (4.5)

The second viewpoint (the enhancement layer distortion is a function of the base
layer distortion and the enhancement layer rate) will be used instead of the first viewpoint

(the enhancement layer distortion is a function of the base layer rate and the enhancement
layer rate). The difference between the viewpoints is subtle, but it is important because
it separates the coding efficiency of the base and enhancement layer encoders. This sep-
aration is important because there are many different encoders that could be used for
the base layer with a wide range of coding efficiencies and the focus of this thesis is on

enhancement layer coding. Therefore, this thesis would like to avoid developing results
that are applicable only to a specific base layer encoder. These results would have limited
utility if one were not using the same encoder. By viewing the base layer in terms of its
distortion, the results are more general. Separation of the base layer coding efficiency also
simplifies the implementation and no attempt was made to optimize the coding efficiency
of the base layer. This is not significant for the analysis in this thesis since the base layer
bitrate is never used directly or in comparison to an enhancement layer bitrate.
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The general scalable framework involves two independent variables (Rb and Re)

and two dependent variables (Db and De). This framework is difficult to visualize and

unwieldy for analysis. For example, it is unclear what is the tradeoff between the dis-

tortions of the two layers. Recall that the two layers have different formats, therefore it

is difficult to quantitatively compare Db and De. To make this problem more tractable,

our approach will be to reduce the general problem to one with one independent variable

and one dependent variable. This is accomplished by first coding the base layer and then

examining the enhancement layer distortion as a function of the enhancement layer rate

(for the particular base layer). Note that this analysis can be repeated for different base

layers to sample the entire parameter space so there is no loss in generality. The redefined

problem formulation is: Given a particular base layer, minimize the enhancement layer

distortion (De) for a given enhancement layer rate (Re).

4.2 Adaptive Format Conversion as Enhancement Informa-

tion

The simplest manner to create video in the enhancement layer format from the base layer

video is to perform nonadaptive format conversion for the entire sequence (with no resid-

ual coding). Note that this processing does not require transmission of an enhancement

layer bitstream, i.e. Re = 0. The resulting video often does not contain the high frequency

detail of the original enhancement layer video since it is created solely from the coded

base layer video and nonadaptive format conversion is limited in the detail it can re-

cover. Despite the fact that this video may not contain much of the detail of the original

enhancement layer, nonadaptive format conversion does result in video with the proper

format and can be considered a default method to achieve this. Thus, it can be consid-

ered a reference point to compute the relative coding gains of other ways to construct the

enhancement layer video. Since four different deinterlacing techniques are used in this

thesis, we will choose the best case scenario for this reference point. Each of the four dein-

terlacing methods are applied nonadaptively over the whole sequence resulting in four

different progressive sequences. The sequence with the highest PSNR will be used as this

reference point and defined to be the Best NFC (Nonadaptive Format Conversion) point.

Note that a Best NFC point is defined relative to the base layer and one can be defined for
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every base layer.

Figure 4.1 shows the use of adaptive format conversion as enhancement informa-

tion for the Carphone and News sequences. In these examples, the base layer was un-

coded. Therefore, these results can be considered empirical upper bounds on the perfor-

mance of adaptive format conversion since there are no artifacts from compression and

the deinterlacing modes can exploit the perfect information in the base layer. The distor-

tion of the enhancement layer (expressed in PSNR) is plotted as a function of the rate of

the enhancement layer (expressed in BPP). Note the circles represent the best result from

nonadaptive format conversion and these Best NFC points are plotted at 0 BPP Enhance-

ment Layer. Unless otherwise noted, all PSNR gains from enhancement information in

this thesis will be computed relative to the Best NFC point. The figures show that a sig-

nificant improvement in the PSNR of the enhancement layer (gains from 4.38 dB to 6.1 dB

for the Carphone sequence and gains from 8.51 dB to 10.1 dB for the News sequence) can

be achieved by allocating a small amount of bandwidth (between 0.01 and 0.12 BPP) for

adaptive format conversion information. Visual inspection showed a clear improvement

in video quality with the use of adaptive format conversion. The bandwidth required to

support adaptive format conversion ranges from less than 0.01 BPP to support the use of

16 x 16 blocks up to approximately 0.12 BPP to support the use of 4 x 4 blocks.

Figure 4.1 also demonstrates the differences between the two types of frame par-

titioning schemes for adaptive format conversion. The points connected by the solid red
lines represent the three different fixed block size partitionings and the points connected

by ther blue dotted lines represent the points achievable with adaptive block sizes. These
simulations show many benefits to using adaptive block sizes. First, adaptive block sizes
provide finer levels of bitrate scalability than the use of fixed block sizes. For example,
fixed block size partitioning with 16 x 16 blocks and 8 x 8 blocks result in enhancement

bitrates of 0.0075 BPP and 0.0305 BPP, respectively. It is possible that the available en-

hancement bandwidth is in between these two values and use of a fixed block size scheme
would force the use of 16 x 16 blocks which would waste the remaining available band-

width. One can easily see that there are many more operating points with an adaptive
block size scheme. In fact, the points shown represent only a portion of those achiev-
able and practically any target bitrate could be achieved with adaptive block sizes. The
relatively small number of operating points is sufficient for discussion and was chosen to
simplify the processing required by the simulations. The results with adaptive block sizes
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Figure 4.1: Adaptive Format Conversion as Enhancement Information for the Carphone
(top) and News (bottom) Sequences. The base layer was uncoded in these simulations.
PSNR gains in the enhancement layer from 4.38 dB to 6.1 dB can be achieved for the
Carphone sequence by using adaptive format conversion (compared to the best result
from nonadaptive format conversion). Similarly, PSNR gains in the enhancement layer
from 8.51 dB to 10.1 dB can be achieved for the News sequence.
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4.2 Adaptive Format Conversion as Enhancement Information

are generally more efficient (result in a higher PSNR) than fixed block sizes despite the

additional overhead of the frame partitioning that needs to be transmitted in addition to

the deinterlacing modes. The only scenario where fixed block size partitioning is more ef-

ficient is at the very low end of the achievable enhancement bitrates. This scenario occurs

when the limited bandwidth does not permit much block division and the partitioning

overhead is a significant fraction of the total enhancement layer bandwidth. Otherwise,

adaptive block sizes allow the encoder to use available bits where they are needed re-

sulting in higher coding efficiency. It is important to reiterate (as in the discussion of the

implementation) the tradeoff for these benefits is the increased codec complexity required

for adaptive block sizes.

Figure 4.2 provides another example of fixed block size partitioning and adaptive

block size partitioning to provide more insight into the different partitioning schemes.

The two pictures on the left are cropped sections of one frame of the Carphone sequence

created from an uncoded base layer. Figure 4.2(a) was created using adaptive format con-

version with nonoverlapping 8 x 8 blocks. Figure 4.2(b) illustrates the frame partitioning

and mode selection for Figure 4.2(a). The four different deinterlacing modes are repre-

sented by different colors: linear interpolation (black), Martinez-Lim deinterlacing (dark

gray), backward field repetition (light gray) and forward field repetition (white). Figure

4.2(c) was created using adaptive format conversion with adaptive block sizes. The en-

hancement layer bitrate for the adaptive block size partitioning (0.03 BPP) was the same

as the bandwidth required for the fixed 8 x 8 block size partitioning. Figure 4.2(d) illus-

trates the frame partitioning and mode selection for Figure 4.2(c). Note how the use of

adaptive block sizes allows the encoder to concentrate bits in areas of fine detail by using

smaller blocks in those areas. Consistent with the results shown in Figure 4.1, the adap-

tive block size partitioning achieved a higher PSNR for the same enhancement bitrate

in this example. (The resulting PSNR from the fixed block size and adaptive block size

experiments was 37.52 dB and 38.32 dB, respectively.)
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(a) g(b)

(c) (d)

Figure 4.2: Frame Partitioning for Adaptive Format Conversion. Fixed and adaptive
block sizes were examined for adaptive format conversion with the Carphone sequence.
(a) A cropped section of one frame that was created using adaptive format conversion
with fixed 8 x 8 blocks. (b) The frame partitioning and mode selection for the fixed 8
x 8 block size experiment. The modes are represented by different colors: linear inter-
polation (black), Martinez-Lim deinterlacing (dark gray), backward field repetition (light
gray) and forward field repetition (white). (c) A cropped section of the same frame that

was created using adaptive format conversion with adaptive block sizes. The enhance-
ment bitrate is the same as that of the fixed 8 x 8 block size experiment. (d) The frame
partitioning and mode selection for the adaptive block size experiment. Note how adapt-
ing the block size allows the encoder to concentrate bits in the areas of high detail.
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4.3 Effect of Base Layer Coding on Adaptive Format Con-

version

One of the limitations of the previous research on adaptive format conversion was that

the simulations were performed with an uncoded base layer. Note that use of an uncoded

base layer corresponds to zero distortion (an infinite PSNR for the base layer) since there

is no loss of information. This is very significant because the deinterlacing modes have

perfect information about the available fields in the base layer to reconstruct the missing

fields in the enhancement layer. A compressed base layer would introduce compression

artifacts that will hinder attempts to properly reconstruct the enhancement layer. There-

fore, experimental results with an uncoded base layer can be considered upper empirical

bounds on the performance of adaptive format conversion. It is important to note that

the computation of upper performance bounds is very useful and may still be applicable

when the base layer is coded robustly. However, it is unclear what the effect of the quality

of the base layer will be on adaptive format conversion and simulations were performed

to examine this issue.

Figure 4.3 provides an example of the use of adaptive format conversion as en-

hancement information for the Carphone and News sequences when the base layer is

compressed. In these experiments, the quantizer in the base layer encoder was fixed at

10 for the entire sequence resulting in a base layer PSNR of 36.08 dB at 2.47 BPP for the

Carphone sequence and a base layer PSNR of 35.62 dB at 2.94 BPP for the News sequence.

The figures show that a significant improvement in the PSNR of the enhancement layer

(gains from 2.72 dB to 3.78 dB for the Carphone sequence and gains from 2.18 dB to 2.87

dB for the News sequences) can be achieved by allocating a small amount of bandwidth

for adaptive format conversion information. The PSNR gain is computed relative to the

Best NFC point.

Note that the gains from adaptive format conversion in Figure 4.3 are much smaller

than those seen in Figure 4.1 when the base layer is uncoded due to imperfect base layer

information. The range of PSNR gains for the Carphone sequence have dropped from

4.38 dB to 6.1 dB with an uncoded base layer to 2.72 dB to 3.78 dB with the coded base

layer. Similarly, the PSNR gains in the News sequence have dropped from 8.51 dB to

10.1 dB with an uncoded base layer to 2.18 dB to 2.87 dB with the coded base layer. This
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Figure 4.3: Adaptive Format Conversion as Enhancement Information for the Carphone
(top) and News (bottom) Sequences. The base layer was coded with Q = 10 to provide an
example of the effects of base layer compression on adaptive format conversion. PSNR
gains in the enhancement layer from 2.72 dB to 3.78 dB can be achieved for the Carphone
sequence by using adaptive format conversion (compared to the best result from non-
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dB to 2.87 dB can be achieved for the News sequence.
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4.3 Effect of Base Layer Coding on Adaptive Format Conversion

example suggests the need to further examine the effect of the base layer on adaptive

format conversion. One method to do this is to investigate the coding gain from adaptive

format conversion as a function of the base layer quality. This can be done by performing

different adaptive format conversion simulations with different base layers.

Figure 4.4 illustrates the possible improvement to the Carphone and News se-

quences from adaptive format conversion as a function of the quality (distortion) of the

base layer. The PSNR of the enhancement layer is plotted as a function of the PSNR of

the base layer. Three curves are shown representing the achievable PSNR by using the

best nonadaptive format conversion technique (red solid curve), adaptive format conver-

sion with 16 x 16 blocks (green dashed curve) and adaptive format conversion with 4 x

4 blocks (blue dotted curve). The enhancement bitrate required to support the adaptive

format conversion data in these simulations was comparable to the results shown earlier

(approximately 0.01 BPP for 16 x 16 blocks and 0.12 BPP for 4 x 4 blocks). Adaptive for-

mat conversion with 16 x 16 and 4 x 4 blocks were selected to demonstrate the minimum

and maximum possible gains from adaptive format conversion with this implementation

since they are the coarsest and finest possible block partitionings. Note that operating

points between the curves for adaptive format conversion with 4 x 4 blocks and 16 x 16

blocks can be achieved by using adaptive block sizes.

The labels #1 - #6 are used to describe the computation of the minimum and maxi-

mum possible gains for adaptive format conversion with 16 x 16 blocks and 4 x 4 blocks.

The minimum gain for adaptive format conversion with 16 x 16 blocks is computed by

subtracting Point #1 from Point #2 and results in gains of 0.95 dB and 0.71 dB for the

Carphone and News sequences, respectively. The maximum gain for adaptive format

conversion with 16 x 16 blocks is computed by subtracting Point #4 from Point #5 and

results in gains of 4.17 dB and 6.78 dB for the Carphone and News sequences, respec-

tively The minimum gain for adaptive format conversion with 4 x 4 blocks is computed

by subtracting Point #1 from Point #3 and results in gains of 1.66 dB and 1.28 dB for the

Carphone and News sequences, respectively. The maximum gain for adaptive format

conversion with 4 x 4 blocks is computed by subtracting Point #4 from Point #6 and re-

sults in gains of 5.81 dB and 7.97 dB for the Carphone and News sequences, respectively.

These gains are summarized in Table 4.1.
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Figure 4.4: Effect of Base Layer on Adaptive Format Conversion for the Carphone (top)
and News (bottom) Sequences. Large gains can be achieved when the base layer is coded
well (up to 5.81 dB and 7.97 dB improvement for the Carphone and News sequences,
respectively) and PSNR gains of -1 dB were present even when the base layer was coded

poorly. See text for explanation of points #1 - #6 used for computing gains.
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Table 4.1: Minimum and Maximum Possible Gains for Adaptive Format Conversion With
16 x 16 Blocks and 4 x 4 Blocks. The minimum gain is computed by examining the coarsest
coded base layer (Q = 30). The maximum gain is computed by examining the finest coded
base layer (Q = 2).
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Min. Gain
16 x 16 blocks 0.95 dB 0.71 dB

Max. Gain
16 x 16 blocks 4.17 dB 6.78 dB

Min. Gain
4 x 4 blocks 1.66 dB 1.28 dB
Max. Gain

4 x 4 blocks 5.81 dB 7.97 dB



Performance of Adaptive Format Conversion

These results not only show that large gains can be achieved when the base layer
is coded well (up to 5.81 dB and 7.97 dB improvement for the Carphone and News se-
quences, respectively), but that adaptive format conversion can provide substantial im-
provement in the enhancement layer even when the base layer is coded coarsely (over 1
dB gains can be achieved with adaptive format conversion in both sequences even when
the base layer was coded with Q = 30).

4.4 Comparison of Adaptive Format Conversion and Resid-

ual Coding

One of the key differences between adaptive format conversion and residual coding is the
different rates that each data type can achieve. A smaller number of parameters is usually
needed for coding a region using adaptive format conversion compared to residual cod-
ing. This is due to the fact that the format conversion modes are transmitted in adaptive
format conversion compared to a group of coefficients in residual coding. For example, a

maximum of 16 modes would need to be transmitted for each 16 x 16 block in adaptive
format conversion with the implementation described in this paper (since the smallest

block size is 4 x 4) while up to 256 coefficients per 16 x 16 block may need to be trans-
mitted for residual coding. In addition, the bits per mode in adaptive format conversion
is usually substantially less that the bits per coefficient in residual coding. This enables
adaptive format conversion to provide video scalability at low enhancement bitrates that
are often not possible with residual coding, even with the coarsest residual quantizer.

Adaptive format conversion and residual coding also have different distortions
that they can achieve. The different format conversion methods used in adaptive format
conversion are limited in the detail that they can recover since they are dependent on the
decoded base layer. Residual coding does not have this limitation since the prediction
error is coded, thus residual coding can recover (practically) all of the video detail, al-

beit this may require use of a very fine quantizer which will result in an extremely high
enhancement bitrate.

The different achievable rates and distortions between adaptive format conversion
and residual coding suggest that a scalable coding scheme using only adaptive format
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4.4 Comparison of Adaptive Format Conversion and Residual Coding

conversion with no residual coding should be compared to another scheme which utilizes

a fixed method of format conversion for the entire sequence followed by residual coding.

The analysis in this section is performed to provide insight into the differences between

the two types of enhancement data. Note that adaptive format conversion and residual

coding do not have to be used exclusively and the use of both types of enhancement

information will be examined in the next section.

Figure 4.5 compares adaptive format conversion and residual coding for the Car-

phone and News sequences. In these experiments, the base layer was uncoded to provide

empirical upper bounds on the gain from each type of enhancement data. The circles in

the figure represent the highest PSNR achieved of the four sequences created using each

of the deinterlacing modes on the whole sequence, i.e., nonadaptive format conversion.

The results illustrate the ability of adaptive format conversion to provide video scalabil-

ity at low enhancement bitrates (between 0.01 and 0.05 BPP) that are not possible even

with the coarsest quantizer for residual coding. Note that the improvement in the en-

hancement layer quality from adaptive format conversion is quite substantial. Even at

the lowest achievable bitrate (which corresponds to adaptive format conversion with 16 x

16 blocks), there is a 4.4 dB gain and a 8.5 dB gain for the Carphone and News sequences,

respectively. Visual inspection showed a substantial improvement in video quality. The

curve for adaptive format conversion has an exponential shape demonstrating the limita-

tion in the detail of the original input video that it can recover. This limitation may be due

to the limited resolution (4 x 4 blocks) of the adaptive format conversion implementation

used in this paper. However, the exponential shape of the curve suggests that allowing

smaller block sizes (e.g. 2 x 2) will probably not improve the performance. Even though

the base layer is uncoded, it is important to note that it does not contain the same infor-

mation as the original enhancement layer and therefore adaptive format conversion will

be limited in the detail it can recover. Despite the fact that the adaptive format conversion

curve quickly tapers off above ~0.02 BPP, it is still more efficient than residual coding

over the common range of bitrates that both types of enhancement data can achieve.

Figure 4.6 also compares adaptive format conversion and residual coding for the

Carphone and News sequences. The difference between this figure and Figure 4.5 is

that the base layer was coded with fixed quantization (Q = 30) for the whole sequence.

This provides an example of the effects of a compressed base layer on scalable coding.
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Figure 4.5: Comparison of Adaptive Format Conversion (AFC) and Residual Coding (RC)
for the Carphone (top) and News (bottom) Sequences. The base layer was uncoded in
these figures to determine empirical upper bounds on the performance of adaptive format
conversion and residual coding. The circles represent the highest PSNR achieved using
nonadaptive format conversion (NFC) with each of the four deinterlacing modes.
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Figure 4.6: Comparison of Adaptive Format Conversion (AFC) and Residual Coding (RC)

for the Carphone (top) and News (bottom) Sequences. The base layer was coded with

fixed quantization (Q = 30) resulting in a base layer PSNR of 28.65 dB and 27.69 dB for

the Carphone and News sequences, respectively. The circles represents the highest PSNR
achieved using nonadaptive format conversion (NFC) with each of the four deinterlacing
modes.
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Performance of Adaptive Format Conversion

Comparison of Figures 4.5 and 4.6 show different relationships between adaptive format

conversion and residual coding. The figures show that inexact base layer information af-
fects adaptive format conversion significantly more than residual coding. The range of
PSNR gains from adaptive format conversion have dropped from 4.4 dB to 6.1 dB with

an uncoded base layer to 1.0 dB to 1.7 dB with the coded base layer for the Carphone
sequence. Similarly, the gains in the News sequence have dropped from 8.5 dB to 10.1
dB with an uncoded base layer to 0.7 dB to 1.3 dB with the coded base layer. A similar
dropoff in PSNR gain is not present with residual coding. This effect is due in part to the
high dependence of adaptive format conversion on accurate base layer information. This
demonstrates how adaptive format conversion is more susceptible to the propagation of
quantization error than residual coding which uses the error difference. The propagation
of quantization error causes residual coding to be more efficient than adaptive format con-
version in part of their common bandwidth ranges (0.1 - 0.125 BPP for both sequences).
Note that this result was not seen in Figure 4.5 where the simulations were performed

with an uncoded base layer.

Figures 4.5 and 4.6 illustrate that five distinct coding situations can occur for a
given base layer quality and enhancement bitrate:

* No video scalability is possible with either adaptive format conversion or residual
coding because the enhancement bitrate is too low.

" Only adaptive format conversion can be used.

" Both types of enhancement data can be used, but adaptive format conversion is
more desirable (i.e., results in a higher PSNR) than residual coding.

" Both types of enhancement data can be used, but residual coding is more desirable
than adaptive format conversion. (Note that this situation was not seen in the un-
coded base layer example.)

" Only residual coding can be used.

The different coding situations are illustrated in Figure 4.7 where a wide range
of base layer qualities and enhancement bitrates are examined. The possible types of en-
hancement data for a given enhancement bitrate are plotted as a function of the base layer
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distortion (PSNR). The figure shows that video scalability is not possible with either type

of enhancement data below 0.01 BPP and defines regions where adaptive format conver-

sion and/or residual coding can be used. In the region where both types of enhancement

data can be chosen, the red points represent situations where the use of adaptive format

conversion is preferable (i.e., will result in a higher PSNR) and blue points represent situ-

ations where the use of residual coding is preferable. One may notice that the boundaries

for adaptive format conversion are independent of the base layer distortion while the

lowest enhancement bitrate where residual coding is possible starts to sharply increase

when the base layer PSNR is low. This is not surprising since the enhancement bitrate

for adaptive format conversion is directly related to the number of blocks that are coded

and this is not dependent on the base layer quality. On the other hand, the number of

coefficients that are coded in residual coding is dependent on the prediction error which

is a function of the base layer quality. Two major results about adaptive format conver-

sion can be seen from the figure. First, adaptive format conversion is the only method to

provide video scalability at "low" enhancement bitrates (between 0.01 BPP and 0.05 BPP)

regardless of the base layer quality. Second, adaptive format conversion is often supe-

rior to residual coding at providing video scalability at "medium" enhancement bitrates

(between 0.05 BPP and 0.12 BPP). Residual coding starts to outperform adaptive format

conversion when the base layer is not coded very well (when the base layer PSNR drops

below ~28 dB). It should be noted that a scalable coding application with a low quality

base layer may defeat the purpose of scalability since reception of a poor base layer may

not be useful.

4.5 Use of Both Adaptive Format Conversion and Residual

Coding

Adaptive format conversion and residual coding can be conceptualized as different types

of enhancement data, but one does not need to use them exclusively and can incorporate

both data types in a scalable scheme if desired. The last section showed that adaptive for-

mat conversion can provide video scalability at low enhancement bitrates, but it is useful

to investigate whether adaptive format conversion can also improve coding efficiency at

higher bitrates. This can be achieved by using both types of enhancement data and com-
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paring it to the use of nonadaptive format conversion with residual coding. One scenario

where this analysis would be applicable is the decision of whether or not to add adaptive

format conversion to an existing scalable coding system that utilizes only residual coding

for enhancement data.

Figure 4.8 examines the use of both adaptive format conversion and residual cod-

ing for the Carphone and News sequences. In this figure, the base layer was uncoded

to provide an empirical upper bound on the possible gain. For simplicity, only two dif-

ferent types of adaptive format conversion will be combined with residual coding in this

section: adaptive format conversion with 16 x 16 blocks (blue curve) and 4 x 4 blocks

(magenta curve). These two examples represent the smallest and largest possible PSNR

gains, respectively, from adaptive format conversion in the implementation described in

this paper. The red curve represents the use of residual coding only (with nonadaptive

format conversion). Note that a wide range of PSNR gains between.these two special

cases can be achieved with adaptive block sizes. The results show that inclusion of adap-

tive format conversion to a residual coder improves the coding efficiency at both "low"

and "high" enhancement bitrates. An example of improved coding efficiency at a "low"

enhancement bitrate is seen in the Carphone sequence where a PSNR of 37 dB can be

achieved with 0.05 BPP when using both types of enhancement data (adaptive format

conversion with 16 x 16 blocks and residual coding) compared to 0.13 BPP when using

only residual coding. Thus, the use of adaptive format conversion results in a 62% reduc-

tion in the enhancement layer bandwidth. An example of improved coding efficiency at

a "high" enhancement bitrate is also seen in the Carphone sequence where a PSNR of 43

dB can be achieved with 0.3 BPP when using both types of enhancement data (adaptive

format conversion with 16 x 16 blocks and residual coding) compared to 0.6 BPP when

using only residual coding. Thus, the use of adaptive format conversion provides a 50%

reduction in the enhancement layer bandwidth.

Figure 4.9 also examines the use of both adaptive format conversion and residual

coding for the Carphone and News sequences. The difference between this figure and

Figure 4.8 is that the base layer was coded with fixed quantization (Q = 30) for the whole

sequence to demonstrate the effect of a compressed base layer. Note that the results of

Figure 4.9 are very different from those in Figure 4.8. In this figure, the three curves are

very similar, thus adaptive format conversion does not provide significant compression
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gains with this particular base layer. In fact, adaptive format conversion with 4 x 4 blocks

and residual coding provides worse compression than using only residual coding for both

sequences. The different results seen in Figures 4.8 and 4.9 illustrate the high dependence

of adaptive format conversion on the quality of the base layer.

The effect of the base layer distortion on the use of both enhancement data types

is further examined in Figure 4.10. The results are plotted using the PSNR Gain which is

defined to be the difference in PSNR between using adaptive format conversion with 16 x

16 blocks followed by residual coding and using only residual coding. This PSNR Gain is

plotted as a function of the enhancement layer bitrate. Each curve represents a different

base layer. Results for an uncoded base layer (which corresponds to Figure 4.8) are shown

along with base layers that were coded with different quantization parameters (Q) that

were fixed over the whole sequence (the curve with Q = 30 corresponds to Figure 4.9).

The figure clearly shows the dependence of adaptive format conversion on the base layer

distortion with better performance resulting from better base layer information. Note

that the use of both enhancement data types is preferable (the curve takes on positive

values) to using only residual coding for almost all the examples shown. The only curves

where adaptive format conversion has a negative effect is when the base layer is coded

rather poorly (Q = 30 and Q = 62). Thus, adaptive format conversion can improve video

scalability when combined with residual coding at higher enhancement bitrates as long

as the base layer is not coded poorly.

4.6 Summary

This chapter began by explicitly defining the scalable coding formulation to be exam-

ined. Different aspects of adaptive format conversion were then analyzed beginning with

the effect of the base layer coding on adaptive format conversion. Adaptive format con-

version proved to be useful over a wide range of base layer qualities. Large gains were

achieved when the base layer was coded well and PSNR gains of over 1 dB were present

even when the base layer was coded poorly. The comparison of adaptive format conver-

sion and residual coding not only explicitly showed that adaptive format conversion can

provide video scalability at low bitrates not possible with residual coding, it also showed

that the use of adaptive format conversion instead of residual coding is generally prefer-
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able when the use of either type of enhancement data is possible. Experiments using both
types of enhancement data showed that adaptive format conversion could assist resid-
ual coding and provide better coding efficiency than residual coding alone. These results
support the utility of adaptive format conversion and will be applied in the next chapter
to an important application, the migration path of digital television.
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Chapter 5

Migration Path for Digital Television

The previous chapter examined various aspects of adaptive format conversion and showed
how it can be used as an efficient type of enhancement information for scalable coding.
These results will be applied in this chapter to an important application: the migration
path for digital television. This chapter will begin by reviewing the U.S. digital television

standard. The recently established standard has many improvements over the current
analog NTSC standard, but there are still limitations on the transmittable video formats.
The need to transmit higher resolution formats in the future has already been recognized
and should be done in a backward-compatible manner so as not to render current digital
television equipment obsolete. This problem is of great interest to the video processing
community and is referred to as the migration path problem. The discussion in this chap-
ter will show that the use of adaptive format conversion in a scalable coding scheme is
ideally suited to the migration path.

5.1 U.S. Digital Television Standard

5.1.1 Overview

The development of digital television for terrestrial broadcasting in the United States be-
gan in September 1987 when the Federal Communications Commission (FCC) chartered
the Advisory Committee on Advanced Television Service (ACATS). This advisory com-
mittee was developed to jump-start competitive testing and initiate the standardization
process with the eventual goal of recommending an advanced television standard to the
FCC to replace the analog NTSC standard that has been the national terrestrial broadcast-
ing standard since 1953. ACATS asked industries, universities and research laboratories

to propose advanced television systems in 1988. While ACATS was reviewing the many
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different proposals that were submitted, the FCC made a significant decision in March

1990 to use a simulcast approach for the new advanced television system rather than a

receiver-compatible approach. A receiver-compatible system would allow current NTSC

television sets to generate a viewable picture from the new advanced television signal.

This approach was used when color was introduced to the NTSC signal to allow existing

black-and-white sets to not be obsolete. Receiver-compatibility was not feasible for a new

television system since the display formats considered contained such a large amount

of information that inclusion of the inefficient NTSC signal for backward-compatibility

would make the new system highly inefficient. A simulcast broadcasting approach meant

that the new television signal would have to be transmitted separately from NTSC broad-

casts and a NTSC television would not be able to generate a picture from the advanced

television signal.

Years of development and testing resulted in four different all-digital systems reach-

ing a stalemate in February 1993. ACATS could not recommend one system in particular

since each of the systems excelled in different aspects. Following a suggestion by ACATS,
the companies decided to work together and formed the Grand Alliance in May 1993 to

develop a single system that would attempt to combine the best features from the indi-

vidual systems and a standard based on this prototype system would be recommended

to the FCC for standardization. The members of the Grand Alliance were AT&T, Gen-

eral Instrument Corporation, Massachusetts Institute of Technology, Philips Electronics

North America Corporation, David Sarnoff Research Center, Thomson Consumer Elec-

tronics and Zenith Electronics Corporation. The best technical elements of each system

were combined, further improvements were made and ACATS recommended a standard

based on the Grand Alliance prototype to the FCC in November 1995. This standard

restricted broadcasters to 18 video formats. The FCC adopted this recommendation in

December 1996 with the exception of the restriction on the proposed transmission for-

mats. The FCC decided to remove the restriction on the possible transmission formats

to allow market forces to decide the best formats to use. In the fall of 1998, commercial

broadcast of digital television started in the United States.

The U.S. digital television standard [29, 30] incorporates many technological ad-

vances made over the past few decades. As a result, digital television systems are signif-

icantly better than their analog counterparts which are based on the NTSC standard that

was developed in the 1940's and 1950's. In addition to delivering spectacular video and
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multi-channel, compact disc quality sound, the new digital systems have features absent

in conventional analog systems such as auxiliary data channels and easy interoperability

with computers. [31, 32, 33, 34]

In addition to video coding, the digital standard also specifies the transmission of

audio and auxiliary data. The focus of this thesis is on video processing, so the discussion

will be restricted to the video portion of the standard. The video coder is based on the

Main Profile implemented at High Level (MP@HL) within the MPEG-2 standard. [2, 3,

14, 35] This video coder has the following characteristics:

* Ability to handle both progressive and interlaced scanned video

" Upper bounds of 1920 sapes, 1152 lines and 60 fr"meline f rame second

" Maximum bit rate of 80 Mbits per second (Mbps)

" Maximum sample rate 1 of 62.6 Msamples per second

Video compression is achieved by using the discrete cosine transform (DCT) to

exploit spatial redundancy and block-based motion estimation/compensation to exploit

temporal redundancy in the video sequence. The energy compaction properties of the

DCT are widely known [16] and fast, low-cost implementations have been developed,

making DCT-based compression algorithms very popular. Motion estimation and com-

pensation is performed on a block-by-block basis in order to predict a block in the current

frame from adjacent frames.

5.1.2 Transmission Formats

Two of the most apparent differences between the new digital systems and the conven-

tional analog systems are in the picture resolution and aspect ratio (the ratio between the

number of pixels per line and the number of lines of resolution). The digital system is

commonly referred to as high-definition television (HDTV) because of the increased pic-

ture resolution. Unlike the analog NTSC standard, which has one resolution format (480

'The sample rate is defined to be the pixel rate of the uncompressed video sequence.
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lines with interlaced scanning at 59.94 fields/sec) with a 4:3 aspect ratio, the digital tele-
vision standard allows any format as long as the upper bounds on the samples per line,
lines per frame, frames per second, maximum bit rate and maximum sample rate are not
exceeded. The 16:9 aspect ratio has been found to be more aesthetically pleasing, thus
most of the television community has agreed that this aspect ratio will be used for HDTV
broadcasting. Therefore, this thesis will assume that all HDTV formats have a 16:9 aspect
ratio. One reason that the digital television standard allows multiple video formats is to
permit source-dependent coding. For example, the broadcast of sporting events should
be performed at the highest possible temporal rate (60 frames/sec with progressive scan-
ning) to preserve the fast motion of the video. On the other hand, video generated from
film suggests the use of a high spatial resolution to preserve the detail of the film and a
low temporal resolution since film is typically recorded at lower frame rates such as 24
frames/sec. Examples of video formats are shown in Table 5.1. Note that all of the video
formats in Table 5.1 are permitted in the digital standard except for the last two formats:
1080P and 1440P, which have sample rates that exceed the MPEG-2 MP@HL specification.

5.2 Migration Path

5.2.1 Limitations of the Digital Television Standard

Most of the television processing community has been focused on the current transition
from the analog NTSC standard to the digital television standard. Many resources are
being used to develop devices to assist this transition such as set-top boxes that convert
a digital signal for display on analog televisions for consumers who want to delay pur-
chasing a digital television but still want to be able to view digital content. The transition
to digital television will take some time, but eventually, digital televisions will become
the norm instead of the exception as they are today. To speed up this transition, the FCC
stated when the standard was first adopted in 1996 that it would reclaim the broadcast
spectrum of analog terrestrial channels in 2006. This deadline would allow only digital
broadcasts over terrestrial channels and encourage both broadcasters and consumers to
make the transition to digital television. While it is currently unclear whether this dead-
line will be adhered to or should be delayed since there is currently a debate as to whether
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Format Spatial Scan Frame/Field Sample Rate
Resolution Mode Rate (Msamples/sec)

720P@24fps 720 x 1280 PS 24 frames/sec 22
720P@30fps 720 x 1280 PS 30 frames/sec 28

720P 720 x 1280 PS 60 frames/sec 55
10801 1080 x 1920 IS 60 fields/sec 62

1080P@24fps 1080 x 1920 PS 24 frames/sec 50
1080P@30fps 1080 x 1920 PS 30 frames/sec 62

1080P 1080 x 1920 PS 60 frames/sec 124
1440P 1440 x 2560 PS 60 frames/sec 221

Table 5.1: Examples of Video Formats. A spatial resolution of C x D represents C lines
of vertical resolution with D pixels of horizontal resolution. Note that all of these video
formats have a 16:9 aspect ratio. The scan mode is either progressive scan (PS) or inter-
laced scan (IS). The frame/field rate refers to the number of frames/sec for progressive
scanning and the number of fields/sec for interlaced scanning. All of these formats are
permitted in the U.S. digital television standard except the last two formats in bold, which
exceed the sample rate constraint of 62.6 Msamples per second.
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a complete transition to digital television by 2006 is feasible, eventually the digital tele-
vision standard will be the standard for terrestrial broadcasting. When digital television
becomes more prevalent, the television processing community will surely focus its atten-
tion on the migration path. The concept of a migration path concerns a future transition
from standard HDTV formats to higher resolution formats beyond those in the digital
standard. [7, 9] This is the next logical step for terrestrial television broadcasting and
was recognized even during the initial stages of the digital standardization process. The
desire for the ability to transmit and receive higher resolution video is apparent and the
migration path will be an active research area as digital televisions penetrate the market
and more bandwidth becomes available. The main goal of this discussion is to begin to
understand the issues of the migration path in an effort to develop efficient methods to
migrate to higher resolution formats. The conclusions developed can be used to aid a
possible future standardization process.

Despite the substantial improvements compared to the NTSC standard, the digital
television standard has a significant limitation in its video resolution. A spatial resolution
of 1080 x 1920 is the highest spatial resolution with a 16:9 aspect ratio that is permitted
in the standard and a temporal resolution of progressive scanning at 60 frames/sec is
the highest possible temporal resolution permitted. Note that either the highest spatial
or temporal resolution can be achieved separately but the 1080P format (1080 lines with
progressive scanning at 60 frames per second) which is the combination of the highest
spatial resolution (with a 16:9 aspect ratio) and the highest temporal resolution is not per-
mitted by the standard. The need to be able to transmit and display video in the 1080P
format is desired by terrestrial broadcasters since it provides both high spatial and tem-
poral resolution. However, the 1080P format was prohibited from the digital television
standard because the standard was intended for transmission over a single 6 MHz terres-
trial channel which can currently support approximately 18 Mbps [36] and the pixel rate
of the 1080P format is too high for satisfactory compression at this bandwidth.

Although there is much interest in the future transmission of higher resolution for-
mats, the terrestrial transmission of these formats will not be possible unless additional
bandwidth becomes available. There are several ways that additional bandwidth may
become available such as the allocation of a wider spectrum for each channel and/or
improvements may be made in compression or modulation technology. In addition, ad-
ditional bandwidth may be available immediately or in the near future over media such
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as cable or satellite. This thesis will not attempt to speculate when, why or how addi-

tional bandwidth will be available, but assumes that there is additional capacity available

to implement a migration path and focus on utilizing the bandwidth efficiently to be able

to transmit higher resolution formats such as the 1080P format.

5.2.2 Application of Scalable Coding to the Migration Path

One approach to satisfy the demand to broadcast higher resolution formats in the future

would be to create another standard separate from the HDTV standard. However, the

transition from the NTSC standard to the HDTV standard demonstrated the problems

with creating a separate standard and suggest that this should be avoided if possible. The

most significant problem was that equipment compliant with the NTSC standard could

not be used with the adoption of the new HDTV standard. Note that simulcasting was

chosen for the digital television standard mainly because the old NTSC signal that was

developed using technology from the 1940's and 1950's was very inefficient. Inclusion

of the NTSC signal in the new standard would have made the digital television signal

very spectrum inefficient. The signal in the HDTV standard is efficiently compressed and

therefore can be used in the migration path. Therefore, it is preferable for the migration

path to be backward-compatible with the HDTV standard so as not to render earlier digital

televisions and equipment obsolete. [37] A backward-compatible migration path would

allow higher quality transmissions to be displayed by receivers equipped to handle them,

but still permit lower caliber receivers to decode and display standard HDTV formats.

A backward-compatible migration path suggests the use of scalable coding. Scal-

able coding can also be applied recursively to create multiple levels of service and the

capability for multicast broadcasting would be desirable since it is reasonable to expect

that resolutions beyond the initial migration will be in demand sometime in the future.

Figure 5.1 illustrates an example of a backward-compatible migration path that provides

three levels of digital television service, each with increasing spatial resolution.

While a scalable approach can certainly be used to create multiple levels of service,

this thesis will only examine a migration scheme with two levels of service. This is done

to simplify the analysis and because many of the concepts in a two level scheme can be

applied to a multiple level scheme. The base layer should be compliant with the current
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Layer I
Bitstreamn

Layer 2
Bitstream

Layer 3
Bitstream

- . .

Standard
Reception
(e.g. 720P)

Enhanced
-a Reception

(e.g. 1080P)

Super-Enhanced
-* Reception

(e.g. 1440P)

Figure 5.1: Scalable Coding Can Be Used to Achieve Multiple Service Levels. An exam-

ple of a backward-compatible migration path that provides three levels of digital televi-

sion service, each with increasing spatial resolution (720P, 1080P and 1440P). The Layer

1 bitstream can be decoded by a standard decoder to provide standard video (720P). An

enhancer can utilize the Layer 2 bitstream (in addition to the video generated from the

Layer 1 bitstream) to provide reception of enhanced video (1080P). A second enhancer

can utilize the Layer 3 bitstream (in addition to the video generated from the Layer 1 and

2 bitstreams) to provide reception of super-enhanced video (1440P).
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digital standard but there are no restrictions on the methods to achieve the enhancement

since there currently is no syntax governing enhancement layer. This syntax will need to

be standardized in the future and this thesis will attempt to provide some results to assist

this standardization. There are many different formats that may be chosen for the initial

migration, but the 1080P format is an reasonable choice for investigation since there is a

demand for combining the highest spatial and temporal resolutions of the current stan-

dard. This research will assume that the 1080P format will be the desired enhancement

layer for the migration path and focus on developing efficient methods to migrate to this

format.

5.2.3 Resolution of the Base Layer and the Migration Path

The enhancement layers in any scalable coding scheme are highly dependent on the base

layer. The only requirement of the migration path is for the base layer to be compliant

with the HDTV standard to ensure backward-compatibility. However, unlike many other

scalable coding scenarios where the format of the base layer is fixed, the migration path

is more complicated since the standard permits multiple formats. It will be shown that

different signal processing operations will have to be performed to construct the desired

1080P enhancement layer for different base layers. Thus, the migration path for different

base layers should be examined independently.

Terrestrial broadcasters have not reached a consensus on a single broadcasting for-

mat that will be used for HDTV, but most have decided on either the 10801 or the 720P

format. (Note that if future research were to show that one format was much better for fu-

ture migration, it might convince broadcasters to agree on a single format.) The 10801 and

720P formats are ideally suited for the migration path since their resolutions are related

to the 1080P format by simple integer ratios. Video in the 10801 format has j the number

of lines and the same number of pixels per line as the 1080P format. Deinterlacing of the

10801 video can be performed to create the desired 1080P enhancement layer. Video in

the 720P format has Z of both the lines of resolution and pixels per line as the 1080P for-

mat. Spatial upsampling of the 720P video can be performed to create the desired 1080P

enhancement layer. Since deinterlacing and spatial upsampling are very different signal

processing operations, it is clear that each case should be handled differently.
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There is another logical migration scheme that would involve a different base layer

besides 720P and 10801. The 1080P@30fps format is another base layer format that is

related to the 1080P format by a simple ratio of integers. Video in the 1080P@30fps

format has . the number of frames as the 1080P format. Temporal upsampling of the2

1080P@30fps video can be performed to create the desired 1080P enhancement layer.

However, this version of the migration path will not be discussed or studied in this thesis

because it appears that the 1080P@30fps format will not have much practical significance

since most digital television broadcasters are planning on using either the 720P or 10801

format. The avoidance of the 1080P@30fps format by broadcasters is mainly caused by
the fact that most displays will not be in that format. Thus, additional format conver-

sion will need to performed prior to display and this additional processing may result in

additional artifacts. Figure 5.2 illustrates the different signal processing operations that

the migration path would have to implement to migrate from different base layers to the

desired 1080P enhancement layer format.

The migration path schemes involving the 10801 and 720P formats as the base layer

will be discussed in detail in the next section. Note that the focus will be on the 10801 case

since the experimental results performed in the previous chapter examined that case, but

one can easily see how similar conclusions can be assumed for the 720P case (as well as

the 720P@30fps case).

5.3 Role of Adaptive Format Conversion in the Migration

Path

There are many scenarios where the use of adaptive format conversion as enhancement

data may be beneficial. The migration path for digital television [9] is one application

where adaptive format conversion may become very important. This section discusses

both the initial and future roles of adaptive format conversion in the migration path.

Figure 5.3 illustrates an overview of the application of adaptive format conversion to

the migration path for digital television. In this figure, a standard decoder decodes

video in a format that is part of the current standard such as 720P or 10801. This format

will be the base layer for scalable coding and will significantly affect the enhancement
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Base Layer Processing Enhancement Layer

10801

720P

1080P @ 30 fps *

____ ____ __ 1
01080PI

Figure 5.2: Resolution of the Base Layer Format and the Migration Path. Different signal
processing operations have to be performed for different base layers to achieve the 1080P
enhancement layer format: deinterlacing must be performed for the 10801 format, spatial
upsampling must be performed for the 720P format and temporal upsampling must be
performed for the 1080P@30fps format.
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Current
Standard
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Migration

Path

Future
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Standard
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Enhancement Video
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Figure 5.3: Role of Adaptive Format Conversion in the Migration Path. The initial migra-
tion path would involve a low bandwidth enhancement bitstream containing adaptive
format conversion (AFC) information. This allows creation of the desired 1080P format.
Future migrations are not limited by the initial migration. A future migration using a high
bandwidth enhancement bitstream containing residual coding (RC) information is shown
in this example. The additional enhancement data can be used to create an "enhanced"
version of the 1080P video.
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data transmitted as discussed in the previous section. The initial migration path would in-

volve an enhancer that utilizes a low bandwidth enhancement bitstream which contains

adaptive format conversion information. The adaptive format conversion information

would be used in addition to the decoded base layer video from the standard decoder to

construct video in the 1080P format. Note that an initial migration which uses adaptive

format conversion information does not limit future migrations. If additional bandwidth

were to become available in the future, another enhancer can utilize a high bandwidth en-

hancement bitstream containing residual coding information to further enhance the 1080P

video. This figure illustrates how easily adaptive format conversion could be applied to

the migration path problem.

5.3.1 Initial Role of Adaptive Format Conversion in the Migration Path

Scalable coding provides backward-compatible scalability, but an additional constraint

of the migration path is that the bandwidth for any enhancement layer is expected to

be small in the near future. Transmission bandwidth is very expensive due to the im-

mense demand for available spectrum by an increasing number of applications. In fact,

one reason that the FCC wants to reclaim the spectrum currently used for analog terres-

trial broadcasts (after digital television becomes more widespread) is to resell the spec-

trum. A limited amount of enhancement bandwidth is very significant because it dis-

courages residual coding, the typical form of enhancement data used in most scalable

coding schemes. As discussed earlier, residual coding can recover (practically) all of the

video detail in the enhancement layer, albeit this may require use of a very fine quan-

tizer to code the prediction error which will result in a high enhancement bitrate. At

low enhancement bitrates, it may not be possible to achieve the target bitrate using resid-

ual coding, even with the coarsest quantizer. Furthermore, even if the target bitrate is

achieved with a coarse quantizer, a coarsely coded residual often will not significantly

improve the video quality of the enhancement layer.

The experimental results in Section 4.4 that compared adaptive format conversion

and residual coding can be applied to a migration path with a low enhancement band-

width. Adaptive format conversion was shown to provide scalability at low enhancement

bitrates that is not possible with residual coding. It is currently unclear how much addi-

tional bandwidth will be available in the future, but one estimate is that an additional
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two to three Mbps will be available for the migration path of digital television. One

method of applying the experimental results in this thesis (which were performed with
sequences of CIF resolution) to the migration path problem (which involves sequences of

HDTV resolution) is to normalize bitrates by using the bits per pixel metric (BPP). Since

1 Mbps = 1048576 bits/sec and

1048576 bits/sec - 0.0084 bits/pixel, (5.1)
(1080 * 1920 pixels/frames) (60 frames/sec)

the estimated two to three Mbps of available enhancement bitrate would represent an ad-
ditional 0.0168 to 0.0252 BPP that could be used to enhance the enhancement layer. Look-

ing at this region in Figure 4.7 shows that only adaptive format conversion can be used

for enhancement data since residual coding will result in an enhancement bitrate greater
than the available bandwidth even with the coarsest quantizer. Achieving video scalabil-
ity using only residual coding for enhancement data cannot occur unless at least approx-
imately 0.05 BPP of enhancement bitrate (equivalent to 6 Mbps) are available. Therefore,

one can implement the migration path with a smaller amount of available bandwidth

using adaptive format conversion information. The video scalability provided by adap-

tive format conversion is useful, but even more important is the coding gains that are

achieved even at these low enhancement bitrates. This was demonstrated in Section 4.4

which not only showed that there can be coding gains, but the coding gains can be quite

substantial when the base layer is coded well. Digital television signals will definitely be

coded with a high fidelity, therefore, adaptive format conversion will be able to use accu-
rate information from the base layer and produce significant improvement in the video

quality of the enhancement layer.

These results indicate that adaptive format conversion is an ideal choice to pro-
vide video scalability for the migration path in the near future. The ability of adaptive
format conversion to provide efficient video scalability at low enhancement bitrates not
only matches the initial constraint on the enhancement layer bandwidth, but also takes

advantage of the high fidelity of the base layer to provide significant coding gains. The

signal processing required to implement an initial migration path using only adaptive

format conversion information is shown in Figures 5.4 and 5.5 when the base layer is
in the 10801 and 720P formats, respectively. These figures explicitly define all the ele-

ments needed in both the transmitter and the receiver. The elements in the dotted boxes
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TRANSMITTER
Input1NOIBase

(1 Bitstream
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Adaptive Format
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Base Layer - Base Layer
Bitstream -(10801 Video)

Adaptive Reception of
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Conversion Layer Video
Bitstream (1080P Video)

Figure 5.4: An Initial Migration Path System with 10801 as the Base Layer Format. If the
elements in the dotted boxes are ignored, what remains is a standard HDTV system. The
1080P input video is interlaced to create 10801 video (an allowable transmission format)
that is encoded and transmitted as the base layer. At the receiver, the base layer bitstream
can be decoded to receive 10801 video, thus, backward-compatibility is achieved. The
elements in the dotted boxes implement the migration path. The transmitter mimics a
standard video decoder and decodes the base layer bitstream. The decoded 10801 video
is used with the 1080P input video to generate an enhancement layer. The enhancement
data consists of adaptive format conversion information and can be used by a deinterlacer
in an advanced receiver to receive video in the 1080P format.
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Figure 5.5: An Initial Migration Path System with 720P as the Base Layer Format. If the
elements in the dotted boxes are ignored, what remains is a standard HDTV system. The
1080P input video is spatially downsampled to create 720P video (an allowable transmis-
sion format) that is encoded and transmitted as the base layer. At the receiver, the base
layer bitstream can be decoded to receive 720P video, thus, backward-compatibility is
achieved. The elements in the dotted boxes implement the migration path. The transmit-
ter mimics a standard video decoder and decodes the base layer bitstream. The decoded
720P video is used with the 1080P input video to generate an enhancement layer. The
enhancement data consists of adaptive format conversion information and can be used
by a spatial upsampler in an advanced receiver to receive video in the 1080P format.
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represent the components that would need to be added to the current HDTV system to

support the use of adaptive format conversion information. If the elements in the dotted

boxes are ignored, what remains is a standard HDTV system.

Figure 5.4 shows the migration path with the 10801 format as the base layer. The

input video is in the 1080P format and must first be converted to the 10801 format at the

transmitter before transmission. The 10801 video is compressed and transmitted as the

base layer. In addition to encoding the 10801 video, the transmitter mimics a standard

receiver and decodes the 10801 video. The decoded 10801 video can be converted to the

1080P format by deinterlacing and enhancement data in the form of adaptive deinterlac-

ing information is transmitted in parallel with the base layer bitstream. At the receiver

side, a standard receiver can ignore the enhancement bits and decode only the base layer

bitstream to produce 10801 video. Thus, standard reception is unaffected and backward-

compatibility is achieved. An advanced receiver utilizes the adaptive format conversion

information from the enhancement layer bitstream along with the decoded 10801 base

layer to receive 1080P video.

Alternatively, the 720P format can be the base layer for the migration path as shown

in Figure 5.5. In this case, the 1080P input video is converted to the 720P format prior to

compression and transmission as the base layer. Note that the ratio between the spatial

resolution of the formats is Z, therefore, format conversion can be achieved by spatially

upsampling by two and then downsampling by three. This combined operation is re-

ferred to as spatial downsampling in the figure since the total data rate is reduced. In

addition to encoding the 720P video, the transmitter mimics a standard receiver and de-

codes the 720P video. The decoded 720P video can be converted to the 1080P format by

spatial upsampling and used to generate enhancement data that is transmitted in paral-

lel with the base layer bitstream. Note that this format conversion can be achieved by

spatial upsampling by three and then downsampling by two. The combined operation is

referred to as spatial upsampling in the figure since the total data rate is increased. At the

receiver side, a standard receiver can ignore the enhancement bits and decode only the

base layer bitstream to produce 720P video. Thus, standard reception is unaffected and

backward-compatibility is achieved. An advanced receiver utilizes the adaptive format

conversion information from the enhancement layer bitstream along with the decoded

720P base layer to receive 1080P video.
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5.3.2 Future Role of Adaptive Format Conversion in the Migration Path

In the previous section, it was shown that adaptive format conversion was an ideal so-
lution for a migration path when the enhancement bandwidth is small. In the future,

more bandwidth may be available to the migration path to support additional levels of

scalability. This bandwidth could be used to further enhance the quality of the 1080P pic-

ture achieved with the initial migration path. Additional bandwidth could also be used

to migrate to higher resolution formats beyond 1080P. These two alternatives are shown
in Figure 5.6. This section will focus on the first choice and a straightforward method to
accomplish this is to transmit residual coding information to further enhance the 1080P
video that was created using adaptive format conversion information. Note that the sec-

ond choice of migrating to formats beyond 1080P can be achieved by recursively applying

concepts similar to those used for the initial migration path. For example, adaptive spatial

upsampling could be used to migrate from 1080P to 1440P and adaptive temporal upsam-

pling could be used to migrate from 1080P to 1080P@72fps (1080 lines with progressive

scanning at 72 frames/second).

Note that our current scalable coding scheme uses residual coding information
"eon top of" adaptive format conversion information to create "enhanced" 1080P video.

It is natural to examine whether adaptive format conversion information is still efficient
when there is enough bandwidth to support residual coding. If the use of adaptive for-
mat conversion information is not efficient at higher enhancement bitrates, it would be
more efficient to migrate from a standard HDTV format to 1080P by using nonadaptive

format conversion and residual coding. This analysis is accomplished by comparing the
use of both types of enhancement data (adaptive format conversion and residual coding)
to the use of residual coding (after nonadaptive format conversion). The experiments in
Section 4.5 showed that the use of both types of enhancement data is more efficient than
using only residual coding data when the base layer is coded well as it is in digital tele-

vision. Therefore, the implementation of an initial migration path using adaptive format

conversion information not only provides scalability in the short-term, but also provides

coding gains in the future after a second migration path is implemented using residual

coding information.

The signal processing required to implement a migration path using both adaptive
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HDTV Standard Format
(e.g. 720P or 10801)

Initial
Migration

Path

"Enhanced"
1080P

1080P

Higher Resolutions
(e.g. 1440P, 1080P@72fps)

Figure 5.6: Possibilities After An Initial Migration Path Using Adaptive Format Conver-
sion Information. In this example, an initial migration path (1) was implemented using
adaptive format conversion information to migrate from a HDTV standard format (such
as 720P or 10801) to the 1080P format which is not in the current standard. In the future,
more bandwidth may become available to the migration path. A second migration path
could be implemented to either further enhance reception of 1080P video (2) or to reach
higher resolution formats such as 1440P or 1080P@72fps (3).
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format conversion and residual coding information is shown in Figures 5.7 and 5.8 when

the base layer format is in the 10801 and 720P formats, respectively. The first migration

path will use only adaptive format conversion information for enhancement data as de-

scribed in the previous section. The second migration path will use residual coding for

enhancement data. These figures explicitly define all the elements needed in both the

transmitter and receiver. The elements in the dotted boxes represent the components that

were added to the current HDTV system to support the initial migration and the elements

in the dashed boxes need to be added to the current HDTV system to support residual

coding. If the elements in both the dotted and dashed boxes are ignored, what remains is

a standard HDTV system.

Figure 5.7 shows the migration path with the 10801 format as the base layer. Note

that this figure is similar to Figure 5.4 except for the components listed in the boxes with

dashed lines. In addition to composing the base layer and adaptive format conversion

information for the first enhancement layer in the same manner as in Figure 5.4, the trans-

mitter also has to compute the residual between the original 1080P input video and the

1080P video created after deinterlacing the 10801 video. The coded residual is then trans-

mitted as the second enhancement layer. A receiver can utilize the additional informa-

tion from the decoded residual to further enhance the 1080P video. Note that backward-

compatibility is achieved and three different types of reception are possible: standard

reception (10801), advanced reception (1080P) and super-advanced reception (enhanced

1080P).

Figure 5.8 shows the migration path with the 720P format as the base layer. Note

that this figure is similar to Figure 5.5 except for the components listed in the boxes with

dashed lines. In addition to composing the base layer and adaptive format conversion

information for the first enhancement layer in the same manner as in Figure 5.5, the

transmitter also has to compute the residual between the original 1080P input video and

the 1080P video created after spatial upsampling the 720P video. The coded residual

is then transmitted as the second enhancement layer. A receiver can utilize the addi-

tional information from the decoded residual to further enhance the 1080P video. Note

that backward-compatibility is achieved and three different types of reception are possi-

ble: standard reception (720P), advanced reception (1080P) and super-advanced reception

(enhanced 1080P).
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Figure 5.7: A Future Migration Path System with 10801 as the Base Layer Format. The
dotted boxes represent an initial migration path which uses adaptive format conversion
information as enhancement data. The dashed boxes represent a second migration path
which uses residual coding information as enhancement data. If the elements in the dot-
ted and dashed boxes are ignored, what remains is a standard HDTV system. The only
elements that differ from those in Figure 5.4 are the elements in the dashed boxes which
implement the second migration path. The transmitter can compute the residual between
the original 1080P video and the 1080P video created after deinterlacing the 10801 video.
This residual can be coded and transmitted as another enhancement layer. A receiver
may decode this residual to further enhance the reception of 1080P video.
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Figure 5.8: A Future Migration Path System with 720P as the Base Layer Format. The

dotted boxes represent an initial migration path which uses adaptive format conversion

information as enhancement data. The dashed boxes represent a second migration path

which uses residual coding information as enhancement data. If the elements in the dot-

ted and dashed boxes are ignored, what remains is a standard HDTV system. The only

elements that differ from those in Figure 5.5 are the elements in the dashed boxes which

implement the second migration path. The transmitter can compute the residual between

the original 1080P video and the 1080P video created after spatial upsampling the 720P

video. This residual can be coded and transmitted as another enhancement layer. A re-

ceiver may decode this residual to further enhance the reception of 1080P video.
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5.4 Similar Applications

This thesis focused on applying its results to terrestrial broadcasting. However, this work

can have significant impact on other environments such as cable and satellite transmis-

sions. Terrestrial channel capacities may limit the immediate applicability of a migration

path, however environments such as cable and satellite may be able to implement a mi-

gration scheme in the near future. In these environments, a 6 MHz channel may be able

to support higher capacities than the 18 Mbps bandwidth of a terrestrial channel. These

environments also may not be limited to using a single 6 MHz channel for each transmis-

sion.

In addition to migration with HDTV formats, another area where this thesis may

be applicable is migration for standard-definition television (SDTV). Many consumers will

wait for the price of digital televisions to decrease and purchase set-top boxes to display

digital content on analog televisions. This may cause many digital broadcasts to be in the

4801 format (480 lines of resolution with interlaced scanning at 60 fields/sec). Using the

same general concept as the migration path from 10801 to 1080P video, a migration path

can be utilized to assist the display of interlaced SDTV material on progressive displays

such as computer monitors, i.e. the migration from 4801 to 480P (480 lines of resolution

with progressive scanning at 60 frames/sec).

5.5 Summary

This chapter began by reviewing the U.S. digital television standard. The standard has

many substantial improvements over its analog counterpart. However, the standard has

limitations on the transmittable video formats and the need to migrate to higher resolu-

tions in the future has already been recognized. The concept of a migration path con-

cerns the transition to resolutions beyond the current standard in a backward-compatible

manner so as not to render earlier digital televisions obsolete. Scalable coding provides

backward-compatible scalability, but an additional constraint of the migration path is that

the bandwidth for any enhancement layer is expected to be low in the near future which

discourages residual coding. The results in this thesis indicate that adaptive format con-

version is an ideal choice to provide video scalability for the migration path in the short-
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term as well as the long-term. The ability of adaptive format conversion to provide effi-

cient video scalability at low enhancement bitrates matches the short-term requirement

of the migration path that the enhancement layer bandwidth is low. Adaptive format

conversion information is also coding efficient at higher enhancement bitrates when the

base layer is coded well. Since the base layer of digital television will be coded at a high

fidelity, adaptive format conversion information will also be beneficial to the migration

path when more bandwidth is available in the future to support residual coding.
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Chapter 6

Conclusions

6.1 Summary

A common problem for many video applications is that multiple clients require different

types of service due to variations in their available bandwidth, processing power and/or
memory resources. Scalable coding is a popular technique to provide multiple levels of

video service since enhancement layers can efficiently exploit redundant information in

previous layers. Despite the fact that scalable coding is well known in the video compres-

sion field and been implemented in many coding standards, the use of adaptive format

conversion information as enhancement data has often been overlooked and is not well

understood. This thesis begins by reviewing the previous research of Sunshine which

demonstrated that a significant improvement in video quality could be obtained with a

small amount of enhancement data to assist adaptive deinterlacing at the decoder. The

simulation results were obtained without coding the base layer and suboptimal parame-
ter selection, but demonstrate the potential of using adaptive format conversion informa-
tion as enhancement data. It is clear that adaptive format conversion must be researched
further and this thesis investigates when and how adaptive format conversion could be

used to improve scalable video compression.

First, a new scalable codec was developed that can utilize adaptive format conver-
sion information and/or residual coding information as enhancement data. The ability

to utilize either or both types of enhancement data in simulations is necessary to better
understand adaptive format conversion. First, it permits comparison between adaptive
format conversion and residual coding when each is transmitted independently. Second,
one does not need to choose between the two types of enhancement data and both can

be transmitted when there is enough enhancement layer bandwidth. The use of both

adaptive format conversion and residual coding has not previously been studied and this

-137 -



Conclusions

codec permits such experiments. The implementation described in this thesis also in-
cludes a base layer codec to investigate the effect of the base layer and an algorithm for
optimal mode selection when variable-sized block partitioning is performed. This codec
was then used to perform various simulations to investigate different aspects of adaptive
format conversion.

The first experiments examined adaptive format conversion on the base layer af-
ter it was coded at a wide range of qualities to examine the effect of base layer coding
on adaptive format conversion. Since previous simulations used an uncoded base layer
which provides perfect information from the remaining fields to reconstruct the missing
field, it was important to investigate this issue. Adaptive format conversion proved to be
useful over a wide range of base layer qualities. As expected, large gains were seen when
the base layer was coded well. In addition, PSNR gains over 1 dB were present even when
the base layer was coded poorly Thus, adaptive format conversion was concluded to be
an efficient type of enhancement information and can significantly improve the quality of
the decoded enhancement layer even when the base layer is not coded at a high fidelity.

Another experiment compared adaptive format conversion and residual coding.
Since adaptive format conversion usually involves a smaller number of coded parameters
per region compared to residual coding, it can provide video scalability at low enhance-
ment layer bitrates (between 0.01 BPP and 0.05 BPP) that are not attainable with residual
coding. The experimental results also showed that adaptive format conversion is usually
preferable at medium enhancement layer bitrates (between 0.05 BPP and 0.12 BPP) when
the use of either type of enhancement data is possible. Residual coding only outperforms
adaptive format conversion at these enhancement layer bitrates when the base layer is
coded poorly.

One research area that has not been previously investigated is the use of both
adaptive format conversion information and residual coding information as enhance-
ment data. It was previously unclear whether the use of adaptive format conversion
would help or hinder video scalability at high enhancement layer bitrates. This was in-
vestigated by comparing the use of both types of enhancement data to the use of only
residual coding. Experimental results showed that the use of adaptive format conver-
sion usually improves coding efficiency at higher enhancement layer bitrates. The use of
adaptive format conversion information reduces the coding efficiency only when the base
layer is coded poorly.
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The last chapter investigated the application of adaptive format conversion to the

migration path for terrestrial digital television in the United States. The results presented

in this thesis indicate that adaptive format conversion is well-suited to handle the unique

problems of the migration path. The initial difficulty with a migration path structure is

the limited bandwidth that would be available to support the enhancement layer. The

limited bandwidth discourages residual coding, but is well matched to adaptive format

conversion which can provide efficient scalability at low enhancement bitrates. Therefore,

an initial migration path could be implemented using only adaptive format conversion

information as enhancement data. Adaptive format conversion information can also as-

sist a future migration path when more bandwidth is available to support the additional

transmission of residual coding information as enhancement data. Since television sig-

nals are coded with high fidelity, the use of both adaptive format conversion and residual

coding will be more efficient than using only residual coding. Therefore, the implementa-

tion of an initial migration path does not hinder and actually improves a future migration

path.

Most of this thesis was focused on a special case of adaptive format conversion:

adaptive deinterlacing for the migration path problem. It should be noted that many of

the same concepts and conclusions can also be applied to other cases and applications.

For example, adaptive spatial upsampling will require different signal processing modes

than adaptive deinterlacing but the structure and parameter selection of a codec to per-

form adaptive spatial upsampling will probably be very similar to the one described in

this thesis. Other applications besides the migration path for terrestrial digital television

may also benefit from this work since adaptive format conversion can be applied to prac-

tically any scalable video coding algorithm.

6.2 Future Research Directions

The results of this thesis suggest that adaptive format conversion could play a major role

in the migration path to higher resolutions for terrestrial digital television systems. In-

terest in the migration path will continue to increase as digital television becomes more

prevalent. Additional development on the application of adaptive format conversion to

this problem must be done to get closer to a practical implementation. This research
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addressed some of the limitations of previous work in the field such as the effect of base
layer coding and optimal parameter selection. In addition, this thesis examined the use of
both adaptive format conversion information and residual coding information for video
scalability at high enhancement bitrates. However, other issues need to be investigated
to further substantiate the use of adaptive format conversion for the migration path. This
research was performed on CIF resolution sequences and the bitrates were normalized
using the bits per pixel metric to apply the experimental results to the migration path
problem. A possible avenue of future research is to perform experiments with high defi-
nition video formats and the corresponding bitrates. The experiments could also be per-
formed on a wider range of video sequences to provide more support to a proposal for a
possible migration path structure.

Another area for future research is to investigate the effect of the resolution for-
mat of the base layer. In this thesis, the resolution format of the base layer was chosen
to be interlaced video with the same spatial resolution as the progressive enhancement
layer. Different base layers can be used to "migrate" to a specific enhancement layer and
this thesis has also discussed the use of adaptive spatial upsampling to migrate from the
720P format to the 1080P format. Adaptive spatial upsampling from the 720P format is
conceptually very similar to the adaptive deinterlacing case examined in this thesis, but
the different format conversions will require different video processing techniques. It is
currently unclear whether the use of one base layer format will work significantly better
than another format in a scalable coding scheme with the same enhancement layer.

Two issues need to be carefully considered to permit a fair comparison. The first is-
sue is the quality of the base layer. Even though the base layers of two different migration
schemes may be coded at the same bitrate, comparison of the base layer video sequences
is difficult because they will be in different formats. In addition, it is known that coding
interlaced video is less efficient than coding progressive video. [38] These issues make
it difficult to compare the base layers of different migration schemes. The enhancement
layer in the different schemes will be the same so they can be directly compared using a
measure such as the PSNR. Some insight to this problem can be gained by briefly consid-
ering the migration path when the base layer is not coded. The 10801 scheme will perfectly
reconstruct the 1080P video in stationary regions since the missing line can be repeated
from the previous or subsequent field. On the other hand, the 720P scheme will not be
able to replace the detail lost by the spatial downsampling performed at the encoder to
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generate the base layer. This illustrates a situation where the spatio-temporal tradeoff of

interlaced coding is not apparent. However, when there is motion in the video, it would

be interesting to determine whether interlace artifact or subsampling is more detrimental

to reconstruction of the original video and this issue will be further complicated when

the base layer is compressed. The second issue to consider in a comparison between the

720P and 10801 migration paths is whether both schemes are using efficient methods to

enhance the base layer. For example, if the deinterlacing algorithms are more efficient

than the spatial upsampling techniques, it may not be fair to compare the results of the

enhancement layer. Thus, the efficiency of enhancement techniques for both scenarios

must be examined. These two issues must be resolved for a fair comparison between the

720P and 10801 migration paths.

Another future research direction is to investigate the allocation of channel band-

width between the different layers of a migration path. In this thesis, the bandwidth

issue was addressed by assuming the base layer was given, i.e. the base layer bitrate

and distortion were already determined, and the problem was "reduced" to examining

the enhancement layer quality as a function of the enhancement layer bitrate. A differ-

ent problem formulation is a constraint on the total bitrate of the base and enhancement

layers. This scenario is more representative of practical applications and must be better

understood before a migration path can be realistically implemented. This constraint re-

quires one to examine the quality of both layers as a function of the base layer bitrate

(the enhancement layer bitrate is fixed once the base layer bitrate is determined since the

total bitrate is fixed). For example, assume that 20 Mbps are available for both layers of

a migration path scheme. In this thesis, it was assumed that 18 Mbps would be used for

the base layer and the goal was to maximize the enhancement layer quality using the re-

maining 2 Mbps for enhancement data. It is unclear whether it would be better to choose

a different bandwidth allocation such as 17 Mbps for the base layer and 3 Mbps for the

enhancement layer or any of many other bandwidth allocations. The current practice is

to allocate bandwidth based on the relative pixel rate of the layers without considering

the content of the material. Bandwidth allocation should probably depend on the video

sequence to be coded. This problem is of great interest, but it is currently unclear how

to investigate this problem. Note that the bandwidth allocation problem is not specific

to the use of adaptive format conversion as enhancement data. The general problem

of allocating total bandwidth to different layers of a scalable coding scheme is not well
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understood, so any insight gained while investigating adaptive format conversion would

probably also be applicable to many other scalable coding scenarios.
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