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Abstract

In conventional optical microscopy, the numerical aperture (NA) of the objective lens in-
trinsically links the resolution, depth of field (DOF), working distance (WD) and field of
view (FOV). In a diffraction-limited system, changing the NA to improve resolution is not
possible without degrading the other optical performances. This linkage, which represents
an important limitation in conventional microscopy, has now been broken.

In the new method, a target is illuminated by a sequence of finely textured light patterns
generated by interference of multiple coherent beams that converge in a cone. The corre-
sponding sequence of brightness values, measured by a single photodetector (e.g., a single
pizel of a CCD), encodes the target’s sub-pixel contrast pattern. Fourier domain compo-
nents at spatial frequencies contained in the probing illumination patterns can be recovered
from the pixel brightness sequence by solving a set of over-determined linear equations. For
a given wavelength, the resolution of the reconstructed image is primarily determined by
the NA of the cone of beams, rather than the NA of the microscope objective. A low NA
objective, with large DOF, long WD, and large FOV, can be used without compromising
resolution.

A cone of 31 coherent beams with NA of 0.98 is produced from a single source beam (X =
488 nm) using an acousto-optic deflector (AOD) and an all-reflective beam delivery system.
The target is placed where the beams overlap. Fluoresced light from the target is collected
with a 0.2 NA objective for 930 different interference patterns. Brightness sequences are
decoded to reconstruct an image with resolution comparable to what would be obtained
using a conventional system with a 0.98 NA objective. Further, changing the NA of the
actual objective from 0.2 to 0.1 causes negligible change in resolution, demonstrating that
resolution is primarily determined by the illumination produced by the cone of beams.

Another restriction of conventional systems is removed by the use of reflective elements.
The illumination system, which determines resolution, can be constructed using only re-
flective elements. Ultraviolet or x-ray illumination can be used with fluorescing targets to
obtain resolution beyond what is possible using visible light. The well-known problems of
refractive optics at short wavelengths can be avoided.

Thesis Supervisor: Dennis M. Freeman
Title: Associate Professor of Electrical Engineering
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Chapter 1

Introduction

Since the invention of the compound microscope at the beginning of the seventeenth
century (Hooke, 1961), optical microscopy has been an important tool in many fields
of science and engineering, especially in biomedical sciences. It is a powerful tool in
biology and medicine since it can be used to investigate the structure and function of a
biological system while it is alive. This capability is not available in other microscopic
imaging tools such as electron microscopy (EM) or scanning probe microscopy (SPM).

However, the physics of the lens, which is the key element of microscopy imaging,
imposes several important limitations. This thesis describes and demonstrates an
optical microscopy technique based on principles of image formation that are different

from conventional optical microscopy in order to overcome some of these limitations.

1.1 Limitations of conventional optical microscopy

1.1.1 Resolution limited by the wavelength of light

Resolution in optical microscopy is fundamentally limited by the wavelength of light (Abbe,
1873). The size of the smallest feature that can be resolved by optical microscopy (as
defined by the Rayleigh criterion (Born and Wolf, 1999)) is 0.61)\/NA where X is the
wavelength of light, and NA is the numerical aperture of the objective lens.

The limiting resolution predicted by this formula improves when the wavelength

11



is reduced. However, scaling an optical microscopy to wavelengths shorter than those
of visible light is a challenging problem. Few materials are suitable for refractive
elements at very short wavelengths. Commonly used refractive materials become
opaque at short wavelengths, while others exhibit birefringence (Wang et al., 2002;
Wang, 2003).

One alternative is to use reflective elements instead of refractive elements for image
formation, since some common materials reflect light of even relatively short wave-
length satisfactorily. However, few examples of quality imaging systems consisting
entirely of reflective elements exist. This may be in part because fewer degrees of
freedom are available in designs using reflective elements (one radius of curvature
per element) when compared with refractive elements (two radii of curvature plus
choice of refractive index per element). For the above reasons, scaling optical mi-
croscopy to short wavelengths of light to improve resolution is, while highly desirable,

a scientifically challenging problem.

1.1.2 Intrinsic coupling between optical performances

At a fixed wavelength of light, resolution can only be increased by increasing NA.
However, increasing NA decreases depth of field (DOF = 2X/NA?), the axial portion
of the specimen which is in focus.

Decreasing DOF is undesirable when the surface of an opaque target, such as
transistors on a silicon wafer or DNA molecules on a glass subsfrate, is visualized.
Small DOF means only a small portion of the target near the plane of focus would
be imaged. In many applications, it is desirable to obtain a sharply focused image of

the target regardless of its distance from the objective.

*The next step in optical projection lithography is to use a 157 nm laser, with the goal of using
this wavelength to write structures as small as 60 or even 50 nm. One of the most difficult problems
is to manufacture the refractive material for the lenses. Calcium fluoride, the material of choice,
must be grown as a single crystal, which takes a very long time. The quality requirements are also
very high, resulting in unsatisfactory yields associated with crystal growth. On top of that, calcium
fluoride shows intrinsic birefringence, meaning that the index of refraction depends on the plane of
the beam’s polarization. Consequently, only polarized light will result in sharply focused images in
a single plane, making it even more difficult to fashion a lens for this wavelength.

12



Furthermore, if the physical size of the lens is also fixed, increasing NA also
decreases working distance (WD; space between the front element of the objective and
the top of the specimen) and field of view (FOV). Decreasing WD eliminates certain
possibilities of simultaneously manipulating or probing the sample non-optically, for
example, electrophysiological recording or mechanical intervention. Decreasing FOV
is undesirable when, for example, interaction between cells or structures that are
remote from each other needs to be studied.

Given the wavelength of light and the size of the lens, the resolution, DOF, WD,
and FOV are intrinsically linked. One cannot be changed to improve optical perfor-
mance without changing the others in ways that may degrade performance.

This trade-off between resolution and other optical performances is illustrated
in Figure 1-1, where the four optical performances of twenty different microscope
objectives from a leading manufacturer are shown (Mermelstein, 2000c). The chart
shows that as the NA of the objective increases from 0.075 to 1.4, improving the
resolution, the remaining parameters (the DOF, WD, and FOV) decrease by more

than two orders of magnitude.

1.2 Previous work

Previously, the resolution limit of a high NA objective was decreased by a factor of two
using a structured illumination technique (Bailey et al., 1993; Neil et al., 1997; Heintz-
mann and Cremer, 1998; Gustafsson et al., 1999; Gustafsson, 2000; Frohn et al., 2000).
Such structured, or textured, illumination patterns are generated by the interference
of two or four coherent beams with equal wavelengths. By illuminating the target
with a high spatial resolution light pattern, high spatial frequency components of the
target, which would not normally pass through the objective, can be encoded into
low spatial frequencies that will pass through the objective. After electronic post-
processing of the data, a high resolution image of the target can be obtained. Theoret-
ical aspects of this concept have been extensively studied previously (Krishnamurthi

et al., 1996; Cragg and So, 2000; Frohn et al., 2001; So et al., 2001).
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Figure 1-1: Four key performance parameters of optical microscopy imaging: resolution,
working distance, depth of field, and field of view, for 20 different microscope objectives
from a leading manufacturer, chart courtesy of M. S. Mermelstein. At a given wavelength
of light, the resolution improves as the NA increases. The chart shows that as the NA
increases by an order of magnitude (from 0.075 to 1.4), there are more than two orders of
magnitude reduction in the working distance, depth of field, and field of view.

When the structured illumination is produced by sufficiently many beams, it
can not only improve resolution, but can also become a primary mechanism of im-
age formation. In fact, when a sequence of structured illuminations are used, a
high resolution image of the target can be reconstructed from a sequence of target
brightness measurements only, requiring no resolving power on the detection side.
This concept, called synthetic aperture optics, was originally formulated by Mermel-

stein (Mermelstein, 2000a; Mermelstein, 2000b; Mermelstein, 2000c).

In synthetic aperture optics, resolution is limited by the resolution of the strue-
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tured illumination pattern, and therefore is still limited by the wavelength of light.
However, it is not limited by the resolution of optical elements on the sensor side (such
as the NA of the objective, and the sensor pixel size). Therefore, a low NA objective
can be used on the detection side of the system, allowing us to take advantage of its
increased working distance, wider field of view, and larger depth of field. When high
resolution structured illumination is combined with a low NA objective, the system
can achieve high resolution without compromising the WD, DOF, and FOV.
Additionally, the physical apparatus that delivers the structured illlumination can
be entirely made of reflective optical elements (e.g., mirrors). Reflective elements,
unlike the refractive element such as the lens, can handle short wavelengths of light
such as ultraviolet (UV) or X-ray. Therefore, synthetic aperture optics is a promising
way to improve the resolution of optical imaging beyond what is possible with visible

light by scaling to UV or even X-ray.

1.3 The scope of this thesis

This thesis presents the first experimental demonstration of the synthetic aperture
optics concept. Specifically, it is shown that a sequence of brightnesses of a target,
measured using a single photodetector (e.g., a single pixel of a CCD) when the tar-
get is illuminated by a sequence of structured light patterns, can be processed to
reconstruct an image of the target that reveals sub-pixel details of target’s contrast
pattern. Furthermore, experimental evidences are presented that prove the fact that
the structured illumination, rather than the microscope objective as in the conven-
tional system, is the primary source of resolution. This fact leads to breaking of the
intrinsic link between resclution and other optical performances.

Realization of the synthetic aperture optics concept is based on solution to several
previously unresolved problems. First, it is necessary to illuminate the target with
a known sequence of interference patterns formed by sufficiently many laser beams.
Previously, an interference pattern projector with 15 beams, generated and controlled

using the acousto-optic effect, was described (Mermelstein, 2000¢). Utilizing the
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same principle of acousto-optics, this thesis describes the physical apparatus of a 31
beam interference pattern projector. A major contribution of this thesis is a newly
developed dynamic beam calibration method, which is required to make use of the
interference pattern projector. The developed beam calibration technique removes the
requirement for building a physically perfect system and enables dynamic assessment
of imperfections in the physical system.

Another problem is encountered when post-processing the data to reconstruct an
image of the target. In synthetic aperture optics, target information is sampled in the
Fourier domain at spatial frequencies contained in the probing illumination patterns
and the image of the target is reconstructed using a procedure similar to an inverse
Fourier transform. However, the distribution of the sampled spatial frequencies in the
Fourier domain is highly non-uniform. This is because of the constraints imposed by
the geometric arrangement of the beams. Similar problems have been encountered in
the fields of radio-astronomy (Keto, 1997; Brow, 1975) and magnetic resonance med-
ical imaging (Herman, 1979; Mueller et al., 1979; King and Moran, 1984). This thesis
describes an image reconstruction algorithm that applies when the transform domain
is not sampled uniformly. Furthermore, it is shown that uniform angular spacing of
the beams generating the illumination patterns leads to less than ideal sampling of
the transform space, and alternative geometric arrangements are proposed.

In the following chapters, the term structured illumination is used to refer to an
optical microscopy method based on the concept of synthetic aperture optics, while

uniform illumination refers to the conventional optical microscopy.
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Chapter 2

Theoretical Overview

This chapter describes how structured illumination patterns can be used to increase
the resolution of an imaging system for optical microscopy. A target is illuminated
by a sequence of finely textured light patterns formed by the interference of multi-
ple coherent beams. The sequence of brightness values reported from a single pixel
of a charge coupled device (CCD) imager encodes the target contrast pattern with
sub-pixel resolution. Previously, it was shown that Fourier domain components at
spatial {requencies contained in the probing illumination patterns can be recovered
from the pixel brightness sequence by solving a set of over-determined linear equa-

tions (Mermelstein, 2000c).

In this chapter, several newly developed theories and post-processing algorithms
are described together with previously developed theories. It is shown that uniform
angular spacing of the beams generating the illumination patterns leads to less than
ideal sampling of the transform space, and alternative geometric arrangements are
proposed. An image reconstruction algorithm based on the Voronoi diagram, that
applies when the transform domain is not sampled uniformly, is described. Finally, it
is shown that the contrast patterns within individual pixels can be spliced together

to form an image encompassing multiple pixels.
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a ccne of ﬁ cCD

coherent
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Figure 2-1: Generation of structured illumination using the interference of multiple coherent
beams. (a) Schematic of the imaging setup showing a lens, 2 CCD, and a cone of 31 coherent
beams illuminating the target. The target is placed where the beams overlap, as illustrated
in the right side. For clarity, only three beams are shown. (b) Side view of the setup. The
cone half angle of the beams (f2) and the cone half angle of the lens (f) are indicated.
(c) A view of the cone of beams looking from the top.

2.1 Physical elements

2.1.1 High resolution structured illumination

High spatial resolution structured illumination patterns are formed by the interference
of multiple coherent beams. Figure 2-1 (a) illustrates an optical imaging setup using
a lens and a CCD in which illumination is provided by a number of coherent beams
that overlap in an area where a target is placed. In the region of overlap, a light
pattern is formed as the result of interference between the beams. It is this pattern
that illuminates the target. The right side of Figure 2-1 (a) shows a magnified view
of the target region where beams overlap. Only three beams are shown for clarity.
The overlapping beams form a cone in three-dimensional space. Figure 2-1 (b) is a
side view of the cone of beams, while Figure 2-1 (¢) shows a view from the top, i.e.

from the direction of the lens and the CCD imager.
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Suppose there are N coherent beams overlapping in the target region. The electric

field, E, of the n-th beam, as a function of position r and time ¢, can be written as

En(r,t) = apcos(ky - T — wyt + ¢,)P, (2.1)

where a, is the amplitude, k, the wavenumber*, w, the optical frequency, ¢n the
optical phase, and p,, the polarization vector. The intensity pattern formed by the

interference of N beams then is

2

I(r,t) = . (2.2)

N
Z:l E,(r,t)

In the method presented here, the beams all originate from the same source and so
An and wy are the same for all beams. In addition, the polarization vectors p,, of the
beams are assumed to be equal’. Then the average of I(r,t) over one cycle can be
written as

Ir) =230 Y tamcos(kim - T+ dpm) (2.3)

=1 m=1

B =

where ki, = k; — ki, and ¢y, = ¢ — dm. Eq. (2.3) shows that the intensity pattern is
a function of position r and is completely characterized by the amplitudes (a,), the
optical phases (¢y), and the wavenumbers (k,) of the beams. When the directions
of propagation of the beams are fixed in space by the physical arrangement of the
apparatus, then the intensity pattern I(r) becomes a function of just the amplitudes
and optical phases of the beams. Consequently, the intensity pattern can be changed
by modulating these beam parameters. Figure 2-2 (a) shows a computer simulated
intensity paftern in the target plane formed by the interference of 31 beams as il-
lustrated in Figure 2-1. The cone half angle of the beams (65) was chosen to be

78° in this illustration. In this particular example, the amplitudes of all beams were

*The wavenumber k,, is (27r/)\n)in, where X, is the wavelength and I, is a unit vector defining
the direction of propagation of the n-th beam. The vectors k,, and P, are perpendicular to one
another.

In fact, the polarization vectors of the beams cannot be made exactly equal, but this is a good
approximation if the beams are TM (Transverse Magnetic) polarized and the cone half angle of the
beams (02) is close to 90°.
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Figure 2-2: (a) Computed structured illumination pattern in the target plane formed by
the cone of 31 beams shown in Figure 2-1 (fa = 78° ). (b) Fourier transform magnitude
of the pattern in (a) showing a total of 931 bright spots corresponding to a set of spatial
frequency components contained in the intensity pattern in (a).

set equal and the optical phases of the beams were chosen randomly with uniform

distribution between 0 and 2.

Eq. (2.3) shows that in the Fourier domain, the intensity pattern I(r) is composed
of a set of distinct spatial frequency components k., for i = 1,2,--- N and m =
1,2,---,N. The total number of distinct frequency components (p) is determined
by the number of beams (IV), and is p = N2 — N + 1.5 The values of the spatial
frequencies themselves are determined by the differences between the wavenumbers
of all possible pairs of beams. The highest spatial frequency is 2sin(62) /. Figure 2-2
(b) shows the Fourier transform magnitude of the intensity pattern in Figure 2-2 (a).
It shows a total of 931 (i.e. 317 — 31+ 1) bright spots corresponding to the spatial
frequency components of the pattern in Figure 2-2 (a).

As will be shown in the following section, the resolution of the proposed system
is determined by the spatial frequency components contained in the structured il-
lumination. Since the highest spatial frequency component (and hence the smallest
feature size) of the illumination pattern is controlled by the cone half angle of the
heams (f3) at a given wavelength of light, the angle 6, controls the resolution of the

system. For a traditional imaging system in Figure 2-1 with uniform illumination, the

1When [ = m in Eq. (2.3), the corresponding spatial frequency kim becomes zero (DC), so N of
the N2 combinations contribute to a single frequency component.
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resolution is instead controlled by the cone half angle of the objective lens (the angle
6 in Figure 2-2, NA = sin(#,)). The ratio n = sin(f,)/ sin(0;) represents the increase
in maximum spatial frequency content present as the result of the use of structured
illumination.

In the computer simulations that follow, the NA of the lens in Figure 2-1 was
chosen to be 0.13 (therefore, §; = 7.5°), representing the lowest NA from a leading
manufacturer of microscope objectives. This lens selection aims at the advantages in
field of view, working distance, and ‘depth of field that a low NA lens offers. The cone
half angle of the beams (0,) was selected to be 78°, its value in the multiple beam
interference pattern projector that will be described in the following chapter. Notice
that the value n — representing the increase in maximum spatial frequency content
present due to structured illumination —- corresponds here to sin(78°)/sin(7.5°) =
7.5.

Note that the three-dimensional brightness pattern I(r) is constant in the z-
direction if all the wavenumbers k,, have the same z-component. This happens when
the beams all come in at the same angle (7/2 — 8, in Figure 2-1) with respect to the
target plane z = 0. The result is very large depth of field, limited only by the low
NA of the objective lens. As a result we treat the target contrast as an essentially

two-dimensional pattern in the following, i.e., a function of r in the target plane z = 0.

2.1.2 Low resolution imager

Suppose that there are NV beams, and M distinct structured illumination patterns
are projected in sequence by controlling the amplitudes (a,) and the optical phases
(¢n) of the beams. Let I;(r) represent the intensity of the j-th illumination pattern
as a function of position r. The planar target is represented by a contrast value as
a function of position, C(r).} In a simulation we use the image shown in Figure 2-3

(a) as the target contrast pattern. The light pattern that falls on the CCD imager,

$Here, the position vector r is in target coordinates. For convenience, the magnification of the
imager can be treated as if it were unity, in which case the position vector in the target coordinates
also designates the position in the image coordinates.
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g;(r), is given by
g;(r) = [C(x)[;(r)] x h(x) 7=1,2,--- M (2.4)

where h(r) represents the point spread function (PSF) of the Jens (Born and Wolf,

1999) and * designates the convolution operation.

The array of the pixels of the CCD can be viewed as an array of light sensors
where each pixel corresponds to a single light sensor. The brightness b; reported from
a single pixel of the CCD imager positioned at the origin (r = 0) of the coordinate

system becomes

b; = /gj(r)p(r) dr j=1,2--.M (2.5)

where p(r) represents the response of the pixel, modelled as a two dimensional boxcar
function, which is one inside the boundary of the pixel, and zero elsewhere. Substi-
tuting Eq. (2.4) into Eq. (2.5) and performing some algebraic manipulations leads

to

b o= [[@CEILE)dr (2.6)
- /C’“’(r)Ij(r)dr i=1,2,--,M (2.7)

where w(r) = h(r) #p(r) is the two-dimensional convolution of A(r) and p(r), i.e., the
combined PSF of the lens and the CCD sensor element. In the following, w(r) will
be called the “window” function — it gives the response of a picture cell to incident
light as a function of position relative to the center of that picture cell. A simulated
windowing function w(r) is shown in Figure 2-3 (b). In Eq. 2.7, C¥(r) = w(r)C(r)
is the “windowed” target contrast function. A sample C*(r) shown in Figure 2-3 (c)

corresponds to C(r) and w(r) shown in parts (a) and (b).
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Figure 2-3: Encoding sub-pixel target contrast information in a sequence of brightness values
from a single pixel. (a) C(r); & target contrast function. (b) w(r); a window function for a
pixel positioned at the origin (the center of the image). NA = 0.13, pixel size = 2\. The
rectangle at the center shows the actual size of the pixel relative to the window function.
(¢) C¥(r) = C(r)w(r); a windowed target, (d) Simulated sequence of brightness values
reported from a single pixel while the target was illuminated by a sequence of M = 1400
different structured illumination patterns.

2.2 Computational elements

2.2.1 Decoding target information

Eq. (2.7) shows that, for a given sequence of textured illumination patterns, the
recorded sequence of brightness values is a function of C*(r). For a computer-
simulated sequence of .1400 illurnination patternsY, and the target shown in Figure 2-3
(a), the resulting brightness sequence is shown in Figure 2-3 (d). The sequence of
illumination patterns was generated by changing the optical phases of the beams.!

The sequence of brightness values b;, j =1,2,---, M, in Eq. (2.7) encodes infor-

TWe picked M = 1400 patterns so as to yield an overdetermined system of linear equations in
the unknown components at 931 frequencies.

. IFor each illumination pattern, 31 optical phases were chosen randomly between 0 and 27 with
uniform distribution. In this simulation the amplitudes of the 31 beams were kept equal.
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mation on the windowed target contrast C™(r) at spatial frequencies present in the
sequence of illumination patterns I;(r), j = 1,2,---, M. This can be more clearly
seen after replacing /;(r) in Eq. (2.7) by the expression in Eq. (2.3) and performing
several steps of algebraic manipulations to rewrite Eq. (2.7) as the following matrix
equation (Mermelstein, 2000c):

b = Ax (2.8)

where the M x 1 column vector b = [by, o, -+, buy|* is the measured brightness

sequence, while the p x 1 column vector x equals

c s < .5 c 3 T
[xDC') T12:T12: 13 T1gs " T(N—1)N I(N—l)N]

and represents a total of p = (N%? — N + 1) Fourler transform coefficients of the
windowed target contrast C¥(r) at spatial frequencies present in the illumination

pattern. Specifically,

ppe = (N/2) / C¥ (r) dr (2.9)
z5 = /C’“’ (r) cos(kym - 1) dr - (2.10)
5 = / C*(x) sin(kyy - 1) dr (2.11)

The j-th row, A;, of the M x p matrix A, is determined by the amplitudes (a,) and
the optical phases (¢,,) of the beams for the j-th illumination. Specifically, A; equals

[17Q127 —5121 13, 76137 Uy G(N-DN —ﬁ(N—-l)I\rl

With Qi = @G c08(G1m) and Gn = iy, Sin{Gim,).

For M > p,. Eq. (2.8) is an overdetermined linear system. Using knowledge of
the illumination, i.e., the matrix A and the measured brightness sequence, the vector
b, we can find X, the best approximation to the solution x of Eq. (2.8) in the least
squares sense, using |

x=(ATA)'ATb (2.12)
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Figure 2-4: Calculating the weights to be given to samples in Fourier space using the areas
of the Voronoi polygons. (a) The Voronoi diagram for the distribution of the Fourier sample
points in Figure 2-2 (b). Only the first quadrant of the Fourier space is shown for clarity
(The point at the lower left corner corresponds to DC). (b) Magnified view of a rectangular
sub-region in (a) indicating an example Fourier sample point (kim) and its corresponding
Voronoi polygon.

where (ATA) 1 AT is the pseudoinverse of A.

Notice that the number of estimated Fourier transform coefficients (p) increases
quadratically with the number of beams (N). This means that with a relatively
modest number of beams (e.g., 31), a large enough number of Fourier transform
coefficients (e.g., 931) of the target’s contrast pattern can be estimated to reconstruct
an image of the target from the data**.

Noftice also that the resolution {(or equivalently the spatial frequency content) of
the reconstructed image is determined by the illumination and is not directly limited
by the factors limiting resolution in a traditional imaging system, such as the NA of
the lens, and the CCD’s pixel size. Instead of determining the resolution, the NA of
the lens controls the size of the window function w(r) and therefore defines the area

of the target that is represented by the vector x in Eq. (2.8).

2.2.2 Image reconstruction

If sufficiently many Fourier transform coefficients are obtained using the method de-
scribed in the previous section, then an image of the windowed target can be recon-

structed. As is well known, an arbitrary function can be reconstructed exactly from

**As a rough rule of thumb, N beams provide about enough information to reconstruct the /N2
brightness values in an N x N array of sub-pixel cells.
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its Fourier transform. The Fourier transform is a continuous function of frequency.
In contrast, here only a finite number of samples of the Fourier transform of C¥(r)
are obtained by solving Eq. (2.8). Furthermore, as is illustrated in Figure 2-2 (b),
the distribution of these Fourier sample points is highly non-uniform. First of all,
the sampling density varies with frequency, being low at mid-frequencies and high at
both low and high frequencies. Secondly, in the low spatial frequency region, while
the sample points are densely populated along the angular direction, they are sparsely

populated along the radial direction. The reverse is true at high frequencies.

To compensate for sampling density non-uniformity in Fourier space, the coefli-
cient of each sample point in Fourier space is weighted according to the inverse of the
density of sample points in the vicinity. This notion was implemented by allocating
non-overlapping space-filling elemental areas to the sample-points. The density at
a sample point is inversely proportional to the corresponding elemental area. These
areas are defined by calculating the Voronoi polygon for each sample point. The
Voronoi polygon is defined by drawing a boundary enclosing all points lying closer to
the sample point in question than to any other sample point (Aurenhammer, 1991).
Figure 2-4 (a) shows the Voronoi diagram, which is the set of all Voronoi polygons,
for the sample points in Figure 2-2 (b). For clarity, only the first quadrant of Fourier
space is shown. Figure 2-4 (b) is an enlarged view of the sub-region of (a) indicated
by a rectangle. Sample points are shown as dots, and borderlines between adjacent
Voronoi polygons are marked as lines. Notice that the polygons are more elongated

in the regions of low and at high frequencies.

The area of each Voronoi polygon was calculated and used as a weighting factor
for the corresponding sample point. An image of the estimated windowed target
C(r) was then reconstructed by summing all weighted frequency components as in

Eq. (2.13):

Z

-1 N

aw(l‘) = SpcIo + 2 Z klm le (213)

||M

where spe and s(ky,) are the areas of the Voronol polygon corresponding to DC and
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Figure 2-5: (a) An image of the windowed target C*¥(r) reconstructed by processing the
brightness sequence in Figure 2-3 (d) by the method described in this paper. (b) The
original windowed target shown as a reference.

the spatial frequency ki, respectively and
Xim = T €08(Kim - T) + x5, 5in (ki - T). (2.14)

The above reconstruction formula treats the measured energy contributions as being
localized at a single frequency but considers them as representative of the energy over
the corresponding Voronoi polygon.tt

Figure 2-5 (a) shows an image reconstructed by processing the pixel brightness
sequence in Figure 2-3 (d) as described above. The circled area in the image itself
defines a region where the window function in Figure 2-3 (b) is more than 50% of its
maximum value. The rectangular region inside the circle is the area occupied by the
pixel whose brightness measurements were used in reconstructing this image. Part (b)
is the original windowed target shown as a reference. Notice that the reconstructed
image within the circle in part (a) is similar to the corresponding region in part (b),
with some loss of sharpness. Figure 2-5 clearly demonstrates that, using a sequence
of brightness measurements from a single pixel, an image can be reconstructed with
sub-pixel detail within that pixel. In fact, as shown, an area somewhat larger than

the pixel can be reconstructed.

‘T'wo factors control the quality of the reconstructed image. First, the wavelength

of light, A, and the half angle of the cone of beams, 6,, determines the maximum

T"We have measurements only at discrete unequally spaced frequencies in the transform domain.
We could assume as an approximation that the transform was constant in each Voronoi polygon.
Instead we consider all the energy for that polygon to be concentrated at a point.
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25 images from 25
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stitched together

C¥(r) for Py

Figure 2-6: Combining images from multiple pixels (The drop-off in brightness at the edges
of the tiles is due to drop-off in the windowing function — which has not been compensated
for).

spatial frequency 27 sin(6}/A present in the illumination and therefore control the
sharpness of the reconstructed image. Second, the total number of beams (IV) de-
termines the number of Fourier sample points and therefore controls the density of
sampling in the Fourier domain. This in turn determines how many independent

sub-pixel samples can be expected to be recovered.

2.2.3 Combining multiple pixels

In the previous section, it was shown that a (small) image can be generated using
data frorﬁ a single pixel of a CCD. The array of pixels of a CCD amounts to multiple
imagers working in parallel, each looking at a slightly different area. Images generated
' froxAn‘multiple pixels can be combined to form a larger image.

Eq. (2.7) describes the brightness of a pixel positioned at the origin of the coordi-
nate systerﬁ in terms of the window function, w(r), the target contrast, C'(r), and the
illumination, I,;(r). For a pixel whose center is positioned at r = rc, the brightness of

the pixel is described by

b, = ] w(r — r)C ()L (x) dr (2.15)

where w(r — r.) is w(r) shifted in space by r.. The windowing function shifted
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modulated
beam spacing

Figure 2-7: Left: beam placement with sinusoidally modulated spacings between adjacent
beams. Right: the resulting distribution of sample points in Fourier space, and the corre-
sponding Voronoi diagram.

by the vector r. defines a sub-region in the target space to which the output of a
particular pixel is responsive, and therefore a region in which a contrast function can
be reconstructed from the coded information obtained from the pixel.

In this paper, a simple method for combining images from multiple pixels is pre-
sented. Figure 2-6 illustrates this procedure using two adjacent pixels, Py _1 and Fyg.
‘The two images inside the left box of Figure 2-6 represent the target contrast pattern
multiplied by two different window functions corresponding to the two chosen pix-
els.The figure illustrates how the position of each window corresponds to the positions
of the corresponding pixel.

Processing the data from each pixel is equivalent to performing Fourier analysis
of the corresponding windowed target. When processed, the data from each pixel
generates an image of a windowed portion of the target contrast. From each such
“sub- image,” a region corresponding to the area of the pixel is cropped, for example,
the rectangular area defined in Figure 2-5 (a). The two small images in the center of
Figure 2-6 are sample cropped images. The result of stitching together all the small

images for a 5 x 5 array of pixels is shown on the right.

2.2.4 Optimizing beam placement

The distribution of Fourier sample points is determined by the angular arrangement of

the beams. The distribution in Figure 2-2 (b) results from the beam placement shown
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Figure 2-8: Images of the target reconstructed from data obtained (a) using uniform beam
spacing, and (b) using modulated beam spacing.

in Figure 2-1 (c), where the beams have uniform angular spacing. In this case, the
sample points in Fourier space lie on the intersections of a group of concentric circles
and a group of radial lines. The corresponding Voronoi diagram (Figure 2-4) shows
that the Voronoi polygons in the low and high frequency regions have high aspect
ratio, which is an indication of non-uniform sampling in those regions. The reason
this is undesirable is that for fixed cell area, an elongated cell combines frequency

components that are further apart than does a cell of a more compact shape.

One could try to find a set of beam angles that provides a more uniform dis-
tribution of sample points in Fourier space. One could, for example, minimize some
measure of the elongation of the Voronoi polygons using numerical optimization. Fig-
ure 2-7 illustrates a particular example of non-uniform beam spacing. The left part of
Figure 2-7 shows beam placement, still using 31 beams, in which the angles between
adjacent beams vary sinusoidally from beam to beam, rather than all being the same.
The right part shows the resulting distribution of sample points in Fourier space
and the corresponding Voronoi diagram in the first quadrant. Compared to the uni-
form beam spacing case illustrated in Figure 2-4 (a), the resulting Voronoi polygons,
although still showing considerable variation in area, exhibit significantly reduced as-
pect ratios, especially in the low and high spatial frequency regions, indicating better

sampling.

32



Figure 2-8 compares images reconstructed using the two different beam placements
considered here. Part (a) repeats images shown previously for uniform beam spacing.
The left side is reconstructed using a single pixel located at the center, while the right
side is tiled from 25 pixels. Part (b) shows corresponding images for the modulated
beam spacing case. The effect of improving the distribution of sample points in Fourier
space is clear from the reconstructed images. Modulated beam spacing produces

images with lower energy background artifacts.

Finally, images of the same target acquired with different conditions are compared
in Figure 2-9. The image in part (a) simulates an image acquired with a 0.13 NA
lens, using uniform illumination. Here, the pixel size of the CCD imager was assumed
to be infinitesimally small. Therefore, part (a) simulates the theoretical resolution
limit of a 0.13 NA lens. The image in part (b) simulates the same condition as in
part (a), but with finite pixel size of 2X. The two images in part (c) and part (d) are
the same as part (a) and part (b), but with a 0.98 NA lens that has the same cone
half angle as the cone half angle of the beams. The image in part (e) was generated

with a 0.13 NA lens and a 2 pixel size, but using a structured illumination sequence.

Several observations can be made here. First, the results in Figure 2-9 clearly il-
lustrate that the structured illumination technique overcomes the practical resolution
limit set by the finite pixel size of a CCD imager, generating an image of the target
with sub-pixel details. Second, the resolution of the technique is comparable to the
theoretical resolution limit of a 0.98 NA lens — i.e. a lens with the same cone half
angle as the cone half angle of the coherent beams — and it is still limited by the
wavelength of the illuminating light. An important factor, however, is that, unlike a
0.98 NA objective lens, the illumination part of the new system can be made entirely
of reflective optical elements, which makes scaling to short wavelengths of light more
practical. Finally, the method has advantages in terms of the field of view, working
distance, and depth of fleld compared with a 0.98 NA lens, since these parameters

are Instead determined by the 0.13 NA lens on the sensor side.
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Figure 2-9: Images of the same target acquired with different conditions.
2.3 Summary and conclusion

An optical microscopy method combining high resolution illumination, in the form
of a sequence of finely textured light patterns, with low resolution sensing, was de-
scribed in this chapter. It was shown that the sequence of brightness values reported
from a single pixel encodes the target contrast pattern within and near that pixel. A
computational scheme to process non-uniformly spaced samples in Fourler space to
produce a reconstructed image of the target contrast within and near the pixel was
presented. The resolution of such a system is primarily limited by the illumination
system, not by the NA of the objective or the size of the pixels, as in traditional
microscopic imaging methods. Since the physical apparatus to generate the illumina-
tion can be made entirely of reflective optical elements, the method holds potential

for scaling optical microscopy to very short wavelengths of light.

In future work, it is desirable to find “optimal” arrangements of beam angles using
numerical optimization technique. To do this, it will be necessary to develop suit-

able optimization criteria. Work on antenna placement in radio astronomy may be
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relevant in this connection (Keto, 1997). Another future direction is to investigate im-
proved methods for combining images from multiple pixels, especially noting that the
windows for adjacent pixels overlap one another significantly. The method described
here is similar in concept to the short-time Fourier transform (STFT) analysis and
synthesis technique, which uses overlapping windows that are shifted versions of one

another. Formulating the method as 4 variation of STFT may provide new insights.
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Chapter 3

Multiple-Beam Interference

Pattern Projector: Hardware

In this chapter, a physical apparatus that produces a cone of multiple intersecting
coherent beams is described. The resulting interference pattern projector will serve
as an illuminator for the structured illumination microscopy setup described in this

thesis.

3.1 Generation and control of multiple beams us-

ing acousto-optics

The multiple-beam interference pattern projector described in this chapter relies on
the phenomenon of acousto-optic diffraction in generating and controlling many laser
beams from a single source beam. An acousto-optic effect is produced by generating
an ultrasonic wave in an optically transparent crystalline solid. As the acoustic wave
travels through the medium, it causes periodic variations in the index of refraction,
causing the material to behave like a diffraction grating (Adler, 1967 Korpel, 1981;
Korpel, 1997). That is, a diffracted beam is produced at an angle determined by the
frequency of the ultrasonic wave. When the ultrasonic wave has multiple frequency

components, multiple diffracted beams are produced, each at an angle determined by
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D/A

Figure 3-1: Optical layout of the multiple beam interference pattern projector. The figure
illustrates generation of multiple laser beams from a single source beam using the AOD.
AOD is driven by a radio frequency electrical signal which is the output from a digital
to analog converter (D/A). Only seven diffracted beams are shown for clarity and the
undiffracted main beam is not shown. Beam delivery optics convert the array of diffracted
beams into a converging cone of beams.

each frequency component (Hecht, 1977).

A commercially available acousto-optic device, the acousto-optic deflector (AOD,
model LS55-V, Isomet Corporation, Springfield, Virginia) was used in the interference
pattern projector described here. The AOD consists of a piece of crystalline material
with a piezo-electric transducer on one end and a soft absorber on the other end to
prevent reflections. The transducer is driven by a radio frequency (RF) voltage signal.

An optical layout of the projector that used the AOD is illustrated in Figure 3-
1. A single line (A = 488 nm) argon jon laser (model 1304C, Coherent, Inc., Santa
Clara, California) is used as the source beam and is gated by an amplitude modulator
(whose function will be explained in a later section). The figure illustrates generation
of multiple diffracted beams using the AOD driven by a RF signal. The beam delivery
system comprises mirrors that convert the array of diffracted beams from the AOD
into a converging cone of beams, which overlap and form interference patterns in the

target region.

The electrical drive signal for the AOD is synthesized digitally. Figure 3-2 shows
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Figure 3-2: Oscilloscope trace of the output voltage signal from the D/A, courtesy of M. S.
Mermelstein. The top trace is a portion of the waveform in the time domain and the bottom
trace is the power spectrum of the waveform. The power spectrum shows fifty frequency
components of the waveform ranging from 60 to 88 MHz.

an example waveform from a digital to analog converter (D/A, model AWG 1200,
Chase Scientific Company, Aptos, California). The system was programmed with a
waveform composed of fifty discrete sines, each at a distinct frequency. The figure
shows a portion of the waveform in the top trace and its power spectrum in the bottom
trace. The voltage range from the D/A output is 200 mV per vertical division, shown
on a time base of 25 ns per horizontal division. The spectrum is plotted with DC on

the far left, 10 MHz per horizontal division, and 20 dB per vertical division.

The spectrum shows the signal’s fifty frequency components from 60 to 88 MHz in
five pairs of groups of five. A high-bandwidth radio-frequency amplifier (model ZHI-
5W, Mini-Circuits, Brooklyn, New York) boosts the signal by 40 dB before delivering
it to the AOD. A laser entering the AOD is diffracted as a result. There is a one-
to-one correspondence between the frequency components of the AOD drive and the

resulting diffracted output beams, shown in the photograph in Figure 3-3.
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Figure 3-3: Generation of multiple diffracted beams using the AOD. The photograph shows
generation of an array of fifty diffracted beams from a single source beam using the AOD,
when it is driven by the RF signal shown in Figure 3-2. The mirror on the bottom right
corner reflects the diffracted beams onto the screen. The undiffracted, zero order beam
is shown also. Notice the correspondence between the structure in the array of diffracted
beams and the structure of the power spectrum in Figure 3-2. Photo courtesy of M. S,
 Mermelstein.

3.1.1 Amplitude control

The structured illumination approach described in this thesis is based on controlling
the amplitudes and phases of a set of laser beams to form a controlled interference
pattern illuminating the target. The amplitudes of the diffracted beams from the
AOD can be independently controlled by controlling the amplitudes of the frequency
components of the drive signal. This is demonstrated in Figure 3-4. The top panel
shows the power spectrum of a drive signal with 15 distinct frequency components.
The resulting 15 output diffracted beams from the AOD are then projected onto a
CCD, and the middle panel shows the image of the array of diffracted beams. The
bottom panel shows an intensity scan across the center of the image, quantifying the
optical powers of the beams. There Is a goad correspondence between the electrical

power of each frequency component in the drive signal (top plot), and the optical
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Figure 3-4: Controlling the amplitudes of the beams using an AOD. The top panel shows
the power spectrum of the electrical signal driving the AOD, showing fifteen frequency
components. The middle panel shows a CCD image of the output diffracted beams. The
bottom plot shows an intensity scan horizontally through the center of the CCD image.
The optical intensity values were calibrated using data provided by the CCD manufacturer.
Data courtesy of S. S. Hong.

power of the corresponding output diffracted beam (bottom plot).

3.1.2 Phase control

The AOD can also be used to control the optical phase of each diffracted beam, by
controlling the electrical phase of the corresponding frequency component of the drive

signal.
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Doppler Shift Compensation using Amplitude Modulator

However, the optical phase relationship of the diffracted beams set by the electrical
drive is not maintained over time due to the Doppler shift effect. As beams are
diffracted from the AOD crystal, they are frequency shifted by the drive frequency.
In Figure 3-5, three drive frequencies and three resulting beams are shown*, each
diffracted at an angle proportional to its drive frequency. The Doppler shift imparted
to each beam causes its phase to drift relative to the input beam. If these beams were
combined, they would form an interference pattern that would change in reSponse to
the changing relationships of the beam phases.

Careful choice of drive frequencies, however, can guarantee that a given relation-
ship will repeat periodically. The laser power can then be gated to produce output
beams only when the desired relationship repeats. Therefore, by combining the AOD
for phase and amplitude control and the amplitude modulator for on/off switching,
the desired phase relationship between the beams can be created, albeit in brief pulses

rather than continuously.

The short laser strobes necessary to implement the above phase-control strategy
were achieved with & KD*P crystal, prepared and packaged (ConOptics, Danbury,
CT) with a high-quality polarizer. Such a crystal rotates polarization in proportion
to an applied electric field, and in conjunction with a polarizer, acts as an amplitude
modulator. The crystal assembly was mounted at the output of the argon laser. A
custom high-speed (1.2 Gbps) digital channel, fully synchronized with the AOD drive
electronics, was programmed to generate pulses of approximately 7 ns duration. A
single sweep of this pulse is shown on the top trace of Figure 3-6.

These pulses were delivered by a coaxial cable to a high-voltage level shifter
(ConOptics model 25D) which drove the KD*P crystal with the several hundred
volt swing needed for best pulse extinction. A fiber optic delivered the modulated
beam to a nanosecond-resolution photo-diode (Motorola MRD500) at the input of a

digital oscilloscope (Tektronix TDS724D). The photoelectron current delivered into

* Aseume the electrical amplitudes and phases of the three frequency components are the same.
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Figure 3-5: Frequency shift of the diffracted beams due to Doppler effect of the AOD.
The figure illustrates production of three diffracted beams by the AOD when it is driven
by an electrical drive with three frequency components. Due to the Doppler effect, each
diffracted beam is frequency shifted by the corresponding frequency in the electrical drive.
As a consequence, the phase relationship between the diffracted beams changes over time,
as illustrated on the right. Proper choice of a set of drive frequencies, however, ensures that
the same relationship repeats over time. The bottom plot on the right shows a pulse train
driving the amplitude modulator, gating the source beam such that the output diffracted
beams are produced only when the desired phase relationship holds.

the 50 ohm oscilloscope input registers the light strobe as a downward voltage pulse
shown in Figure 3-6 as a single sweep (middle trace) and as an average of 33 sweeps

(bottom trace).

Finally, Figure 3-7 shows an experimental demonstration of beam phase control.
The AOD drive signal has two frequency components as shown on the left. The

electrical phase of the first component was changed while the phase of the second
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Figure 3-6: Strobing performance of the amplitude modulator. The top trace is a single
sweep of pulses of approximately 7 ns duration. After passing through a high-voltage level
shifter, the pulses drove the KD*P crystal in the amplitude modulator that gates the source
beam according to the driving pulses. The middle traces show recordings from a photodiode
coupled to the source beam. The bottom traces are an average of 33 sweeps. Data courtesy
of M. 8. Mermelstein.

component was fixed, resulting in the relative phase changing from #/2 to —w. This
changing phase relationship was visualized by imaging the fringes formed by the
interference of the two beams. The change in the relative phase of the two beams
shows up as a change in the spatial phase of the resulting fringe pattern. The right
side of Figure 3-7 shows systematic change in the spatial phase of the fringe due to

beam modulation.
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Figure 3-7: Controlling the phases of the beams using the AOD and the amplitude modu-
lator. The plots on the left side show the change in the relative Phaﬁ???ﬁh‘? two frequency
components of the electrical drive. While the electrical phase of the second component was
fixed, the electrical phase of the first component was changed through four equally spaced
points from zero to 27. The images on the right side correspond to fringes formed by the
interference of the two output diffracted beams for each case. Data courtesy of S. S. Hong

3.2 All-Reflective Beam Delivery

The output from the AOD is an array of diverging beams. For these beams to
interfere, it 13 necessary to guide them into a converging cone of beams. This was
done by building a beam delivery system made of a set of mirrors, .Figure 3—8.,(3,)
shows how this is done. The AOD is driven by an electrical signal with 31 frequency
components. The diverging fan of beams produced from the AOD is guided into a
converging cone by an assembly of small mirrors mounted beneath & half inch thick
aluminum plate, Figure 3-8 (b). The upper right of Figure 3-8 (a) shows a schematic
side view of the setup, illustrating the cone of beams.

Figure 3-8 (b) is a photograph of the mirror assembly seen from the bottom side
of the aluminum plate. The mirrors outside the ring of mirrors in the photograph
deliver the five clusters of output beams from the AQD through the gaps in the ring
to the rows of pick-off mirrors. These mirrors select individual beams in a cluster

and send them back towards the ring mirrors. These ring mirrors are the final optical
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Figure 3-8: The beam delivery system. (a) A schematic illustration showing the conversion
of an array of diffracted beams from the AOD into a converging cone of beams by an
assembly of small mirrors (not shown) beneath a half inch thick aluminum plate. The plate
was mounted 14 inches high from the optical table using four posts (not shown). The top
le‘ft'shows the power spectrum of the electrical drive of the AQD, with 31 distinct frequency
components. The top right is a side view of the setup showing the cone of beams. (b) A
photograph of the mirror assembly taken from the bottom side of the aluminum plate at
an angle. The vertical orientation of the ring mirrors are slightly downwards, producing a
cone of beams with a half cone angle of 78°.
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Figure 3-9: A cone of beams visualized through the opening of the aluminum plate.

elements hit by the beams before they converge and overlap at the target. The ring
mirrors reflect the beams downward from the plane of the plate toward the center of
the ring where all beams intersect and produce an interference pattern. The target
is placed at the region where the beams intersect.

The design of the mirror assembly shown in Figure 3-8 is based on a computer
optimization aimed at maximizing the number of beams that can be handled per
mirror. The system design also minimizes the differences in the optical path lengths of
the beams and matches the polarizations (Transverse Magnetic (TM)) of the beams.
The cone angle of the cone of beams is determined by the vertical orientation of
the ring mirrors, which can be manually controlled. In the imaging experiments
described in the following chapters, the half cone angle was set to be 78°, resulting in
a synthesized aperture of 0.98 for the projector. With this cone angle, the polarization
vectors of the beams are approximately equal.

"The photograph in Figure 3-9 shows a cone of 31 laser beams in the projector
visualized through the opening in the plate from the top. The bright spot at the
center is where the beams overlap and the target will be placed.

In chapter 6, it will be demonstrated that the converging cone of beams delivered
by the apparatus shown in Figure 3-8 is the primary source of resolution in the struc-
tured illumination approach. Notice that the beam delivery apparatus in Figure 3-8

1s made of reflective optical elements only, which can handle short wavelengths of
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light such as UV and X-ray. Although a blue laser (438 nm wavelength) was used in
this thesis for proof-of-concept demonstration purposes, we have an opportunity to
improve the resolution of the system beyond what is possible with the visible wave-
lengths by scaling to UV and X-ray. Such scaling is not possible with the conventional

lens system.
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Chapter 4

Multiple-Beam Interference
Pattern Projector: Calibration

Algorithms

4.1 Introduction

In the previous chapter, a physical setup that projects interference patterns formed
by a converging cone of 31 laser beams was described. To make use of the interference
pattern, precise knowledge of it is required. According to Eq. (2.3), the interference
pattern is determined by the amplitudes, phases, and directions of the beams that
produce it. An important problem here is that these beam parameters are not known

in the region of interference.

This problem is illustrated in Figure 4-1. As described in the previous chapter,
the amplitude and phase of each of the diffracted beams can be controlled using the
electrical signal that drives the AOD. However, the control location, which is the
point where the diffracted beams are produced, is separated from the target location,
the region where the beams overlap and produce the interference pattern. What lies

between these two points is the system of mirrors.

In an ideal situation, the system of mirrors needs to be built so that it provides
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location

location

Figure 4-1: Separation between the control location and the target location. The amplitudes
and the phases of the diffracted beams from the AOD are electronically controlled where
the beams are produced (control location). However, these values become unknown at the
target location because the beams are attenuated differently and their optical path lengths
are not exactly identical as they are delivered by the system of mirrors.

control over the beams with precision similar to a lens. That is, the positions of the
individual mirrors need to be determined so that optical path lengths of all beams
are the same, and all the beams undergo the same attenuation in amplitude as they
pass through the system of mirrors. Building such a system is almost impossible in
a practical sense, especially when the wavelength of the source beam is reduced and
the corresponding precision requirement increases. Even if this can be done, small
environmental perturbations (e.g., change in temperature, humidity, etc.) will change

the system over time.

Instead of building a physically perfect system, a beam calibration method was
newly developed to determine the amplitudes, phases, and directions of the beams
in the region of interference. The developed calibration method can be done in a
dynamic fashion, which makes it possible to account for the change in the system
due to environmental perturbations. The difference between the beam parameters
commanded using the AOD and the parameters calibrated in the region of interfer-
ence will represent imperfections in the physical system at the time of calibration.
Therefore, the developed calibration technique provides a way to dynamically access

imperfections in the physical system and compensate for them.
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Previously, an image-based method was developed to calibrate the beam param-
eters in the region of interference (Mermelstein, 2000c). In this method, the beam
parameters are determined by analyzing an image of the interference pattern acquired
using a lens and a CCD. However, several limitations exist in the image-based method.
First, the beams travel at an angle relative to the optical axis of the imaging lens
and therefore will be bent upon passing through the lens, which can affect the polar-
izations of the beams. As a result, optical pattern projected onto the CCD will be
different, from the original interference pattern. Secondly, a high resolution imaging
setup is required for calibration, in addition to a low resolution setup for acquiring
imaging data. As a result, calibration data and imaging data are acquired, each using
different sensors and at separate times. In this case, the positional alignment between
the two setups and any change in the system over time hecome important issues. Fi-
nally, the image-based method will eventually fail to work as the wavelength of light
is reduced beyond that of visible light.

The beam calibration method presented in this chapter overcomes the above lim-
itations of the previous method. The new method uses a sparse array of fluorescent
microspheres as a calibration target, and is based on measuring the total number
of photons emitted from each microsphere, when it is illuminated by an interference
pattern. The method does not rely on imaging the interference pattern using a lens
and a camera. Therefore, the calibration data is acquired simultancously with the

imaging data using the same low resolution sensors on the imaging side.

4.2 Data acquisition

4.2.1 Calibration target

The calibration target is made of a sparse, random monolayer of fluorescent micro-
spheres. The original solution of fluorescent polystyrene microspheres (model T-8880,
Molecular Probes, Inc., Eugene, Oregon, 1.0um diameter, 30 nm standard deviation)

is diluted by mixing it with ethanol (1:200 dilution) and then sonicated for 3 minutes
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Fluorescent microspheres
bonded to the slide

Figure 4-2: Left: an illustration of a sparse and random monolayer of fluorescent micro-
spheres on a glass substrate used as a calibration target. The microspheres are bonded to
the glass substrate due to electrostatic attraction between their surface and the substrate.
Right: a high resolution optical microscopy (NA = 0.6) image of a sub-region of the calibra-
tion target showing several isolated microspheres, (marked by the dotted circles) together
with several clusters of microspheres. The diameter of the microspheres is 1.0 pym with
a standard deviation of 30 nm. The size of the microsphere was selected to be compara-
ble to the wavelength of light (488 nm) so that the microspheres can spatially sample the
interference pattern.

to separate individual microspheres. A 1 pl drop of the solution is then drop-coated
to the surface of a microscope slide. The solution spreads out evenly along the surface
of the microscope slide. After the ethanol evaporates, the microspheres are bonded
to the glass substrate because of negatively charged carboxyl groups on their sur-
faces. This procedure creates a random monolayer of microspheres (Figure 4-2). The
sparseness of the microspheres can be controlled by varying the concentration of the
microspheres in the solution. The peaks of the excitation and the emission spectra of

the fluorescent dye that coats the microsphere are 488 and 560 nm, respectively.

4.2.2 A series of high resolution illuminations

Similar to the imaging data acquisition procedure outlined in Chapter 2, calibration
data consists of a series of low resolution images of the calibration target when it is
illuminated by a sequence of light patterns. In fact, the same sequence of patterns

is used in both calibration and imaging. Each illumination pattern is a fringe, a two
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dimensional sinusoidal brightness grating, made by a pair of interfering beams.

Fringes, produced by a pair of beams, were chosen for each illumination pattern
primarily because the AOD exhibits intermodulation when excited with multiple fre-
quencies (Elston, 1985). Creation of nonlinear distortion products results in cross talk
between independent channels. This effect becomes more significant as the number of
channels grows. Producing only two beams at a time using the AOD minimizes the
effect of intermodulation. A sequence of structured illumination using pairs of beams
corresponds to a special case of the more general situation described in Chapter 2.
In fact, post-processing the raw data for this case becomes relatively more straight-
forward compared with illumination using more than two beams at a time, as will be

described in the following sections.

Several terms for the parameters of a fringe to be calibrated are defined here. The
spatial variation of light intensity of a fringe formed by the interference of a pair of

beams (i and 7) with equal wavelengths is described by the following expression,

fiz(r) = l(aiz + a?) + aia;j cos((ki — k;) - v+ (& — ¢;))D; - B; (4.1)

T2
where a;, ¢;, k;, and P, are the amplitude, phase, wavenumber, and polarization

vector of the beam 7. Fq. (4.1) can be simplified to
fis(t) = & + cijcos(ky; - T+ i) (4.2)

where ¢, = 1(a? +a?) and ¢j; = a,a;P; - ; are defined as the DC and AC amplitudes
of the fringe and k;; = k; — k; and ¢,; = ¢; — @, the spatial frequency of the fringe
and the spatial phase of the fringe. This function describes a raised cosine function
with spatial average intensity cj; and minimum and maximum values ¢, = ¢;;. Note

that the minimum value ¢}; — ¢i; can not be smaller than zero.
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4.2.3 A series of low resolution images

For each illumination pattern, an image of the calibration target was acquired using
the same microscope objective and CCD used for acquiring imaging data. Figure 4-3
(a) illustrates a schematic of the setup. The figure shows a pair of diffracted beams
(¢ and j) emerging from the AOD when it is driven by an electrical signal with
two frequency components. A fringe formed by the interference of the two beams
illuminates the calibration target. A microscope objective with 0.2 NA (Epiplan-10x,
Carl Zeiss, Oberkochem, Germany) and an 8 bit CCD camera (CA-DA-1024A, Dalsa,
Colorado Springs, Colorado) with pixel size of 10um were used to acquire an image
of the calibration target illuminated by the fringe. The A filter {CG-OG-512-2x2-
3, CVI Laser Corp., Albuquerque, NM) blocks any illumination light scattered or
reflected from the stage but passes the light fluoresced from the target excited by the

illumination.

In the plot at the top left corner of Figure 4-3 (a), n; and 7;, the electrical phases
of the two frequency components of the AOD drive are illustrated. While fixing 7); at
0, the value of n; was changed from 0 to 27, at 16 equally spaced phases. This results
in a sequential shift of the phase of the beam j relative to that of beam 7. Each time
7n; was changed, an image of the calibration target was acquired with a CCD exposure

time of 40 msec, resulting in a total of 16 images for every beam pair.

The above procedure was repeated for the 82 different pairs of beams that are
available from the 31 beam projector shown in Figure 3-9. This resulted in a total of
16 x 82 = 1312 images acquired. At 40 msec exposure time, acquisition time of the
entire data set was roughly 1 minute. In the analysis that follows, we assume that
system perturbations during this time period are negligible, which will be verified

through the analysis results.
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Figure 4-3: (a) Schematic of the calibration setup. A pair of beams (i and ;) from the AOD
interfere at the calibration target region to form a fringe that illuminates the target. The
beam delivery optics between the AOD and the target are not shown. The top left plot shows
the electrical phases (7; and 7;) of the two frequency components of the AOD drive signal.
The electrical phase of the second component (7;) was modulated at 16 equally spaced
phases from 0 to 27 while the electrical phase of the first component (7;) remains the same.
The electrical amplitudes of the two components were set to be equal. Each time the phase
was changed, an image of the calibration target was acquired using a microscope objective
with 0.20 NA and a CCD. A long-pass filter (A filter) was used to selectively collect only the
light fluoresced from the target. (b) An image of the target illuminated by a fringe made
by a particular pair of beams. Isolated microspheres are marked by surrounding rectangles.
The region marked by an oval circle contains a cluster of more than one microsphere. (c)
The measured brightness of the microsphere A in part (b) plotted against m;; = n; — 7.
Circles are measured brightness and the curve is the least-square fit of the data points to
a raised cosine function. The three parameters of the best-fit sinusoidal function are also
indicated in the plot.

4.3 Analysis and results: Fringe amplitudes and
phases
An image of the calibration target illuminated by a particular fringe is shown in Fig-

ure 4-3 (b). Notice that the shapes of the microspheres are not resolved due to the low

imaging resoclution. However, their brightnesses can be determined from the image.
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In Chapter 2, it was shown that a sequence of brightnesses values contains target
information when the sequence of illuminations is known. Conversely, a sequence of
brightnesses contains information about the illuminations if the target it known. The
microspheres with highly regular diameters and fluorescent responses are a known
target.

Suppose we know that each of the rectangular regions in Figure 4-3 (b) contains a
single microsphere. This can be verified by imaging the calibration target using high
resclution microscopy, or more efficiently, can be verified from the calibration data
itself, as will be described in the following section. The brightness of a microsphere
(for example, the one in region A in the image) can be quantified by summing the
pixel values that make up the image of the microsphere.

Figure 4-3 (c) shows a plot of 16 measured brightnesses of a single microsphere
vs. the electrical phase difference between the two frequency components of the AOD
drive (n;; = n; —n;). The circles are the data points and the curve is the least-squares
fit of the data to a raised cosine function. The three parameters of the best-fit

sinusoidal function, pf;, p};, and x,, are defined in the plot.

4.3.1 Mathematical models

The brightness data in Figure 4-3 (c) can be interpreted as samples of the convolution
of the microsphere and the fringe. Suppose s(r) represents the microsphere and fi;(r)
represents a fringe formed by beam ¢ and j when n; = n; in Figure 4-3, that is, when
the phases of the two beams are set to be the same by AOD. The brightness B;; of

the microsphere illuminated by the fringe fi;(r} becomes

By = [ s(r)- [, (x)dr. (4.3)

Now, if a phase delay is introduced to one beam while keeping the phase of the other
beam fixed, making n;; = — 1, takingra non-zero value, the resulting displacement
of the fringe is rﬁij, defined by

| Kij - Tn,, = Thj (4.4)
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where k;; is the fringe {frequency. Now the expression for the shifted fringe is described

by fi;(re — 1), and Eq. (4.3) becomes:

By(ms) = [ ) fien, —r)dr (45)
= [s(r) * fi(0)]e=r,,, - (4.6)

The right side of Eq. (4.5) is the convolution of s(r) and f;;(r) evaluated at r = Tps-
The left side of the same equation is determined from the brightness data such as

shown in Figure 4-3 (c):

Bij(mi) = 5+ pi;cos(ny + xi5) (4.7)

= p?j +p_;'1j COS(k@j : rm'j + Xij) (48)

where p?j, pgj, and x;; are the parameters of the best-fit sinusoidal function of the

brightness data defined in Figure 4-3 {c) and Eq. (4.4) was used in Eq. (4.8).

From Eq. (4.6) and Eq. {4.8), the following expression can be obtained:
s(r) * fi;(r) = p?j + p}j cos(k;; - T+ x;5)- (4.9)

The top part of Figure 4-4 shows a schematic illustration of S(k), the Fourier trans-
form of s(r). Values of the transform at DC (k = 0) and at k = +k,; are shown in
the plot. The middle part corresponds to F,;(k), the Fourier transform of fi;(r) in
Eq. (4.2). Values of the Fourier transform F;;(k) at DC and at k = +k,; determined
from Eq. (4.2) are shown in the plot. The bottom part corresponds to S{k)F;(k),
the Fourier transform of s(r) * fi;(r) in Eq. (4.9). The values of the transform at
DC and at +k;; are the products of corresponding values of S(k) and F;(k) and
are shown in the plot. In the same plot, these transform values are equated to the

corresponding values from Eq. (4.9).

From the equations in the bottom part of Figure 4-4, the following expressions to

determine the DC and AC amplitudes, %, and clj, and phase, ¢,;, of a fringe can be
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Figure 4-4: Top: A schematic drawing of the Fourier transform S(k) of the miscrosphere
mtensity function s(r). The values of the transform at DC (k = 0) and at k = 1k;;
are shown in the plot. Middle: Fourier transform F;;(k) of the fringe function f;;(r) in
Eq. (4.2). Its three frequency components and their transform values are shown. Bottom:
Fourier transform of the convolution of s(r) and f;;(r) in Eq. (4.9).

derived:
0
4] pij
T = 4‘1
“ T s (410
1
1 Piy
Cj = (4.11)
! S(ki;)|
i = xij — LS(ky). (4.12)
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Figure 4-5: (a) A simulated 1 um diameter microsphere calculated using the model of
Eq. (4.13). (b) Intensity scan through the center. The full width half maximum (FWHM)
of the intensity scan is 0.71 pm.

Notice that data from a single microsphere is sufficient in estimating the fringe am-

plitudes and phases.

To determine the fringe parameters using Eq. (4.10, 4.11, 4.12), it is necessary
to know the Fourier transform of the microsphere S(k), which is calculated using a
model of the intensity function s(r) of a microsphere. The following model assumes
that the amount of dye fluorescence at a point on the surface of a microsphere is

proportional to the square of the height of that point from the substrate:

of(§)* = r—xc), Ir—r|<§

s(r) = (4.13)

0, elsewhere

where d and r. are the diameter and the center position of the microsphere and « is

a proportionality constant.

Figure 4-5 (a) shows a simulated 1 um diameter microsphere based on the above
model and Figure 4-5 (b) shows an intensity scan through the center of the micro-

sphere in (a}).
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4.3.2 Fringe amplitudes

The DC and the AC amplitudes of the fringe, ¢); and c;;,

Eq. (4.10) and Eq. (4.11). Calculation of |S(k;;)| using the model in Eq. (4.13)

can be determined using

requires that k;; itself be known. Therefore, determination of the fringe amplitudes
is done after the fringe frequencies are determined.

Figure 4-6 shows the estimated c?j’s and cj;’s at a set of k;;’s. The k;;’s were
estimated using the method described in the following section. Each microsphere
produces estimates of fringe amplitudes at the location of the microsphere. The results
shown correspond to averaged values for 12 different microspheres. The amplitudes
are reported in dB.

The plots at the bottom of Figure 4-6 display the same data at the top, plotted
against the radial frequencies (k, = \/M)* From the radial frequency plots,
fringes can be grouped into four sub-groups, depending on their radial frequencies.
The radial frequency of a fringe is determined by the angular separation between
the two beams producing the fringe. Notice that the AC amplitudes of the fringes
decrease significantly with increase in radial frequencies. The calibration results also
show that, for fringes within the same sub-group that have similar radial frequencies,
there exist about 5 dB variations in their DC and AC amplitudes.

Main factor contributing these variations is the non-uniformity in the amplitudes
of the beams. Due to the frequency response of the AOD, the amplitudes of an array
of diffracted beams produced from the AOD gradually decrease, going from lower
frequency beams (beams that are produced using lower frequency electrical signals)
to higher frequency beams (beams produced using higher frequency signals). This
tapering of the amplitudes of the beams becomes significant when the frequency of
the electrical signal becomes higher than about 85 MHz'.

However, an important point here is that the non-uniformity in the amplitudes

of the beams can be effectively compensated using the calibration results shown in

*Estimated spatial frequencies of fringes in two-dimensional Fourier domain are shown in Figure 4-
14

TThe frequencies of the electrical signal fall within a range from 65 MHz to 115 MHz, as shown
in the top left plot in Figure 3-8(a)
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62 fringes. The set of fringes is represented in Fourier domain by a total of 125 frequencies.

The top plots show the DC (left) and AC (right) amplitudes at these frequencies (points
in the k;-ky plane) in dB. The filled data points and the unfilled ones are for conjugate
frequencies of each other. The plots at the bottom show the same data at the top plotted

against the radial frequencies (k, = /&2 + k2)

Figure 4-6: The estimated DC amplitudes (c?.’s, left) and AC amplitudes (c}j’s, right) for

Figure 4-6.

4.3.3 Fringe phases

The definition of phase always requires a reference position, which may be chosen
arbitrarily. Here, the phase reference point for every fringe is set to be the center of
a microsphere. Under this condition, the phases of all frequency components of S(k)

are assumed to be zero, that is, /S(k;;) = 0 for any k;; in Eq. (4.12). Therefore,
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Figure 4-7: The estimated phases (¢;;’s) for 62 fringes. The plot on the left shows the
phases at 125 frequencies (points in the k-4, plane) in radians. The filled data points and
the unfilled ones are for conjugate frequencies of each other. The plot on the right shows
the same data plotted against the radial frequencies.

Eq. (4.12) becomes:
di; = Xij (4.14)
and the fringe phase can be determined directly from the brightness data shown in

Figure 4-3 (c). Figure 4-7 shows estimated fringe phases (¢;;’s) for the same set of

fringes in Figure 4-6 measured from a particular microsphere.

Accuracy of phase estimates

The estimated fringe phase ¢;; is the difference between the phases of the two beams,
¢; — ¢;. If the fringe phases for many beam pairs are measured, the estimates of
the phases of the individual beams are over-determined. The validity of the over-

determined data set can be assessed by checking its internal consistency.

For a beam triplet, beam ¢, j, and k, the following relationship between their

phases should hold:
Gij + @i = ik (4.15)

According to Eq. (4.14), x;; is an estimate of ¢;;. Therefore, if the phase estimates
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are internally consistent, Eq. (4.15) becomes:
Xij + Xjk = Xik- (4.16)

The top panel of Figure 4-8 (b) shows a plot of x:; + ;& vs. xix for a total of 95
beam triplets. The plot was generated using data from a single microsphere in the
region A in Figure 4-8 (a). Each data point in the plot comes from a particular beam
triplet. If the relationship in Eq. (4.16) is satisfied, all data points in the plot should

fall on a straight line through the origin with a slope of one.

For a particular beam triplet, 7, j, and k, a metric representing the deviation from

the above rule of Eq. (4.16) can be defined:
- B = Xag Xk — Xk (4.17)

For the data shown in the top panel of Figure 4-8 (b), the mean and the standard
deviation of Ey are —0.11 radians (1.75 % of 27) and 0.20 radians (3.18 % of 2m),

respectively.

In an ideal condition, E,j; is zero for all beam triplets. Ensemble statistics of
the metric E;;; can be regarded as quantitative measures of the self-consistency of
the phase measurements. The phase inconsistency observed in the data results from
factors such as 1) noise in the measurement system and 2) any change in the system

during data acquisition (e.g., stage drift).

Beam triplet analysis in this way shows that the phase estimation error grows as
the angular separation between a pair of beams increases. In Figure 4-9, beam triplets
are grouped into four groups depending on the angular separation between the two
outer beams in the triplet (the angle ). For each triplet sub-group, a histogram of
Eijk, and its standard deviation are shown. The standard deviation increases as the

angle o increases.

As the angular separation between a pair of beams increases, the spatial frequency

of their interference fringe increases. If we define the pitch of the fringe (L) as the

65




51 —

@ o o I
_% _ @o O oo -
<
+ i o‘ﬂoo o B
- A 00 5
= i B
5 L

rl ) T 1 |ll|||

-5 0 5

Xik (radians)

(b}

Figure 4-8: (a) An image of the sample illuminated by a fringe pattern. Two regions
are marked by rectangles. The region A contains a single, isolated bead and the region
B contains two beads that are adjacent to each other. This was verified by imaging the
sample using a higher NA (0.60) lens in a Zeiss Axioplan microscope. Notice that it is not
straightforward to determine whether each region contains a single bead or not just from
the low-resolution image shown. (b) The result of the beam triplet phase consistency check
described in the text for the two regions. The mean and the standard deviation of F, jx
for all beam triplets were —0.11 radians and 0.20 radians for the data from region A (top
panel), and 0.06 radians and 1.01 radians for region B (bottom panel), respectively.

distance between the adjacent bright peaks in the fringe, it is determined by:

Asin(6)

= S (4.18)
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Figure 4-9: Phase estimation accuracy decreases as the angular separation between the two
beams (a) increases. The left part shows the angular separations between the two outer
beams for four groups of beam triplets. The right part shows the histogram of Eyji and its
standard deviation for each beam triplet group.
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where A is the wavelength of light, 8 is the half cone angle of the beams, and «
is the angular separation between the two beams. As the feature size (L) becomes
smaller, the measurement noise such as table vibration becomes comparable to it,
which is a likely reason for the increase in standard deviation with increasing angle

« in Figure 4-9.

Verification of a single microsphere

The beam triplet phase consistency check can also be used to check for the presence of
a single microsphere within a region of interest. Verifying it based on the image of the
calibration target is not always straightforward because of the low resolution of the
imager and the nonuniform illumination intensity across the field of view. Suppose a
region contains a cluster of several microspheres (for example, two microspheres that
are adjacent to each other), rather than a single, isolated microsphere. In this case,
the spatial frequencies making up the cluster are no longer in phase as in the case
of a single microsphere. As a result, the term /S(k;;) in Eq. (4.12) takes a non-zero

value that is dependent on k;;, and x;; no longer becomes an estimate of ¢,;.

The bottom panel in Figure 4-8 (b) shows the same plot of xi; + Xjr vs. Xk
constructed using data from a target in sub-region B in (a). Deciding whether or not
the region B contains a single microsphere just from visual inspection of the image is
ambiguous. On the other hand, the triplet phase consistency check result in part (b)
clearly shows deviation from what is expected for a single microsphere. Therefore,
the beam triplet phase consistency check described here can be a convenient way to

verify the presence of a single microsphere within a region of interest.

Tt should be emphasized that the data from a single microsphere are sufficient
to estimate the amplitudes and the phases of fringes. As will be shown in the fol-
lowing section, data from multiple microspheres are necessary to estimate the fringe

frequencies.
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Figure 4-10: Relationship between the spatial frequency of the fringe (kij), phases esti-

mated from two microspheres (¢} and ¢%), and the locations of the beads (r™ and r").

ij
r’mt =" "

4.4 Analysis and results: Fringe frequencies

This section describes algorithms to estimate the fringe frequencies using data from
multiple microspheres. A basic idea here is that the phase estimates at multiple
locations of a fringe pattern contain information about its frequency. Each micro-
sphere produces an estimate of a fringe phase referenced to the center position of the

microsphere.

Here, we use the relationship between the fringe phases estimated from a selected
set of microspheres, the locations of the microspheres, and the fringe frequencies.
Figure 4-10 illustrates this relationship with five microspheres illuminated by a fringe
pattern with frequency k;;. For a pair of microspheres s™ and s", their locations are
given by vectors r™ and r™. The vector r™ corresponds to the difference between
the two location vectors (r™ —r™). The fringe phases estimated using data from each
of the two microspheres are ¢77 and @7, respectively. The following equality should

hold:
M (k- 1™") = ¢" (4.19)

where M (z) is the remainder of z after division by 27, and o = o — O Kij-r™T,

in units of radians, is also indicated in the figure.

Suppose the two vectors k;; and r™ are known only to a crude approximation

while the fringe phase ¢3;" is assumed to be precisely known. In such a case, one can
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define the following error representing the inaccuracy in k;; and r™™:

BT = M (ki - ™) — 75" (4.20)
’One can then search for values of k;; and r™* that minimize the above error. Ob-
viously the problem cannot have a unique solution because there is only a single
equation for two unknowns. However, when sufficiently many fringes and micro-
spheres are considered simultaneously, the problem of finding a set of k;;'s and a set
of t™s that best-fit the phase estimates can be over-determined.

The search procedure is divided into the following steps:
e step 1: Determine initial guesses for ky;’s and r™'s.

e step 2: Refine each k;; while fixing the r™’s and ¢éy;’s so that the root-mean-
square (RMS) value of E7}" defined above for all possible pairs of microspheres

can be minimized. Repeat this for every ky;.

e step 3: Refine each r™ while fixing k;;'s and ¢;;’s so that the RMS error for
all possible pairs of beams and the remaining microspheres can be minimized.

Repeat this for every r™.
e step 4: Repeat the previous two steps until the error converges to a minimum.

The initial values of the r™’s for the above iterative procedure were obtained from

a composite image of the calibration target. When many low resolution images of
the calibration target illuminated by a series of fringes are averaged, the composite
image is what we would expect if the target were illuminated uniformly. Figure 4-
11 shows a sub-region of the averaged image, containing a single microsphere. The
center position of the microsphere can be estimated by calculating the centroid value

of participating pixels as defined by:

D%

o = 4.21
¢ 2 Di ( )
i DiYi
= = 4.22
ve i ( )
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Figure 4-11: An averaged image of a single microsphere. Nine pixels bounded by the dotted
box were used in calculating the centroid position (2, yc) of the microsphere.

L,

Figure 4-12: Locations of 12 microspheres used in calibration, estimated by the centroid
method. These were used as the initial estimates of the r™’s.

40 um

where ¢ and y; are the  and y component of the centroid point and p;, x;, and y;
are the pixel value, = position, and y position of the i-th pixel. Figure 4-12 shows
estimated centroid locations of 12 microspheres whose data were used in calibration.
Initial estimates of the k;;’s can be calculated using the wavelength of light, po-
larization of the source beam, half cone angle of the cone of beams, and positions of
the ring mirrors (Figure 3-8) producing it, without any separate measurement step.
An iterative procedure that performs the optimizations for step 2 and 3 was imple-
mented based on the Nelder-Mead simplex algorithm (Nelder and Mead, 1965; Press

et al., 1988), a well-known direct search method? for multi-dimensional unconstrained

'reaning that it attempts to minimize a scalar-valued nonlinear funetion of n real variables using
only function values, without any derivative information
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Figure 4-13: The reduction of error by the optimization procedure described in the text.
For each stage of optimization, +1 standard deviation range of the RMS error, Ef?MS, for
all ki;’s is illustrated. The dotted line connects the mean values.

minimization.
Convergence of the optimization procedure is shown in Figure 4-13. For each

k,;, the RMS value of EJJ™ over all possible pairs of microspheres was calculated, at

ij
each stage of optimization. The plot shows +1 standard deviation range of the RMS
error, Eg-MS , for 62 k;;’s. Stage 1 corresponds to the initial values of the refinement
variables, k;;’s and r™'s. Stage 2 and 3 correspond to results after the optimization
step 2 and 3. Stage 4 and 5 correspond to results after the answers from the stége 3
were used as inputs for the second iteration of optimization step 2 and 3, etc. The plot
shows an order of magnitude decrease and convergence of the error after six stages of

the optimization, demonstrating its performance. The locations of 125 frequencies in

Fourier space estimated for 62 beam pairs are shown in Figure 4-14.5

§Notice that the current 31 beam projector can project 465 distinct fringe patterns, represented
by 931 distinct frequencies in Fourier domain. The frequencies shown in Figure 4-14 correspond to
a low frequency subset of the entire set of frequencies. Calibration of fringes with higher frequencies
wag limited by the inaccuracy in phase estimates illustrated in Figure 4-9.
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Figure 4-14: Estimated locations of 125 frequencies of 62 fringes in Fourier space.
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Chapter 5

Imaging Using a Single Light

Sensor

5.1 Introduction

In conventional optical microscopy using a CCD, target information is spatially sam-
pled by the pixels of the CCD, producing an array of gray values that make up an
image of the target. An output recording from a single light sensor is a single gray
value, which does not constitute an image. Imaging using a single light sensor be-
comes possible if either the target or the light sensor is translated, producing a gray
value at each translated location. Laser scanning confocal microscopy (J. B. Paw-
ley, 1995) is a representative example of such a scanning system. Typically, a single
photon counter such as a photomultiplier tube (PMT) or an avalanche photodiode
(APD) is used on the detection side for maximum light sensitivity.

The advantages of PMTs or APDs over CCDs are speed (over 100 MHz band-
width) and sensitivity (capable of detecting a single photon). However the speed
cannot be fully exploited in conventional scanning systems due to the mechanical lim-
its of scanning. Typically, the scanning actuator is a piezoelectric transducer (PZT).
The smallest interval between two successive actuations using a PZT is typically more
than two orders of magnitudes longer than the interval between two successive pho-

ton counting events using a PMT or an APD, and this becomes the limiting factor in
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data acquisition speed. The nonlinearity of PZT response is an additional limitation.
It would be desirable to replace the mechanical scanning operation by an alternative

mechanism with speed comparable to that of a PMT or APD.

Here, a proof-of-concept demonstration of an imaging system using a single light
sensor without any intentional mechanical motion of its parts is described. A sequence
of brightnesses of a cluster of several microspheres, which can be measured using a
single light sensor, was recorded when the target was illuminated by a sequence of
structured light patterns. All components of the system: the apparatus delivering
the sequence of illuminations, the target and the stage, and the detectors, were fixed
in space with no need for mechanical actuation. Computer-processing the brightness
sequence, using knowledge of the illumination sequence, permitted reconstruction of

an image of the target that revealed individual microspheres in the constellation.

5.2 Experiment

5.2.1 Imaging setup

For the imaging experiment, the multiple-beam interference pattern projector de-
scribed in Chapter 3 (Figure 3-8 and Figure 3-9) was combined with a conventional
optical microscope (Figure 5-1). The projector, for which the aluminum plate and
the mirror assembly beneath it are shown in Figure 5-1 (a), produces a cone of 31
laser beams which overlap and produce an interference pattern illuminating a target
on the stage. The half cone angle of the cone of beams (the angle 61 in Figure 5-1) is
78°. resulting in a numerical aperture (NA) of 0.98. Fluoresced light from the target
passes through a microscope objective and a A filter and hits the CCD. The NA of the
microscope objective is 0.2, corresponding to a half cone angle (the angle 6,) of 11.5°.
The same objective, A filter, and CCD as described in Chapter 4 for calibration data

acquisition were used in the imaging setup shown in the figure.
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CCD

target A
on the stage

Figure 5-1: (a) Photograph of the imaging setup (left) and its schematic diagram (right). A
more detailed view of the mirror assembly under the aluminum plate is shown in Figure 3-8.
(b) View of the setup in (a) from a different angle.
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5.2.2 Test target

To demonstrate the structured illumination approach, a random monolayer of 1 um
diameter fluorescent microspheres (model T-8880, Molecular Probes, Inc., Fugene,
Oregon, 1.0 um diameter, 30 nm standard deviation in diameter) was fabricated
using a procedure described in Chapter 4. Figure 5-2 (a) shows an image of the target
containing many microspheres illuminated by a fringe pattern. For the remainder of
this chapter, we consider only the brightness of ah unknown target contained in the
dotted box in the image. A zoomed-in view of this sub-region is shown in Figure 5-
2 (b). It is suspected that this region contains a cluster of several microspheres.
However, individual microspheres in the cluster are not resolved. This is because of
the limited resolution due to the NA of the microscope objective (0.2) and the finite
pixel size (1 pm*)

Figure 5-2 (c) is an image of the same region as part (b), acquired using a 0.6
NA microscope objective.! A constellation of three microspheres is resolved in the
image. Our goal here is to reconstruct an image of the target that resolves the
individual microspheres, using a sequence of brightnesses of the target during a series
of structured illuminations. Brightness of the target is measured here by summing the
16 pixel values within the dotted box in Figure 3-2 (b), but the same measurement
could be done using a single light sensor. Therefore, the results shown in this chapter
could be obtained using a single light sensor that is faster and more sensitive than a
CCD, such as a PMT or APD, set up to count the photons fluoresced from the region

of interest on the target.

5.2.3 Data acquisition

The target was illuminated by a sequence of light patterns. For each illumination
pattern, an image of the ’target was acquired, with 40 msec exposure time. The se-

quence of illuminations was produced in the same way as described for the calibration

*This is the effective pixel size in the target space, calculated by dividing the actual pixel size
(10 um) by the magnification of the imaging system (10x).
17Zeiss Axioplan microscope with Koehler illumination was used here.
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Figure 5-2: (a) A test target made of fluorescent microspheres with 1 pm diameter. The
dotted box contains a target of interest. The dotted circle contains a single microsphere
used in calibration. (b) A zoom-in view of the dotted box in (a). Brightness of the target
is measured by summing the 16 pixel values within the dotted box. (c) An image of the
unknown target in (b) acquired using 0.6 NA objective under uniform illumination. Three
microspheres are resolved.

data acquisition. Each illumination pattern was a fringe pattern made by interfering
a pair of beams. For each pair of beams (i and j), the electrical phase of the AOD
drive for beam j (7; defined in Figure 4-3) was changed from 0 to 27 at 16 equally
spaced phases, while the electrical phase for beam i was fixed. This procedure was
repeated for 82 different pairs of beams, producing a total of 16x82 = 1312 images.?

Amplitudes, phases, and frequencies of fringes defined in Eq. (4.2) need to be
known in post-processing the data to reconstruct an image of the target. In Chapter
4, it was shown that the sequence of brightnesses of a single microsphere is sufficient
to calibrate the amplitudes‘and the phases of the fringe patterns used as the illumi-

nation. Also, data from multiple microspheres are required to calibrate the spatial

*Total data acquisition time in this case is therefore 40 msee x 1312 = 53 sec.
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frequencies contained in the sequence of illuminations. A calibration target contain-
ing multiple microspheres was fabricated separately for this purpose and the fringe
" frequency calibration data were acquired immediately before the acquisition of imag-
ing data.} Then, a single microsphere in the region marked by a circle in Figure 5-2
(2) was used aé the amplitude and phase calibration target. Thus, the amplitude and

phase calibration data were acquired simultaneously with the imaging data.

5.3 Post-processing the data

5.3.1 Estimation of Fourier transform coefficients

The first step in post-processing of the data is to determine a set of Fourier transform
coefficients of the target from a sequence of measured brightnesses. Figure 5-3 shows
a sinusoidal change in the measured brightness of the target in Figure 5-2 (b) when
the target was illuminated by a sequence of {ringe patterns differing in phase (see
Figure 4-3). For a pair of interfering beams (i and 7), the electrical phase for beam
i, m;, was changed from 0 to 27 at 16 equally spaced phases with 7; fixed at 0. In
the plot, circles are measured brightnesses and the curve is the least-square fit of the
measurements o a raised cosine function. The three parameters (p?j, pij, and Xi;) of

the best-fit sinusoidal function are also indicated in the plot.

As described in Chapter 4, the brightness data are the samples of the convolution
of the target contrast pattern, represented by g(r), and the fringe pattern, f;;(r). In
Chapter 4, the measured brightnesses were used to estimate the Fourier transform
coefficients of the fringe pattern with a known target, a single microsphere. Now, the
Fourier transform coefficients of the target are estimated from the brightness data
using a fringe that is knoWn as a result of calibration. One can re-write Eq.s (4.10,

4.11, 4.12) while replacing the Fourier transform of the microsphere S(k) with the

§The fringe amplitude and phase can shift with tiny perturbations of the setup, e.g., temperé.ture
variations, drifts, but the spatial frequencies are more stable.
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Figure 5-3: Brightness of the target vs. electrical phase difference between a pair of beams,
;5. Circles are the measured brightnesses and the curve is the least square fit of the
data points to a raised cosine function. The three parameters of the best-fit function are
indicated.

Fourier transform of the unknown target G(k):

0 p?‘
= 6] oD
1 _ Pij
% T Gk, 532)
qbij = X‘ij - ZG(kU) (53)

Now c;, cij, ¢y, and ki; are the known parameters of the fringe function f,;(r)
defined in Eq. (4.2), and p};, pf;, and x;; are obtained from the measured brightness
values shown in Figure 5-3. Re-writing the above equations results in the following
expressions for G(0) and G(k;), Fourier transform coefficients of g(r) at DC and at

k

E

G(0) = cT (5.4)
i
1

Gk;) = %i'ej()(ij‘ﬁbij). (5.5)
ij

'The phase of a fringe pattern is determined with respect to a reference point in

space, which can be chosen arbitrarily. Suppose, in the example of Figure 5-2 (b),
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calibration
microsphere

Figure 5-4: Extrapolation of the fringe phase. The phase is determined using the center of
the reconstruction region as the reference point (the origin of the z-y coordinate). Phase of a
fringe pattern estimated from the calibration microsphere shown in the figure is referenced
to the center of the microsphere and needs to be extrapolated to the origin of the z-y
coordinate. The vector rg starts at the center of the microsphere and ends at the origin.

the center of the dotted rectangle is chosen as the reference point, which becomes the
origin of the reconstruction coordinate (z-y coordinate shown in Figure 5-4). However,
the phase of the fringe is estimated with respect to the center of the microsphere. The
fringe phase with respect to the origin of the reconstruction coordinate, ¢;;, can be

obtained from ¢,;, the calibrated phase, in the following way:

[
bij = ¢ + kij - 1o (5.6)

where k,; is the spatial frequency of the fringe pattern and rg is a vector from the

center of the microsphere to the origin of the reconstruction coordinate.

Fourier transform coefficients of the unknown target were estimated by the above
method at spatial frequencies contained in the sequence of illuminations (Figure 4-
14), which were produced by the interference of 62 different pairs of beams. The

results are displayed in Figure 5-5.
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Figure 5-5: A total of 125 estimated Fourier transform coefficients of the unknown target
in Figure 5-2 (b). (a) Fourier transform amplitudes. Filled data points and unfilled ones
in the top plot are for conjugate spatial frequencies of each other. The plot at the bottom

shows the same data as a function of the radial spatial frequencies (k, = vV k2 +kZ). (b)

Fourler transform phases. The transform coefficients in (a) and (b) were determined at
spatial frequencies contained in the sequence of illuminations, shown in Figure 4-14.

5.3.2 Image reconstruction

The distribution of frequencies at which the target’s Fourier transform is sampled
in Fourier space is highly nonuniform (Figure 5-5 (c)); it is roughly a set of con-
centric circles. The Fourier space is densely populated along the angular directions
but sparsely populated along the radial directions. This nonuniformity is a source of
artifacts in an image reconstructed from the measured set of transform coefficients.

A simple method, based on the Voronoi diagram, to address this non-uniform distri-
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Figure 5-6: Voronoi diagram, a set of Voronoi polygons for the spatial frequencies shown
in Figure 5-5 {c). The area of the Voronoi polygon for each frequency becomes a weighting
factor for that frequency component when reconstructing an image of the target. Notice
that Voronoi polygons for some frequencies in the outermost region cannot be defined. For
these frequencies, the weighting factor w;;’s were set to be the average area for all Voronoi

polygons.

bution problem was described in Chapter 2. Voronoi polygons were calculated for the

frequencies in Figure 5-5 (¢) and the resulting Voronoi diagram is shown in Figure 5-6.

An image of the target g(r) was then reconstructed using the following reconstruc-

tion formula (Eq. (2.13)):

s(r) =weG0) + Y wy;Glky)e™ ™ + > w,; G (k,)e o (5.7)

all (3,5) all (i,7)
where wy and w;; are the areas of the Voronoi polygons for DC and the spatial
frequency k;;, and G(k;;) and G*(k;;) are the Fourier transform coefficients estimated

at ki; and ifs complex conjugate.

A computer simulation shows the effectiveness of the Voronoi method in addressing
the non-uniform sampling problem. A computer simulated image of a cluster of three
1 pm diameter microspheres in a 4 um x 4 pm region was generated. A model of the

microsphere’s optical response shown in Eq. (4.13) was used. Positions of individual
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microspheres were selected based on the high resolution image of the experimental
target shown in Figure 5-2 (c), with a constraint that adjacent microspheres are

touching each other.

A set of Fourier transform coefficients of the simulated target was calculated at
the spatial frequencies shown in Figure 5-6. An image of the target was reconstructed
from these coefficients using the reconstruction formula in Eq. (5.7). Figure 5-7 shows
the results. In part (a), no weighting was introduced in the reconstruction formula,
that is, the w’s in Eq. (5.7) are all equal to one. The Voronoi polygon weighting
scheme was used for part (b). Improved visual resolution of the image is a clear

benefit of the Voronoi weighting method.

However, the image in part (b) shows increased background artifacts compared
to part (a), suggesting a trade-off in the use of the Voronoi weighting reconstruction
method. Sub-optimality is seen in the Voronoi diagram in Figure 5-6. Most of the
Voronoi polygons are radially elongated, meaning that the sampled frequency within

a Voronoi polygon represents frequencies that are far apart from each other.

5.4 Results

Comparing with the computer simulation

Figure 5-8 shows the counterpart images of the computer-simulated images in Fig-
ure 5-7, reconstructed from experimental data. As predicted by the computer sim-
ulation, the Voronoi weighting method shows a significant improvement in resolving
individual microspheres. This is also shown in the intensity scans across a pair of
microspheres at the bottom of the images (continuous lines). Again, the background
artifact increased with the Voronoi weighting method, as predicted by the computer
simulation. Notice the similarity of background artifacts to those appearing in the

computer simulation (Figure 5-7 (b)),
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Figure 5-7: Computer simulated images of a cluster of three 1 pm diameter microspheres
for the sequence of illuminations containing spatial frequencies shown in Figure 5-6. (a)
Reconstruction without the Voronoi weighting of Fourier transform coefficients. (b) Recon-
struction using Voronoi weighting method. The plots at the bottom of the images show
intensities across the two adjacent microspheres (continuous lines) and in the background
region (dotted lines). A = 488 nm.

Comparing with the conventional microscopy

Figure 5-9 shows images of the same target acquired with three different imaging
conditions. The image in panel A was acquired using conventional microscopy under
uniform illumination with 0.2 NA objective. The image in panel B is the structured
illumination image of Figure 5-8 (b). The same microscope objective was used in

panel A and B.

The image in panel B demonstrates that a sequence of brightness measurements

TZeiss axioplan microscope with Koehler illumination was used.
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Figure 5-8: Images of the unknown target in Figure 5-2 (b) reconstructed using a sequence
of brightnesses of the target. (a) Reconstruction without the Voronoi weighting of Fourier
transform coefficients. (b) Reconstruction with the Voronoi weighting. A = 488 nm. The
plots at the bottom of the images show intensities along the lines indicated in the image.

without any mechanical scanning can produce an image of the target. Effectively,
mechanical scanning is replaced by the phase modulation of beam pairs, which does
not involve any mechanical motion. In this experiment, the speed of data acquisition
was limited by the CCD. However, if a high speed light sensor such as a PMT or
APD were used to record the brightness of the target, more than several orders of
magnitude increase in imaging speed would be expected, compared with a mechanical

scanning system using the same light sensor.

Comparing the two images in panel A and B also experimentally demonstrates an
improvement in resolution using the structured illumination technique. A constella-

tion of three microspheres is clearly resolved in panel B, but not in panel A, yet both
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Figure 5-9: Image of the same target acquired using three different techniques. (a) Conven-
tional microscopy under uniform illumination, using 0.2 NA objective. Individual micro-
spheres are not resolved. (b) Structured illumination technique using the same objective.
Individual microspheres are clearly resolved, demonstrating the resolution improvement us-
ing structured illumination technique. (¢) The target was verified by imaging it with 0.6
NA objective, under uniform illumination. Notice that the image in part (b) is sharper than
part (c), although the NA of the objective is three times lower. This is shown quantitatively
in the intensity plot in part (d). The plot shows intensities along the dotted lines from the
two images. In acquiring the images in part (a) and (c), the Zeiss axioplan microscope with
Koehler illumination was used.

were acquired at the same working distance of the 0.2 NA objective.

The target was also imaged using an objective with 0.6 NA under uniform iflu-
mination. The resulting image is shown in panel C. The images in panels B and C
resolve individual microspheres that are not resolved in panel A. However, an impor-

tant point here is that the resolution of the image in panel C depends primarily on
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the microscope objective’s performance, which cannot be scaled to short wavelengths
of light such as ultraviolet and x-ray. On the other hand, the resolution of the image
in panel B depends on the structured illumination produced by an apparatus made
of mirrors (reflective optical elements) only, with the exception of the AOD (a refrac-
tive element). Therefore, the imaging technique in panel B could be scaled to short
wavelengths of light if the AOD were replaced by a reflective light modulator.|
Notice that the image in panel B is sharper than the image in panel C, which is
also shown quantitatively in the intensity plot in panel D. This can be predicted from
the point spread function (PSF) analysis of the two imaging techniques. The PSF
for an imaging system is the spatial mapping of intensity when the system images an
infinitesimally small target, and is a measure of the resolution of the imaging system.
The simulated PSF’s of the imaging techniques of panels B and C are compared in
Figure 5-10. Part (a) is the PSF of the structured illumination technique with spatial
frequencies contained in the illumination shown in Figure 5-6. Part (b) is the PSF of
a microscope objective with 0.6 NA for 560 nm light, the peak emission wavelength
of the fluorescent dye coating the microspheres. Intensity scans through the centers
of the two images are compared at the bottom of the images. The width of the PSF
of the structured illumination technique is narrower than the uniform illumination

method that uses an objective with three time higher NA.

Spatial extent of Fourier space sampling

In the structured illumination approach, a sequence of brightnesses of a target re-
ported from a single light sensor encodes contrast information about the target sam-
pled in Fourier space. This suggests that the spatial extent of the reconstructed image
is not directly related to the area of the light sensor in the target space. In fact, in
Chapter 2, it was shown that the spatial extent is defined by a window function,

which is the convolution of the point spread function (PSF) of the objective and the

IA reflective light modulation technique based on the principle of surface acoustic waves (Ippen,
1967; White and Voltmer, 1965) has been studied extensively, including a recent implementaticn in
our group (Hong, 2001).
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Figure 5-10: Computer-simulated point spread function (PSF) of the structured illumination
technique using 0.2 NA objective (a) and uniform illumination imaging using a 0.6 NA
objective (b). The PSF in (a) was calculated for the sequence of illuminations with spatial
frequencies shown in Figure 5-6. The PSF in (b) was calculated using 560 nm as the
wavelength of light. This is the peak emission wavelength of the fluorescent dye of the
microsphere. At the bottom, intensities through the centers of the two images are plotted.

pixel response function.

Figure 5-11 experimentally demonstrates this. The image on the right side was
reconstructed using data from a single pixel of the CCD and shows two microspheres
in the field of view. The box on the left corresponds to the area of the pixel in the
target space. The reconstructed image shows sub-pixel details of the target over an
area larger than the area of the pixel.

The distance R shown in Figure 5-11 represents the field of view of the recon-
structed image and is controlled by the NA of the objective and the size of the pixel.
Therefore, what used to control the resolution in a conventional imaging system, now
controls the field of view of a single light sensor based image. To obtain an image
covering a larger region of the target, it becomes necessary to combine images from

multiple light sensors. This is described in the next chapter.
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Figure 5-11: Right: An image of two microspheres reconstructed using data from a single
pixel of the CCD. The box on the left side represents the area of the pixel in target space.
Notice that the reconstructed image shows a region of the target larger than the area of the
pixel. The field of view, represented by the distance R, is controlled by the NA (=0.2) of
the objective and the size of the pixel.
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Chapter 6

Multiple-Beam Interferometric
INlumination as the Primary Source

of Resolution

6.1 Introduction

The resolution of conventional optical microscopy is often defined in terms of the

Rayleigh criterion (Goodman, 1996):

A
6 =061 (6.1)

where A is the wavelength of the light and N A is the numerical aperture (N A) of the
objective. Two incoherent point sources are barely resolved by a diffraction limited
system with a circular pupil when they are separated by the distance §.

This means that, at a given wavelength of light, the resolution is primarily de-
termined by the NA of the objective: the higher the NA, the higher the resolution.
However, increasing the NA to achieve higher resolution means reducing the work-
ing distance (WD), depth of field (DOF), and field of view (FOV), as illustrated in
Figure 1-1. This becomes an important trade-off in optical microscopy imaging.

Here, a fluorescence microscopy method is demonstrated in which the linking of
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the resolution, WD, DOF, and FOV has been removed. Resolution can be increased
without sacrificing the WD, DOF, or FOV. This is accomplished by illuminating
the target with interference patterns formed by 31 coherent beams arranged in a
cone with 78° half angle (synthesized NA = 0.98). In such a system, the NA of
the cone of beams, not the NA of the objective, determines the resolution. This
fact is experimentally demonstrated here by showing that a significant change in the
NA of the objective causes only negligible change in the resolution, as long as the

illumination is the same.

Since the resolution is determined by the illumination, a low NA objective can be
used, which has longer WD, larger DOF, and larger FOV. Fluoresced light {rom the
target was collected with a 0.1 NA objective for 930 different illumination patterns.
Results were used to reconstruct an image with resolution comparable to that of a
0.98 NA objective. Compared to conventional microscopy with 0.98 NA objective,
the system has more than an order of magnitude improvement in the WD, DOF, and

FOV.

The fact that the multiple-beam interferometric illumination is the primary factor
controlling the resolution opens up the possibility of scaling optical microscopy to
shorter wavelengths such as ultraviolet light or even X-rays. At these wavelengths,
most of the known lens materials become either completely opaque or completely
transparent without any refraction, making it impossible to build a lens-based imaging
system. On the other hand, a system that produces multiple-beam interferometric
illumination can be made using only mirrors (reflective optical elements), which can
handle the short wavelengths. The only refractive element in the current system is
the acousto-optic deflector (AOD), which serves as the light modulator. Therefore,
the imaging technique demonstrated here could be scaled to short wavelengths of
light if the AOD were replaced by a reflective light modulator. In fact, a reflective
light modulation technique based on the principle of surface acoustic waves (Ippen,
1967; White and Volitmer, 1965) has been studied extensively, including a recent

implementation aimed at the interferometric illumination technique (Hong, 2001).
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6.2 Effect of NA of the objective on resolution

To assess the effect of the NA of the objective on resolutlon tWO data sets were
acquired for the same target using two chﬁerent NA of the Obj ectlve The ﬁrst data set
was acquired with a 0.2 NA objective using a sequence of 930 111um1nat10n patterns.
The CCD exposure time for each image was 40 nusec. The second data set was
acquired with a 0.1 NA objective*, using the same sequence of 1Ilum1nat10ns. The

CCD exposure time for each image was 600 msec.

The same data for each NA were processed in two different ways. In the first case,
the 930 images were averaged to produce a single image, without utilizing knowledge
of the illumination patterns. The averaged image is comp'aratble to an image acquired
with uniform illumination as in conventional microscopy, but has a significantly in-
creased signal-to-noise ratio (SNR) compared to a single 'ex‘posure image due to the
averaging. Figure 6-1 (a) and (b) show images of the identical region of the target
generated by averaging 930 images for the NA of 0.2 and 0;1, respectively. In these
two images, individual microspheres in a cluster of micrbébheres are not resolved (for
example, a cluster inside the box). Also, the decrease in NA caused significantly
increased blurring of the image; the full-width-half-maximum (FWHM) of a single
microsphere increased from 1.71 pum to 2.97 um when the NA changed from 0.2 to
0.1 (Figure 6-1 {c)).

In the second case, an image of the target was reconstructed utilizing the knowl-
edge of the illumination patterns, as described in the previous chapter. In this case,
data from each pixel of the CCD were processed to reconstruct an image of the target
with sub-pixel details and field of view larger than the area of the pixel. An exam-
ple image reconstructed from a particular pixel is shown in Figure 5-11. Multiple
images independently reconstructed from multiple pixels were then combined to pro-
duce an image with full field of view, using the stitching method described in Chapter
2 (Figure 2-6). Figure 6-2 shows the result using experimental data. The loft side of

“The effective NA of the objective was reduced from 0.2 to 0.1 by constricting the diameter of
the entrance pupil of the objective.
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Figure 6-1: Effect of NA on resolution in conventional microscopy (left column) as compared
to the stractured illumination approach (right column). The figure shows images of the
same region of a target made of 1 pm diameter Auorescent microspheres. The box in each
image contains a cluster of three microspheres. (a) Averaged image, with NA of 0.2. (b)
Averaged image, with NA of 0.1. (c) Intensities along the solid line in (a) (0.2 NA, uniform
illumination) and the dashed line in (b) (0.1 NA, uniform illumination). FWHM’s of the
intensity scans are shown inside the plot. (d) Image reconstructed using the knowledge of
illumination, with NA of 0.2. () The same as in (d) but with NA of 0.1. () Intensities along
the solid line in (d) (0.2 NA, structured illumination) and the dashed line in (e) (0.1 NA,
structured illumination). The dotted line is an intensity scan from a computer simulated
image of a 1 um diameter microsphere acquired with 0.98 NA objective.
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image reconstructed
from a single pixel
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cropped
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Figure 6-2: Stitching images reconstructed from an array of pixels. Left: an image re-
constructed from a single pixel of the CCD. The size of the pixel in the target space is
indicated by the rectangle inside the image. Notice that the image is larger than the pixel
and shows sub-pixel details of the target. Center: An image generated by cropping the
rectangular center portion of the image on the left side. Right: An image made by stitching
nine cropped images reconstructed from nine pixels.

Figure 6-2 is the same image as Figure 5-11, reconstructed using data from a single
pixel. The image in the middle was produced by cropping the image on the left for
the area occupied by the pixel. Finally, the image on the right was generated by
stitching 9 cropped images from 9 pixels. The images in Figure 6-1 (d) and (e) were
made by stitching 1,225 cropped images reconstructed from 1,225 pixels.

When comparing Figure 6-1 (a) and (d) [or Figure 6-1 (b) and (e)], it should be
emphasized that the excitation light energy, the objective, and the camera and its
exposure time are the same. Individual microspheres in a cluster are readily resolved
in both Figure 6-1 (d) and (e), in contrast to Figure 6-1 (a) and (b). Also, when
the NA decreased from 0.2 to 0.1, the FWHM of the same microsphere showed a
negligible change (from 0.76 um to 0.76 pm, Figure 6-1 (f)) compared to the factor
of 1.74 iricrease seen in Figure 6-1 (). The plot in Figure 6-1 (f) also shows a
simulation of the intensity scan that would be expected for an ideal 0.08 NA objective
and uniform illumination. Note that this simulation matches almost perfectly the
resolution achieved using structured illumination approach with a 0.98 NA synthetic
aperture.

The results clearly show that the NA of the objective has a negligible effect on
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the resolution of the structured illumination approach. Its resolution is determined
primarily by the synthetic NA of the cone of illuminating beams. The resolution
achieved is comparable to that expected from an objective with the same cone angle
as the cone of beams (NA = 0.98). The NA of the objective lens can be chosen to
permit substantial gains in WD, DOF, and FOV. With a 0.1 NA objective, these are

increased by more than an order of magnitude relative to a 0.98 NA objective.

98




99



100




Chapter 7

Target Metrology

7.1 Introduction

Recently, there has been a lot of progress in fabricating structures at nanometer size
scales. Within a few years, semiconductor processes are expected to produce devices
with minimum features of 60 nm or less. There are increasing needs to develop
tools to visualize and measure the fabricated structures, to control the quality of the
fabrication process and to provide feedback to the design process. This step becomes
especially important when a laboratory success is to be transferred to a manufacturing
site for mass-production (Schattenburg and Smith, 2001).

In the semiconductor industry, the current standard for measuring the critical
dimension (CD) of fabricated structures is Scanning Electron Microscopy (SEM).
SEM provides sub-nanometer spatial resolution. However, it requires destructive
chemical and mechanical pre processing of the sample. Its speed is also a limitation
in meeting the current industry target of 1 c¢m?/sec. The technique is difficult to
implement in an on-line arrangement for high throughput device evaluation.

An alternative CD metrology technique that is currently under development is the
scatterometer (Raymond et al., 1997), which is an optical technique. Scatterometry
1s based on analysis of light diffraction from periodic structures. Compared to the
SEM, the scatterometry is fast, convenient, and low-cost. Also, it is non-destructive

and does not require any pre-processing of the sample. However, it applies only
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to periodically structured targets. Post-processing of the measured data to obtain
quantitative information is also computationally complex.

It would be desirable to combine the benefits of the above two techniques: the
direct imaging capability of the SEM that makes it possible to obtain metrological
information about an arbitrary target, with the speed and convenience of an optical
method. The structured illumination approach presented in this thesis is a promising
step toward this goal. Unlike scatterometry, where uniform illumination is used to
probe a periodically structured target, the structured illumination can be used to
probe non-periodic structures (such as single gates) in resist as well as post-etch
materials. The known, controllable structures in the illumination are used as probes
to obtain quantitative metrological information about the target.

This chapter describes preliminary results that obtain quantitative information
from a fluorescent target using the structured illumination approach. Figure 7-1 (a)
is an image of a 100 um by 100 pm region of a target of 1 ym diameter fluorescent
microspheres, obtained using conventional (uniform) illumination. Figure 7-1 (b) is
a 4 ym by 4 pm sub-region of the image in (a). Figure 7-1 (c) shows an image of
the same sub-region acquired using the same lens and camera, but with structured
illumination. The two images in (b) and (c) illustrate the improvement in image
resolution provided by the structured illumination approach. In this chapter, we
focus on using this improved resolution to determine the position and diameter (D)

of a microsphere, as illustrated in Figure 7-2.

7.2 Estimating position

A model-based approach was used to take advantage of the metrological information
contained in the many pixels that represent a structure in the image. Each micro-
sphere was modelled as a uniform volume source of light {Eq. (4.13) and Figure 4-5).
Tn the absence of blur, brightness would be a hemispherical function of position, as
shown in Figure 7-3 (a). The dashed line in the plot on the right side represents the

brightness measured through the center of the microsphere. The parameters of the
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uniform structured
illumination illumination

————

20 um

Figure 7-1: (a) A conventional optical microscopy (that is, using uniform illumination)
image of a target made of a random monolayer of 1 um diameter fluorescent microspheres.
(b) A sub-region of image in (a) consisting of gray values from 16 pixels. The shape of the
target within the region is not resolved. (c) Computationally reconstructed image of the
same region in (b) using structured illumination approach. The same lens and camera as
in (b) were used to acquire the data from which the image is reconstructed. Comparing
the images in (b) and (c) demonstrates the improvement in resolution due to structured
illumination method.

Figure 7-2: Improved resolution leads to more precise determination of target information,
such as the position (z,y) and the diameter (D) of a microsphere.

model are the position of the center (z and y, only z is indicated in the plot), and

the width D of the hemisphere.

The model shown in Figure 7-3 (a) was fit to a reconstructed image of the target,

using a least squares approach. The image in Figure 7-3 (b) shows a representative
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Figure 7-3: A model based approach to determine the position of a microsphere. (a) A
computer simulated image (left) of a microsphere model (Eq. (4.13) and Figure 4-5) and the
brightness measured through the center of the microsphere (right). The three parameters
of the model are the position (z and y) and the diameter (D). (b) A reconstructed image
of a microsphere using the structured illumination approach (left). The parameters of the
model in (a) that best fit the image data in (b) were found by the least-square method.
The continuous line is the brightness along the line in the image on the left side and the

dashed line is the brightness of the best fit model at the same vy position. The estimated =
position, zg, and the diameter, Dy are indicated in the plot.

image of a microsphere. The parameters of the hemispherical function that best fits
the image were found. The position of the peak brightness in the fitted function de-
termines the position of the microsphere. The y-position of the center is indicated by
the continuous line in the image. The plot shows the intensities along the continuous
line in the image on the left side (continuous line in the plot) and the correspond-
ing intensities of the best fit model (dashed line). The estimated z position of the
microsphere is indicated as zg in the plot.

The positions of 20 microspheres were determined using 12 different calibration
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Figure 7-4: Histograms of the measured distances in z (left) and y (right) from their
respective means. Data from 20 microspheres. For each microsphere, its position (z and
y) was determined 12 times using 12 different calibration targets. The standard deviation
represents the reproducibility of the position determination.

targets. This process resulted in 240 independent measurements of the centers (x and
y) of the microspheres. For each target, the means and standard deviations of z and
v were computed. The plots in Figure 7-4 show histograms of the measured distances
in 2 and y from their respective means. The standard deviations of the data, that
represents the reproducibility of the measurement technique, are 13.9 nm and 14.2

nm for = and y respectively.

7.3 Estimating diameter

The model fitting procedure described in the previous section also produced an es-
timate of the diameter of a microsphere (Dp in Figure 7-3 (b)). However, unlike
the position estimate, the diameter estimate is biased and systematically overesti-
mates the actual diameter. It is necessary to determine the origin of this bias and to
compensate for it.

The bias was modelled by computer simulation of the imaging process of the
structured illumination method. The left side of Figure 7-5 (a) shows an image of
the model of a microsphere with 1.000 um diameter and the right side of the same
figure shows a line plot of brightness along the center of the microsphere. The left
side of Figure 7-5 (b) is a computer simulated image of the microsphere in Figure 7-

5 (a). Notice the similarity between the simulated image and the experimentally
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Figure 7-5: Determining the bias in diameter estimation. (a) An image of the model of
a microsphere (left) and the brightness measured through the center of the microsphere
(right). The diameter (D) of the model is indicated. (b) Computer-simulated image of
the microsphere in (a) and the brightness measured through the center of the microsphere
(straight line). Dashed line is the brightness scan of the best fit model of the image data.
The diameter of the best-fit model, I, is indicated. The bias factor, s, is the ratio between
the apparent diameter, D', and the true diameter, D.

reconstructed image in Figure 7-3 (b). The previously described hemisphere model
was then fitted to the simulated image of a microsphere and the diameter of the best-
fit model (D' in Figure 7-5 (b)) was found. Thus, the bias increases the apparent
diameter by a factor of s = D'/D = 1.459.

The diameters of 20 microspheres were determined and corrected for bias. Fig-
ure 7-6 shows the resulting mean diameter and standard deviation and compares them
with Transmission Electron Microscopy (TEM) data. The TEM data were provided

by the manufacturer of the microspheres.
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Figure 7-6: The mean diameter and the standard deviation of microspheres. TEM: Trans-
mission Electron Microscopy data obtained from the manufacturer of the microsphere. SI:
Diameters of 20 microspheres obtained using the structured illumination approach.
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Chapter 8

Summary and Perspective

This thesis presents the first experimentally generated images based on the con-
cept of the synthetic aperture optics. First, it was demonstrated that a sequence
of brightnesses of a target, measured using a single photo-detector when the target
was illuminated by a sequence of light patterns, can be processed to reconstruct an
image of the target. The reconstructed image, which is larger than the size of the
photo-detector, shows sub-pixel details of target’s contrast pattern. This opens up
a possibility to obtain meaningful images of a target using a high speed, high sensi-
tivity photo-detector such as photo-multiplier tube (PMT) or avalanche photo-diode
(APD), without any mechanical scanning involved.

Secondly, the results clearly demonstrate that, in the structured illumination ap-
proach, the resolution is primarily derived by the structured illumination, rather than
the microscope objective as in the conventional system. This leads to breaking of the
intrinsic coupling between resolution and other optical performances such as working
distance, field of view, and depth of field. In the current system, high resolution is de-
rived from the high numerical aperture illuminator, and long working distance, large
field of view, and large depth of field are derived from the low numerical aperture
objective on the imaging side. The combination of the system’s optical performances
clearly breals the previous trends (Figure 8-1).

Finally, this work represents a meaningful first step towards scaling optical mi-

croscopy to UV and X-ray to improve its resolution. The cone of beams, which are
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Figure 8-1: In the structured illumination approach, high resolution is derived from the
high NA illuminator and long working distance, large field of view, and large depth of field
are derived from the low NA objective. The chart overlays the optical performances of the
current structured illumination system on top of the performances of 20 different micro-
scope objectives shown in Figure 1-1. The combination of performances of the structured
illumination system clearly breaks the previous trends.

the determinant of the system’s resolution, is delivered by a system of flat mirrors,
which are reflective optical elements. Unlike the lens which is a refractive element,

mirrors can handle short wavelengths of light such as UV and X-ray.

The above outcomes are expected to open up possibilities of various biomedical
investigations that were previously impossible or difficult to perform. Any high res-
olution fluorescence imaging task that requires long working distance, large field of

view, and large depth of field will benefit from the current system. One such example
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Figure 8-2: Computer simulated optical patterns (a point, a ring, and a rectangle, from
left to right) formed by the interference of 41 coherent beams that converge in a cone with
a NA of 0.98. Each optical pattern is produced by selecting the amplitudes and phases
of the beams in an appropriate way. When the beams converge in a cone with the same
angle relative to the horizontal plane, the same optical pattern is maintained along the axial
direction due to the symmetry of the beams. Also, these optical patterns can be translated
or rotated by electronically modulating the beam phases.

1s an tn vitro culture of cells on a glass or polymer substrate. Taking advantage of the
system’s improved working diétance, without compromised resolution, cellular imag-
ing could be performed simultaneously with non-optical probing or manipulation of
the same cell, such as electrophysiological recording or mechanical stimulation.

The technique is based on projection of known optical patterns formed by the
interference of multiple laser beams. This capability can be further developed for
non-imaging applications. Algorithms can be developed o determine the amplitudes
and phases of the beams that generate a desired interference pattern. Figure 8-2
shows severa} examples of such optical patterns, generated by computer simulation
of 41 beam system with 0.98 NA. These optical patterns could potentially be used to
produce high spatial and temporal resolution control of chemical or biological reac-
tions, or, depending on the light energy, can even be nsed to manipulate microscopic
objects as in the well-known light tweezer applications (Ashkin et al., 1986; Garces-

Chavez et al., 2002).
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Figure A-2: Properties of the three types of nanosphere samples (NS1, NS2, and NS3) used
to make the self-assembled monolayers, provided by the manufacturer. up: mean radius,
og: standard deviation, A4: peak absorption wavelength, Ag: peak emission wavelength.

Figure A-3: An electron microscopy image of the AFM tip used to acquire imagés of the
self-assembled monolayers of microspheres.

quencies ranging from 200 kHz to 400 kHz and were conical in shape with the cone

angle of 35 degrees and the effective radius of curvature at the tip of 10 nm.

A.0.3 Results

AFM images of self-assembled monolayers of three different types of nanospheres listed
in Figure A-2 are shown in Figure A-4. The top left corresponds to the AFM image
of 250 nm radius nanospheres. The periodic, hexagonal assembly of nanospheres
18 clearly shown in the image. Notice the existence of several defects in the imaged
region. These defects are caused by non-uniformity in the size of the nanospheres: the
defects in sub-region A and B are caused by a relatively large and small nanosphere,

respectively. The number of defects could be reduced by using nanospheres with more
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precisely controlled sizes.

The middle part of the top panel shows the Fourier transform magnitude of the
image to its left in gray scale. The hexagonal periodicity of the arrangement of
nanospheres gives rise to 6 distinct peaks in the Fourier domain. The plot to the
right shows the normalized Fourier transform magnitude along the dotted straight
line in the middle part. These peaks fall on a circle centered at DC (shown as the
dotted circle in the middle part). The radius of this circle is the frequency domain
representation of the distance between adjacent, spheres. The angular orientation of
the peaks along the circle represents the directional characteristics of the crystalline
structure of nanospheres. Therefore, the Fourier domain analysis is a convenient way
to obtain averaged metrological information about the target.

The middle and the bottom panels in Figure A-4 show the corresponding images
and plots for radii of 105 nm and 50 nm, respectively. The AFM images clearly demon-
strate the validity of the fabrication technique scaled to different size nanospheres.
Fourier transform magnitude for each case shows 6 peaks similar to the top panel,
again located on a circle whose radius is inversely proportional to the radius of the

nanospheres used.
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Figure A-4: AFM images of self-assembled monolayers of three different types of micro-
spheres and their Fourier transform. See text for details.
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