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Abstract

The impact of aerothermal modeling on estimates of turbine blade heat transfer and life was
assessed for three high pressure turbine blades. The work was conducted as part of a project
aimed at the evaluation of the effect of variability on turbine life. Pressure and thermal loads
were extracted from numerical simulations, postprocessed, and used as external boundary
conditions in thermal-structural calculations aimed at the estimation of blade life.

Deterministic calculations of life showed that blade life differences of 17% and 34%, relative to
the baseline blade, were primarily due to structural differences between the blades rather than
differences in external acrodynamic and heat transfer characteristics. The simulation results for
the three blade geometries were used to construct probabilistic external thermal boundary
conditions with variability based on expected in-service variability for heat transfer coefficient
and convection temperature. In a parallel study, these were used as noise parameters, along with
metal and thermal barrier coating conductivity, thermal barrier coating thickness, internal
cooling temperature, and internal heat transfer coefficient, in three probabilistic blade life
calculations. Consistent with the deterministic findings, a weak to moderate correlation was
found between the variability in external thermal conditions and that in blade life. The key
driver of life variability was the variability in the internal cooling temperature.

The impact of modeling approximations and geometric and flow features on blade life was also
investigated on one of the nominal geometries. A set of two-dimensional numerical results were
used to assess the impact of using simplified data in the estimation of life. Geometric and flow
features considered in three-dimensional studies were a seal cavity between rotor and stator, seal
cavity flow, fillet geometry, and inlet boundary layers with and without seal cavity. Despite
differences in blade external heat transfer of 10% - 15% in the life-limiting region, the estimated
life for all blades in these studies was within 2.6% of the nominal.

For turbine blades of similar design and operating conditions, given our modeling approach, it
was concluded that (1) the level of heat transfer differences observed between blade designs does
not play an important role in the estimation of blade life and (2) high fidelity modeling of
external aerothermodynamics is not required for reliable life estimates.
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Nomenclature

Symbols

ARC distance along airfoil surface from stagnation point to trailing edge
c chord

specific heat at constant pressure
coefficient of pressure
relaxation function in v’-f model
blowing ratio, u0./ugpg

local specific enthalpy
momentum ratio, uczpc/ugz Pg
turbulent kinetic energy
acceleration parameter,

Mach Number

pressure, TKE production
Prandtl number

heat flux

recovery factor

X YR DV EARFTN SO

gas constant

s span

S Stanton number

T temperature, time scale
Tu turbulence intensity

u velocity component

U velocity magnitude

Vv turbulent velocity component normal to mean velocity direction in v*-f model
yh non-dimensional wall distance

Greek

£ turbulence dissipation rate
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ratio of specific heats

viscosity

specific turbulence dissipation rate
specific turbulence dissipation rate

density

IR N SR

shear stress

Subscripts

aw  adiabatic wall condition

cas  casing location

e edge of boundary layer

hub  hub location

is isentropic condition

n normal to the wall

ref  reference quantity

t turbulence quantity
total quantity

wall condition

Abbreviations

CAD Computer-Aided Design

CFD Computational Fluid Dynamics
DNS Direct Numerical Simulation

LES Large Eddy Simulation

LEWA Leading Edge Wedge Angle

MHI Mitsubishi Heavy Industries, Ltd.
OEM Original Equipment Manufacturer
RFM Recovery Factor Method

RKE Realizable k-£model
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RNG
RTE
TBC
TEWA
TKE

Leading Edge Radius
Renormalization Group
Trailing Edge Radius
Thermal Barrier Coating
Trailing Edge Wedge Angle
Turbulent Kinetic Energy

Wall Functions
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1. Introduction

1.1 Motivation and Background

In the gas turbine industry, engine manufacturers continue to strive for higher hot-section
temperatures in pursuit of the associated power density and cycle efficiency benefits. As seen in
Figure 1.1, gas turbine inlet temperatures have been increasing since the machine’s invention in
the early part of the last century. Today, power generation turbine inlet temperatures exceed
1500°C [1]. To achieve such high temperatures, a careful compromise of the conflicting
requirements of low cost, durability, and high performance must be struck. In the competitive
power generation sector, engine availability is crucial and component durability and cost remain

primary concerns for both manufacturer and operator.
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Figure 1.1: Industrial gas turbine inlet temperature trend in last 60 years [7]

21



The impact of structural loads on turbine blades is exacerbated by the corrosive, high
temperature environment in which the blades operate. Failure mechanisms include creep,
surface corrosion, low and high cycle fatigue, and surface oxidation [87]. A single blade failure

can lead to costly engine stoppages and maintenance.

There have been few efforts made to establish an explicit connection between aerothermal
modeling and turbine blade life. Some studies focused on the impact of geometric modifications
to blade leading edges [74, 91] and film cooling configurations [18, 26, 31, 32, 41, 69, 82] on
losses and heat transfer. Others focused on the heat transfer impact of inlet quantities (incidence
angle, Reynolds number, turbulence intensity) and profiles [17, 35, 44, 45, 61, 68, 85] as well as
internal cooling passage and rib geometry [70, 71, 83, 84, 86]. Still, others combined the
problems of internal and external cooling in conjugate heat transfer analyses [12-15, 39, 50, 51,
58, 81, 90]. However, in the majority of these studies, high heat transfer areas were, by default,

assumed to have a detrimental impact on life without further analysis.

One of the challenges associated with establishing such a turbine aero-to-life connection is the
multidisciplinary nature of the analyses required. This thesis will focus on the first half of these
analyses, the external aerothermodynamics. In a parallel study [53], the thermal-structural
problem within the blade material will be solved and the results used to estimate life. The goal
of the thesis is the enhancement of the aero-to-life connection with focus on the impact of typical

geometric and flow features found in the high pressure turbine.

1.2 Problem Statement

In-depth blade life estimation takes place in the design stages in which most geometric features
have already been fixed [2]. This renders design iterations based on durability very costly.
Methods are thus sought to allow designers to take into account blade durability at earlier stages.
To develop these methods, the links between geometric and flow features in high-fidelity
aerothermal modeling and blade life must be better understood leading to the construction of

simple durability models suitable for use in the preliminary stages of design.
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1.3 Objectives

The first objective of this thesis is the establishment of aerothermal modeling requirements for
the end-to-end calculation of blade life starting from upstream aerothermal boundary conditions.
In addition to surveying current best-practices for grid generation and turbulence modeling for
the accurate estimation of turbine blade heat transfer, the impact of various fluid dynamic and

geometric modeling approximations on the blade heat transfer and life are quantified.

A second objective is the assessment of the impact of blade design changes on deterministic
blade life and on the robustness of blade life to variability. Also, the impact of external heat
transfer variability on blade life variability is quantified and compared to the impact of other

sources of variability.

1.4 Overall Approach

The overall project has two parallel studies, one dealing with the external aerothermodynamics
and one dealing with the internal thermal-structural problem leading to the estimation of life.
The first is the subject of this thesis, while the second is the subject of [53]. Specifically, CFD
calculations were used to provide external thermal boundary conditions to an FEM thermal-
structural analysis. To investigate the impact of blade design on life, and robustness, three
different first stage rotor blade geometries were considered (all provided by MHI). The blades
were constructed to span a representative portion of the allowable design space while satisfying a
minimum work requirement. Table 1.1 lists the design variables for the three blades, relative to

the baseline design (Blade 1).

Although ideally, a thermal solution would be done employing a conjugate heat transfer method
including film cooling, the computational expense, in terms of grid generation and solution
convergence, of such an approach was deemed impractical for the purposes of this project.
Rather, the external heat transfer problem was solved using CFD simulations without film
cooling and assuming isothermal solid surfaces. External convection boundary conditions were

constructed from these results and the effect of film and showerhead cooling incorporated into
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the thermal boundary conditions as corrections to the heat transfer driving temperature. The
methods used to generate the convection boundary conditions and to account for the effects of
film and showerhead cooling are described in Appendices E and F. The external boundary
conditions (both thermal and pressure loads) were then applied to the solid model. The external
conditions, combined with internal convection boundary conditions and structural loads imposed
by the rotating disc formed a complete set of boundary conditions for the FEM analysis [53]. The
FEM calculations were used to estimate the turbine blade life taking into account the MHI

loading cycle and the effects of creep and low cycle fatigue.

Blade Number 1 2 3
hub 0.7 0.9

Pitch/Chord mean 0.9 1.1
tip 1.1 1.0 1.2

Max hub 1 0.9 1.1
Thickness mean 1 0.9 1.1
Ratio tip 1 0.9 1.1
hub 1 1.1 0.9
RLE Ratio mean 1 1.1 0.9
tip 1 1.1 0.9
hub 1 1.1 0.9
RTE Ratio mean 1 1.1 0.9
tip 1 1.1 1.0
hub 1 1.1 0.9
LEWA Ratio mean 1 1.1 0.9
tip 1 1.1 0.9
hub 1 1.1 0.9
TEWA Ratio mean 1 1.1 0.9
tip 1 1.1 0.9

Table 1.1: Design parameters at hub, mean, and tip sections for three blade geometries.

One project goal was the identification of differences in blade life variability among the three
blades in the presence of typical “noise parameters”. These noise parameters were meant to
represent quantities not explicitly controlled by the designer or subject to variability through

tolerancing. The noise parameters chosen for this study were

» External heat transfer coefficient
« External flow temperature
+ Internal heat transfer coefficient
« Internal flow temperature
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o Thermal barrier coating thermal conductivity
« Thermal barrier coating thickness
» Metal thermal conductivity

The mean values for the internal convection and structural parameters can be found in [53]. For
the external convection conditions, the mean values were assumed to be those obtained from the
CFD calculations. Designs exhibiting decreased life variability with these noise parameters are

deemed more robust to variation, and would point at an area of the design space to be exploited

in future designs.
N 1
Constant Inputs —> CFD Model : 1
- Geometry : i Constant Outputs
- Flow Boundary i i - Pressure
Conditions i : - Heat Flux
7 Postprocessin 4_._:
Thermal and Structural ; p £ ‘
Boundary Conditions i :
—— - Pressure e

{ - Temperature
- Heat Transfer Coefficient

_________________________________

Variable Inputs »
{- Temperatures Thermal and

- Heat Transfer Coefficients E
 Conductivities Structural Model | ‘
- Material Thickness E

E Variable Outputs
i - M
Constant Inputs ; M:ﬁgm]]
1 . - tot
- Geometry : Postprocessing | «—-
L_» - Pressure ! :
- Rotational R nEEE ﬁ S

BLADE LIFE VARIABILITY

Figure 1.2: Overall computational flowchart.

A computational flowchart is provided in Figure 1.2 of the input-output relationships and the
steps taken to pass from aerothermal analyses to blade life variability. In the deterministic
calculations, the variable inputs were kept constant at their nominal values and a single life

estimate was obtained.
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1.5 Outline of Thesis

The thesis is organized as follows. The computational setup is described in Chapter 2 beginning
with a summary of a literature survey on grid generation for high-fidelity heat transfer
simulations. This is followed by a description of the chosen flow solver and a summary of a
literature survey on turbulence modeling for high-fidelity heat transfer simulations. Section 2.5
provides computational results used in validating the combination of grid topology and
resolution, flow solver, and turbulence model. The chapter is concluded with a brief description

of the mapping process from CFD to FEM and the approach used in the calculation of life.

The results of three-dimensional CFD analyses are described in Chapter 3. First, the flow
features governing the heat transfer patterns on the blades are identified. Second, the results
obtained for the three geometries are compared to point out the drivers responsible for observed
differences. Next the deterministic life results for the three geometries are presented and the
impact of external thermal conditions discussed. The chapter is concluded with the presentation
of probabilistic life estimates for the three blades and a discussion regarding the impact of

external thermal conditions on blade life variability.

Chapter 4 deals with the impact of modeling approximations and geometric and flow features on
blade life estimation. First, heat transfer results of two-dimensional CFD analyses on the three
geometries at four spanwise locations are presented and compared against results obtained from
three-dimensional calculations. The two-dimensional results are then used to generate three-
dimensional thermal boundary conditions and the life estimates obtained from this simplified
CFD data and that based on three-dimensional CFD data compared. Next, the impact of rotor-
stator interface seal cavity, seal flow, and inlet boundary layers on blade heat transfer and life is

presented through a series of aero-to-life case studies on the Blade 1 geometry.

A summary and conclusions are provided in Chapter 5 along with recommendations for future

work.
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Several appendices supplementing the content of the thesis follow Chapter 5. The first consists
of two literature surveys on grid generation and turbulence modeling for high-fidelity heat
transfer simulations and identifies the chosen approaches for both. The equations and constants
employed in the v* -f turbulence model are listed in Appendix B. The CFD solution process and
convergence criteria are outlined in Appendix C. Appendix D presents results of analyses used
to confirm the observed effect of turbulence intensity on heat transfer in two-dimensional
preliminary calculations. Appendix E describes the method used to calculate the convection
boundary conditions along with an estimate of its accuracy relative to a more computationally
expensive method. The approach used to account for film and showerhead cooling in the CFD
results is described in Appendix F. The results of a grid convergence study are presented in
Appendix G. Appendix H describes the impact of root fillet geometry and inlet boundary layers

without seal cavity on blade heat transfer and life.
1.6 Contributions

The contributions of the thesis are:

« The establishment of the first half of a framework for the end-to-end aero-to-life analysis of

turbine blades.

« The assessment of the life impact of typical high pressure turbine geometric and flow

features for use in the construction of simplified durability models.

« An assessment of the role of external aerothermodynamics on the estimation of turbine blade

life and its variability.
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2. Computational Modeling Approach

2.1  Grid Generation for High-Fidelity Heat Transfer Simulations

A literature survey was conducted to identify the grid characteristics for high fidelity heat
transfer simulations in turbine geometries. The full survey can be found in Appendix Al.
Summarizing the survey, a general guideline for the generation of high-fidelity heat transfer

grids was defined.

« A first cell non-dimensional wall distance (y") on the order of unity should be used [21, 33,
43, 48, 61, 73].

« Given a maximum first cell non-dimensional wall distance (y+max < 2), a low near-wall cell
stretching ratio is better than a reduced first cell y* value [46].

« Grid cell stretching values, especially in the high-gradient viscous regions, should be kept
between roughly 0.8 and 1.25 to ensure grid smoothness and numerical capture of near-wall
gradients [16, 33, 65].

« Grids intended for heat transfer simulations should have on the order of 25-40 grid points
within the boundary layers [56].

* 50-100 grid points in the spanwise direction are recommended for half-span simulations
intended to accurately represent vortex cores and secondary flows [27, 46].

» Full span grids at least 1 to 2 million cells per blade row should be used for high-fidelity
simulation of secondary flow and heat transfer [23, 34, 46, 65].

 In addition to grid resolution and smoothness, grid cell orthogonality (low cell skewness),
particularly in the high cell aspect ratio near-wall regions, should be considered because it

accelerates solution convergence [46, 65].

The results of the survey, combined with a need for minimal grid generation times and high grid

reusability were considered during the comparison of three grid generation packages (GridPro',

' GridPro, Program Development Company LLC, 300 Hamilton Avenue, Suite 409, White Plains, NY 10601
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Gridgen®?, and TrueGrid®’). All three were capable of generating high-quality multi-block
structured grids consistent with the requirements found in the literature. However, the level of
automation and grid reusability provided by the topology-based approach used in the GridPro

grid generator was determined to best satisfy the needs of the project.

2.2 Flow Solver

The commercial package FLUENT 6* was used for the CFD analyses. It is an unstructured,
finite volume, pressure-based code capable of simulating compressible flows with heat transfer.
The choice was based on flexibility with regard to grid types, options for turbulence modeling, as
well as level of maturity in the research and industrial sectors. The code can handle
unstructured, hybrid, and structured grids providing considerable freedom in the grid generation
process. FLUENT 6 also provides a number of choices for turbulence modeling ranging from the
1-equation Spalart-Almaras model to Reynolds Stress Modeling. Details of the code can be
found in [5].

2.3 Turbulence Modeling for High-Fidelity Heat Transfer Simulations

A literature survey, located in Appendix A2, was conducted to determine a suitable approach for
the modeling of turbulence in the turbine environment. The four-equation v -f model (see

Appendix B) was chosen as best satisfying the needs of the project.

During the survey, the v*-f model was compared against several variants of the two-equation k-&
and k- models. Due to their added computational cost and the fact that they have not yet been
shown to be a consistently superior approach, Reynolds Stress Models were not considered in the
comparison. Similarly DNS and LES did not constitute valid alternatives due to their

prohibitively high demand on computational resources. Most of the models compared were

2 Gridgen®, Pointwise, Inc., 213 S. Jennings Ave., Fort Worth, Texas 76104-1107
? TrueGrid®, XYZ Scientific Applications, Inc., 1324 Concannon Blvd., Livermore, CA 94550
* FLUENT 6, Fluent, Inc., 10 Cavendish Court, Centerra Park Lebanon, New Hampshire 03766.
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either directly available in FLUENT 6 or could be implemented using User-Defined Functions
[5].

In the literature consulted, the v*-f model was shown to be generally superior to the other RANS-
based models in capturing the relevant flow phenomena including formation and evolution of
secondary flow structures in regions susceptible to low durability, near-wall anisotropic behavior
of turbulence quantities and their relation to heat transfer coefficient distributions, and boundary
layer transition. Its applicability for compressible flows was demonstrated by its capability to
describe heat transfer and boundary layer transition in transonic simulations [48, 63]. The v’-f
model, as implemented in FLUENT 6, was therefore chosen for turbulence modeling in this

project.

2.4 CFD Case Setup

This section deals with the inputs to the CFD calculations. The section begins with a description

of the computational grids, followed by a discussion regarding boundary conditions.
2.4.1 Computational Grids

As described in Section 1.4, the three blade geometries were provided by MHI and were
designed to satisfy a minimum work requirement. At the time of grid generation, no CAD data
was available for the blade and seal cavity geometries. Rather, coordinates at 13 spanwise
sections (not taking into account the root fillet), a stacking location, dimensions for the tip
clearance (1.94% of rotor inlet span) and root fillet radius (5.8% of rotor inlet span) were
provided for the blades and a scaled cross-sectional schematic of the MHI stage was provided to
help model the cavity geometry. The inlet and outlet axial locations and endwall geometry were
also provided in the cross-sectional schematic. The same endwall, seal cavity, tip clearance, and

root fillet geometry and dimensions were used in all three blade models.

The spanwise blade coordinates were used to generate the blade shapes using surface splines.

The round fillet in the actual MHI geometry was not replicated. Rather, following the generation
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of the basic blade shapes, a 45° wedge of side equal to the fillet radius was added at the base of
the blades creating a straight fillet at the interface with the contoured hub. The straight fillet
arrangement was designated as the nominal configuration and was used for the three blades
considered in this thesis and most of the case studies presented in Chapter 4. Due to the
proximity of the cavity to the blade leading edge, the fillet geometry was modified in this region.
The 5.8% span height of the fillet was maintained but the fillet pitch was reduced to
accommodate the cavity. Figure 2.1 a) shows the fillet geometry at the leading edge near the
cavity where the fillet pitch has been reduced to zero. Part b) of the same figure shows the fillet
at the suction side shoulder where the full pitch of the fillet was used. All geometry files for all
stage surfaces (blade, fillet, endwalls, tip, cavity) and construction surfaces used for grid control

were generated in MATLAB? and exported in GridPro-compatible format.

b)

Figure 2.1: Fillet modification due to proximity of seal cavity to blade leading edge: a) fillet geometry at leading
edge, b) fillet geometry at suction side shoulder. The red line represents the height of the fillet.

GridPro grids are generated in three steps. First, a multi-block grid topology is created based on
the surfaces and volumes requiring meshing. The grid topology generation step is by far the
most costly in terms of human effort. Special topology creation techniques for grid control and
cell count management were employed in the tip, near-hub, and leading and trailing edge regions
of the blade. The majority of these techniques are described in the GridPro tutorial exercises and
result in good grid resolution in areas of interest while reducing grid density in regions of less
importance. Following the topology creation, specific portions of the resulting lattice of points

and edges are assigned to the computational domain’s surfaces. These surface assignments,

> MATLAB®, The Mathworks, Inc., 3 Apple Hill Drive, Natick MA 01760-2098
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combined with the option of interactive user-specified grid density allow the user to control the
grid during the iterative smoothing process in the second phase of grid generation. Several
versions of a grid template were designed and tested on the nominal geometry until a suitable

candidate was obtained.

Once the topology is assigned to the appropriate surfaces, an Euler grid is generated throughout
the computational volume. The grid is so called because it does not yet include near-wall
refinement such as would be needed in a Navier-Stokes analysis. The reader is referred to the
GridPro user’s guide [3] and GUI reference manual [4] for a description of the topology

generation rules and strategies.

The final step in the grid generation process is called grid clustering and is conducted in regions
where near-wall gradients are to be captured. For the three-dimensional grids, grid clustering
was employed on the blade, blade tip, and both endwalls (including cavity). Grid clustering is
controlled by specifying the size of the first cell off the wall of interest and a growth ratio
defined as the ratio of one cell’s size to that of its neighbor closer to the wall being clustered.
During clustering, the GridPro code attempts to respect these two specifications over all of the
chosen surfaces. Complex geometries and large variations in Euler grid off-wall cell growth
result in more or less off-wall stretching than desired in the clustering process. However, the
growth ratio obtained in the final grid can easily be verified and the clustering reinitiated with

modified parameters if not within acceptable limits.

A first cell grid size expected to yield y* values near unity was used in all grids. Iterations of
grid clustering were conducted until the worst off-wall grid stretching in the first 10 cells was
less than 1.3 on all clustered walls. Grids for the three blades were generated using the same
1324-block, 1.5 million-cell grid template. A second grid template, without seal cavity, made up
of 560 blocks and 0.8 million cells was created for use in several case studies conducted on
Blade 1 and discussed in Chapter 4. Blade and endwall surface grids from each template are
shown in Figure 2.2. Table 2.1 lists area-averaged and maximum values of first cell y* values

obtained following solution convergence on the Blade 1 grid with seal cavity.
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b)

Figure 2.2: Blade and endwall surface grids a) without seal cavity and b) with seal cavity

Surface Averagey' Maximum y"
Blade 0.625 1.601
Casing 0.968 2.408
Hub 0.848 1.307
Tip 0.638 1.192

Table 2.1: Area-averaged and maximum values of y* for three-dimensional calculation on Blade 1 with seal cavity.

2.4.2 Boundary Conditions

Boundary conditions for three-dimensional stator and rotor simulations were supplied by MHI in
the form of total pressure, total temperature, relative inlet flow angle, and outlet pressure values
at 0%, 25%, 50%, 75%, and 100% span. The pressure and temperature conditions are listed in
Table 2.2, in non-dimensionalized format. For the rotor simulations, 10 000 rpm was used for
the wheel speed. Throughout this thesis, all quantities pertaining to the MHI calculations will be
non-dimensionalized by mass-averaged stator inlet quantities. In the case of pressure and
temperature, the averaged total quantities will be used. The non-dimensionalizing quantity for

heat flux plots will be,

and for heat transfer coefficient, the product,



will be used to form what will be referred to as Stanton number plots. The reader is referred to
the nomenclature at the beginning of the thesis for a description of the symbols used in this
thesis. Unless otherwise stated, length scales will be non-dimensionalized by the stator inlet

span.

Imposing radial equilibrium, axisymmetric profiles for the absolute flow angle were generated
by ensuring mass flow matching with that specified by MHI. No inlet boundary layers were

included in the nominal profiles.

Geometl'y L os cl:;?ov;l:;) ) PT/ PTvane—inlet TT/ TTvane-inlet P/ PTvane-inlet
0 1.0 0.905 0.624
5 25 1.0 1.002 0.641
‘é 50 1.0 1.038 0.655
b 75 1.0 1.022 0.667
100 1.0 0.932 0.676
0 0.970 0.877 0.435
= 25 0.972 0.962 0.433
2 50 0.973 0.992 0.433
= 75 0.974 0.969 0.432
100 0.975 0.883 0.432

Table 2.2: Pressure and temperature boundary conditions for stator and rotor main gas path.

Turbulence conditions were not provided by MHI. To determine a consistent set of rotor inlet
turbulence quantities, calculations were conducted on the stator vane upstream of the MHI rotor.
A value of 10% for the inlet turbulence intensity to the stator was determined to be consistent
with the literature [36, 37, 54, 57, 68]. The turbulent length scale was taken as a fraction of the

inlet hydraulic diameter,
=KD, E 2.1

in which a factor K, of 0.07 was used as suggested in [S5]. The stator vane calculation results

were then used to generate inlet turbulence quantities for the rotor. Mass-averaged values of
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velocity, turbulent kinetic energy (TKE), &, and TKE dissipation rate, &, were used to construct

the turbulence intensity and length scale at the inlet to the rotor as in [5],

Tia = % £ E22
o1

- C;Af & E23
&

The resulting turbulence intensity, in the absolute frame, was 2.35% and the length scale 0.43%
of the stator inlet span. To assess the impact of the choice of inlet turbulence to the stator, an
additional stator calculation was conducted using an inlet turbulence intensity of 20% with the
same turbulent length scale. This doubling of inlet turbulence intensity resulted in less than
twice the level of exit turbulence intensity, 3.66% compared with 2.35% but more than twice the
turbulent length scale, 1.0% compared with 0.43% of the stator inlet span. Given that 10% for
the stator inlet turbulence intensity was found to be in agreement with the literature and that no
turbulence information was available for the rotor inlet, consistency from stator to rotor was
given priority over attempting to guess the actual values at the rotor inlet. An inlet turbulence

intensity level of 2.35% was thus used for the rotor simulations.

The impact of turbulent length scale was not investigated extensively in this project. However,
two-dimensional calculations performed on the midspan Blade 1 geometry showed the primary
effect of increasing the non-dimensional turbulent length scale from 0.43% to 1.0% was to
increase the heat transfer in the leading edge region. Specifically, stagnation point heat transfer
was increased by 12%, and near leading edge suction and pressure side heat transfer were
increased by 18% and 10% respectively. As will be shown later, in this project, the leading edge
was not a low-durability area. The heat transfer differences in what will be shown to be the life-
limiting region (trailing edge) were less than 6% on the pressure side and less than 2% on the
suction side. The turbulent length scale of 0.43% obtained from the stator calculation at 10%

inlet turbulence intensity was thus used for the remainder of the calculations.
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Mass flow, total pressure, and total temperature at the seal cavity inlet were also provided by
MHI. For lack of better information, a value of 5% for the turbulence intensity (E 2.2) was
chosen for the seal cavity inlet. As in (E 2.1), the length scale was estimated as a fraction of the

hydraulic diameter.

In FLUENT, pressure inlet and pressure outlet boundary conditions were used at the main gas
path inlet and outlet respectively. Mass-flow inlet boundary conditions were used at the seal
cavity inlet. Periodic conditions (no interpolation) were used at the mid-passage interface of

what would be the edge of the next computational volume.

The walls were modeled as no-slip and isothermal at a non-dimensional temperature of 0.68.
Film and showerhead cooling, although present in the actual MHI blade, were not taken into
account in the CFD calculations but were included afterwards during the generation of external

convection boundary conditions for the thermal-structural calculations (see Appendix F).

The CFD solution process and methods used to determine case convergence are described in

Appendix C.

2.5 Validation of Computational Setup

Benchmark studies were performed on the VKI high-pressure turbine blade geometry used in
[18-20, 22, 63]. As shown in Table 2.3, most of the aerothermal parameters in the test case were

consistent with those of the midspan MHI blades.

The study included both experimental and computational results. The experiments were
conducted using a linear 6-blade cascade. The instrumented blade was constructed of “Macor”
glass ceramic while the others were aluminum. 45 platinum thin films were painted on the
instrumented blade’s surface and used as variable resistance thermometers in the short-duration
tests. A film temperature/wall heat flux conversion was obtained from an electrical analogy,
simulating conduction in a semi-infinite body as explained in [60, 76]. Additional details

concerning the experimental setup are given in [18-20, 22]. The blade geometry, including
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VKI MHI

Regin 8.5x10° 3.73x10°
M, 0.25 0.29
Mex 0.92 0.86
Tuintet 5% 6.3%
Tw/Te 0.728 0.684

Table 2.3: Midspan aerothermal parameters for VKI and nominal MHI cases.

coordinates, can be found in [22]. These coordinates were used to generate two-dimensional
computational grids to be used in FLUENT, see Figure 2.3, as well as with the MIT-developed
MISES computational package [24]. MISES is a collection of programs which perform grid

Figure 2.3: Nominal two-dimensional FLUENT grid for VKI test case.

generation and initialization and quasi-three-dimensional streamline curvature flow analysis
using an Euler solver in the freestream region and a two-dimensional integral boundary layer

routine in the near-wall viscous regions. The version of the code used in this thesis can be used

8 Here the turbulence intensity for the MHI case is stated in the relative frame. The turbulent kinetic energy is
therefore non-dimensionalized by the inlet relative velocity. This formulation is used to make the comparison
between the MHI cases and the stationary cascade experiments consistent.
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to predict heat transfer to the blade surface based on the analogy between heat transfer and
surface friction. A modified version of the Abu-Ghannam-Shaw (AGS) bypass transition model
and an ¢", exponential growth natural transition model are used simultaneously to determine the
transition location. Either model can be decisive in inducing transition. Since the VKI cases
were two-dimensional cascades, the streamline curvature capability of the code was not used

here. Additional details concerning the capabilities and uses of MISES can be found in [25].

The aerothermal boundary conditions of [63] were used in both the FLUENT and MISES cases.
For the FLUENT cases, the grids were generated so as to yield first cell y" values on the order of

unity. Area-averaged first cell y* values obtained following solution convergence are shown in
Table 2.4.

Turbulence Model | Area-Averaged y
Vf 0.4494
2-layer k-¢ 0.4894

Table 2.4: Area-averaged y' values for FLUENT VKI benchmark cases.

In [63], the results are plotted as heat transfer coefficient vs. non-dimensional surface distance.

The heat transfer coefficient is calculated as

he_ 4 E2.4
(Tw—TT)

where q is the inferred heat flux from the thin film temperature measurements, 7;, the known
uniform surface temperature at the start of the short-duration experiment, and T7, the freestream

total temperature.

The experimental and computational results of [63], as well as the results of a MISES and two
FLUENT calculations are presented in Figure 2.4. The results from [63] were taken directly
from the figure in the reference. In Figure 2.4, on the suction side, MISES estimates transition

abruptly and does not recover to the experimental values. On the pressure side, MISES over-
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estimates in the trailing edge region where flow acceleration typically has an attenuating effect
on heat transfer. The standard 2-layer version of the k-& model (SKE) does a good job on the
pressure side near the leading edge but over-estimates by about 60% near the pressure side
trailing edge. On the suction side, the values of heat transfer are clearly over-estimated. Medic

and Durbin’s v’-f model is shown to capture both the trends and actual values of heat transfer

over the majority of the blade surface [63].

Heat Transfer Coefficient, VKI Blade
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Figure 2.4: Heat transfer results of benchmark studies with VKI Blade.

The v’-f model used in this thesis does a good job of matching the experiments everywhere but in
the leading edge region. Since the heat transfer estimations quickly recover close to the leading

edge, this discrepancy was not considered to be a drawback.

Given the similarity between the MHI and VKI cases and the results described above, the
combination of flow solver (FLUENT), turbulence model (v‘?-j) and grid type was
computationally validated for our intended use. The convention used in Figure 2.4 regarding
non-dimensional surface distance will be employed throughout the remainder of this thesis with

negative values representing the pressure side and positive values, the suction side of the blade.
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2.6 Estimation of Life

In Chapters 3 and 4, the results of CFD calculations are used as part of the boundary conditions
in the FEM thermal-structural simulations. Before proceeding, a description of the approach
used in transferring the CFD-generated boundary conditions to the FEM model and a brief

overview of the thermal-structural analyses is appropriate.

Since the CFD and FEM models did not employ the same grid at the blade’s external surface the
CFD-generated convection conditions were mapped, within ANSY'S, onto the blade surface of
the structural model shown in Figure 2.5”. The shank was not modeled in its entirety. Rather, it
was cut above the anchoring location to the turbine disc and a no-displacement boundary

condition imposed at the cut surface.

~ Cut surface

Figure 2.5: Meridional view of structural model.

Despite the necessarily coarser structural grid, the mapping operation captured the major features
observed in the CFD calculations as seen in Figure 2.6. In highly curved regions such as the
leading edge, lower mapping fidelity was obtained due to differences in the two models’
geometries resulting from their different origin (CAD data for FEM and blade section
coordinates for CFD) and the differing levels of resolution between the two grids. In the tip

" Due to hub and fillet geometry differences, the automated mapping in this region resulted in poor transferability of
CFD trends. The mapping in this region was therefore done manually.
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region, only the heat transfer coefficient obtained from the CFD calculations was used. The heat
transfer driving temperature was modified as outlined in Appendix F to take into account the
actual tip geometry and coolant exit effect on tip heat transfer. The internal passage convection

boundary conditions were provided by MHI.

b)

Figure 2.6: Results of mapping operation for a) convection temperature and b) heat transfer coefficient: CFD results
(top) vs. FEM mapping results (bottom).*

To render the comparison of the blades useful from a designer standpoint, the internal convection
conditions, provided for Blade 1 only, were scaled for Blades 2 and 3 so as to ensure identical

deterministic maximum metal temperature for all three blades.

In the determination of blade life, equivalent stress and strain values in a volume surrounding the
life-limiting location were extracted and averaged. The averaged quantities were then used to
account for the effects of low cycle fatigue and creep, two important life-limiting mechanisms in
industrial gas turbines [87]. The motivation and computational details of this approach to life

estimation and the choice of volume for the stress and strain averaging are described in [53].

8 Note that the colors in the heat transfer coefficient plots are not exactly the same in the CFD plots as in the ANSYS
plots. Due to the wide range of heat transfer coefficients, in order to show the trends were captured using the limited
color range available in ANSYS, a reduced scale had to be used for these plots. The magnitudes were nevertheless
in good agreement.
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3. Impact of Blade Design on Heat Transfer and Life

This chapter presents the results of three-dimensional CFD simulations on the three blade
geometries. The flow features driving the heat transfer patterns are described first. A detailed
description of the heat transfer differences observed between the three blades is then given with
focus in the life-limiting region. The life-limiting region, identified based on the first structural
calculations on Blade 1, was located at the trailing edge at the bottom of the pin-fin cooling slot
corresponding to a spanwise location between 5% and 10% span. Between these spanwise
locations, the blade surface within -1 < S/ARC <-0.8 and 0.8 < S/ARC < 1 was defined as the

life-limiting region for CFD comparisons and is shown in Figure .17

Figure 3.1: Life-limiting region in CFD comparisons.

The third section presents the results of deterministic life calculations for the three geometries.
This is followed by probabilistic life estimation results and a discussion regarding the role of
external thermal boundary conditions and their variability on the estimation of blade life and its

variability for different designs.

9 Heat transfer differences in the trailing edge circle region (-1 < S/ARC < -0.95 and 0.96 < S/ARC < 1) were not
considered due to the presence of the trailing edge slot, the large-scale flow separation, and the likely unsteady
behavior of the trailing edge vortices in this region
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3.1 Heat Transfer Governing Flow Features

Secondary flows have been shown to play an important role in turbine heat transfer [35, 40, 43],
and a brief description of secondary flows in a generic turbine geometry is useful. A more
detailed description can be found in [55, 78, 79]. A sketch, taken from [77] is included in Figure
3.2 to assist in visualizing these secondary flows. At the leading edge, a horseshoe vortex is
formed near the hub due to the presence of spanwise gradients in relative total pressure and thus
inlet normal vorticity. The pressure side leg of the horseshoe vortex typically merges with the

passage vortex formed by the generation of streamwise vorticity associated with the turning

Figure 3.2: Sketch of secondary flows in a typical axial turbine cascade [77].

of flow originally containing circumferential vorticity (i.e. the incoming flow to the turbine).
The suction side leg of the horseshoe vortex is typically lifted off the endwall by the incoming
passage vortex and in some cases, is wrapped around the passage vortex [78]. In the tip region
of an unshrouded turbine, hot flow from the pressure side crosses over the blade tip and forms
what is called the tip vortex near the blade suction side. As mentioned in Appendix A2, the
horseshoe vortex increased the leading edge hub heat transfer nearly threefold from the upstream
hub value [43]. The flow features mentioned above, horseshoe vortex, passage vortex, and tip

vortex, were all captured in the simulations.
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During the three-dimensional simulations, the specified total temperature of the flow entering the
cavity inlet was lower than that in the main gas path near the hub (0.43 vs. 0.88) and the cavity
walls were kept isothermal at a non-dimensional temperature of 0.68, the same temperature as
the main gas path surfaces. The cavity flow was thus heated by the solid surfaces in the cavity.
Due to this flow heating and to a mass flow ratio of 0.1% (cavity to gas path), the relative total
temperature of the flow leaving the cavity was comparable to that at the main gas path inlet near
the hub. Figure 3.3 shows the relative total temperature in the near-hub passage vortex

compared to that in the remainder of the main gas path.
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Figure 3.3: Relative velocity vectors colored by non-dimensional relative total temperature on a plane of constant
axial position near mid-passage showing the colder hub and cavity flow in the vortex core surrounded by hotter
main gas path flow (blades shown from 0 to 25% span).

As shown in Figure 3.4 and as reported in [43], the passage vortex migration and its associated
flow impingement-detachment line resulted in large heat transfer gradients on the hub. This was

also found to be the case on the blade suction side.

3.2 Heat Transfer Comparison of Nominal Blades

This section describes the observed differences in heat transfer between the three geometries.
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At the leading edge, a consistent trend of highest peak heat transfer was observed for Blade 3.

Similarly, the peak heat transfer for Blade 2 was consistently lowest. The actual percent

differences from nominal are given in Table 3.1. As shown in Table 1.1, the leading edge radius
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Figure 3.4: Contours of non-dimensional hub heat transfer showing the high heat transfer gradients resulting from
the passage vortex impingement-detachment as it migrates through the passage (blades shown from 0 to 25% span).

and wedge angle were different for the three blades and it is suspected these geometric

differences may be responsible for the heat transfer trend. In this study, the leading edge did not

constitute a life-limiting region.

Spanwise % Difference in Leading Edge
Location Peak Heat Transfer
Blade 2 Blade 3

5% span 7.0 6.8

10% span -0.9 33

25% span 26 36
50% span -1.4 35
75% span 0.6 17
90% span -0.9 1.0
95% span -0.7 1.2

Table 3.1: Leading edge peak heat transfer differences from nominal
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Away from the leading edge, secondary flow differences were the dominant cause of heat
transfer differences in the first 10% span. The higher loading in Blade 3 resulted in stronger
pressure gradients, passage vortex, and pressure side to suction side flow migration for that case.
As seen in Figure 3.5 a) and Figure 3.6, this resulted in increased impingement heat transfer on

the suction side near the hub. The larger vortex in Blade 3, after impacting the suction side
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Figure 3.5: Comparison of three-dimensional heat transfer results: a) 5% span, b) 50% span.

earlier in the passage, was pushed further spanwise than in the other two cases resulting in a high
heat transfer gradient region located further off the hub as seen in Figure 3.6. On the pressure

side, Blade 2 exhibited somewhat higher heat transfer due to its lower pitch/chord ratio confining
the passage vortex during its migration downstream and allowing it to more effectively bring hot

midspan flow down the blade pressure side.

At 50% span (Figure 3.5 b)), the heat transfer differences were a result of the two-dimensional
effects of turbulence intensity and flow acceleration described in Appendix D. The higher flow
acceleration of Blade 3 resulted in lower heat transfer in the region between S/ARC = 0.2 and
S/ARC = 0.5. After S/ARC = 0.6, at 50% span, the stronger adverse pressure gradient on Blade
3 resulted in a sharper increase in turbulence intensity and heat transfer for that case. Lower
pressure side flow acceleration accounted for Blade 2’s higher pressure side heat transfer in

Figure 3.5 b).
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Figure 3.6: Effect of stronger secondary flows on near-hub suction side heat transfer (blades shown from 0 to 25%
span): a) Blade 1, b) Blade 2, c) Blade 3.

Turbulence intensity and flow acceleration were again responsible for heat transfer differences at
75% span except in the region past S/ARC = 0.8 on the suction side. Here, as shown in Figure
3.7, Blade 3 exhibited higher heat transfer associated with the rapid diffusion of the tip vortex

resulting in a zone of high turbulence as far down as 75% span.

Above 75% span, away from the leading edge, suction side differences in heat transfer were a
result of differences in the path of the tip vortex between the three cases. In the case of Blade 2,
the smaller pitch to chord ratio caused the tip vortex to remain closer to the blade and persist
later into the passage resulting in generally higher heat transfer for this case. For Blade 3, the
larger pitch to chord ratio allowed the tip vortex to migrate further off the suction side and

diffuse into the passage.
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Figure 3.7: Heat flux contours showing effect of tip vortex on near-tip suction side heat transfer (blades shown from
75% to 100% span): a) Blade 1, b) Blade 2, c) Blade 3.

3.2.1 Heat Transfer Comparison in Life-Limiting Region

In the life-limiting region, the calculated heat transfer coefficients for Blades 1 and 2 were in
good agreement. The maximum differences at 5% span were 2.4% and 4.6% on the pressure and
suction side respectively. The maximum differences at 10% span were below 3.5% on both
sides of the blade. The Blade 3 heat transfer coefficient estimates exhibited more deviation from
nominal with maximum pressure side differences of 9.4% at both spanwise locations. The
differences were greater on the suction side with maximum values of 15% at 5% span and 23.7%

at 10% span.

3.3 Comparison of Deterministic Life Estimates

Before performing probabilistic thermal-structural analyses, deterministic calculations were
conducted on the three blade geometries. The results were used to assess the impact of external

aerothermodynamics on blade life.
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The metal temperature distributions obtained from the thermal calculations are shown in Figure

3.8. Although the maximum temperature was the same in all cases, there were differences in the

2) b) )
W ee— o
046 049 032 055 058 060 063 066 069 072

Figure 3.8: Metal temperature distributions on pressure (top) and suction (bottom) side: a) Blade 1, b) Blade 2, c)
Blade 3.

distribution of hot zones on both the pressure side and suction side. In the life-limiting region
(trailing edge near hub), a hot spot was predicted in all three simulations. For Blade 1, the hot

spot was larger on both the suction side and pressure side.

The stress and strain distributions for the three nominal blades were similar and the reader is
referred to [53] if they are needed. The location of maximum stress and strain was also the same,
the trailing edge at the bottom of the cooling slot. Differences in the average equivalent stress
and strain were 0.9% and 20.7% for Blade 2 and —6.3% and 15.5% for Blade 3, compared to
Blade 1. The estimated life of Blades 2 and 3 was 34% and 17% lower than that of Blade 1
respectively. As explained in [53], strain played a more important role than stress in the

determination of blade life.
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Recalling the CFD results presented earlier in this section, in the life-limiting region, the
difference in heat transfer coefficient between Blades 1 and 2 was less than 5% everywhere. The
differences varied from an under-estimation of 9.4% on the pressure side to an over-estimation
of 23.7% on the suction side for Blade 3. Based on these results and their lack of correlation
with the life results reported above, it was concluded that the differences in external thermal
boundary conditions did not play an important role in the observed deterministic life differences.

As explained in [53], these life differences were more likely due to structural variations among

the blades.

3.4 Comparison of Probabilistic Life Estimates

Following the deterministic case studies, probabilistic thermal-structural analyses were
conducted on the three nominal geometries [53]. During these simulations, seven noise
parameters were allowed to vary. The variations were set according to the normal distribution
parameters provided by MHI and shown in Table 3.2. The variability imposed on the convection
conditions (internal and external temperatures and heat transfer coefficients) was global. For
example, during a probabilistic simulation, for a particular calculation, the heat transfer
coefficient over the entire blade surface was scaled by the same factor. For the temperatures, the
variability was imposed using an offset factor of mean zero and variability according to Table
3.2, hence the dimensional specification of variability. No local variation was modeled for any

of the noise parameters.

Noise Parameter Variability
External Heat Transfer Coefficient 0.2*CFD/ ®°'(0.9)
External Convection Temperature 30/97(0.9) K
Internal Heat Transfer Coefficient 0.2*CFD/®"'(0.9)
Internal Convection Temperature 30/®7(0.9) K
TBC Thickness 0.1*Mean/®'(0.9)
TBC Conductivity 0.1*Mean/® ' (0.9)
Metal Conductivity 0.1*Mean/® ' (0.9)

Table 3.2: Noise parameter variability used in the probabilistic thermal-structural analyses (®'(0.9) is used to
represent the 90™ percentile of a cumulative probability distribution).
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To generate a sufficient population from which to base reliable probabilistic conclusions, 1000
simulations were conducted for each blade. The goals of the study were to (1) identify the noise
parameters that drive blade life variability and (2) identify any differences in blade life

variability among the three designs.

The results of the probabilistic simulations are shown in Table 3.3 listing the mean and standard
deviation for the estimated life of each blade. Blade life distributions are shown in Figure 3.9.
As was the case in the deterministic results of Section 3.2.2 summarized in Table 3.3, Blade 2
was found to have lowest mean life and Blade 1 highest. There were minor changes in blade life
variability, in an absolute sense and as discussed in [53], based on considerations of coefficients
of variation and further statistical analyses, the Blade 1 design was determined to be more robust

to variability.

Blade Life Results
Deterministic | Mean Standard Deviation
Blade 1 1.024 1 0.054
Blade 2 0.676 0.736 0.057
Blade 3 0.847 0.851 0.070

Table 3.3: Deterministic, mean, and standard deviation of blade life for three nominal blades (normalized by mean
life of Blade 1).

The non-parametric correlation coefficients'® of all noise parameters with respect to blade life

1% Correlation coefficients are used as a measure of relation between one variable and another. For example, in our
case, the relation between variability in each of the noise parameters and that in blade life was sought. Contrary to
parametric correlation coefficients, non-parametric correlation coefficients do not require the assumption of a
particular distribution for either the input or the output. The correlation coefficients shown in Table 3.4 were
calculated as

correlation _coefficient =1— n6nZZd_21
where # is the number of samples and d is the difference between the rank order of the input parameter and that of
the output parameter for all samples in the probabilistic study. Values of correlation coefficients can range from -1
to 1. A value of zero indicates no correlation, an absolute value of 1, strong correlation, and a negative sign

indicating opposite correlation.
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were calculated [53] and are listed in Table 3.4. In all cases, the external heat transfer coefficient

and convection temperature (shaded gray in Table 3.4) exhibited weak to moderate correlation
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Figure 3.9: Blade life distributions for three nominal blades: a) Blade 1, b) Blade 2, c) Blade 3. The vertical axis
represents the number of occurrences in the probabilistic simulations.

with respect to life. Again, this is consistent with the findings from the deterministic case studies

in Section 3.2.2 showing that the external thermal boundary conditions played a minor role in

blade life estimation. In contrast, for all three blades, variability in internal convection

temperature (shaded blue in Table 3.4) was found to be the key driver of blade life variability

with correlation coefficients near -0.8.

Given our modeling assumptions and approach for calculation of life, the results of this chapter

Niike Paraibates Life Correlation Coefficients
Blade 1 Blade 2 Blade 3
External Heat Transfer Coefficient -0.274 -0.230 -0.219
External Convection Temperature -0.323 -0.227 -0.223
Internal Heat Transfer Coefficient 0.267 0.337 0,231
TBC Thickness 0.101 0.069 0.068
TBC Conductivity -0.081 -0.068 -0.054
Metal Conductivity 0.001 -0.018 0.020

Table 3.4: Blade life correlation coefficients for three nominal blades.

can be summarized as follows:
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Blade-to-blade differences in local external thermal boundary conditions have a minor

impact on blade-to-blade estimated life differences.

Consistent with the first point, global noise in the external thermal boundary conditions has a

weak to moderate impact on blade life variability.

Among the noise parameters investigated, variability in the internal cooling temperature is

the main driver of life variability.
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4. Impact of Modeling Approximations on Heat Transfer and Life

As observed in Chapter 3, external heat transfer variability had a relatively weak impact on blade
life. This result suggests that modeling assumptions could be made to reduce the computational
costs without significantly affecting blade life estimates. To investigate the life impact of such
modeling assumptions, several case studies were conducted in which flow and /or geometric
modifications were made to the baseline studies of Chapter 3. Specific features considered and

their impact on life are listed in Table 4.1'".

Section Feature Investigated Difference in Life
(from reference case)

4.1 Two-dimensional vs. three-dimensional flow <0.8%

4.2.1 Seal cavity 2.6%

4.2.2 Seal mass flow rate <1%

423 Inlet boundary layers 0.8%
H1 Root fillet geometry <0.3%
H2 Inlet boundary layers without seal cavity 2.0%

Table 4.1: Summary of life impact of various modeling approximations.

4.1 Two-Dimensional Flow

4.1.1 Description of Study

To assess the impact of simplified modeling on blade life estimation, the results of two-
dimensional CFD simulations at 5%, 10%, 25%, 50%, 75%, and 95% span were used to generate
a three-dimensional boundary condition file to be used in the thermal structural calculations.
Although the two-dimensional simulations could not capture the effects of secondary flows, the
heat transfer levels in the life-limiting region were well approximated (~ 10% to 15%

difference). The study resulted in a 1% difference in blade life compared with that obtained

" The life difference is given in an absolute sense. The reader is referred to the appropriate section for a description

of the reference case for each study since it varied depending on the feature investigated.
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using boundary conditions from three-dimensional CFD simulations. The results of the study
showed that, given our models and approach for calculating life, provided the life-limiting region
is the same using two- and three-dimensional CFD data, 10% - 15% differences in heat transfer
to the life-limiting region have a minimal impact on blade life and heat transfer differences (as

high as 40%) away from the life-limiting region have no effect on the estimated life.
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Figure 4.1: Two-dimensional, 5% span grid for Blade 1

The two-dimensional grids were generated by taking constant-span cuts along the three-
dimensional blade and projecting them onto a plane normal to the spanwise direction. Figure 4.1
shows the grid generated for the 5% span two-dimensional calculation on Blade 1. The grids at
all other spanwise locations for all three blades were of identical topology and wall resolution.
Although calculations were conducted at several spanwise locations, the trends at all locations

were similar and only the 50% span results will be discussed here.

The inlet conditions (total pressure, total temperature, and flow angle) for the two-dimensional
cases were constructed from those used in an already completed three-dimensional case without
cavity. Since spanwise redistribution was predicted in the three-dimensional case, mass-

averaged quantities existing 10% chord upstream of the LE at the same spanwise location as the
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two-dimensional case under consideration were used to construct inlet conditions for the two-

dimensional cases. The quantities conserved in the averaging process were mass,

0,
[ pu,rd6 = ri E4.
6
axial momentum,
o,
J(ou? + pld6 = vz, + pr(6, - 6) E 42
6
tangential momentum,
0,
[puu,rd0 =i, E 43
o
and energy
0, _
IpuxTTrdB =m'T, E4.4

where r denotes the radial position of the two-dimensional case to be conducted and the overbar
represents the averaged quantities used in the specification of inlet quantities in the two-
dimensional cases (total pressure, total temperature, flow angle). The other symbols are
described in the nomenclature. E 4.5 to E 4.7, and isentropic flow relations were then used to

allow specification of the inlet static and total pressure.

L W M,
r6,-6) ""\RT, (},_1)_2]2%*% E 4.5
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The constant inlet turbulence quantities used in the three-dimensional calculations were used in

all two-dimensional cases.

4.1.2 Global Heat Transfer Observations

The results of the two-dimensional simulations at 50% span are plotted in Figure 4.2. The
computed heat transfer for all three blades is generally higher on the suction side than the

pressure side.

A zone of high acceleration on the leading edge circle (S/ARC = -0.08 to S/ARC = 0.08)
followed by an adverse pressure gradient resulted in large changes in heat transfer near the
leading edge. At some locations (pressure side at 10%, 25%, and 50% span for all three blades,
suction side at 5% and 10% span for Blade 3, and pressure side at 5% span for Blade 1), this
adverse pressure gradient was found to cause flow separation and reattachment at the point of
tangency between the leading edge circle and the rest of the blade surface on either the suction
side or pressure side. The adverse pressure gradient and small separation bubbles were found to

have an impact on the heat transfer downstream.
Between S/ARC ~ 0.35 and S/ARC ~ 0.45, appreciable heat transfer differences between the

three blades were seen at all spanwise locations. As will be explained later, this was a result of

differences in flow acceleration.
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Figure 4.2: Comparison of two-dimensional heat transfer results at 50% span.

Finally, we can see the effects of an adverse pressure gradient on the suction side near the
trailing edge (S/ARC ~ 0.6 to trailing edge). This location corresponds to the uncovered section
of the blade suction side. The adverse pressure gradient increased the near-wall turbulence

intensity which, as will be described in Section 4.1.4, augmented the heat transfer to the wall.

4.1.3 Heat Transfer Differences and Trends

Consistent with the results presented in Chapter 3, the stagnation heat transfer was higher for
Blade 3 than for the other two blades at all spanwise locations. The average percent difference in
leading edge peak heat transfer between Blade 3 and Blades 1 and 2 was 2% and 3.3%

respectively.
On the pressure side, near the leading edge, the heat transfer for Blade 2 was highest and that for

Blade 3, lowest. These local differences are attributed to the effect of a stronger near-leading

edge adverse pressure gradient in the case of Blade 2 resulting in higher values of near-wall
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turbulence intensity. The situation is reversed on the suction side where the heat transfer for

Blade 3 is highest and that for Blade 2 lowest.

In the pressure side trailing edge region, the predicted differences in heat transfer diminished due

to the turbulence attenuating effect of flow acceleration in this area.

On the suction side, the flow in Blade 3 experiences higher acceleration over a longer portion of
the airfoil. This results in a consistent decrease in heat transfer until S/ARC ~ 0.6. In the case of
Blade 1 and Blade 2, the high acceleration region is shorter resulting in a region where the
attenuating effect of acceleration is dominated by the heat transfer enhancing effect of turbulence
intensity. As in E 2.2, the turbulence intensity depends on the turbulent kinetic energy, an

increasing quantity through the passage, as well as on the inverse of the flow velocity.
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Figure 4.3: Two-dimensional pressure distribution at 50% span.

Still on the suction side, near the trailing edge (S/ARC ~ 0.6 and on), Blade 3 heat transfer
estimates are again highest and those of Blade 2, lowest. As mentioned earlier in this section, the
adverse pressure gradient in this region results in a sharp increase in near-wall turbulence

intensity for all three blades. Since all three blades were designed to yield the same work, the
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higher pitch to chord ratio of Blade 3 necessitates higher loading and, as can be seen in Figure
4.3, the adverse pressure gradient near S/ARC = 0.6 is more prominent for Blade 3 than for the

other two blades. The resulting larger increase in turbulence intensity lead to the higher Blade 3

heat transfer here.
4.1.4 Comparison of Two- and Three-Dimensional CFD Results

Heat transfer comparisons between two- and three-dimensional simulations were focused in the

life-limiting region.

On the pressure side, it was found that two-dimensional calculations under- estimated the three-
dimensional heat transfer for cases with and without the seal cavity. The under-estimation was
approximately 15% at 5% span and 10% at 10% span. Figure 4.4 shows the results for Blade 1
at 5% span in the pressure side life-limiting region. The results for the other blades were similar

and are not shown. The difference between two- and three-dimensional results was due to the
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Figure 4.4: Two- and three-dimensional heat transfer results in pressure side life-limiting region of Blade 1 (5%
span).
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pressure side spanwise spreading of the inlet total temperature profile in the three-dimensional

calculations, a flow feature not captured in the two-dimensional calculations.

On the suction side, although absolute magnitudes of heat transfer coefficient were relatively

well-matched, as shown in Figure 4.5, the trends were less consistent than on the pressure side

with two-dimensional calculations over-estimating three-dimensional ones at some spanwise
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Figure 4.5: Two- and three-dimensional heat transfer results in the suction side trailing edge region of Blade 1: a)

5% span , b) 10% span .

location and under-estimating them at another. The lack of consistency observed on the suction

side is a result of the different secondary flow patterns in the cases with and without the seal

cavity as well as the localized nature of these flow features. Since the two-dimensional

calculations do not capture any secondary flow effects, it is not unreasonable to expect them to

underestimate the heat loads at one location and overestimate them at another.

As shown in Figure 4.6, over the rest of the blade surface (i.e. away from the life-limiting

region), the two-dimensional calculations estimated the heat load to the blade with varying levels

of accuracy due to their inability to capture secondary flow effects.
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Figure 4.6: Two- and three-dimensional near-hub heat transfer comparison: a) 5% span, b) 10% span.

4.1.6 Thermal — Structural Analyses

Given the limitations associated with the mapping of the CFD data unto the structural model and
the previously reported weak correlation between external thermal conditions and blade life, the
thermal-structural calculations based on two-dimensional CFD data were expected to yield blade
life estimates in reasonable agreement with those obtained using three-dimensional CFD data.
Due to computational restrictions, the comparative FEM simulations were performed on the
Blade 1 geometry only. The FEM calculation using three-dimensional CFD data employed the
boundary conditions of the nominal Blade 1 case. The results of the FEM calculations are

summarized as follows:

« As shown in Figure 4.7, except for the lower heat transfer region resulting from the mi gration
of the passage vortex on the suction side, the model employing two-dimensional CFD data
had a similar suction side metal temperature distribution as that using three-dimensional CFD

data. Similar agreement was observed on the pressure side.

. The location of maximum blade temperature shifted from blade tip leading edge to

approximately 90% span on the suction side, close to the trailing edge.
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Figure 4.7: Suction side metal temperature distributions: a) Using three-dimensional CFD boundary conditions, b)
Using two-dimensional CFD boundary conditions.

« Similar distributions of stress and strain in the blade were obtained for the two simulations as

shown in Figure 4.8 and Figure 4.9.

. The location of maximum stress and strain remained unchanged at the bottom of the trailing

edge cooling slot

T —— =
0 011 022 033 044 056 067 078 089 1.0

Figure 4.8: Pressure side stress distribution: a) Using three-dimensional CFD boundary conditions, b) Using two-
dimensional CFD boundary conditions.
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Figure 4.9: Pressure side strain distribution: a) Using three-dimensional CFD boundary conditions, b) Using two-
dimensional CFD boundary conditions.

. The average equivalent stress and strain levels in the life-limiting region were decreased by
0.08% and 0.17% respectively when comparing the values obtained from two-dimensional

CFD boundary conditions to those using three-dimensional CFD boundary conditions.

. These small changes in average equivalent stress and strain resulted in a blade life increase of

less than 0.8% when using two-dimensional CFD boundary conditions

In the comparison of results from two- and three-dimensional calculation, flow and heat transfer
patterns bear little similarity, particularly near the hub where secondary flows have a dominant
effect on three-dimensional heat transfer. The results of the simplified modeling study show
that, heat transfer differences as high as 10% - 15% in the life-limiting region and as high as 40%
elsewhere on the blade result in minimal differences in estimated blade life. Thus, for the
geometries, models, and approach considered in this project, two-dimensional calculations can

be used to reliably estimate blade life.
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4.2 Impact of Geometric and Flow Modeling on Blade Life Estimation

Several case studies were conducted to assess the impact of geometric and flow features on heat
transfer and blade life. All calculations were conducted on the Blade 1 geometry. Although
some geometric features were varied in the CFD case studies, due to time and computational
restrictions, the baseline Blade 1 geometry was maintained in the thermal-structural part of all
case studies. Therefore, the life impact of features such as the fillet gecometry and the seal cavity
were only assessed from an external heat transfer perspective. The wall friction and heat transfer
boundary conditions used in the comparison of the three blades were used in all cases. For the

FEM simulations, the internal cooling mass flow rate was kept at the nominal value for Blade 1.

The results of the case studies will all be presented in a similar fashion. First, a description of
the study including any geometric or boundary condition modifications from Blade 1 will be
given. This will be followed by an overall comparison of the results and a quantitative heat
transfer comparison in the life-limiting region. Each case study will end with the presentation of

life estimation results and a conclusion regarding the impact of the study’s feature on blade life.

4.2.1 Effect of Seal Cavity

The seal cavity was found to increase the suction side heat transfer particularly at the point of
secondary flow impingement and in the life-limiting region. Augmentations as high as 14%

were obtained in the latter resulting in an estimated life reduction of 2.6%.

4.2.1.1 Description of Study

The seal cavity is a common feature in high pressure turbines. Typically, some form of seal
within the cavity coupled with a positive pressure difference is used to prevent hot gas ingestion
into the cavity and the machine’s core. The pressure difference results in a small but appreciable
flow crossing the seal, entering the cavity and mixing with the main gas path flow. Since
different future designs may or may not have the same type of stator-rotor interface, its effect on

the heat transfer, particularly in the life-limiting region, was of interest.
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Figure 4.10 shows two-dimensional projections of a 50% pitch cut through the two flow domains
investigated. Boundary conditions at the main gas path inlet and outlet for both cases were the

same and equal to those used in the comparison of the three nominal blades. The inlet conditions

to the seal cavity inlet were given in Section 2.4.2.

a) b)

Figure 4.10: Two-dimensional 50% pitch CFD domain projections showing geometry a) without and b) with seal
cavity.

4.2.1.2 Overall Heat Transfer Comparison

As shown in Table 4.2, the leading edge peak heat transfer in the case without cavity was
consistently lower than that with cavity. This was due to main gas path flow recirculation in the

cavity which brought hotter near-midspan flow in the hub region at stagnation.

Near the leading edge (from S/ARC = -0.4 to S/ARC = 0.2), adverse pressure gradients and flow
separation dominated the differences in heat transfer. On the pressure side, a small separation

bubble was predicted for the blade with cavity at 5%, 10%, and 25% span. The associated

Spanwise Difference in Leading Edge
Location Peak Heat Transfer
5% -2.6%
10% -2.7%
25% -1.2%

Table 4.2: Effect of seal cavity on leading edge peak heat transfer.
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increase in near-wall turbulence intensity resulted in higher heat transfer for this case as seen in
Figure 4.11 a) through c). On the suction side, separation was predicted for the case without
cavity at 5% and 10% span. At 25%, there was no separation. The heat transfer results on the

suction side near the leading edge are consistent with these observations.

Further downstream (S/ARC < -0.4), on the pressure side, heat transfer differences were small,

the maximum difference of 11% occurring at 5% span near S/ARC = 0.9. The cavity did not
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Figure 4.11: Effect of seal cavity on heat transfer: a) 5% span, b) 10% span, ¢) 25% span.
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appear to play an important role on pressure side heat transfer away from the leading edge.

On the suction side, stronger secondary flows in the case with cavity resulted in maximum heat
transfer differences of 43%, 38%, and 35% at 5%, 10%, and 25% span respectively. In both
cases, the suction side was marked by a low heat transfer zone migrating spanwise through the
passage. The flow exiting the seal cavity strengthened and expanded the pressure side
horseshoe-passage vortex structure. The result was more pronounced suction side impingement
as well as higher relative total temperatures in the near hub region as the vortex entrained flow
from further spanwise to impinge on the suction surface as shown in Figure 4.12. At 50% span,

the effects of the seal cavity were no longer apparent.
4.2.1.3 Heat Transfer Comparison in Life-Limiting Region

At 5% span, the heat transfer for the case without cavity was estimated everywhere lower than
that with cavity. The maximum difference on pressure side and suction side was of 11%. At
10% span, the pressure side differences were lower with a maximum difference of 5.5%. The
suction side difference in heat transfer, a result of the passage vortex migrating further away

from the hub in the case with cavity, was 14% in the life-limiting region.
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Figure 4.12: Heat transfer enhancing effect of seal cavity on suction side near-hub heat flux pattern (blades shown
from 0 to 25% span): a) without and b) with seal cavity
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In summary, the seal cavity increased leading edge heat transfer due to flow recirculation within
the cavity, had little impact on the pressure side heat transfer, and generally augmented suction
side heat transfer due to stronger secondary flows. The suction side regions most affected by
these secondary flows were the impingement location of the near-hub migrating flow and the

life-limiting region.
4.2.1.4 Effect of Seal Cavity on Blade Life
The blade surface metal temperature distributions were similar and are shown in Figure 4.13.

The stress and strain distributions were also very similar with the cooling slot region being more

heavily strained than the remainder of the blade in both cases.

a) b)

I S——
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Figure 4.13: Metal temperature distributions on pressure (top) and suction (bottom) side: a) without seal cavity, b)
with seal cavity

The location of maximum stress and strain was the same as in the nominal comparisons

described in the previous section. The average equivalent stress level was the same in both cases
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considered here. The average equivalent strain however was lower by 1.17% in the case without

cavity.

The difference in strain resulted in an augmentation of estimated blade life of 2.6% without the
seal cavity. It was thus concluded that the 10% — 15% underestimation of heat transfer when not
considering the cavity had a small but non-negligible impact on life. Considering the heat
transfer and life differences reported in Chapter 3, the results of this study again point at a greater

dependence of life on structure than external heat transfer differences.

4.2.2 Effect of Seal Flow

4.2.2.1 Description of Study

The effect of the seal cavity, at nominal seal flow, was the subject of the previous section. The
inlet mass flow to the cavity was a small proportion of the main gas path flow (< 0.1%) and a
question was whether it was the presence of the cavity or the seal flow that was more important.
MHI supplied a range of realistic seal mass flows for the geometry considered, from 0.02% to
0.6% of the main gas path flow. Two simulations were conducted to assess the impact of this
range of seal flow. The first was performed with a blocked seal cavity inlet eliminating all seal
flow. Due to convergence difficulties at six times nominal seal flow, the high seal flow case was
conducted with one half of the specified maximum. In the plots to follow, this case is referred to
as Blade 1, Nominal, Hi Seal Flow2. All other boundary conditions were maintained as in the

nominal cases.

Results of the study showed that the nominal seal flow provided little in the form of cooling
away from the leading edge. Increased seal flow was found to increase the heat transfer to the
life-limiting region by as much as 17% yet result in a negligible increase in estimated blade life.
4.2.2.2 Overall Heat Transfer Comparison

Table 4.3 lists the differences in leading edge peak heat transfer from the case with nominal seal
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flow. The results confirm that seal flow leaving the cavity cooled the blade leading edge as high

as 10% span with maximum cooling occurring closest to the hub.

The flow features and their location in the simulations with nominal and no cavity flow were

almost identical. As seen in Figure 4.14, heat transfer differences between these two cases were

small (less than 8% everywhere) and localized. There was thus little effect of the nominal seal

flow on blade heat transfer.

Spanwise Difference in Leading Edge Peak
Location Heat Transfer

No Seal Flow Hi Seal Flow
5% span 3.8% -14.6%
10% span 0.7% -3.2%
25% span 0.1% -0.03%

Table 4.3: Effect of seal flow on leading edge peak heat transfer.

On the pressure side, a separation bubble followed by flow reattachment and high turbulence
resulted in heat transfer increases of 28.2% and 12.5% at S/ARC =-0.11 in Figure 4.14 a) and b)
in the case with higher seal flow. Still on the pressure side, between S/ARC ~ -0.7 and S/ARC ~
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Figure 4.14: Effect of seal flow on heat transfer: a) 5% span, b) 10% span.
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-0.3, higher heat transfer was obtained for higher seal flow due to stronger secondary flows

bringing hot flow down the pressure side towards the hub.

On the suction side, heat transfer differences were consistent with the presence of stronger
secondary flows in the case with high seal flow. This case exhibited a stronger pressure side to
suction side flow migration associated with larger passage vortex and the corresponding
increased suction side impingement heat transfer is shown in Figure 4.14 a) and Figure 4.15.
The larger vortex, situated further off the hub, resulted in hot fluid being entrained from the
midspan region to the suction side in the latter part of the passage (S/ARC > 0.4 at 10% span).

The impact of the increased seal flow was constrained to the first 25% span.
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Figure 4.15: Three-dimensional Stanton number contours showing effect of seal flow on heat transfer (blades shown
from 0 to 25% span): a) no seal flow, b) nominal seal flow, c) hi seal flow (bottom).
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4.2.2.3 Heat Transfer Comparison in Life-Limiting Region

The case with no seal flow resulted in lower heat transfer in the life-limiting region, the
differences being less than 3% on the pressure side and less than 6.3% and 5% at 5% and 10%
span respectively on the suction side. For the case with high seal flow, differences of less than
2.4% were obtained on the pressure side. On the suction side, the maximum differences from

nominal were of 8.5% and 17% at 5% and 10% span respectively.

4.2.2.4 Effect of Seal Flow on Blade Life

The blade metal temperature distributions obtained from the FEM thermal solution are shown in
Figure 4.16. The distributions are similar and a hot spot was predicted in the life-limiting region

in all cases.

a) b) c)

R wSesem— a—
046 049 052 0355 058 060 063 066 069 072

Figure 4.16: Metal temperature distributions on pressure (top) and suction (bottom) side: a) nominal seal flow, b) no
seal flow, c) high seal flow.
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As in the previous case study, the stress and strain distributions were similar and the location of
maximum stress and strain remained the same. The average equivalent stress differences from
nominal were negligible at 0.03% and —0.02% of the nominal value for the no seal flow and hi
seal flow cases respectively. Average equivalent strain differences of —0.55% and —0.31%
relative to nominal were calculated. The lower strain condition in the no seal flow case yielded a

1% increase in blade life and that in the high seal flow case, a negligible increase of 0.7%.

Recalling the CFD results, the impact of the nominal seal flow on heat transfer to the life-
limiting region was shown to be small and a negligible impact on life was expected. In contrast,
the high seal flow condition was expected to result in decreased life due to the higher heat
transfer to the life-limiting region in this case. The results of this study reinforce the fact that
external heat transfer plays a minor role in the determination of life and point at limitations in the

mapping of the CFD data in the three-dimensional life-limiting region.

4.2.3 Effect of Inlet Boundary Layer with Seal Cavity

4.2.3.1 Description of Study

Endwall boundary layers were not included in the nominal MHI inlet profile. To estimate the
heat transfer and life impact of the inlet boundary layer, an additional profile was generated
based on the nominal inlet profile and the results of a simulation conducted on the MHI stator.
The stator exit circumferentially-averaged total pressure profile was extracted and the near-wall
portions were used in generating the new rotor inlet profile. The edges of the boundary layer
were determined to be at 6.7% span at the hub and 97.9% span at the casing. Radial equilibrium
was maintained in the generation of the new profile. In the freestream region, the total pressure
was scaled from the nominal profile values to maintain the same total mass flow to the rotor.

The total temperature was maintained as in the nominal profile. Boundary conditions for the seal

cavity remained the same as for the nominal blades.

The addition of inlet boundary layers in this case study resulted in similar heat transfer patterns

as in the case with inlet boundary layers without cavity in Appendix H2. Due to the already
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strong secondary flows in the presence of the seal cavity however, the heat transfer
augmentations on the suction side were less prominent in this case. Blade life was actually

estimated higher for the case with boundary layers.

4.2.3.2 Overall Heat Transfer Comparison

The inclusion of a hub boundary layer resulted in increased leading edge peak heat transfer as
shown in Table 4.4. This was caused by increased cavity flow recirculation entraining hot flow

from the main gaspath towards the leading edge-hub junction.

The 61% increase in suction side heat transfer in Figure 4.17 a), was the result of enhanced flow

impingement from stronger secondary flows in the case with boundary layer.

Spanwise | Difference in Leading Edge
Location Peak Heat Transfer
5% span 2.9%

10% span 1.9%

25% span 1.3%

Table 4.4: Effect of inlet boundary layer with seal cavity on leading edge heat peak transfer.

Over the remainder of the suction surface, the differences were a result of a spanwise shifting of
the vortex’s migration path up the suction side as shown by the heat flux contours in Figure 4.18.
Also shown in Figure 4.18 b) is the heat transfer enhancing effect of hot midspan flow being

entrained by the lifting vortex and impinging on the suction side near the trailing edge.

Pressure side differences in this case study were negligible past S/ARC = 0.2 at all spanwise
locations. This was due to the presence of strong secondary flows, even without the inlet
boundary layers, in the case with cavity. The localized differences near the leading edge at 5%
and 10% span were due to higher turbulence intensity associated with flow re-attachment

following the larger separation bubble in the case with boundary layers.
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Figure 4.17: Effect of inlet boundary layer with seal cavity on heat transfer: a) 5% span, b) 10% span, c) 25% span.

Above midspan, the casing boundary layer had a similar impact on suction side heat transfer as it
did in the case without seal cavity in Appendix H2, decreasing it at 75% span due to colder
casing flow migrating down the suction side and increasing it at 90% and 95% span due to

secondary flow impingement. The similarity between these results and those in Appendix H2 is

not surprising given the effects of the seal cavity documented in section 4.2.1 were shown to be

negligible above 25% span.
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Figure 4.18: Heat flux contours showing effect of secondary flow impingement on suction side heat transfer
(blades shown from 0 to 25% span): a) without boundary layer, b) with boundary layer.

4.2.3.3 Heat Transfer Comparison in Life-Limiting Region

In the life-limiting region, pressure side differences in heat transfer were negligibly small
with maximum differences of less than 2.2% at 5% and 10% span. On the suction side, heat
transfer variations of £15% were predicted at 5% span. At 10% span, the variations were

smaller at -7.1% and +11.4%.

In summary, inlet boundary layers had a similar impact on blade heat transfer with or without
seal cavity. However, since the presence of the cavity by itself resulted in stronger secondary
flows, the heat transfer enhancing effect of inlet boundary layers was less substantial in the
presence of the cavity.

4.2.3.4 Effect of Inlet Boundary Layer with Cavity on Blade Life

Plots of the metal temperature distribution for these two cases are shown in Figure 4.19. The

life-limiting region remained a hot spot as in all other case studies and again, the higher
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spanwise path of the passage vortex in the case with boundary layers was captured in the

FEM calculations.

The stress and strain distributions were once again very similar and the location of maximum
stress and strain was consistent with that reported in the other case studies. Average
equivalent stress was increased by 0.03% while the average equivalent strain was decreased
by 0.45% in the case with boundary layers. This loading condition resulted in an increase in
estimated blade life of 0.8%. The over- and under-estimations of the nominal heat transfer in
the suction side life-limiting region presented in Section 4.2.3.3 were deemed responsible for

the life increase reported here.

a) b)
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Figure 4.19: Metal temperature distributions on pressure (top) and suction (bottom) side: a) without boundary
layer, b) with boundary layer.

Similar case studies investigating the effect of root fillet geometry and inlet boundary layers
without the seal cavity are included in Appendix H. The results of these studies, summarized
in Table 4.1 were consistent with those presented in this chapter in that differences in

external heat transfer due to modeling approximations had a minor impact on life.
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5. Concluding Remarks

5.1 Summary and Conclusions

Three different blade geometries plus several modified versions of a baseline geometry were
used in a computational study aimed at identifying the impact of aerothermal modeling on

turbine blade life.

The CFD part of a computational framework for the end-to-end calculation of blade life was
established. Guidelines for the generation of grids appropriate for high-fidelity heat transfer
simulations were outlined and used in the development of general turbine grid templates. A
survey of available turbulence models was conducted and the v’-f model selected as best

satisfying the modeling and computational needs of the project.

The choice of solver, grid resolution, and turbulence model was verified computationally
with benchmark two-dimensional CFD simulations on a high pressure turbine geometry for

which past experimental and computational results were available.

Three-dimensional CFD simulations were used to characterize the three-dimensional flow
features affecting the blade heat transfer distribution, particularly in the life-limiting region.
Secondary flows were shown to be the major players in setting suction side blade heat loads
particularly near the suction side shoulder. In the life-limiting region, differences in heat
transfer were found to be a result of differences in the strength of these secondary flows. In
this region, heat transfer differences between Blades 1 and 2 were less than 5%. For Blade 3,
under-estimates of 9.4% were observed on the pressure side and over-estimates of 15% to
24% on the suction side. Based on results of deterministic life calculations conducted in a
parallel study [53], it was concluded that blade-to-blade differences in heat transfer played a
negligible role in the calculated life differences between the three designs. Rather, as
explained in [53], structural differences appeared to be responsible for the 34% and 17%

differences in life of Blades 2 and 3 respectively.
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Following the deterministic studies, the impact of variability in external convection
conditions on blade life sensitivity was identified. The external heat transfer coefficient and
convection temperature were shown to exhibit only weak to moderate correlation with blade
life variability, the key driver being variability in the internal cooling temperature. Minor
differences in absolute variability were found between the designs and as discussed in [53],

the Blade 1 design was deemed more robust to variability.

Results of two-dimensional CFD studies on three blade geometries were used to assess the
suitability of such calculations for life estimation. Since secondary flows were not captured
in these simulations, heat transfer differences (from three-dimensional results) as large as
40% were obtained at the suction side impingement location and as high as 10% — 15% in the
life-limiting region. Despite these differences, the results of the two-dimensional studies
were used to construct boundary conditions for thermal-structural analyses and proved
sufficient to estimate the blade life based on three-dimensional CFD to within 1%.

Additional three-dimensional CFD studies were conducted on the Blade 1 geometry to
identify the impact of geometric and flow features on external heat transfer and blade life.
The features investigated were, the seal cavity, the seal cavity flow, the root fillet geometry,

and inlet boundary layers with and without seal cavity. The studies’ main conclusions were:

+ The seal cavity was found to increase the strength of secondary flows, shift the path of
the passage vortex further from the endwall on the suction side, and increase heat transfer

below the vortex’s path resulting in a 2.6% reduction in life.

+ The nominal seal flow was found to provide negligible cooling to the blade. Increased
seal flow resulted in pressure side heat transfer differences less than 5% and suction side
augmentations as high as 17%. Life calculations for this case showed a negligible

increase in life of 0.7% from nominal.

+ Inlet boundary layers resulted in a 0.8% increase in blade life. This result pointed at a

negative relationship between the cavity and inlet boundary layers.
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« Theroot fillet geometry had negligible impact on blade heat transfer and life.

« The addition of inlet boundary layers to the geometry without cavity resulted in stronger
secondary flows, increased heat transfer to the suction side life-limiting region, and a

reduction in estimated blade life of 2%.

In summary, in all of the case studies but that of the fillet, the feature under investigation was
shown to have an appreciable impact (> ~10%) on heat transfer in the life-limiting region.

Similar differences in life were not obtained.

Consolidating the results of all studies conducted in this project, it was concluded that (1)
blade-to-blade life differences in designs intended to yield the same work in the same
aerothermal environment are primarily structure-driven, (2) differences in external thermal
loads due to operational variability, modeling error and/or uncertainty play a minor role in
life estimate differences, and (3) so long as the life-limiting region remains the same,

simplified CFD studies can be used for reliable estimations of blade life.

5.2 Recommendations for Future Work

In light of the conclusions above, some areas of improvement and future work include:

« The results of the current study could be used in the development of simple design tools
for the assessment of the life impact of decisions made early in the design process. Such
tools would likely be tailored to every OEM given their nominal baseline design
practices. At the time of writing, the first steps in the development of such design tools

had been initiated.

« Comparison of thermal, structural, and life results of this study with those from a study
using boundary conditions from CFD simulations on a geometry based on the actual
CAD model. This would improve the mappability of the CFD results to the thermal

model and result in a better transfer of heat transfer trends to the life-limiting region.
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Reduced order study in near-hub trailing edge region. In this study, only a section of the
blade would be modeled. A refined FEM grid would be employed and the loads from the
current calculations (both thermal and structural) would be employed as boundary
conditions. The greater model fidelity and grid resolution in this study would be used to
verify the findings of the current study with regards to the drivers of variability and
reported weak correlation of external thermal conditions and blade life. Alternatively,
given that the life-limiting region is now known, more parameters could be included in
the probabilistic study such as detailed cooling slot geometric features. The results of

such a study could be used to guide future designs of the life-limiting area.
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Appendices

A.  Literature Surveys on Grid Generation and Turbulence Modeling

for High-Fidelity Heat Transfer Simulations
Al Gridding Requirements and Selection of Grid Generator

A literature survey was conducted to identify the grid characteristics for high fidelity heat
transfer simulations in turbine geometries. A general guideline applicable to the generation
of high-fidelity heat transfer grids was defined and the results of the survey were used in the

selection of an appropriate grid generator.

Three major grid types, structured, unstructured, and hybrid, are currently in routine use in
the analysis of turbomachinery flows [33, 34, 43, 44, 46, 47, 65]. An examination of the
literature [27] indicates no consistently preferable grid type for heat transfer applications.
Before the results of the literature survey are presented, a brief description of each type is

useful.

Structured grids employ regularly ordered hexahedral cells to fill the computational domain
(i.e. cells are connected to one another in a pre-specified manner). Single- and multi-block
arrangements can be used. Single-block grids treat the computational domain as one volume.
These grids are relatively easy to generate but offer little geometric flexibility due to the cell
pattern that must be maintained to respect the cell ordering. In multi-block schemes, greater
geometric flexibility is achieved by splitting the computational domain into smaller, more
conveniently meshed volumes, each of which is meshed with hexahedral elements. The
resulting grid consists of conveniently chosen (unstructured) blocks, filled with regularly
ordered (structured) cells. A two-dimensional cross-section of a representative multi-block
structured grid is shown in Figure A 1. Though not shown here, the third dimension of the
grid would be constructed by projecting the surface grid (shown in figure) towards the

reader.
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For unstructured grids, the surfaces of the computational domain are first meshed using
triangular elements. Tetrahedral elements are then grown from these surface meshes until the
computational domain is filled. Although there is an increased level of geometric flexibility
in the use of unstructured grids, a major drawback is that (compared with hexahedral
elements) tetrahedrons do not tolerate high cell aspect ratios. In tetrahedral cells, high aspect
ratio translates into high cell skewness which delays, and in severe cases, prevents solution
convergence. Thus, by construction, unstructured grids require considerably more cells than

structured grids to capture near-wall gradients.

Figure A 1:Two-dimensional cross-section of typical multi-block structured grid [33].

Hybrid grids employ a combination of structured and unstructured approaches. Regions
adjacent to solid boundaries such as blade surfaces and endwalls are meshed using blocks of
hexahedral or triangular prism elements up to a specified distance from the surface. These
cell types can tolerate higher aspect ratios than tetrahedrons, allowing a more efficient
capture of near-wall gradients compared with a fully unstructured approach. A layer of
transitional elements (quadrangular- or triangular-based pyramids) is then grown on the last
layer of prismatic elements in order to interface with the geometrically flexible tetrahedral

elements, which are used to fill the remainder of the computational volume.
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Al.1 Literature Survey Results

Al.1.1 Near-Wall Grid Resolution

Wall functions offer the potential for significant time savings (30-40% fewer cells in
computational grid). However, their use is discouraged for heat transfer predictions [21, 28,
56]. Unlike pressure, temperature varies across the boundary layer and it is these
temperature gradients that govern the near-wall heat transfer. In the wall function approach,
semi-empirical formulas are used to bridge a region between the wall and the boundary layer
outside the viscous sub-layer. As explained in [21], wall functions are not applicable in
situations departing from those assumed during their construction, for example, severe
pressure gradients, swirling flow, and three-dimensionality in the near-wall region. For
turbomachinery simulations, these flow conditions are routinely encountered. In Appendix
A2.1 the importance of three-dimensional secondary flows in setting up heat transfer
distributions on turbine blades and endwalls will be discussed. Additionally, use of wall
functions has resulted in overly diffuse representations of the secondary flows and associated
loss cores with the radial extent of the latter being overestimated by about 40% of the
experimentally obtained value [46]. Computations on a grid with viscous sub-layer
resolution resulted in better agreement with experiments [46]. Based on the results of these
studies and the turbulence modeling and grid generation guidelines in [21], wall functions

were deemed inappropriate for our intended simulations.
Al.1.2 Near-Wall Grid Stretching
Boyle and Giel [16], established the importance of proper near-wall meshing by comparing

the effects of increased streamwise and spanwise grid resolution on blade heat transfer.

Table A 1 shows the characteristics of the various grids used in their study'. Figure A 2

12 C-type grids were used by Boyle and Giel. The name comes from the fact that the grid adopts a C-shape the
close part of the “C” located at the leading edge of the airfoil and the open part forming two parallel grid blocks
that extend past the blade trailing edge to the end of the computational domain. For such grids, streamwise cells
surround the blade and extend out into the wake. Pitchwise cells extend perpendicular from the blade surface
and make up each leg of the “C”. Spanwise cells extend from hub to tip.
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Grid ID A B C D E
Streamwise # of points | 214 | 145 | 145 | 145 | 145
Pitchwise # of points 43 43 43 43 43
Spanwise # of points 43 43 65 65 65

First cell y" 23 | 23 | 1.2 | 23 |23

Table A 1: Grid characteristics in grid convergence study [16]
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Figure A 2: Effect of streamwise grid density on Stanton number (St x 1000) [16]

shows the effect of varying the streamwise grid density. The Stanton number contours and
levels for the two grids are similar even though grid A used almost 40% more streamwise
points on the blade surface than grid B (146 vs. 105). Similar agreement was obtained when

assessing the effect of non-dimensional first cell height (y") as shown in Figure A 3. The

Figure A 3: Effect of first cell y' on Stanton number (St x 1000) [16].
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effect of varying the spanwise cell stretching (number of spanwise points) is shown in Figure
A 4. Differences of 20% to 28% in suction side Stanton number were found above midspan
in the aft section of the blade. There is close agreement however, in surface

pressure distributions for the same two grids, as illustrated in Figure A 5, indicating the very
different sensitivities of heat transfer and pressure; requirements for grid-independent heat
transfer simulations are more stringent than those for computations of pressure. More

specifically, not

Figure A 4: Effect of spanwise cell stretching on Stanton number (St x 1000) [16].

only must the first cell non-dimensional wall distance be of order unity on both the blade
surface and endwalls, but the spanwise stretching ratio, defined as the ratio of the spanwise
dimension of one cell compared to that of the adjacent cell, must be maintained at a moderate

level, in this case 1.3 for grid E, as opposed to 1.6 for grid B.

Figure A 5: Effect of spanwise cell stretching on surface pressure coefficient [16].
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A1.1.3 Overall Grid Size

Hildebrandt and Fottner investigated the effects of grid density on the ability of numerical
simulations to capture the major features of secondary flows and losses [46]. The

simulations in [46] were conducted on a linear turbine blade cascade.

In Appendix A2.1 secondary flows will be shown to be responsible for localized heat transfer
coefficient gradients in regions identified as critical for durability. Two computational grids,
details of which are given in Table A 2, were used in the comparison [46]. For the fine grid
calculations, values of y" on the solid surfaces (endwalls and blade pressure and suction side)
varied between 0.6 and 1.3 whereas for the coarse grid, the range was from 12 to 60,

consistent with the use of wall-functions.

Total # of |# of Grid Points in| # of Grid Points in Spanwise
Grid Points | Spanwise Plane Direction (half span)
Coarse Grid| 303 000 8 200 37
Fine Grid 1138 000 11 700 97

Table A 2: Grid point distribution used in [46].

-1.0 0.5 0.0 05 1.0 1.5 2.0

Figure A 6: Two-dimensional cross-section of multi-block grid used in [46] (every other grid point removed for
figure clarity).
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Computations of pitchwise-averaged loss coefficients on a plane perpendicular to the axial
direction (see Figure A 6 labeled x/1,,=1.5) were compared with experimental values. The
calculations conducted on the coarse grid gave a loss peak ~25% further up in the spanwise
direction and a larger loss core region (~25% span) compared to that obtained from
experiments (~20% span). The fine grid calculations captured the radial location of the loss

peak as well as the radial spread of the loss core.

Figure A 7 shows contours of local loss coefficient on the same axial plane used to obtain the

pitchwise-averaged loss. As is typical of RANS-based calculations [38], the loss levels were
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Figure A 7: Effect of grid density on predicted loss coefficient contours: a) experimental data, b) k-¢, coarse
grid (top), k-, fine grid (bottom), c) -, coarse grid (top), k-, fine grid (bottom)[46].
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over-estimated on both grids. However, the shape and extent of the loss cores obtained with

the fine grid were less diffusive and closer to those obtained experimentally.

Given the results discussed in the previous two sections, namely the requirement for grid
resolution down to the wall and a low cell stretching ratio, a computational grid of
approximately 10° cells is consistent with the requirements for high-fidelity heat transfer

simulations.

Al.1.4 Other General Heat Transfer Grid Generation Guidelines

General recommendations for heat transfer grid generation, based on the sources consulted,
are listed below. The recommendations provide a guideline for the generation of high-

fidelity heat transfer grids.

« A first cell non-dimensional wall distance (y") on the order of unity should be used [21,
33,43, 48, 61, 73].

o Given a maximum first cell non-dimensional wall distance (y+max <2), a low near-wall
cell stretching ratio is better than a reduced first cell y* value [46].

 Grid cell stretching values, especially in the high-gradient viscous regions, should be kept
between roughly 0.8 and 1.25 to ensure grid smoothness and numerical capture of near-
wall gradients [16, 33, 65].

+ Grids intended for heat transfer simulations should have on the order of 25-40 grid points
within the boundary layers [56].

* 50-100 grid points in the spanwise direction are recommended for half-span simulations
intended to accurately represent vortex cores and secondary flows [27, 46].

« Full span grids at least 1 to 2 million cells per blade row should be used for high-fidelity
simulation of secondary flow and heat transfer [23, 34, 46, 65].

 In addition to grid resolution and smoothness, grid cell orthogonality (low cell skewness),
particularly in the high cell aspect ratio near-wall regions, should be considered because

it accelerates solution convergence [46, 65].
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Al.2 Additional Grid Considerations for Current Study

Other important considerations for the current investigations were computational efficiency,
grid parametrization, and grid reusability. These additional constraints stemmed from the

fact that a number of three-dimensional simulations were planned.

It was mentioned in Appendix A1l that the geometric flexibility gained from fully
unstructured tetrahedral grids comes at the price of additional grid cells. Hexahedral
elements can tolerate much higher aspect ratios than tetrahedral elements before adversely
affecting the numerical solution because high aspect ratio directly translates into high
skewness for tetrahedral elements. Hexahedral elements are therefore better suited for the

efficient gridding of the boundary layers and faster solution convergence.

Rather than develop a new grid for every CFD case considered (approximately 1-2 weeks),
an approach was sought that would allow the development of a grid template for a generic
turbine rotor blade to which subsequent minor modifications could be made according to the
specific geometric characteristics of the blade in question. Such modifications would

typically be accomplished in days.

Al.3 Selection of Grid Type and Grid Generator

Highly orthogonal (low cell skewness) structured grids are known to yield less diffusive
solutions than unstructured grids [46]. Additionally, the higher tolerance of structured grids
to large aspect ratios results in fewer grid cells and hence faster convergence than with
unstructured schemes. A structured grid approach was thus adopted. Three types of single-
block structured grids are in routine use in turbomachinery CFD applications. Each has

strengths and weaknesses.

H-grids are relatively easy to generate, allow simple control of grid density, and allow for

easy imposition of periodicity. However, the leading and trailing edges are usually poorly
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represented and are often the sites of high skew elements which can cause large truncation

errors and even prevent solution convergence [52].

O-grids provide good resolution of the leading and trailing edges as well as the growing
boundary layer on the blade surface. Used on their own (i.e. not as part of a multi-block
arrangement) however, they result in highly skewed elements near the inlet, outlet, and

periodic boundaries, of turbomachinery computational volumes.

C-grids offer good leading edge and wake resolution by construction but become highly
skewed near the inlet and periodic boundaries. These grids are more appropriate for far-field

simulation of wings and airfoil sections.

To exploit the strengths of these single-block variations of structured grids while minimizing
their weaknesses, multi-block structured grids can be generated. The multi-block approach
capitalizes on the geometric flexibility of unstructured grids by utilizing an unstructured
volume decomposition followed by the structured gridding of the resulting blocks. A simple
example is the construction of an O-grid around the blade followed by an H-grid built around
the resulting “cylinder”. This scheme allows for good boundary layer resolution everywhere
around the blade and ensures low skewness levels at the inlet and outlet of the computational
domain as well as easy imposition of periodicity. More elaborate multi-block schemes can
be generated for situations in which high geometric fidelity is required. Based on their
known higher accuracy [46], and their ability to efficiently discretize near-wall regions, a

grid generator capable of generating hexahedral elements in a multi-block structured grid was

sought.

Grid quality, grid generation time, as well as grid reusability were all considerations during
the comparison of three grid generation packages (GridPro'®, Gridgen®"*, and TrueGrid®'").
All three were capable of generating high-quality multi-block structured grids consistent with

13 GridPro, Program Development Company LLC, 300 Hamilton Avenue, Suite 409, White Plains, NY 10601

' Gridgen®, Pointwise, Inc., 213 S. Jennings Ave., Fort Worth, Texas 76104-1107
"* TrueGrid®, XYZ Scientific Applications, Inc., 1324 Concannon Blvd., Livermore, CA 94550
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the requirements found in the literature. However, the level of automation and grid
reusability provided by the topology-based approach used in the GridPro grid generator was

determined to best satisfy the needs of the project.

A2 Turbulence Modeling Requirements and Selection of Turbulence Model

In recent years, Navier-Stokes solvers have been used to predict heat transfer in problems of
external convection, jet impingement, jets in cross-flows (for film cooling), and elaborate

internal convection cooling [28, 80] the first of which applies for the work presented here.

A literature survey was conducted to determine a suitable approach for the modeling of
turbulence in the turbine environment. The four-equation v’-f model (see Appendix B) was
chosen as best satisfying the needs of the project. During the survey, the v2-f model was
compared against several variants of the two-equation k-& and k-w models. Due to their
added computational cost and the fact that they have not yet been shown to be a consistently
superior approach, Reynolds Stress Models were not considered in the comparison.
Similarly DNS and LES did not constitute valid alternatives due to their prohibitively high
demand on computational resources. Most of the models compared were either directly

available in FLUENT 6 or could be implemented using User-Defined Functions [5].

With regards to turbine heat transfer, important phenomena include, (1) the formation and
evolution of secondary flows, (2) the near-wall behavior of turbulent quantities and their
relation to heat transfer, and (3) boundary layer transition. Models must be capable of

capturing these phenomena in situations involving compressible flows.

A2.1 Formation and Evolution of Secondary Flows

Secondary flows are responsible for the transport of hot fluid to locations such as the blade-
endwall junction, the endwalls within the passage and the near-hub suction side shoulder
[43]. The resulting combination of strong cross-flows and high-temperature fluid leads to

high heat transfer rates and surface temperature gradients in these regions [43, 80].
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The formation of the horseshoe vortex at the leading edge of a turbine blade cascade was
shown to be responsible for a tripling of the local hub Stanton number from that existing 5%
of a chord length upstream [43]. Such gradients in heat transfer coefficient result in localized
thermal loads at the leading edge-endwall junction. These experimental results were

obtained from a low speed (M, = 0.02), linear cascade at low inlet free-stream turbulence
(0.7%).

Based on this information, it was argued [43] that high-fidelity predictions of the flow field
associated with the horseshoe and passage vortices were necessary for the prediction of local
heat transfer distributions. The turbulence model should thus be capable of capturing the

leading edge horseshoe vortex roll-up.

The ability of three turbulence models to predict the location of the horseshoe vortex
formation was assessed from simulations for a nozzle guide vane cascade [43]. The models
compared were the v*-f and two versions of the realizable k-&, one with wall functions and

the other without (two-layer formulation). Figure A 8 shows previously obtained
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Figure A 8: Experimentally obtained horseshoe vortex rollup in vane stagnation plane [49].

experimental results for the horseshoe vortex roll-up at the leading edge of a vane cascade.

The results are presented as velocity vectors in a plane perpendicular to the vane at the
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stagnation location [49]. Figure A 9 shows the velocity vector distributions, on the same
plane as that used for the experimental results, obtained from calculations with the different

turbulence models.

U, =1

R & &

vane stagnation

vane stagnation

a) b)

vane stagnation

Figure A 9: CFD prediction of horseshoe vortex roll-up in vane stagnation plane using three different turbulence
models: a) RKE with wall functions, b) two-layer RKE, c) V£, [43]

Table A 3 shows that the two-layer realizable k-£ model and the v*-f model capture the

location of the leading edge vortex formation better than the standard realizable k-& model.
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Experiment Yo 18 vf 4o

(WF) | Difference | (2-layer) | Difference Difference
Spanwise (z/s) 0.015 0.016 6.7 0.016 6.7 0.016 6.7
Axial (x/¢) 0.083 0.05 -39.8 0.076 -8.4 0.088 6.0

Table A 3: Leading edge horseshoe vortex roll-up comparison using two RKE models and one v'-f turbulence
model.

The magnitude of the local velocities associated with the leading edge vortex represents the
strength of the leading edge vortex and its ability to carry hot freestream fluid to the blade-
endwall junction. As seen by comparing Figure A 8 and Figure A 9, better local velocity
agreement between the computations and the experiments was obtained with the vz-f and
two-layer realizable k-& models than with the standard realizable k-£ model. These results
suggest the use of turbulence models that employ grid resolution down to the wall, as
opposed to wall functions, for high-fidelity secondary flow predictions, consistent with the

findings of Appendix Al.

The effect of secondary flows on heat transfer coefficient distributions is not confined to the

near-leading edge region. Figure A 10 demonstrates the heat transfer coefficient distribution
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Figure A 10: Effect of secondary flows on rotor suction side Stanton number distribution (St x 1000) [43].
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obtained from computations with the v’-f'model on a linear cascade geometry [12]. As
indicated in the figure, there is a region of high Stanton number gradients associated with the
separation of the passage vortex past the suction side shoulder between the hub and 25%
span. Also captured in the simulation was the high heat transfer region at the suction side

shoulder resulting from the impingement of the pressure side leg of the horseshoe vortex.
A2.2 Near-Wall Modeling of Turbulent Quantities

It has been shown by a number of investigators that two-equation turbulence models over-
estimate leading edge heat transfer coefficients [33, 56, 63]. Over-estimations of nearly
100% for the standard k- @ model were obtained in [63]. Two versions of the &-¢ (Launder-
Sharma and Chien) and two versions of the &£-@ model (standard and transition version) were
also shown to over-estimate leading edge heat transfer by nearly 100% [56]. This
shortcoming of most two-equation turbulence models is commonly called the “stagnation

point anomaly” [8, 30].

The over-estimation is thought to be the result of too high a calculated level of turbulent
kinetic energy (TKE) production in the stagnation region [63]. In standard two-equation
models, the TKE production (see variable P in Appendix B) is dependent on the square of the
magnitude of the strain rate tensor. As the flow approaches the stagnation region of a turbine
blade, strain rates normal to the blade surface grow rapidly resulting in high levels of
estimated TKE production. Strain rates within turbine passages, away from the leading edge,
can also be large enough to cause the problem [63]. The root-cause of the issue is not the
presence of the leading edge but the strong dependence of the TKE production on local strain
rates [63].

To reduce estimated levels of TKE production, some investigators added a time-scale bound

in the definition of the eddy viscosity as

u,=C,pu'T EA 1
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where u”is the turbulent velocity scale, C . 1s amodel constant, p is the density of the fluid,

and T is the turbulent time scale [63]. The bound on the time scale is derived from the
condition that the eigenvalues of the Reynolds stress tensor should be non-negative. This

modification caps the production of TKE in standard two-equation models.

As seen in Figure A 11, in a heat transfer study on a high pressure turbine blade geometry,
the Stanton number predictions obtained with the time scale-bound turbulence models are
closer to the experimental measurements than those obtained with the standard (unmodified)
turbulence models. This was particularly so in the case of the time scale-bound 4-@ model
where the leading edge Stanton number was estimated to within 7% of the experimentally
obtained value. However, pressure side Stanton number levels near the leading edge were
still over-estimated by 40% for the modified &-£ and k-@ models and gradients in Stanton
number were not well captured in this region. In Figure A 11, the v’-f' model, which
incorporates similar upper bounds on the turbulent time scale in its standard formulation, is
shown to estimate the stagnation point Stanton number to within 20% of the experimental
value and to capture the changes in Stanton number away from the leading edge. This last
point is particularly noticeable on the suction side where the other models fail to capture the

dip in Stanton number.

The turbulent kinetic energy, £, is related to the turbulence intensity, Tu, as [63]

Tqu% EA2

vl

where ||U|| represents the magnitude of the local mean velocity. Figure A 12 shows
distributions of 7u throughout the blade passage for the 5 models considered in [63]. Both
time scale-bound models, as well as the v2-f model, predicted similar distributions of Tu
throughout the passage, consistent with experiments [66, 67]. The standard k- and k-&
models estimated an increase in Tu levels in the passage resulting in estimated TKE levels on
the order of 30 times those obtained with the time scale-bound and v2-f models. Given the

apparent link between over-estimated TKE levels and over-estimations in heat transfer
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coefficient, the results of [63] give support for the use of limiters on the TKE production

such as used in the modified two-equation and v*-f models.
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Figure A 11: Two-dimensional heat transfer comparison between experiments and predictions with standard
two-equation models, time-scale bound two-equation models, and the standard v’-f model on a VKI blade

geometry [63].

Also important in the modeling of near-wall flow physics is the simulation of the anisotropic
behavior of turbulent quantities in this region. The relative success of the vz—f model in
estimating the pitchwise-averaged Stanton number distribution on the vane endwall [43] was
attributed to this model’s ability to simulate turbulence anisotropy. As the flow approaches
an obstacle such as the leading edge of a turbine blade, models incorporating turbulence

anisotropy account for the presence of this obstacle by scaling (reducing) the eddy viscosity.
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Figure A 12: Effect of limiting TKE production on turbulence intensity distribution: a) standard k-£ model, b)
standard k- model, ¢) time scale-bound k-& model [63].

As seen in Appendix B, a reduction in eddy viscosity results in a reduced level of TKE
production which, as mentioned earlier, leads to lower estimated heat transfer coefficients.
Low Reynolds number variants of the k- model use an empirically determined damping

function in the eddy viscosity equation (EA 1) to account for this near-wall reduction in
turbulent viscosity. In the v’-fmodel, v? is a scalar velocity scale, tending to u,u, (the

average of the square of the wall-normal component of the fluctuating velocity) near any
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Figure A 12 (continued): Effect of limiting TKE production on turbulence intensity distribution: d) time scale-
bound k- model, €) v’-f model [63].

solid wall. This velocity scale provides an estimate of turbulence anisotropy near solid
boundaries. (In this thesis, the over-bar on the velocity scale, v, is not used when referring to
the v>-fmodel.) As seen in Figure A 13, the v’-f model is more effective at capturing the
lower rate of increase in endwall heat transfer in the early part of the passage compared with
both of the realizable k-£ models. Similar to the results obtained with the realizable k-&
models, the rate of increase in endwall heat transfer was shown to be over-estimated in

calculations employing the RNG (Renormalization Group) variant of the k-& model in [42].
A2.3 Simulation of Boundary Layer Transition
Boundary layer transition in high-pressure turbines generally occurs as bypass transition

during which turbulent spots are directly produced in the boundary layer by the influence of

freestream turbulence [62].

103



14 rrr

'] Expenment, Kang, el al. [5]
job=rmimvr- RKEwallfunction | o
DL AKE 2 ayor
—— V2F

caialeend

10}

|-l‘i i\lll‘l'illlill

o
T
|

o;lnlul:vtll'ﬁllllllll:lIll
0 0.1 0.2 03 04 0.5

Figure A 13: Comparison of various turbulence model in capturing rate of increase in pitchwise-averaged
endwall heat transfer: St x 1000 vs. Non-dimensional axial distance [43]

Since heat transfer coefficients can triple following transition [62], transition location as well
as pre- and post-transition heat transfer levels are important in the estimation of thermal loads
imposed on turbine blades. The v?'—f model, as implemented in FLUENT 6, does not include

an explicit transition model. Nevertheless, as illustrated in Figure A 14, in [43], the Vf
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Figure A 14: Comparison of midspan transition prediction using RKE and v*-f turbulence models [43]
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model provided a better estimate of the location of transition than the realizable k-& model.

Further, although the transition location was estimated too early within the blade passage, the

pre- and post-transition Stanton number levels were well recovered.

1000

St o=
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St x
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Flgure A 15: Stanton number distribution at various spanwise locations in a transonic turbine cascade using the
v’fmodel. The solid line and large dashes show results obtained on grids with 52 and 40 spanwise points
respectively with a turbulent boundary layer profile imposed on the endwalls at the inlet (8/C, =0.24, where *
is the boundary layer thickness and C, is the axial chord of the blade). The short dashes correspond to the

results obtained using the same inlet boundary layer velocity profile but with lower turbulence intensity
(uniform inlet Tu = 0.25%). The open circles represent measurements [48]
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Another piece of data is shown in Figure A 15. The v’-f model captured the location of
boundary layer transition on a transonic turbine cascade to within about 6% of the total non-

dimensional suction surface length [48].

In [59], an argument was made for the use of the v’-f model for turbomachinery flows in
which transition occurred based on LES results in [89], which suggested that the turbulence

fluctuation in the wall-normal direction played an important role in the evolution of

transition. This wall-normal turbulence fluctuation is the quantity modeled by v? in the vz—f

model.

In [56], the evolution of heat transfer through a subsonic cascade was found to be well
simulated by the standard k-, transition k- and Chien’s low Reynolds number k-& model
for the first 80% of the pressure surface length. However, as seen in Figure A 16, a sharp
increase in heat flux, not seen in the experiments, was estimated by the same three models in
the pressure side trailing edge region. Similar to results obtained in [63], on the suction side,
all three models failed to capture the laminar region and associated dip in heat flux
downstream of the suction surface stagnation region. The Launder-Sharma low Reynolds
number k-& model captured the laminar region but over-estimated the peak heat flux by about
100% following transition. This model also failed to recover post-transition heat flux levels,

the discrepancy between calculation and experiment being on the order of 25%.

As seen in Figure A 17, in the near-hub region, the SST k- model was shown to capture
both transition location and length but underestimate post-transition suction side Stanton
number levels by 26% [10]. Further off the endwall, at 25% span, the transition location was
also well captured but pre-transition Stanton numbers were under-estimated by 32%. At 50%
span, the model did not capture the sharp transition seen in the experiments and consistently
under-estimated the Stanton number values by about 20% to 35 %. As suggested in [20],
these under-estimations may be due to the use of an ad-hoc modification in the estimate for

TKE production.
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Figure A 16: Heat flux distributions obtained with various turbulence models in a two-dimensional rotor
simulation [56]

However, this ad-hoc modification was shown to successfully reduce stagnation region and
pressure side Stanton numbers to levels in closer agreement with experimental values as
depicted in Figure A 17 and Figure A 18. Therefore, neither of the SST k- models
employed in this study were capable of capturing the heat transfer levels throughout the

entire computational domain but rather, each performed better in a specific re gion.

In [61], three different low Reynolds number k-& models were used in simulations for two
nozzle guide vane geometries. Chien’s model was shown to fail in capturing transition
location and associated heat transfer coefficients. The Fan-Lakshminarayana-Barnett (FLB)

model captured the suction side transition location and length for both vanes. However the
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model failed to capture the gradual increase in heat transfer coefficient towards the pressure

side trailing edge. Instead a slow decrease in the first half of the passage followed by a sharp
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Figure A 17: Stanton number distribution obtained with the modified SST k-@ model at three spanwise
locations [33]

Figure A 18: Stanton number distributions obtained using the SST k- model in its un-modified (top) and
modified forms (bottom) [33].
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increase in the last 20-25% was predicted. For one of the vanes considered, as shown in
Figure A 19, the Lam-Bremhorst model was shown to predict earlier transition than the FLB
model on the suction side although it captured the gradual pressure side increase in heat
transfer accurately. Therefore, among the models investigated in [61], a consistently superior

choice was not apparent.
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Figure A 19: Two-dimensional nozzle guide vane heat transfer distribution obtained using three different low

Reynolds number k-¢£ models: CH = Chien model, LB = Lam-Bremhorst Model, FLB = Fan-Lakshminarayana-
Barnett model [61]

A2.4 Applicability for Compressible Flows

Since the cases considered in this project involve flows approaching sonic conditions, the
turbulence model employed should be applicable to compressible flows. Except for [43], all

studies compared in the literature survey were conducted in compressible flow situations.

Both [48] and [63] involved heat transfer studies using the vz-f model for flows well into the
transonic regime. The success of the v*-fmodel in capturing heat transfer levels in these flow
conditions was shown in Figure A 11 [63]. This is further illustrated by comparing endwall

heat transfer contours with those obtained from experiments in Figure A 20. Except for a
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small region near the pressure side leading edge, the Stanton number levels and contours

were well estimated [48].

Figure A 20: Stanton number contours obtained from a) computations with the v*-f turbulence model and b)
experiments in transonic flow conditions (St x 1000) [48]

A2.5 Conclusions Concerning Turbulence Model Selection

From the comparative studies, the v*-f turbulence model was deemed to best meet the needs
of the project. The model was shown to be generally superior to the other RANS-based
models considered in this study in capturing the relevant flow phenomena including
formation and evolution of secondary flow structures in regions susceptible to low durability,
near-wall anisotropic behavior of turbulence quantities and their relation to heat transfer
coefficient distributions, and boundary layer transition. Its applicability for compressible

flows was demonstrated by its capability to describe heat transfer and boundary layer
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transition in transonic simulations [48, 63]. The v*-f model, as implemented in FLUENT 6,

was therefore chosen for turbulence modeling in this project.

B. Equations and Constants for v2-f Turbulence Model
(as implemented in FLUENT 6[6, 8, 29, 64])

B1 Equations:

0 0 0 M, | Ok
(k) + () = P— pe+ 2 || p+ 2 | |4 s
() 2 ps+6x,[(y+ |2 }

1 J

0 0 C.,P-C,pse 0 u, | O¢
-~ s V= & & e | Ve S
2(p0)s 2pon) - CaL Lt 2 Ku ) ] g

2(,o;)+i(p;ui)= Pkf —py£+i{(u +&j£:| + Sy

ot Ox; k  Ox;

. 2 _0—7 557
f—L2a—f:(Cl—l)—/3————k—+C2£+ ks
ox’ T pk T

where
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T and L are turbulent time and length scales defined as,

T'= max{—liﬁ K] EA9
£ £
%
T = min T',—a— k EA10

%R %
L'=min = — EAll
¢ ‘3,287
BV
L =C, max L',C,](—j EA12
&

where v = (% ) is the kinematic viscosity.

a,C,C,C,,C,',C,,C,,C,,C, are model constant. o, and o, are the turbulent Prandtl

numbers for kand ¢ respectively and S,,S,,5,S, are optional user-defined source terms.
B2 Constants (default values):

a=06, C,=14, C,=03, C,, =14, C,,=19, C, =70

C#=0.22, €, =023, o, =1, 0,=13, Cgl'=C51(1+0‘045 %J
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C.  CFD Solution Process and Case Convergence

All simulations were performed assuming steady conditions. To accelerate case convergence
and dampen unsteady effects, an implicit scheme with the default multigrid and under-
relaxation parameters was used. The calculations were performed with second-order spatial

accuracy.

To alleviate convergence difficulties, three-dimensional cases were initialized and allowed to
do 1500 iterations at one quarter of the full wheel speed. During this time a value of 1 was
used for the Courant number. Although steady calculations were conducted, an internal time
step is used in FLUENT to “march” the solution to convergence. The Courant number
controls the size of the time-step taken in every iteration of the calculation. A high value
results in longer iterations but faster solution convergence. However, early in the solution
process, when gradients can be large, a lower value for the Courant number is recommended
to prevent solution divergence. A value of 1 was found to be a good starting point for both

two- and three-dimensional cases.

After the first 1500 iterations, wheel speed and Courant number changes were made in the

three-dimensional cases according to the schedule in Table C 1.

In most cases, the Courant number was kept constant at 5 until solution convergence. In the
rare event of residual stagnation during solution convergence, a further increase in Courant

number to as high as 8 was made in an attempt to further decrease the residuals.

Iteration Range Wheel Speed | Courant Number
1500 — 2000 50% 2
2000 —2100 75% 3
2100 —2200 100% 4
2200 + 100% 5

Table C 1: Three-dimensional CFD wheel speed and Courant number schedule.
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For the two-dimensional cases, convergence difficulties were rarely encountered and the full
wheel speed, translational in this case, could be used from the start with a similar ramping
procedure for the Courant number as used in the three-dimensional cases. Between 2500 and

3000 iterations, the Courant number was further increased to 8 until solution convergence.

FLUENT’s solution residuals were monitored for case convergence. In three dimensions,
when using the v* -f turbulence model, the following nine residuals are monitored: continuity,
x-velocity, y-velocity, z-velocity, energy, turbulent kinetic energy (k), turbulent kinetic
energy dissipation rate (&), velocity variance scale (v°), and the elliptic relaxation function (f).
Inlet and outlet mass flows, total heat transfer to the blade, and heat transfer at spanwise cuts

at 10%, 50%, and 90% span were also monitored for solution convergence.
Three-dimensional cases were stopped when all of the following conditions were met:

« All residuals less than 10~.

» Average mass flow difference from inlet to outlet (including cavity if applicable) less
than 0.1% of inlet mass flow.

« Maximum inlet mass flow oscillations less than 0.1% of steady value.

« Maximum exit mass flow oscillations less than 0.5% of steady value.

« Maximum total heat transfer to blade oscillations less than 2% of steady value.

« Maximum heat transfer oscillations at 50% and 90% span less than 2% of steady

value.

Requiring maximum heat transfer oscillations to be less than 2% the steady value at 10%
span was impossible in 6 of a total of 16 calculations conducted during this project. The
steady value was defined as the mean value of the signal monitored during the last 1000

Iterations.

114



D. Effect of Turbulence Intensity on Blade Heat Transfer

To explain heat transfer differences between the three blades, several local quantities were
monitored at three locations in the midspan simulations. The locations of interest, shown
schematically in Figure D 1 were S/ARC = - 0.4 on the pressure side, S/ARC = 0.4, and
S/ARC = 0.72 on the suction side. The quantities monitored included the local isentropic
Mach number to assess effects of compressibility [75], shear stress and local skin friction

coefficient to test the trends against the analogy between skin friction and heat transfer, the
heat transfer driving temperature difference, (T P W) , and the boundary layer turbulence

intensity (Figure D 2). The last is included because of its absence in the skin friction analogy

and its apparent heat transfer enhancing effect reported in previous studies [9-11, 85].
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Figure D 1: Blade locations for two-dimensional heat transfer comparison.

As seen in Figure D 2 and Table D 1, at the three locations of interest, only the blade-to-
blade trends in near wall turbulence intensity were consistent with the heat transfer
differences. Normalized shear stress and normalized heat flux were obtained by dividing by
the vane inlet dynamic head and inlet energy flux respectively. The actual values are

irrelevant here; the trends were the objective.
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Figure D 2: Two-dimensional, near-wall turbulence intensity distributions at 50% span: a) S/ARC = -0.4, b)
S/ARC = 0.4, ¢) S/ARC = 0.72.

To verify the observed impact of turbulence intensity on heat transfer, additional midspan

calculations at different rotor inlet turbulence intensities were conducted and compared

against the nominal cases and past flat plate experimental work

In Figure D 3, the heat transfer results of a calculation using 10% inlet turbulence intensity

are compared with those obtained using the nominal value of 2.35%. As seen in the figure,

the heat transfer effect of such a change is considerable particularly in the stagnation region

and on the pressure side. The heat transfer increase is less prominent on the suction side

1
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which is consistent with the previously observed attenuating effect of flow acceleration on

turbulence intensity in the three-dimensional stator calculations.

Normalized Normalized Driving | Normalized
Shear i l(f]:m) M;, Temperature Heat Flux
Stress Difference (x 1000)
S/ARC =-0.4
Blade 1 0.0119 8.343 0.21 0.2437 0.955
Blade 2 0.0127 8222 | 0.22 0.2441 1.031
Blade 3 0.0107 8.825 0.19 0.2437 0.882
Correlation + - i NONE
S/ARC = 0.4
Blade 1 0.0729 4410 | 0.88 0.2364 1.375
Blade 2 0.0660 4560 | 0.79 0.2383 1.465
Blade 3 0.0786 4.140 1.03 0.2339 1.150
Correlation — " - o
S/ARC =0.72
Blade 1 0.0731 3.795 1.05 0.2339 1.391
Blade 2 0.0746 3.920 1.03 0.2347 1.375
Blade 3 0.0660 3.640 1.03 0.2342 1.517
Correlation - - NONE NONE

Table D 1: Trends in quantities monitored for interpretation of two-dimensional heat transfer results.

The impact of turbulence intensity on heat transfer was verified against experimental results.
The experiment is described in [10] and the results are plotted in Figure D 4. The flat plate
transition location was shown to shift upstream with increasing turbulence intensity. Two-
dimensional midspan cases were performed at inlet turbulence intensities of 2.1%, 3.0% and
6.1%. Due to convergence difficulties at inlet turbulence intensities lower than 2%, not all of
the cases in [10] could be replicated in the two-dimensional blade calculations'®. Figure D 5
shows the results obtained on the suction side. The pressure side results are not shown since
transition always occurred at the leading edge independent of the level of turbulence
intensity. This was due to the presence of a small separation bubble near the leading edge

after which the flow reattached in a turbulent state.

16 Inlet turbulence intensity is quoted using the relative inlet velocity in the denominator of E 2.2.
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Figure D 3: Effect of inlet turbulence intensity on two-dimensional, 50% span heat transfer.

In Figure D 5, in agreement with Blair’s findings in [10], the transition was predicted to
occur further upstream and less sharply with increasing inlet turbulence intensity. Good
agreement for the transition location as well as pre- and post-transition heat transfer was

obtained at 2% turbulence intensity, despite the differences in geometry. Note that the V-f

O Tu=0.25%
A Tu=1%
O Tu=2%
O Tu=4%
V Tu=6%

Figure D 4: Effect of turbulence intensity on flat plate heat transfer and transition location [10].
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model does not incorporate any transition model but mimicked the phenomenon accurately.
Transition was not observed in the nominal MHI cases described earlier since an inlet
turbulence intensity based on absolute velocity of 2.35% corresponds to an equivalent value

based on relative velocity of 6.3%.

Stanton Number vs. Reynolds Number

! T T T T Tu =21%

. Tu =30%

—— Tu =62%
Laminar Flat Plate

— Turbulent Flat Plate |

Stx 102

10°

10° 10° 10° 10°
Rex

Figure D 5: Effect of freestream turbulence on calculated, 50% span, two-dimensional, suction side heat
transfer.

Given this agreement with experimental data in both trends and actual values, the trends
observed in the three nominal cases were deemed representative and turbulence intensity was

concluded to be a major player in the determination of heat loads on turbine geometries.

E.  Calculation of Convection Boundary Conditions

El Comparison of Available Methods

This section describes and provides a motivation for the approach used to obtain the heat
transfer coefficient throughout this thesis. The preferred approach in the case of a turbine

blade with internal cooling is the solution of the conjugate heat transfer problem in which the
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external convection, including film cooling, internal convection, and solid conduction
problems are solved simultaneously. However, the computational cost of such an approach

was deemed impractical for the purposes of this project.

An alternative approach is the so-called 2-Calculation method. This approach, as the name
implies, is based on two CFD simulations, one with the domain boundaries assumed
adiabatic and the other with them assumed isothermal. The output of this approach is a
distribution of heat transfer coefficient and equivalent free-stream temperature which,
combined with equivalent internal convection cooling conditions, provide the necessary

boundary values for the thermal problem in the blade continuum.

The motivation behind the 2-Calculation approach can be illustrated as in [88] and included
here for reference. Starting from the second Crocco-Busemann energy integral (for Pr=1,

dp/dx = 0) for compressible boundary layers,

U? U
H=h+=—=h,+(H,~h,)— EE 1
2 U,
In EE 1, H represents the total enthalpy. If we let,
h=c,T + const EE 2
EE 1 becomes
U2 2
T=T, +|T +—-T, |———— EE 3
2¢c, U, 2,
but,
U2
I +——=T, EE 4
2c
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where the subscript “aw” refers to adiabatic-wall conditions. EE 3 can thus be rewritten as,

u2

T=T,+(T, —T)———2— EE 5
C

e

Invoking the assumption of a Newtonian fluid, differentiation of EE 5 allows us to relate the

heat flux and the skin friction as,

6y

Ueﬂw

or, in terms of Stanton number, St and heat transfer coefficient, 4;,

C h
S, = L =L - EE 7

EE 7 is a form of the Reynolds Analogy and shows that the wall heat flux is governed by the
adiabatic wall temperature. It is strictly valid for zero pressure gradient and P, = 1 but, as
stated in [88] is a good approximation for gases under both laminar and turbulent arbitrary
conditions, particularly if the exponent on the Prandtl number, P,, is changed from unity to
2/3. In the context of the approach for heat transfer, 7, and g,, would be obtained from
adiabatic and isothermal calculations respectively. Assuming that the flow field remains
approximately the same for the two calculations, the heat transfer coefficient can then be
calculated. The blade surface pressure distributions at mid-span plotted in Figure E 1 are for

two such calculations.

For the analysis of many blades, a method employing only one calculation to obtain the wall
heat flux, ¢, and a good approximation to the adiabatic wall temperature, 75, would be
advantageous. This can be accomplished by using an approach similar to that used in [35]

starting with the empirical expression for adiabatic wall temperature,
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T =T + ¢ EE 8

where the recovery factor, , varies slightly with the Prandtl number as [88]

= PA EE 9

This method, referred to as the Recovery Factor method, was compared against the 2-
Calculation method on Blade 1 and the mid-span results are shown in Figure E 2. Given the

level of agreement between the two approaches, the Recovery Factor method was used for

07 Coefficient of Pressure - 50% span
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Figure E 1: Two-dimensional pressure distribution with isothermal and adiabatic wall conditions at 50% span.

the generation of all MHI heat transfer coefficient plots in this thesis. The application details

for the Recovery Factor Method (RFM) are given in the next section.
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E2 Impact of Choice of Recovery Factor Method

In the previous section, the case was made for the use of the adiabatic wall temperature as the

heat transfer driving temperature and 50% span calculations showed the RFM to be a good

approach to approximate it. This section deals with the impact of using the RFM to

approximate the adiabatic wall temperature every along the blade’s span.
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Figure E 2: Two-dimensional heat transfer coefficient comparison using Recovery Factor Method and 2-

Calculation Method at 50% span.
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In this thesis, the adiabatic wall temperature was estimated from an isothermal calculation as

follows. Starting with EE 8 repeated here as,

U2
I gl e
2cp

the freestream temperature, 7, can be written as,
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U2
7;=TT—2; EE 11

The freestream velocity, U,, in EE 11 can be expressed in terms of isentropic Mach number

and freestream temperature as,

U, =M RTy EE 12

Another expression for the freestream temperature is,

T, = I
¢ (1+(7/_1)M2J EE 13
2 is

Combining EE 10 through EE 13, the final expression for the adiabatic wall temperature

becomes,

2
T =T 1+(r_1) M, EE 14

I (1+(7—1)M.2)
2

is

where the isentropic Mach number is calculated as,

-1 |—= EE 15

and the recovery factor, 7, as in EE 9.

The above procedure was performed to obtain the adiabatic wall temperature at every point

on the blade using the inlet relative total temperature and pressure in EE 14 and EE 15.
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Since the inlet relative total quantities varied in the radial direction, the values used at any
particular point on the blade was determined as the circumferentially-averaged value existing
at the same spanwise location as the point under consideration. This assumption obviously

neglects any effects of temperature redistribution and secondary flows.

As shown in Figure E 3 a) and c), due to the presence of secondary flows, the error in the
estimation of the adiabatic wall temperature is considerable away from midspan. However,
while making an error in 7y, a compensating error is also made in the estimation of the heat

transfer coefficient as,

h:(—T—‘q:;'—)‘ FE 16

The goal is to define the difference in heat flux supplied to the FEM thermal model compared
to that which would be supplied using the 2-Calculation method. The heat flux to the
thermal model is not only dependent on the convection conditions obtained from the CFD but
on the local wall temperature attained at any point in the thermal solution. To provide a

worst case for the error bounding, the difference in heat flux was calculated as,

(qRFM B q2—Calc) _ hRFM (TaWRFM B TWANSYS )

-1 EE 17
93 cac Ry cae (T aw TWANSYS )

over the range of surface temperatures observed in the nominal Blade 1 thermal solution,
0.46 to 0.72 of the vane inlet mass-averaged total temperature. Values for the RMS and

worst errors at 7 spanwise locations are listed in Table E 1.

The RMS error incurred in using the Recovery Factor Method is always lower than 11%.
Given that the life-limiting region was actually one of the hotter regions in the structural
model, the errors potentially affecting the life estimation are more likely to be closer to those
shown in the right hand side of the table which, at least for the RMS, are lower than those

incurred in the colder regions.
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At 5% span, the lower boundary of the defined life-limiting region, the maximum difference
reported in Table E 1 was actually located on the trailing edge circle, a location where the
CFD data was not mapped due to the presence of the cooling slot here. At 10% span, the
worst errors occurred at S/ARC = 0.633 which corresponds to the location where the passage
vortex crosses the 10% span line and begins to bring warmer fluid onto the suction side. The
worst error in this case was likely due to small calculation-to-calculation differences in the

predicted path of the vortex.
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Figure E 3: Comparison of actual adiabatic wall temperature and that estimated using the Recovery Factor
Method: a) 10% span, b) 50% span, c¢) 90% span.
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Percent Error in Heat Flux to ANSYS Model
. Low Wall High Wall
Location Temperature (0.46) Temperature (0.72)
RMS Worst RMS Worst
5% span 5.9 15.4 4.8 -10.5
10% span 7.0 -14.3 4.3 14.7
25% span 8.5 -19.9 7.2 18.2
50% span 1.2 -2.4 0.7 1.4
75% span 4.0 -10.1 2.6 7.1
90% span 7.1 14.7 4.1 -8.3
95% span 11.0 21.8 6.6 -12.4

Table E 1: Heat flux errors (in percent) incurred in using the Recovery Factor Method versus the 2-Calculation
Method to provide boundary conditions to the thermal-structural analyses.

In conclusion, based on the low dependence of life calculations on external heat transfer
conditions, the Recovery Factor Method was deemed to have been sufficient for the needs of

the project.

F.  Adjustment of Driving Temperature for Film and Showerhead

Cooling

To maintain blade metal temperatures below the allowable maximum in the thermal-
structural calculations, as in the real blade, film and showerhead cooling were necessary. As
mentioned earlier, film and showerhead cooling were not part of the CFD simulations.
Instead, the effects of these cooling schemes were incorporated into the thermal boundary
condition file provided to the thermal-structural analyses via a change in heat transfer driving
temperature. The temperature modification was accomplished in both cases through the use

of a film cooling effectiveness defined as,

r,-1,)
U—M EF 1

where T,, the recovery temperature, was approximated by what is called the adiabatic wall

temperature in this thesis and 7 is the coolant temperature. 7,ris the recovery temperature
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with film cooling and no other type of cooling present and is the modified heat transfer

driving temperature supplied to the thermal-structural calculations.

F1 Trailing Edge Film Cooling

As shown in Figure F 1, the MHI blades have four inclined (streamwise and spanwise)
cooling holes in the trailing edge pressure side region. During preliminary thermal-structural
calculations without cooling, this region was the site of maximum metal temperature over the

allowable limit. Film cooling was required to lower this temperature below allowable limits.

Given that the film cooling hole pitch was approximately 2.5 hole diameters in the
streamwise direction, that the holes were angled in the spanwise and streamwise directions,
and that the external flow had an important spanwise component in this region (1:4 spanwise
to streamwise ratio of velocities), the assumption was made that there was no interaction
between the cooling holes. Each cooling hole was thus assumed responsible for cooling a
patch of metal of width equal to the streamwise pitch and length equal to the distance

between the edge of the cooling hole and the blade tip.

Figure F 1: Trailing edge pressure side near-tip film cooling configuration.

Experimental data were found in [72] for single hole angled injection from a flat plate at
various blowing and density ratios. In the trailing edge pressure side region, the blade
surface geometry approaches that of a flat plate. The data in [72] consisted of film cooling

effectiveness variations with streamwise and pitchwise distance from the hole center. For
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our configuration, since the length of the cooled patch was relatively short (1.25 hole
diameters from edge of hole to tip), an area-average of the film effectiveness data in [72] at
typical blowing and density ratios (0.5 and 1.0 respectively) was constructed by averageing
the pitchwise variation in effectiveness at one streamwise location x/D = 1.25 shown in
Figure F 2. A more realistic blowing ratio of 1.8 was assumed for the MHI cases and the
effectiveness result scaled to yield a final average film cooling effectiveness estimate of
0.374. The coolant temperature used in setting the modified recovery temperature, 7,4, in

EF 1 was assumed as that of the coolant inside the cooling passages in the tip region.
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Figure F 2: Single hole angled injection, flat plate film cooling effectiveness distribution as a function of
pitchwise distance from center of cooling hole (Blowing Ratio =, Density Ratio =, Streamwise Distance = 1.25
hole diameters) [72].

The modified recovery temperature in this region was successful in reducing the near-tip

pressure side trailing edge metal temperature below the allowable maximum.
F2 Tip Film Cooling
On the blade tip, shown in Figure F 3, the heat transfer driving temperature obtained from the

three-dimensional CFD calculations was only used in the region upstream of the leading edge

cooling passage exit. Between the exits of leading edge midbody cooling passages, a

129



constant temperature equal to that of the coolant exiting the leading edge passage was used.
Downstream of the midbody passage exit, the coolant temperature exiting that passage was

used. This choice of temperature was supported by the following points:

+ Though not modeled in the CFD analyses, the actual blades have a “crown” around the
tip. As shown in Figure F 3, the only portion of this “crown” open to the main gas path is
on the pressure side near the trailing edge where the spanwise-inclined film cooling is
implemented.

« Modeling errors can be tolerated in the tip region since it is far from the identified low-

durability region.

Figure F 3: Tip crown and internal cooling passage outlets.

This tip cooling arrangement reduced the blade tip metal temperature to below the allowable
maximum. Coupled with the pressure side film cooling, the tip film cooling shifted the
highest metal temperature to the blade leading edge for which showerhead cooling was

included as described next.

F3 Leading Edge Showerhead Cooling

For the showerhead cooling scheme, very few past experimental studies were found with a
cooling scheme similar to the one used in the MHI blades. An estimate for the film cooling

effectiveness, 17, was obtained from experiments conducted with five cooling rows at the
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leading edge of a cylinder in [69]. As shown in Figure F 4, the MHI blades have three rows

of inclined cylindrical holes at the rotor leading edge.

Figure F 4: Leading edge showerhead cooling configuration.

In [69], plots of spanwise-averaged cylindrical hole showerhead cooling effectiveness
showed that this quantity did not depend strongly on the blowing and momentum ratios, ¥
and /, when these two values were above 1.0 and 0.6 respectively. Estimated values for /¥
and I for the MHI blades were in the ranges of 1.4 to 2.62 and 1.0 to 4.0 respectively. The
effectiveness was therefore not scaled with regards to these parameters. The leading edge
passage coolant temperature was provided at three spanwise locations by MHL. The coolant
temperature variation in the spanwise direction was taken into account in EF 1 by assuming a

linear coolant temperature variation between these three locations.

A stepwise distribution of effectiveness as a function of distance from leading edge was
generated based on the experiments mentioned above. Since the experiments did not
consider locations more than 14 hole diameters downstream, the latter portion of the

distribution was assumed and made to smoothly decrease to nil at 23 hole diameters from the
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Figure F 5: Showerhead film cooling effectiveness distribution.

leading edge. The distribution is shown in Figure F 5. The resulting heat transfer driving
temperature distribution compared with that without film and showerhead cooling is shown
in Figure F 6. The maximum metal temperature at the leading edge was reduced to below the
allowable maximum using this cooling scheme. The addition of cooling at the leading edge,
tip and pressure side trailing edge was successful in reducing blade metal temperatures below

the allowable maximum.

a) b)

Figure F 6: Heat transfer driving temperature: a) with film and showerhead cooling, b) without cooling.

G. Grid Convergence Study

To study the impact of finite grid resolution on the heat transfer and life calculations, a
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refined grid was generated for the nominal blade. In the interests of maintaining
computational efficiency while capturing the potential impact of grid resolution on blade life,
the grid refinement was localized in the near-hub region. Specifically, the number of
spanwise cells was doubled between 0 and 10% span. The resulting grid was identical in
topology to the original but with the total number of cells increased from 1.5 million to 2.1

million.

Figure G 1: Blade 1 suction side heat transfer coefficient with nominal (top) and refined (bottom) grid.

Figure G 1 shows the heat transfer coefficient distribution for both the nominal and refined
grid on the suction side of the nominal blade. The vortex structures described in Chapter 3
were captured on both grids. The refined grid estimated the changes in heat transfer
coefficient in the first 10% span more sharply, particularly where the fillet met the blade. At
10% span, the hot spot below the vortex attachment line was predicted thinner with the
refined grid.
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A more detailed look at the heat transfer distribution in Figure G 2 shows maximum

differences in heat transfer coefficient at 5% span of 45% at S/ARC = 0.4 and 20% in the
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Figure G 2: Three-dimensional heat transfer results on nominal and refined grid: a) 5% span, b) 10% span, c)
25% span.

trailing edge region. Although apparently large, these differences were not expected to affect
the life calculations since the differences in heat transfer coefficient are restricted to a very
small region where the fillet interfaced with the rest of the blade creating a sharp corner.
Such a corner would not exist if the actual fillet geometry had been modeled rather than the

straight fillet approximation used in this thesis. Additionally, the FEM model’s moderate
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level of resolution required for the probabilistic simulations was not likely to capture these

localized differences.

More relevant to life are the differences at 10% span. Here, the blade surface was not
affected by unrealistically sharp corners. The largest difference in heat transfer coefficient of
10% at 10% span is located on the suction side in the life-limiting region and is a result of the
smaller estimated hot spot in this region with the refined grid. On the pressure side, very
good agreement was obtained between the two grids. Given the results presented in Chapters
3 and 4, the 10% difference on the suction side was not expected to have an appreciable
impact on the life calculations. At 25% span, the heat transfer differences between the

calculations were less than 5% everywhere.

Convection boundary conditions were constructed with the data from the calculation on the
refined grid and used in an additional deterministic thermal-structural analysis. The stress
and strain distributions were very similar to those obtained using the nominal CFD results
and a decrease of 0.04% in average equivalent stress was reported. The average equivalent
strain in the case with refined grid was reduced by 0.65% from nominal resulting in an
increase in life of 1.4%. Given the observed differences in life between the three nominal
blades and the apparent low sensitivity of life to the external thermal boundary conditions,
CFD grid resolution is deemed to have had no impact on the conclusions from the life

calculations. The nominal grid was thus satisfactory for the intended purposes of this study.

H. Additional Three-Dimensional Case Studies

H1 Effect of Root Fillet Geometry

H1.1 Description of Study

The shape of the root fillet was shown to have an impact on secondary flows and their

associated losses in a turbine vane passage in [74, 91]. An investigation of the effect of the

root fillet geometry on heat transfer was thus carried out.
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To approximate the fillet, a straight 45° wedge of side equal to the actual fillet radius was
generated at the blade’s base. The generation of this baseline fillet geometry was described
in Section 2.4.1. An additional fillet geometry was generated which approximated MHI’s
round fillet with a curved fillet constructed to merge smoothly with the blade surface as
opposed to the sharp edge formed in the straight fillet configuration. To assess the impact of
the root fillet, irrespective of shape, a third blade geometry was generated with no root fillet.
The three fillet geometries investigated are shown in Figure H 1 near the suction side

shoulder.

a) b) c)

Figure H 1: Fillet geometries (on suction side) compared for effect on heat transfer and life: a) no fillet, b)
curved fillet, ¢) straight fillet (default)

The actual fillet geometry for Blade 1 is shown in Figure H 2. A similar view of Blade 1
with the straight fillet geometry created in MATLAB is shown in Figure H 3.

The results of the study confirmed that, insofar as its effect on external heat transfer was

concerned, the root fillet geometry had a negligible impact on blade life'”.

H1.2 Overall Heat Transfer Comparison

The flow features in this case study’s simulations were very similar. The impact of the root

fillet geometry on the development of secondary flows reported in [74, 91] was not observed

'” The reader is cautioned that very different conclusions would likely have resulted here should the various

fillet geometries have been modeled in the FEM simulations.
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due to the leading edge fillet modifications brought about by the proximity of the cavity here.
The modifications resulted in negligible differences in blade-hub interface geometry between

the three cases.

Figure H 2: Actual Blade 1 fillet geometry.

Figure H 3: Straight fillet configuration used in nominal calculations.

On the pressure side, heat transfer differences were confined to the first 5% span. As shown
in Figure H 4 a), at 2.5% span, heat transfer was consistently lower for the case without fillet
due to spanwise flow impinging on the filleted geometries at this location, increasing heat

transfer.

On the suction side, all three simulations predicted a zone of low heat transfer where a low
temperature streak convected from the leading edge was pushed spanwise by the incoming
passage vortex. In the case with fillets, this streak was smeared spanwise resulting in a

delayed and less pronounced low heat transfer peak near S/ARC = 0.4 in Figure H 4 a) and

b). The decrease in heat transfer associated with the spanwise migration of the colder hub
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Figure H 4: Effect of root fillet on heat transfer: a) 2.5% span, b) 5% span, ¢) 25% span.

flow and the passage vortex detachment line was predicted sharper and confined to a smaller

region in the case without fillet. Higher spanwise, the vortex structure and its associated

cooler flow was ramped up further on the suction side in the case with fillets, the extent of

which was larger in the case of the larger straight fillet. This effect is shown in Figure H 4 c)

and Figure H 5.

In summary, the flow structures in all three cases were very similar. The blade heat transfer

was affected by the root fillet’s ability to spread out colder hub flow on the suction side and
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exacerbate the passage vortex migration in the spanwise direction. Above 25% span, the root

fillet geometry had no impact on external heat transfer.
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Figure H 5: Three-dimensional suction side heat flux patterns for various fillet geometries (blades shown from 0
to 25% span): a) no fillet, b) curved fillet, c) straight fillet

H1.3 Heat Transfer Comparison in Life-Limiting Region

In the life-limiting region, maximum pressure side differences between the case with straight
fillet and that without are 7.4% and 5% at 5% and 10% span respectively. On the suction
side, due to differences in the vortex migration path, the maximum differences are 15.3% and
5.5% at 5% and 10% span respectively. Maximum pressure side differences between the
case with straight fillet and that with curved fillet were of 4.5% and 4.3% at 5% and 10%
span respectively. On the suction side, the maximum differences were 1 1% and 3.6% at 5%

and 10% span respectively.
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H1.4 Effect of Root Fillet Geometry on Blade Life

Since only minor differences in heat transfer were observed in the life-limiting region, only
quantitative differences in thermal-structural results are presented in Table H 1'%, The
negligible differences in stress, strain, and blade life are consistent with the minor heat
transfer differences. The root fillet geometry, insofar as its effect on external heat transfer is

concerned, was thus concluded to have a negligible impact on blade life.

% Difference in % Difference in % Difference in
Average Equivalent | Average Equivalent Estimated Blade
Stress Strain Life
No Fillet 0.05 0.09 -0.2
Curved Fillet 0.02 -0.17 0.3

Table H 1: Effect of root fillet geometry on results of thermal-structural calculations.

H2  Effect of Inlet Boundary Layer Without Seal Cavity

H2.1 Description of Study

Endwall boundary layers were not included in the nominal MHI inlet profile. To estimate the
heat transfer and life impact of the inlet boundary layer, an additional profile was generated
based on the nominal inlet profile and the results of a simulation conducted on the MHI
stator. The stator exit circumferentially-averaged total pressure profile was extracted and the
near-wall portions were used in generating the new rotor inlet profile. The edges of the
boundary layer were determined to be at 6.7% span at the hub and 97.9% span at the casing.
Radial equilibrium was maintained in the generation of the new profile. In the freestream
region, the total pressure was scaled from the nominal profile values to maintain the same
total mass flow to the rotor. The total temperature was maintained as in the nominal profile.
To isolate the impact of inlet boundary layers on blade heat transfer, the simulations in this

study did not include the seal cavity.

'® The percentage differences are quoted with respect to the baseline straight fillet geometry.
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The inlet boundary layers were found to strengthen secondary flows, increase suction side
impingement heat transfer, shift the path of the passage vortex further up on the suction side,

and decrease life by 2%.

H2.2 Overall Heat Transfer Comparison

As shown in Table H 2, due to thicker boundary layers and associated larger horseshoe
vortex at the blade leading edge, the addition of an inlet boundary layer increased the leading
edge peak heat transfer from 5% to 25% span.

On the pressure side, as shown in Figure H 6 a) and b), the computed near-hub heat transfer
was higher with boundary layer due to stronger secondary flows entraining hot flow from
midspan down the pressure side towards the hub. Figure H 6 c¢) and d) show that further

outboard, pressure side heat transfer was not affected by the presence of boundary layers.

Spanwise | Difference in Leading Edge
Location Peak Heat Transfer
5% span 1.7%

10% span 2.9%

25% span 1.5%

Table H 2: Effect of inlet boundary layer without seal cavity on leading edge peak heat transfer.

On the suction side, differences greater than 100% were estimated at 5% and 10% span near
S/ARC = 0.5 due to the stronger secondary flows with boundary layer. The pressure side to
suction side flow migration occurs further upstream with boundary layer and its impact on
suction side heat transfer is shown in Figure H 7. As seen in Figure H 7, with boundary
layers, the stronger vortex lifted further off the hub and pulled hot midspan flow to impinge
on the suction side in the trailing edge region. The increased spanwise shifting of the vortex
attachment-detachment line is responsible for the 30% difference in heat transfer at 25%

span. At 50% span, the endwall boundary layers had a negligible effect on heat transfer.
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Figure H 6: Effect of inlet boundary layers without seal cavity on heat transfer: a) 5% span, b) 10% span, c)
25% span, d) 50% span.

Above midspan, similar flow features as observed in the lower half of the passage were
responsible for the heat transfer differences. Near the casing, a stronger pressure side to
suction side flow migration was predicted in the case with boundary layers, postponing the
formation of the tip vortex. As shown in Figure H 8 upon impinging on the suction side, the

migrating flow was responsible for setting up high heat loads in the tip region.
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Figure H 7: Three-dimensional heat flux contours showing impact of flow impingement on suction side heat
transfer (blades shown from 0 to 25% span): a) without boundary layers, b) with boundary layers.
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Figure H 8: Three-dimensional heat flux contours showing impact of flow impingement on near-tip suction side
heat transfer (blades shown from 75% to 100% span): a) without boundary layer, b) with boundary layer.

H2.3 Heat Transfer Comparison in Life-Limiting Region

In the life-limiting region, on the suction side, the effect of inlet boundary layers was to
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increase the heat transfer from the case without boundary layers by 17% at 10% span due to
the impingement of higher temperature flow brought to the suction side by the stronger
passage vortex. At 5% span, on the suction side, the heat transfer was estimated 6.7% lower
than without boundary layer because the location of trailing edge heat transfer augmentation
by impingement is lower spanwise in the case without boundary layers. On the pressure side

the heat transfer was estimated higher by 4.5% and 3.8% at 5% and 10% span respectively.

In summary, the addition of inlet boundary layers to the case without seal cavity resulted in
stronger secondary flows, higher impingement heat transfer near the suction side shoulder,
and spanwise shifting in the path of the passage vortex on the suction side. This shifting
resulted in increased heat transfer to the upper part of the life limiting region but decreased

heat transfer closer to the hub.

H2.4 Effect of Inlet Boundary Layer without Seal Cavity on Blade Life

The metal temperature distribution for both cases considered in this study are shown in
Figure H 9. The higher spanwise path of the vortex detachment-attachment line had an effect
on the thermal calculations as seen in Figure H 9 b). The life-limiting region remained a hot

spot in both simulations.

As in all other case studies presented so far, the stress and strain distributions were once
again similar and the location of maximum stress and strain was consistent with that in the
nominal comparisons. Increases of 0.06% and 0.97% in average equivalent stress and strain

were calculated for the case with inlet boundary layer.

A reduction in life of 2% was estimated for the case with inlet boundary layers. In Section
4.2.1, the addition of the seal cavity to the lower endwall was shown to decrease blade life by
2.6%. As can be seen by comparing the CFD results of Section 4.2.1 and those of the current
section, the impact of both features (addition of seal cavity in one instance and addition of
inlet boundary layer in another to the case without either feature) on suction side heat transfer

was similar in that stronger secondary flows were generated, the vortex attachment-
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detachment line was pushed further spanwise, and hotter main gas path flow was pulled
down from midspan to impinge on the life-limiting region. Based on the life results of these
two case studies, the actual life impact of the two features appears to be minor. However, the
fact that the change in estimated life is comparable in both cases points at a consistent trend

in the relation between heat transfer and life estimates.

28

046 049 052 055 0358 060 063 066 069 072

b)

Figure H 9: Metal temperature distributions on pressure (top) and suction (bottom) side: a) without boundary
layer, b) with boundary layer.
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