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ABSTRACT

The physical mechanisms controlling the pre-failure stress-strain behavior of frozen sands are
investigated in triaxial compression. The pre-failure, or small strain behavior (Ea<l%), is represented by
the initial stiffness (Young's modulus) and the upper yield stress, a very distinctive yield point
representing the onset of large unrecoverable plastic strains. An extensive experimental program was
conducted on a number of ice-saturated particulate systems to investigate the dependency of these two
parameters on volume fraction, stress level, strain rate, and temperature, as well as on particle size,
stiffness, roughness, shape, and interfacial bond strength. Theories for composite material behavior are
employed to analyze the observed stress-strain-time-temperature behavior.

The stress-strain behavior has been measured in a high-pressure, low-temperature automated
triaxial compression testing system. Strain was evaluated using a novel on-specimen measurement device
capable of consistently resolving displacements of less than 0.1 microns, corresponding to strains of less
than 0.0002% for specimens measuring 3.6 cm x 7.6 cm. Very precise temperature and strain rate control
systems contributed to the reliability of the small strain measurements at confining pressures up to 10
MPa.

Experimental findings show that the Young's modulus of frozen soils varies significantly with
particle modulus and increases slightly with particle volume fraction, but does not change with strain rate
and temperature. The development of stiffness, however, relies heavily on the extent of coupling between
phases for the effective transfer of shear stress. This coupling can take the form of an adhesional bond or
a frictional bond. In natural sand systems, shear stress is transferred through surface roughness and
particle angularity and consequently the presence of an adhesional bond is not important. However,
adhesional bonding is much more important in systems composed of smooth spherical particles.
Application of reinforcement theories for two-phase particulate composites has led to a new approach for
predicting the Young's modulus of frozen sand.

The upper yield stress behavior is controlled primarily by strain rate, temperature, and particle
grain size, and for fully-bonded materials, is essentially independent of particle volume fraction and stress
level. In the absence of an adhesional bond, however, the degree of surface roughness and stress level
affect the upper yield stress of the system, showing the importance of coupling in this region as well. The
qualitative behavior of the upper yield stress relative to polycrystalline ice can be explained by examining
the influence of ice-particle interaction on the nature of cracks propagating through the ice matrix.
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Title: Professor of Civil and Environmental Engineering

Thesis Co-Supervisor: Dr. John T. Germaine
Title: Principal Research Associate in Civil and Environmental Engineering
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CHAPTER 1
INTRODUCTION

1.1 PROBLEM STATEMENT

The effective design of foundations for stable structures in Arctic regions requires

detailed knowledge of the strength and deformation characteristics of frozen soils. In

North America in particular, development of the permafrost regions is advancing rapidly

and engineering design and construction principles need to be formulated that will ensure

structural and environmental stability over the long term (Parameswaran and Jones 1981).

However, the mechanical properties of frozen soil are perhaps the most variable and

difficult of all geomaterials to understand and model (Andersen et al. 1995). The

uncertainties regarding its stress-strain-time-temperature response consequently limits the

greater use of frozen soil as a structurally effective material.

The importance of frozen ground engineering is not limited to the design of

structures in the cold regions of the world. It also pertains to the use of artificial ground

freezing as a construction aid to provide temporary support for excavations, tunnels, mine

shafts, and buildings. Controlled ground freezing has also been shown to provide a viable

and competitive alternative for providing temporary groundwater control for large open

excavations. A major limitation to the greater use of artificial ground freezing is the

difficulty in predicting the mechanical behavior of the resulting soil-ice material, and the

influence of temperature on its behavior. Since frozen soils also have a distinct time

dependent strength, the temporal development of stress and strain is also of interest

(Bragg 1980).

Understanding and thus predicting the behavior of frozen soil systems is a complex

problem owing to the complex interaction between the soil particles and the ice matrix.

The mechanical behavior is also influenced by the intrinsic material properties such as

moisture content, air bubbles, salts, organic matter, and grain size, and by externally

imposed conditions such as strain rate, temperature, stress and strain history, and

confining pressure. (Parameswaran and Jones 1981). Nevertheless, the mechanical
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properties of frozen soils are gradually being defined through the independent effort of

numerous researchers. In addition, there have been many new developments in the

understanding of the behavior of the main components of frozen soil, especially in the

behavior of polycrystalline ice. The rapid development of the science of composite

materials has also allowed certain aspects of frozen soil behavior to be viewed from a

more general standpoint, and compared with a vast selection of other composite materials

(Ladanyi 1981).

Although much work has been done, much more remains before constitutive

relations to model the stress-strain-time-temperature behavior of frozen soil can be

developed. A qualitative understanding of basic frozen soil behavior is still, for the most

part, lacking in the literature. A key to this understanding, as with soil and ice, is a

knowledge of the physical mechanisms controlling the strength of the frozen soil system

(Ting et al. 1983). Only after a basic understanding of the mechanisms governing the

strength and stiffness generation of frozen sands can progress be made in modeling this

material. Furthermore, since it has been shown that in most practical problems, soil

undergoes only limited straining under working conditions (Jardine 1994), it is the pre-

failure deformation behavior of soil that is generally of greatest interest for design.

Therefore, in order to make accurate predictions of deformations around geotechnical

structures, the stress-strain response in the pre-failure region of strain must be well

understood (Santagata 1998). This usually requires characterization of the initial stiffness

and yielding behavior of a geomaterial as a first step. Whereas the factors controlling the

small strain response are well understood for clays, most of the current analyses for sands

tend to be highly empirical (Jovicic and Coop 1997). A similar situation exists for frozen

soils where the factors affecting the small strain behavior of frozen soils are only now

starting to be quantified and understood. Much of the earlier work suffered from poor

resolution of the axial strains needed to reliably quantify the small strain behavior.

The focus of this thesis is therefore to further the understanding of the physical

mechanisms controlling the pre-failure stress-strain behavior of frozen sands. Although

the results of many quantitative and qualitative analyses on the compressive strength

behavior of a wide variety of frozen soils is available in the literature, the results fall short
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of being able to predict the small strain response without having to resort to testing the

material first (Joshi and Wijeweera 1989). In addition, a systematic approach to the

investigation of the variables known to influence the mechanical behavior of frozen soils

has for the most part been absent from the literature, yet is absolutely essential in

uncovering the physical mechanisms operating in these materials.

Much of the work performed in this field at MIT over the last 10-15 years has

focused on characterizing the behavior of a frozen sand in triaxial compression under a

wide range of strain rates, confining pressures, relative densities, and temperatures. This

has been performed with the aid of state of the art high-pressure, low-temperature triaxial

testing equipment that has been continuously improved over the years. Recent

improvements made to this equipment has alleviated many of the limitations and problems

associated with the earlier equipment such as excessive compliance, lack of internal strain

and force measurement, and inadequate temperature control. Advances in small strain

measurement technology have allowed precise on-specimen measurements of strain which

are absolutely essential for the reliable quantification of the initial stiffness and yielding

characteristics of frozen sand (Da Re et al. 2000). This has led to the most comprehensive

characterization of a frozen sand available in the literature as a function of the main testing

variables (i.e. relative density, confinement, strain rate, temperature) from very small

strains to very large strains.

With the behavior of a typical frozen sand in triaxial compression being well

characterized, it is now possible to explore in greater depth other variables that have been

postulated to be important to the strength and stiffness of a frozen sand. They include

interfacial bonding and a variety of particle characteristics such as size, shape, stiffness,

and roughness. Investigation of these fundamental parameters will greatly aid in our

understanding of the mechanisms controlling the stress strain behavior of frozen sand and

hopefully will assist in the development of improved modeling techniques for describing

the small stain behavior of frozen sands.
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1.2 RESEARCH OBJECTIVES

The work included in this thesis represents a continuation of MIT's commitment to

frozen soil research and specifically on the physical mechanisms controlling the strength-

deformation behavior of frozen sand. Historically, the approach taken was to conduct a

comprehensive experimental program to precisely measure the behavior of a frozen natural

sand over a wide range of conditions. Such was the approach taken by Andersen (1991)

and Swan (1994) who, as a result of their exhaustive characterization of Manchester fine

sand, have advanced the understanding of the behavior of frozen sand considerably.

However, many questions still remain as to the underlying fundamental mechanisms that

control the behavior of a typical frozen sand.

This thesis represents the next step that is required before constitutive relationships

for frozen sand can be successfully developed. The main objective of this research is then

to make progress in understanding the physical mechanisms controlling the pre-failure

stress-strain behavior of frozen sand. Whereas previous researchers have focused on one

material and a limited set of testing parameters, the work presented herein strictly focuses

on the small strain or pre-failure behavior of frozen systems and investigates the

importance of a number of more qualitative or subjective parameters. Attention is

primarily given to the characterization of Young's modulus and the upper yield stress of

frozen sand since these are important parameters in modeling efforts and ultimately to

design.

The research pertaining to the Young's modulus has several goals: (1) to

investigate the importance of particle modulus and the adhesional bond which exists

between the ice matrix and soil particle, (2) to investigate further any dependency on strain

rate and temperature, and (3) develop a practical methodology to predict the modulus of

frozen sand. Similarly, for the upper yield region the specific goals are: (1) to investigate

the role of particle size and adhesional bonding, (2) to determine the mechanisms why the

upper yield stress of frozen sand is much higher than the peak strength of ice, and (3) to

develop a practical methodology for predicting the upper yield stress.

The aforementioned research programs (i.e. Andersen 1991, Swan 1994) have

already characterized the variation of Young's modulus and upper yield stress of a natural
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sand as a function of relative density, confinement, strain rate, and temperature. This

program addresses the role of the particle size, stiffness, roughness, shape, and interface

adhesion in addition to the other four variables. The experimental results are expected to

provide valuable insight into the significance of these variables, and then aid in developing

a methodology for the prediction of Young's modulus and the upper yield stress, which

together describe the most important features of the small strain behavior of frozen sand.

Ultimately this work is aimed at providing a qualitative description of the mechanisms

controlling the pre-failure behavior of frozen sand.

This program also seeks to enhance the technology available for investigating the

small strain behavior of frozen geomaterials in the triaxial apparatus. This includes the

development of a reliable, automated, high-performance triaxial testing system with

improved strain rate and temperature control, and in particular the development of a

versatile on-specimen device that can consistently and accurately measure very small axial

strains over a relatively large range of deformation. These improvements have all

contributed to the accuracy of the small strain measurements.

Lastly, the author hopes that the data obtained from this experimental program will

be used by others in both the geotechnical and material science professions to further the

understanding of the behavior of frozen sands and of particulate composite materials as

well. In this way many of the uncertainties surrounding the development and design of

particulate composite materials may eventually be alleviated.

1.3 ORGANIZATION

This thesis is organized as a series of eight chapters. It begins with an outline of

the goals and objectives of the research, proceeds to give a comprehensive review of the

relevant background information, continues with the details of the experimental program

and of the equipment and materials used, and finally culminates with a presentation of the

experimental data and a detailed analysis which represent the main contributions of this

dissertation. All chapters are intended to be self-contained and hence relevant references

are included at the end of each chapter. A summary of the purpose of each chapter and

their general content follows.
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Chapter 2 provides the pertinent background information needed to understand the

materials investigated during the current research program. As such, this chapter is

divided into three main parts. The first part gives a detailed description of both the

continuum and fracture behavior of freshwater polycrystalline ice . The second part

summarizes the state of knowledge on the mechanical behavior of frozen sand with much

of the discussion focusing on its pre-failure behavior. Lastly, a comprehensive review of

the many types of reinforcement theories for two-phase particulate composite materials is

given to provide potential frameworks for explaining the elastic properties and yield

behavior of frozen sand.

Chapter 3 provides a complete description of the experimental equipment used to

perform the type of tests presented in this thesis. It begins with a brief overview of the

Low Temperature Testing Facility (LTTF) and then proceeds to describe the MIT

automated high-pressure low-temperature triaxial cell in detail, highlighting the

improvements made to it during the course of this research. A description of the system

used for data acquisition is also included, although the reader is referred to Sheahan

(1991) for a more thorough treatment of this topic. The primary focus of this chapter is to

describe the device that was developed for the measurement of small axial strains in the

triaxial cell. The device, which features miniature LVDT's mounted on yokes that clamp

to the specimen, has been instrumental in observing the levels of strain needed to

accurately quantify the pre-failure behavior of frozen sand systems. The chapter also

presents a quantitative description of the device's signal stability as a function of time,

temperature and pressure, as well as the results of numerous proof tests designed to

validate the mechanical design.

Chapter 4 discusses both the materials and specimen preparation techniques used

during the experimental program. For each of the granular materials tested pertinent

information such as the particle origin, mineralogical composition, grain size, and specific

gravity is given. Scanning electron microscopy photographs are included to provide the

reader with an idea of the particle shape and roughness. Details of the techniques used to

prepare specimens of ice and frozen soil have been thoroughly outlined in an attempt to
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standardize the process between this and future research programs such that reproducible

results may be obtained.

As outlined in the previous section, the main goal of this thesis is to investigate the

physical mechanisms affecting the pre-failure behavior of frozen sand. Chapter 5 outlines

the research methodology employed to achieve this goal by elaborating on the reasons for

choosing the variables and materials investigated. Also provided in a detailed explanation

of the general testing procedures that were followed for each of the triaxial tests

performed. This has been done in order to standardize the procedure as much as possible.

Finally, Chapter 5 summarizes the experimental program and the data reduction and

evaluation procedures that were used in analyzing the data that was obtained.

The following two chapters, Chapter 6 and Chapter 7, present the results of the

experimental program designed to investigate the factors affecting the small strain

behavior of frozen sand, namely the Young's modulus and upper yield stress. Chapter 6

addresses the first of these two parameters, the Young's modulus of frozen particulate

systems. This chapter begins by presenting the effect that each of the variables and

materials investigated have on the composite modulus. Due to the large number of

parameters that have been examined, a separate section has been devoted to the discussion

of each variable. Following the presentation of the data, a discussion of the mechanisms

controlling the Young's modulus of frozen sand is given based on the information derived

from the experimental program. A comparison of the experimental data with existing

models for the prediction of the composite modulus of two-phase systems is provided.

Finally, a methodology for the prediction of the Young's modulus of frozen sand is

presented.

Chapter 7 is organized in much the same way as Chapter 6, but focuses on the

upper yield properties of frozen systems instead. Following a similar examination of the

data according to each of the various variables and materials investigated, a discussion of

the mechanisms controlling the behavior and onset of this point is then given. As this

point is very particular to frozen systems and ice, few predictive models exist for the

description of this point. Hence, comparison with existing models is not possible. This
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chapter concludes with a methodology that was developed for the prediction of the upper

yield behavior in frozen materials.

Chapter 8 summarizes the main results obtained during the course of the research

and presents a series of recommendations for future research in the study of the physical

mechanisms controlling the small strain behavior of frozen sand.

Finally, a series of appendices have been included at the end of this thesis. Details

regarding a series of tests that were performed to quantify the effectiveness of the

hydrophobic coating at reducing ice adhesion are given in Appendix A. Appendix B

contains the calibration curves for the two thermistors used to measure temperature in the

triaxial cell. Appendix C lists the computer control programs for the triaxial testing

system. Appendix D contains a summary table of all the experimental results and also

provides a summary page for each frozen test performed. Finally, Appendix E presents the

triaxial testing data reduction program which was used to analyze the data obtained.
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CHAPTER 2
BACKGROUNDAND

COMPOSITE MATERIAL THEORY

2.1 INTRODUCTION

Frozen soil, and specifically frozen sand, is a complex geomaterial whose

mechanical properties have proved to be extremely difficult to understand and model.

This is due to its behavior being governed by complex interactions between the sand

skeleton and the pore ice matrix which continuously change with time as a function of

temperature and stress level.

This complicated behavior has been a subject of interest to scientists and engineers

since the early 1960's when development and exploitation of the north for purposes of

national defense, as well as for petroleum and mining exploration, stimulated research on

this subject. Although a complete understanding of frozen soil behavior is still lacking, a

substantial amount of research exists on this topic spawned mainly by the activities just

described.

The following discussion presents an overview of the micro and macro level

mechanical behavior of polycrystalline ice and frozen sand and then introduces a number

of reinforcement theories for two phase particulate systems that may be useful for

describing the mechanical behavior of frozen sand. This Chapter begins with a review of

the structure and mechanical behavior of polycrystalline ice, one of the two main

components of frozen sand (Section 2.2). This knowledge is then used in conjunction

with information of the behavior of unfrozen sand to understand the complex behavior of

frozen sands at both small and large strains in Section 2.3. A review of some of the more

promising composite material theories for modeling both the Young's modulus and

yielding behavior of frozen sand follows in Section 2.4. Finally, Section 2.5 lists the

references pertinent to the material presented in this chapter.
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2.2 MECHANICAL BEHAVIOR OF POLYCRYSTALLINE ICE

2.2.1 Introduction

Ice is not purely elastic, viscous or plastic, and so does not readily lend itself to

analysis via classical continuum mechanics. When a stress is applied to a specimen of ice,

it displays a combination of responses: it shows an instantaneous elastic response, but also

immediately begins to creep at a time-dependent rate. In addition, ice also has a low

fracture strength causing it to sometimes behave as an extremely brittle material. If the

applied stress is high enough, or is applied quickly, the ice will fail by brittle fracture rather

than deform by ductile creep. Although both processes are a form of yield, they are quite

different and hence must be treated by quite different formalisms.

As such it is convenient to divide the treatment of ice properties into two parts:

continuum behavior which considers the elastic and plastic deformation behavior of the

material without fracture or rupture; and fracture behavior which considers brittle

processes. Although laboratory tests show an apparently smooth transition between

ductile and brittle behavior, the two processes have quite different scaling properties

which mean that they have to be treated separately.

2.2.2 Structure of Polycrystalline Ice

Many different forms of ice have been identified and they are generally classified

according to their crystal type and orientation. This discussion focuses on the behavior of

granular or polycrystalline ice. For a full description of the many types of ice found in

nature and prepared in the laboratory, the reader is referred to Michel (1979).

The basic ice unit is the single crystal of ordinary Ice Ih, the most stable form of

solid water encountered in typical engineering applications. The basic building structure

of Ice Ih is a tetrahedron formed by the five oxygen atoms of five water molecules.

Hexagonal rings form as three tetrahedrons combine by each sharing two oxygen atoms.

These hexagonal rings of oxygen atoms lie in a slightly distorted plane that forms the basal

plane and are symmetrical about the c-axis, defined as the axis normal to the basal plane

(Figure 2.1). An ice crystal lattice consists of layers of these hexagonal rings bonded by

relatively weak hydrogen bonds. The density of ice in this arrangement is 0.917 Mg/m3 at
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0*C (Mellor 1980) conferring the important property of positive buoyancy in water.

Because the oxygen atoms are packed more densely along the basal plane than they are

along the c-axis, ice crystals are naturally anisotropic. Shear applied parallel to this plane

(easy glide) gives a strain rate about two orders of magnitude higher than that resulting

from shear normal to the basal plane (hard glide) (Mellor 1980).

a) b)

Figure 2.1: Crystal structure of Ice Ih showing the tetrahedral constituent
unit: (a) view along the c-axis, (b) view along the basal plane
layers. (Sanderson 1988)

Anisotropy of the monocrystal greatly influences the mechanical behavior of

polycrystalline ice. Polycrystalline or granular ice is a conglomerate of randomly oriented

crystals of ice, typically with a grain size of 1-3 mm (Sanderson 1988). It is the kind of ice

normally found in glaciers, icebergs, and permafrost. If the crystal orientations are truly

random, then the mechanical properties of the ice are statistically isotropic. Many

laboratory studies on granular ice are carried out on ice formed by flooding fine snow

crystals with cold water. This is known as T- 1 ice. When T- 1 ice is stressed the

compliance of individual grains varies, depending partly on how the basal planes are

oriented relative to the stress field. Recrystallization under prolonged deviatoric loading

can take place so as to bring basal planes into closer coincidence with resolved shears, and

consequently the crystal orientation ceases to be random (Mellor 1980).
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2.2.3 Mechanisms of Deformation

An analysis of the microscopic deformational mechanisms occurring within

polycrystalline ice (e.g., elastic strains, delayed elastic strain, tertiary creep) needs to

consider the mechanics of individual crystal grains as they interact with each other.

Figures 2.2a-e represent, schematically, the processes occurring within and around a single

grain in a cylindrical specimen of polycrystalline ice under uniaxial compressive stress.

(a)

atomic bond deformation

(b) 4P
boundary diffusion

(c)

crack formation-

(d) - .' - 4

Figure 2.2:

new
old deformed grain undeformed

(e)

Schematic of deformation processes within a grain during
uniaxial loading: (a) elastic deformation by atomic bond
deformation, (b) delayed elastic strain as a result of grain
boundary sliding, (c) secondary creep by dislocation glide
and climb, (d) crack formation due to dislocation pile-up at
grain boundaries, (e) dynamic recrystallization leading to the
formation of fresh grains. (Sanderson 1988)

Elastic deformational processes involve the elastic straining of the hydrogen bonds

holding the water molecules in the ice lattice (Figure 2.2a). As a specimen is subjected to

an external compressive stress, grains initially deform in a purely elastic and reversible
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manner simply by the lengthening and shortening of atomic bonds as necessary to

accommodate the strain. Upon the removal of stress they return to their original position.

Elastic deformations can be observed under all loading conditions so long as sufficient

care is taken to make high quality measurements (Cole 1990).

Anelastic (delayed elastic) strains refer to time dependent elastic deformations in

ice and play a significant role in primary (transient) creep. As a result of shear stresses

generated between grains, sliding occurs at the grain boundaries, storing up additional

elastic energy within the grain itself. Sliding generally occurs by the mechanism of

diffusional flow, at a rate that depends on the grain size, since diffusion of matter must

take place over a distance of the order of a grain facet (Figure 2.2b). Diffusional flow is

associated with the motion of point vacancies through the crystal lattice and along grain

boundaries. The sliding occurs in conjunction with an elastic deformation of the grain, but

in the case of pure delayed elastic strain, no internal permanent deformation of the grain

takes place. All of the atomic rearrangement processes occur at the boundary. This

means that if the applied stress is relaxed, then the grain will eventually recover its original

undeformed shape. To do so it must reverse all the sliding that has occurred. This must

occur by diffusional flow and accounts for the reversibility of the anelastic strain. Duval

(1978) observed anelastic deformations in monotonic creep tests upon removal of the

load, and Cole (1990) observed anelastic deformations in cyclic tests as a hysteretic

behavior. In monotonic loading and unloading creep tests the anelastic strain can be more

than an order of magnitude greater than the corresponding elastic strain (Duval et al.

1983).

Plastic deformation mechanisms include those mechanisms which result in the

irreversible rearrangement of the material within the grain such as dislocation climbing

processes. Grain boundary sliding occurs in conjunction with diffusion of point defects

and leads to Newtonian fluid type behavior. These mechanisms dominate the deformation

behavior only at very low stresses or strain rates such as those associated with the flow of

glaciers (Langdon 1973). Dislocation gliding leads to the slipping of adjacent sections of a

given crystal, with dislocation climb occurring where necessary for compatibility (Figure

2.2c). Dislocations are linear defects in the crystalline lattice and travel at velocities which
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are linearly proportional to the shear stress acting on them. Research by Langdon (1973)

and Duval et al. (1983) suggest that dislocation glide and climb dominate the behavior of

polycrystalline ice and are responsible for secondary creep. As a result of these processes,

dislocations tend to pile up at grain boundaries. Eventually this may lead to the formation

of cracks (Figure 2.2d) and accelerating strain rates. This is one cause of tertiary creep.

Alternatively, especially at high temperatures, dynamic recrystallization may occur in

regions of high dislocation density (Figure 2.2e). Instead of cracks forming, extensive

rearrangement of dislocations occurs, resulting in the formation of a new, effectively

dislocation-free grain.

Internal fracturing and cracking processes dominate the behavior of polycrystalline

ice when the strain rates (or creep stresses) are too high or the temperatures are too low

to allow for significant contributions from other deformational mechanisms. Cracking can

result from the pile-up of dislocations at grain boundaries as described above, and from

the elastic stresses developed from the anisotropy of the individual crystals. Cracking

results in a volumetric component to the straining of the crystals and hence exhibits strong

pressure sensitivity. Jones (1982) found that pressures in excess of 10-20 MPa at -11 0C

appear to be sufficient in suppressing internal fracturing activity at all strain rates.

2.2.4 Deformation and Failure Under Uniaxial Stress

Much of the information on the mechanical properties of ice is derived from

laboratory tests that apply uniaxial stress in compression or tension. The basic tests are

creep tests under approximately constant stress, and strength tests at an approximately

constant strain rate. If these tests are carried to sufficiently large strains, they will exhibit

the response illustrated in Figure 2.3.

2.2.4.1 Creep Under Constant Axial Stress

Figure 2.3a illustrates the results from a typical creep test on a specimen of

polycrystalline ice. The conventional representation of this type of test data is a plot of

strain as a function of time. The complete strain-time curve displays four distinct regions:

(1) instantaneous elastic strain, (2) decelerating creep rate, or strain hardening (primary
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creep), (3) a period of transition or constant creep rate (secondary creep), and (4) an

accelerating creep rate, or strain softening (tertiary creep). The inflection point shown in

Figure 2.3a gives the minimum strain rate for the applied stress, and also the failure strain.

The strain at the inflection point has not yet been determined systematically, but it appears

to be slightly less than 1% for typical stresses encountered in typical engineering

applications.

a) 10 Typical Creep Curve 7

4

3

ITime (Dirnensionless)

b)

07

0.6
E

0.5

0,3

0.2

Figure 2.3:

1,-Failure Strain
(tends to decrease as strain rate increases)0V . . I I I I

0 2 3 4 6
E, Strain (%)

Deformation behavior of polycrystalline ice: (a) complete
creep curve for a constant stress test on ice that is initially
isotropic, (b) complete stress-strain curve for a constant
strain rate test at moderate strain rate. (Mellor 1980)
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Alternative presentations of creep data are also possible. One useful procedure is

to plot strain rate against strain or against time using logarithmic scales. Such plots are

shown in Figure 2.4 and show immediately whether a minimum strain rate has been

reached, thus helping to prevent the terminal strain rate from being accepted as the

minimum secondary creep rate in tests terminated while still in decelerating creep.

The broken lines in Figures 2.3 and 2.4 show the uncertainty during tertiary creep.

This arises partly from the practical difficulty of running uniaxial tests to large strains

without undue distortion of the test geometry.

a) 1' b)

Tim, 0
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Figure 2.4: Alternative presentations of creep curves: (a) using a log-log
plot of strain rate against time, (b) using a log-log plot of
strain rate against strain. (Mellor 1980)

2.2.4.2 Deformation at Constant Strain Rate

Figure 2.3b illustrates results from a typical strength test which involves the

application of a constant axial strain rate to a specimen of polycrystalline ice with or

without confinement. The conventional presentation of data is a plot of stress as a

function of strain. In general, the complete stress-strain curve displays: (1) a non-linear

increase of stress with strain, the slope at the origin representing the initial tangent

modulus, (2) an initial yield point signifying the onset of internal cracking (only detected

with on-specimen strain measurement), (3) a peak where stress is a maximum and where

the slope of the curve is zero, (4) a non-linear decrease in stress with strain and the slope

gradually decreasing in magnitude to a value at some finite value of stress. The amount of

post-peak strain softening increases at higher strain rates and lower temperatures and is
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also reduced by added confinement. However, in all cases of interest, there is a very

significant post-peak loss in the strength of polycrystalline ice having a grain size of about

1 mm (Swan et al. 1995).

Polycrystalline ice exhibits a different behavior in uniaxial tension than in

compression. Figure 2.5 shows the stress-strain response of two constant strain rate tests

performed by Hawkes and Mellor (1972). As illustrated in this figure, tensile specimens

fail by brittle fracture even at relatively low strain rates.

20-

A

Stress
(bar)

5--

0 2 4 6 8 10 12x10- 4

Strain

Figure 2.5: Stress-strain curves from uniaxial tension tests on
polycrystalline ice at -7±1C, A: t=6.4x1O~4 s-', B:
t=3.3x10~6 s-. (Hawkes and Mellor 1972)

2.2.4.3 Correspondence Principle

When samples of the same material are subjected to constant stress and constant

strain rate tests, the same material properties should be revealed by each test. The stress-

strain correspondence is a relationship between the applied stress and minimum strain rate

in creep tests, and the peak strength and the applied strain rate in strength tests. The

minimum strain rate (imm) for a given stress is obtained on the log-log creep curve at the

inflection point. The maximum stress for a given strain rate is obtained on the stress-strain

curve by the peak stress (Gmax). Thus, each test gives a pair of (-4 values for which a/ is

a maximum. If both tests give the same information, a stress-strain plot for (a/)ma will be
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the same for both tests, at least where the yielding is predominately ductile. This is true so

long as the mechanical properties of the ice do not change under these two loading

conditions. This relationship, between the minimum strain rate and the applied stress, is

often referred to as the flow law of ice or flow curve.

The relationship is usually presented graphically as a log-log plot for tests at

constant temperature (Figure 2.6). The linear portion of the flow curve, which represents

the region where ice exhibits ductile behavior, is commonly called the region of power law

creep and can be expressed by an equation of the form:

min =B&" (2.1)

where the exponent n is between 3 and 4, and B is a temperature dependent constant that

can be expressed in terms of the classical Arrhenius activation energy law (Section

2.2.5.1). As seen in Figure 2.6 the ductile region for compression extends to higher strain

rates than that for uniaxial tension. At faster rates of straining power law breakdown

occurs as the ice begins to behave in a more brittle manner with significant cracking and

fracturing occurring during shear. Typically, a transition zone exists between the ductile

and brittle regimes which involves attributes from both regions. Since the simple power

relation does not fully describe this behavior, various alternative expressions have been

used. The most common is the hyperbolic sine function as applied by Barnes et al. (1971).

2.2.5 Continuum Behavior

As previously mentioned, polycrystalline ice exhibits elastic, ductile, and brittle

behavior. The discussion of the continuum behavior of polycrystalline ice is restricted to

the elastic and ductile deformation behavior prior to the onset of fracture which is thought

to occur at the initial yield point as shown in Figure 2.3b.

The elastic behavior of polycrystalline ice can be described in terms of the Young's

modulus (E) and Poisson's ratio (v or p). These parameters in theory can be typically

measured by applying a uniaxial stress (a) to a specimen at time to. The instantaneous true

elastic strain (Ee) which occurs follows Hooke's Law:

E= - (2.2)E
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Figure 2.6: Stress-strain rate data for uniaxial tests on polycrystalline ice
specimens at -7'C. (Mellor 1980)

The theoretical value of E for pure polycrystalline ice is thought to be about 9 GPa

and is not strongly dependent on temperature (Sinha 1989). Using averaging techniques

appropriate for a system of hexagonal crystals, Sinha (1989) computed the Young's

modulus, shear modulus (G) and Poisson's ratio for granular ice over a temperature range

of 00C to -50'C. Figure 2.7 illustrates these results.

However, lower values for the Young's modulus of polycrystalline ice, in the

region of 5-7 MPa, are often quoted in the literature from the results of static or

monotonic loading tests. These lower values are usually attributed to time-dependent

delayed elastic strain effects which manifest themselves from the moment the load is first

applied. The deformation is not permanent, but reversible, and if the ice is suddenly

unloaded it should, under ideal conditions, gradually recover all the deformation due to

this delayed elastic strain process. This is why it is referred to as an elastic strain, even

though it is manifested as a time-dependent process, and why it is sometimes confused

with true elastic strain (Sanderson 1988).

The truly elastic properties are best measured by applying high-frequency

oscillating pulses or vibrations which do not allow significant creep deformations to take

place. Under these conditions the theoretical value of Young's modulus can be measured.

Young's modulus is, however, quite strongly dependent on porosity, whether due to the

inclusion of air or brine. At 10% porosity, E has a value of about 7 GPa (Weeks and

Mellor 1984). Poisson's ratio for pure ice has been measured to be approximately

0.33±0.03 (Weeks and Assur 1967) ,though again, different values (somewhat higher) are

sometimes quoted if creep deformations are significant. Sinha (1989) calculates Poisson's
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ratio to be approximately 0.31, decreasing slightly with increasing temperature as shown

in Figure 2.7.
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Figure 2.7: Temperature dependence of Young's modulus (E), shear
modulus (G), and Poisson's ratio (pL), of granular ice where
Tm is the melting point. (Sinha 1989)

The strength of a material is usually defined in terms of the maximum stress that

can be reached when the material is loaded at either a constant strain rate or a constant

stress rate. For polycrystalline ice at a constant temperature, this stress is strongly rate

dependent and so its strength must be specified as a function of strain rate. This property

was shown previously in Figure 2.6 and a simple power law relationship (Equation 2.1)

was introduced to describe the strength of this material in the ductile region. A vast

amount of experimental data, derived in both tension and compression, exists to confirm

this equation for pure ice (Figure 2.8).

Over a wide range of strain rates (from 1040 s- to 10- s-1) the data in Figure 2.8

shows a clear and consistent slope of about 3 over a wide range of temperatures indicating

that the power index in the flow law equation is approximately equal to 3. This is the

index which is expected to be associated with creep by the mechanism of dislocation glide

as discussed by Goodman et al. (1981).
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Figure 2.8: Uniaxial loading of pure polycrystalline ice. Below a strain
rate of 10-5 s- power law creep occurs with n=3. Note: at
stresses exceeding 5-10 MPa, a transition to brittle behavior
occurs. (Sanderson 1988 after Hallam 1986)

2.2.5.1 Effect of Temperature

As Figure 2.8 shows, the strength of polycrystalline ice is dependent on

temperature. Mellor and Testa (1969a) investigated this effect using constant stress tests

and observed a decrease in the minimum strain rate (Emi) with a decrease in temperature

(Figure 2.9). The trend is linear for temperatures below -10'C, but non-linear at higher

temperatures. This trend with temperature can be well described by incorporating the

classical Arrhenius activation energy law into the constant B in Equation 2.1 such that:

B = A-exp -T (2.3)
RT
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where R = 8.314 J mol- K-1 (the universal gas constant), T is temperature in Kelvin (K),

and Qa is the activation energy. The constant A depends only on crystal type (i.e. granular

ice vs. columnar ice). This formulation is based on the assumption that creep is a

thermally activated process. For granular ice at temperatures below -10'C, the variation

in the minimum strain rate with temperature can be described using a constant activation

energy of about 70 kJ/mol. The non-linear behavior at higher temperatures indicates that

the activation energy is changing, possibly due effects such as increased grain boundary

melting. Thus, the Arrhenius equation may not be applicable at temperatures greater than

-10'C for polycrystalline ice. A summary of the Arrhenius constants computed from tests

on polycrystalline ice over a wide range of temperatures is given by Barnes et al. (1971).

E t
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-70

Figure 2.9: Experimental curve for logarithm of minimum strain rate
plotted against the reciprocal of absolute temperature.
(Mellor 1980 after Mellor and Testa 1969)

Incorporating Equation 2.3 above into the power law expression and using n=3

yields:

= A -exp _ a -.G (2.4)
RT
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The equation can of course be inverted to derive stress (strength) from strain rate:

c= exp i 3 (2.5)
A (RT)

At rates above about 10- s- the data in Figure 2.8 shows signs of power law

equation breakdown. This is probably due to a gradual change in the deformation

mechanisms which leads to polycrystalline ice exhibiting crack formation at higher rates of

strain as already discussed.

2.2.5.2 Effect of Confinement

The application of confining pressure leads to the overall strengthening of isotropic

polycrystalline ice, but the magnitude depends on the applied strain rate and applied stress

level. For strain rates which encompass the ductile behavior of ice there is little effect,

regardless of the confinement (Figure 2.10). At higher strain rates, where crack formation

becomes important, increases in confining pressure can lead to significant strength gains.

For confining pressures greater than about 20 MPa, fracture behavior is suppressed and

the strength of ice becomes independent of the level of confinement and solely a function

of strain rate (and temperature). Increased confinement is thought to increase the stress

required to nucleate a crack, and increases the frictional resistance along cracks which

develop (Jones 1982). Hence, this strengthening effect only becomes important when

internal cracking becomes important, such as in the ductile-to-brittle regime of ice

behavior. This is discussed in more detail a subsequent section dealing with the fracture

behavior of polycrystalline ice. It should be noted that at high homologous temperatures,

high confining pressures also contribute to pressure melting which has been shown to lead

to a decrease in strength (Jones 1982).

2.2.5.3 Effect of Grain Size

The effects of grain size on the creep rate and strength of ice has received limited

attention in the literature. Part of the reason lies in the difficulty in preparing ice grains

smaller than about 0.5 mm in the laboratory since they tend to grow spontaneously, while

grains larger than 10 mm are very large relative to typical specimen sizes.
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Figure 2.10: Effect of confinement on the peak strength of bulk
polycrystalline ice in triaxial compression at various strain
rates at -11.50C. (Sanderson 1988 from data of Jones
1982)

A decrease in grain size from the coarse (10 mm) to the fine (I mm) range has

been shown to lead to an increase in strength (e.g., Cole 1987, Schulson et al. 1984),

especially at strain rates in the ductile-to-brittle transition regime (Figure 2.11). In this

region, a shift from a mechanism of crack nucleation based on dislocation pile-ups to a

mechanism based on elastic anisotropy can be expected as the strain rate increases and the

material becomes more brittle (Gold 1972). Thus, an increase in strength with decreasing

grain size is not surprising. Internal cracking theories (e.g., Cole 1988, Shyam Sunder and

Wu 1990) also predict an increase in strength with a decrease in grain size. However, it

should be pointed out that Cole (1987) found a reversal of this grain size effect at very

slow strain rates (<5x 0-6 s-1) and attributed this apparent change in behavior to dynamic

recrystallization processes that intervene and serve to lower the peak stress. Similarly, a

decrease in grain size from the fine (I mm) to the ultra-fine («1I mm) range may result in

a significant decrease in strength since finer grained specimens offer a greater number of

potential nucleation sites for recrystallization to occur (Cole 1987).
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Figure 2.11: Peak unconfined compressive stress of polycrystalline ice at
-50C as a function of grain size at various strain rates
between 10~7 s' to 10-3 s4 . (Cole 1987)

2.2.6 Fracture Behavior

At a certain stage in the loading process, ice may display a gradual or sudden

change of deformation mechanism and begin to exhibit brittle behavior due to crack

formation instead of pure continuum creep and elasticity. The onset of fracture behavior

(i.e. the initial yield point in the stress-strain curve) may be interpreted as being due to:

(a) the stress exceeding a certain level (under uniaxial compression this appears to be

about 5-10 MPa; and under uniaxial tension it appears to be about 1-2 MPa),

(b) the strain rate exceeding a certain level. From Figure 2.8 this appears to lie in the

region of 10- s4 for uniaxial compression at -10C,

(c) the strain in the material exceeding a certain critical level, generally 1% or more.

The most important distinction to make when discussing fracture behavior is that

different processes control the nucleation of a crack and the propagation of the crack. A

sample may contain pre-existing micro-cracks, or cracks may nucleate and develop during

the loading process. However, if the stress field is insufficient to make these cracks

propagate, then the specimen will not fail. The specimen may undergo a phase of

accelerating creep but unless the fractures extend and link together, the sample will remain
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intact. Even if cracks do propagate under the prevailing stress field, they may do so at a

stable rate in which case it is necessary to investigate how far they must propagate before

failure occurs (Sanderson 1988).

Although an applied load may induce the nucleation of very small micro-cracks, it

may not be sufficiently large to propagate the crack. In this case, the load must be

increased further to cause crack propagation. This fracture process is often referred to as

being propagation controlled. This is a common phenomenon in fine grained samples of

ice. After nucleation the sample may contain many cracks and show increased ductility

and loss of stiffness due to their presence, but failure does not occur until they propagate.

If however the applied load results in the formation of larger micro-cracks they may

propagate the moment immediately after they nucleate. In this case the fracture process is

nucleation controlled. If the cracks had existed before the load was applied they would

have propagated at a lower load.

The distinction between the two controlling mechanisms depends on the size of the

cracks when they nucleate. This in turn depends principally on the grain size of the ice.

Although this is best demonstrated by the tensile fracture of ice, the following discussion

concentrates on the compressive fracture of ice since it is more relevant to this work. The

reader is referred to Sanderson (1988) for a complete discussion of the tensile and

compressive fracture of polycrystalline ice.

2.2.6.1 Compressive Fracture

The nucleation of cracks under compressive stresses is generally due to the pile-up

of dislocations at grain boundaries, and the relief of stress concentrations by parting along

grain boundaries. However, cracks may also form across grains. These are referred to an

trans-granular cracks.

Experimental evidence suggests that the onset of internal crack formation for low

to moderate loading conditions is related simply to the total delayed elastic strain which is

dependent on grain size (Sinha 1982). Sanderson (1988) discusses some of problems

associated with applying this criterion to higher loading rates since it implies that the initial

bearing capacity of ice is infinite. Furthermore, since delayed elastic strain takes a finite
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time to develop, fractures would not be expected to nucleate immediately however high

the applied stress is.

In order to resolve this problem, an alternative crack nucleation criterion is

therefore required. Hallam (1986) proposed that crack nucleation under compressive

stress occurs when the lateral tensile strain induced by Poisson expansion reaches a level

defined as critical for tensile crack nucleation.

In tensile tests on polycrystalline ice, the stress for nucleation to occur shows a

clear dependence on grain size as shown in Figure 2.12. The dependence can be well

modeled by the following equation:

aN = a0 + k' (2.6)

where aN is the tensile stress required to nucleate cracks in tension as a function of the

grain size d and two constants ao and k1 . Equation 2.6 can be rewritten in terms of the

critical strain for nucleation EN:

EN = E+ k 2  (2.7)

where the constants E, and k2 are related to a and ki by Young's modulus. Under a

compressive stress a 1, the lateral tensile strain E22 is given by:

22 11  
(2.8)

E

where v is Poisson's ratio. Crack nucleation occurs when the lateral Poisson expansion

strain E exceeds the level EN defmed in Equation 2.7. This leads directly to the following

expression for the compressive stress a'N at which cracks nucleate under compression:

,(T+k, (2.9)aN - - 0 'I
V v( 4d

with constants as defined previously. This implies that the stress required to nucleate a

crack under compression is about three times that required in tension since 1/v 3. This

is consistent with the data in Figure 2.8 where for fme grained polycrystalline ice, brittle

tensile fracture occurs at about 1-2 MPa and brittle compressive fracture occurs at about

4-6 MPa.
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Figure 2.12: High strain rate data for tensile loading of polycrystalline ice
as a function of grain size. Note: closed symbols indicate
crack nucleation while open symbols indicate crack
propagation. (Schulson et al. 1984)

The process of crack propagation under compressive stress does not always lead

to failure. This is because the propagation of cracks in compression is generally a stable

process, and final failure generally occurs by the linkage of a large number of cracks and

not simply by the catastrophic propagation of a single crack such as that which occurs in

tension.

The basic criterion for propagation uses linear elastic fracture mechanics, which

was developed originally for more conventional engineering materials such as steel

subjected to tensile stresses. The criterion states that a crack or flaw of length 2a in a

material (Figure 2.13) will propagate unstably under a normal tensile stress (a) if:

aY > K' (2.10)

where K1c is the fracture toughness of the material, and for truly elastic materials, is quite

well behaved and easily measured. Ice is unfortunately substantially more complex owing

to its creep properties. Under rapid loading conditions ice may be treated by simple linear

elastic fracture mechanics, but under slower loading conditions ductile processes

advancing the crack complicate the behavior. At slower rates of deformation the apparent
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fracture toughness of ice is higher, that is, it displays higher strength. Nevertheless, the

fracture toughness Kic of pure polycrystalline ice is approximately 0.115 MPa m 2

(Goodman 1979), although it shows some variations with loading rate and temperature as

a result of the non-linear ductile processes discussed previously.

C, t
2a

Figure 2.13: Simple geometry for tensile propagation of a flaw of half-
length a subjected to a stress T.

After nucleation of cracks at grain boundaries a specimen of ice under compression

contains a wide variety of cracks, of length on the order of the grain size, lying at various

angles clustered around the axis of loading. For the purposes of determining the stress at

which a crack will propagate in compression, the system has been simplified as shown in

Figure 2.14. It represents a single crack of length 2a inclined with respect to the principal

compressive stress (a, 1) and subject to a lateral confining stress (G33).

As the load (stress) is applied, the crack tries to slide, and at a certain stress level

tensile "wing cracks" form and the process of propagation begins (Figure 2.14a). This

process has received widespread attention, particularly in the area of rock mechanics.

Figure 2.14b shows a two-dimensional model of an idealized crack (Ashby and Hallam

1986). As the stress increases, wing cracks form and grow stably to a length 1. This

length can be related to the stress conditions and the mechanical properties of ice. The

general result is:

______F 1L $L 1
K = 1 I- - +(1+X) - XL 1++ 1(2.11)

1C (1 + L) 3/2 IV 3( )1/2
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where Kic is the fracture toughness, a is the half-length of the initial crack, I is the length

of the wing cracks, L = i/a, X = (733/ 11 (the ratio of the confining stress to the axial

stress), p is a coefficient (-0.4), and g is the coefficient of friction across the crack.

(a)

S tensile Izone -0 03

all

(b)

Figure 2.14: Model for crack propagation in a brittle solid in
compression: (a) formation of wing cracks in tensile
zones, (b) idealized model of wing crack formation for
analytical treatment. (Sanderson 1988)

Rearranging and assuming simple uniaxial compression yields:

all = 3.5Kic 2 (2.12)

A full explanation of the detailed physics behind this equation can be found in Ashby and

Hallam (1986). Equation 2.12 then gives the compressive stress required to propagate

wing cracks of length 1 in a specimen of polycrystalline ice.

For failure to occur in compression, linkage of a large number of propagating wing

cracks needs to occur, although it is not clear exactly what degree of crack propagation

will necessarily lead to complete failure of a specimen. However, if initial flaws are

separated by some average distance of order Af (Figure 2.15), it is likely that wing cracks
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will have to propagate a distance of no more than half that distance before the specimen is

so damaged that failure occurs.

Figure 2.15: Linkage of a population of propagating wing cracks.

Adopting this criterion allows the nominal compressive failure stress (a) to be

derived from Equation 2.12 (Sanderson 1988):

a~3.5 A (2.13)

Laboratory observations suggests that initial crack density may be of the order of one

nucleated crack per grain (Cole 1986) such that Af d, the grain diameter.

assuming that 2a = 0.65d, Equation 2.13 can be rewritten as:

a ~ 7.6 c'

Furthermore,

(2.14)

This expression yields sensible results for the compressive strength of ice (Sanderson

1988).
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2.2.6.2 Triaxial Behavior

As already pointed out, the application of a multiaxial confining pressure to ice has

negligible effect in the ductile region. The same is not true of the fracture behavior of

polycrystalline ice. Even a low lateral confining pressure can effectively inhibit fractures

from propagating. This leads to a dramatic increase in the peak strength. This is well

illustrated in Figure 2.10 in which cylindrical specimens of ice were deformed at a constant

rate of strain in triaxial compression at varying degrees of confinement.

For low confming pressures, in the range up to about 20 MPa, the strength

increases substantially with confining pressure as a result of internal cracking being

suppressed. Above 25 MPa, however, the family of curves becomes essentially flat.

Hence, a sufficiently high confining pressure causes pure creep where fracture is

suppressed at all rates of applied strain.

The behavior of ice in the zone between pure uniaxial conditions and perfect

constraint is represented by the shaded portion to the left of the plot in Figure 2.10. This

zone is not well understood but can probably be treated by application of the generalized

crack-propagation equation (Equation 2.11). The introduction of even a small confining

pressure (k=G3 3/ 1 1>0 in Equation 2.11) is very effective in inhibiting the growth of wings

cracks. This is obvious from Figure 2.14 since a lateral confining stress will tend to close

any wing crack which has initiated.

2.3 MECHANICAL BEHAVIOR OF FROZEN SAND

2.3.1 Introduction

Frozen sand is a composite material made up of a sand particles within a matrix of

ice. Its behavior results from a highly complex interaction between the skeleton of solid

particles and the pore ice matrix that changes continuously with time as a function of

temperature and applied stress. The rheological characteristics of frozen soils therefore

are a direct result of the presence of ice as a matrix and internal bonding agent. Particle

contact has an important influence on the behavior of highly-filled (dense) frozen soil

systems, whereas in ice-rich materials, a significant portion of the particles are separated

from each other by ice. Between these two extremes, its strength is a maximum because
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of the synergistic interaction between the sand skeleton and ice matrix. The properties of

ice are therefore responsible for many aspects of the unique behavior of frozen soils

(Ladanyi 1981).

Although a complete understanding of frozen soil behavior is lacking, a substantial

amount of research exists on the macro-structural behavior. However, the micro-

structural interactions between the sand and pore ice, as well as the effect of unfrozen

water and ice adhesion, are poorly understood. The following discussion provides a brief

overview of the structure of typical frozen sand as well as hypotheses regarding the

mechanisms contributing to frozen sand strength. A review of the state of knowledge on

the macro-structural strength-deformation behavior is also presented.

2.3.2 Structure of Frozen Sand

Frozen sand is a natural particulate composite material. It is commonly recognized

that it consists of four components: sand grains, ice within the pores between grains, a film

of continuous unfrozen water at the ice-soil interface and at the ice grain boundaries, and

air trapped within the pore ice. Its most important characteristic by which frozen sands

differs from other similar materials, such as unfrozen sand and the majority of artificial

particulate composites, is that it contains ice, whose behavior changes continuously with

temperature and applied stress resulting in extremely complex behavior. This means that

any physical parameter deduced by ordinary testing methods can hardly be regarded as a

true material property, but is more likely to be a constant that only describes the observed

behavior within a given tested region (Ladanyi 1981).

A conceptual structure of frozen sand is illustrated in Figure 2.16 (Ting et al.

1983). Effectively solid contacts exist between most particles in frozen coarse grained

materials. The ice present within the pores of the soil is thought to be polycrystalline in

nature with a random crystal orientation and a maximum ice grain size equal to the pore

size or smaller. The amount of ice in the soil, or conversely the volume fraction of soil

particles, the temperature, and the applied strain rate are perhaps the most important

parameters that influence the behavior of frozen sand systems (Andersen et al. 1995).
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Figure 2.16: Two dimensional schematic of the structure of frozen sand.
(adapted from Ting et al. 1983)

The unfrozen water film surrounding the sand grains is in equilibrium with the ice

and strongly held to the particle surface by high intermolecular forces. The amount of

water present in a frozen sand system depends upon the kind of sand minerals present, the

specific surface area of the sand, temperature, and the concentration of impurities such as

salt in the soil. As a result of this strongly adsorbed water film, probably no direct ice-to-

sand grain contact exists (Ting 1983).

Air present in frozen soils contributes negligible resistance to the applied stress or

deformation. However, much of the non-recoverable compressibility (i.e. consolidation)

can be attributed to the presence of air in frozen soil (Tsytovich 1975).

2.3.3 Mechanisms of Strength

After studying the findings of earlier investigators on the shear behavior of frozen

sands (e.g., Goughnour and Andersland 1968, Andersland and AlNouri 1970, Chamberlain

et al. 1972, Alkire and Andersland 1973, Sayles 1973) as well as the results of their own

investigations, Ting et al. (1983) hypothesized that the behavior of frozen sands is

essentially controlled by the following three mechanisms: (1) pore ice strength, (2) soil

strength, consisting of interparticle friction, particle interference, and dilatancy effects, and
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(3) interactions between the ice matrix and soil skeleton. Ting et al. (1983) also proposed

a failure mechanism map (Figure 2.17) in which the simultaneous presence of various

mechanisms depends essentially on the volume fraction of sand in the ice-sand mixture.

Dr(%)
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T -7.60C EXPECTED SLOPE
3 CHANGE

PEAK SOIL
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VOLUME FRACTION OF SAND V8/Vt

Figure 2.17: Proposed failure mechanism map for unconfmed compressive
strength for frozen Ottawa sand 20-30. (Ting et al. 1983)

2.3.3.1 Ice Strength

Ice strength is generally thought to be one of the most important factors affecting

the behavior of frozen sands at small strains (e.g., Andersland 1989, Ting et al. 1983)

since it provides a major portion of the initial resistance. While the actual type of ice with

the pore structure of frozen sand is unclear, it is usually assumed to be polycrystalline in

nature (Andersland 1989). Although the behavior of bulk polycrystalline ice is fairly well

understood, it is very difficult to analytically assess the influence of grain size, grain

orientation, confining stress level, stress state, and strain rate effects for the pore ice in

frozen soil since loading conditions vary from pore to pore. Nevertheless, substantial

insight into the behavior and strength of pore ice can be gained from an understanding of

the structure and behavior of bulk polycrystalline ice.

A rather detailed description of the structure and behavior of polycrystalline ice

has already been presented in Section 2.2 and will not be revisited here. Furthermore, a
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discussion of the mechanisms responsible for strength generation in bulk ice has also been

included in Section 2.2 and may also be applicable to the pore ice in frozen sand.

2.3.3.2 Soil Strength

Rowe (1962) postulated that the drained strength of dry cohesionless sands results

from a frictional component due to sliding between grains that is constant, dilatancy

effects resulting from the energy required because of expansion of the soil against a

confming stress, and particle interference effects. These mechanisms are also valid for

frozen ice-saturated sands except the inability to measure the effective stress in frozen

soils makes it difficult to assess the contribution of the soil skeleton to the overall frozen

soil strength. However, some insight into its relative importance can be obtained through

laboratory testing and noting how the frictional characteristics of the soil skeleton affect

the overall behavior.

When a two-phase granular mass (sand and water), consolidated under hydrostatic

pressure, is subjected to shear stresses, its initially stable structure will either contract, if

the density is low and/or the confining pressure is high, or it will expand (dilate) at high

density and/or low confinement. If the specimen is saturated and volume changes during

shear are prevented, shear will produce an increase in the porewater pressure in the first

case and a decrease in the second case. This will result in a decrease of inter-granular

(effective) stresses for contractive specimens and an increase for dilatant specimens, as

long as cavitation of the porewater does not occur. Therefore, soil density, degree of

confinement, and de-airing condition all have important effects on the stress-strain

behavior of granular soils.

It has also been shown experimentally that the dense and loose sands sheared in

drained or undrained conditions under identical vertical normal stresses tend to come to

the same density (void ratio) and shear stress at large strains (Castro and Poulos 1977,

Been and Jeffries 1985). This condition signifies a state of continuous deformation at

constant volume and at constant shear and normal effective stress. The steady state of

deformation is achieved only after all particle orientation has reached a statistically steady-

state condition and after all particle breakage, if any, is complete so that the shear stress
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needed to continue deformation remains constant (Poulos 1981). This concept of steady

state of deformation forms the basis of critical state soil mechanics.

The steady state condition is often assume to be unique for a given sand and is

characterized in e-log c' space (i.e. void ratio after consolidation versus mean effective

stress) or "state diagram" by a steady state line (SSL). The SSL for a particular soil

defines a state where there is no additional volume change and no change in stresses in a

specimen which has been sheared to large strains. Figure 2.18 shows a steady state line

developed from a series of consolidated-undrained tests on compacted sand specimens.
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Figure 2.18: Steady state line developed from six CIUC tests on
compacted sand specimens. (Poulos et al. 1985)

Poulos et al. (1985) claim that the steady state condition can be reached from

either drained or undrained conditions and its position is extremely sensitive to the

gradation and angularity of the sand. Therefore, the SSL is unique for a particular type of

sand and independent of the testing conditions, or initial state. This is shown in Figure

2.19. The data presented in this figure were obtained from a triaxial compression testing

program (Been et al. 1991) on one type of sand using different loading rates, drainage

conditions, stress paths, and specimen preparation techniques. As shown in Figure 2.19,

the SSL is actually a bilinear curve, becoming steeper at higher stresses. Been et al.
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(1991) attributes the break in the SSL, which occurs at around 1 MPa for this particular

sand, to the breakage of sand grains which results in a change in the sand's particle size

distribution.
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Figure 2.19: Effect of initial state on the steady state line for Erksak
330/0.7 sand in triaxial compression. Note: p'=-'oct. (Been
et al. 1991)

Using the steady state line as a reference, Been and Jeffries (1985) introduced the

concept of the state parameter (w) as a measure of the physical condition (state) of a sand

in terms of its initial void ratio and the initial state of stress with respect to the conditions

at the steady state. As illustrated in Figure 2.20, the y parameter is defined as the vertical

distance from the initial state to the SSL expressed in units of void ratio. A sand which

has an initial state that plot above the SSL has a +xy and will exhibit a contractive response

during shear. Conversely, a sand which has an initial state that plots below the SSL has a

-y and will exhibit a dilative response during shear. The state parameter's usefulness lies

in its ability to correlate various aspects of shear such as undrained shear strength and

effective friction angles as a function of both changes in both void ratio and confining

stress.
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Figure 2.20: Definition of the state parameter. (Been et al. 1991)

If the same criterion is used in connection with a frozen sand, a +xV would only

mean that the sand would not tend to dilate, so that its strength would be governed

essentially by the strength of the pore ice, enhanced by the presence of the soil skeleton.

On the other hand, a -W would indicate that the overall shear strength would also contain a

component due to dilatancy induced hardening, often referred to as dilatancy-hardening

(Ladanyi and Morel 1990). This effect may only exist up to strains of about 1-2% at

ordinary confining pressures and temperatures after which the pore ice starts to break in a

brittle manner under combined tensile and shear stresses. These few comments suggest

that a more complete understanding of the physical mechanisms controlling the strength-

deformation behavior of frozen granular soils is needed.

2.3.3.3 Soil Skeleton-Ice Matrix Interactions

Generally, the strength of frozen granular soil exceeds the sum of the strength of

pure granular ice and the undrained unfrozen soil strength. This may be due to such
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mechanisms as ice strengthening (the effect of soil on the ice), soil strengthening (the

effect of the ice on the soil), and tension in the unfrozen water film (Ting et al. 1983).

Strengthening of the ice matrix involves interaction between the ice and soil phases

and can result from several different mechanisms. One possibility is that the ice within

frozen soil may possess an altered structure having a higher strength than normally tested

ice. Certainly the stress states and deformational constraints imposed on the ice grains in

the pores differ from those in pure ice. Strengthening could also result from the strain

rates in the ice matrix being greater than the average strain rate applied to the specimen.

It is, however, very difficult to assess the importance of each of these mechanisms since

the loading conditions in the pore ice probably varies in an unpredictable manner.

Soil strengthening results from the fact that the soil skeleton of the frozen soil

system carries a portion of the applied load and thus an increased sand relative density

increases the number of interparticle contacts which then must subsequently decrease the

load on the ice. This could result in a stronger, less creep susceptible system. At high

relative densities and low confining pressures, where dilatant behavior is expected,

tensions are imposed on the ice as the soil skeleton wants to expand during shear.

Assuming that the adhesional bond between the ice and the soil exceeds the interfacial

stress (i.e. cleavage does not occur between the ice and soil), the tension in the pores

induces a positive increment of effective stress which results in an increased overall

strength. Goughnour and Andersland (1968) report that increasing the concentration of

sand particles beyond 42% by volume leads to a rapid increase in strength with increasing

sand density due to interparticle friction and dilatancy effects contributing to shear

strength. At lower sand concentrations, strengths were observed to be only a little higher

than those of pure ice (i.e. ice strengthening only). Structural hindrance may also enhance

the strength of frozen sand. As load is applied to a frozen soil system, both the soil

skeleton and ice matrix deform accordingly. Resistance to the movement of sand particles

is provided by the usual interparticle friction and particle interference plus an added

structural impedance from the ice matrix. This structural hindrance may greatly increase

the shear resistance of the soil skeleton.
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The presence of a tension at the soil-unfrozen water-ice interface due to some

physico-chemical interaction could also provide a strengthening of the system if it

increased the effective confining stress on the soil skeleton. The thickness, and therefore

the amount of tension, of the unfrozen water film are determined by the soil mineralogy

and the specimen temperature. Although measurements of pore water pressures (if

possible) are needed to quantify this effect, it probably does not contribute significantly to

the overall behavior of frozen soil, except possibly for conditions approaching the long

term limiting strength (Ting et al. 1983).

Pressure melting, resulting from the application of hydrostatic or deviator stresses,

also increases the amount of unfrozen water present (Chamberlain et al. 1972). It

develops from stress concentrations on the ice component between soil particles and leads

to unfrozen water flowing to regions of lower stress where it re-freezes.

The key to assessing the relative importance of the interactions between the ice

matrix and the soil skeleton lies in understanding the nature of the tensile and shear

adhesional strengths at the soil-ice interface. It is well known that substantial tensile and

shear adhesion can develop between ice and silicate surfaces (Jellinek 1962). Whether this

adhesional strength is significant in comparison with the strength of the pore ice in frozen

soil still remains unknown. If the adhesional strength is less than the strength of the pore

ice, then failure will probably occur at the ice-soil interface. If the adhesional strength is

higher than the ice matrix strength then failure by entire system deformation is likely.

2.3.4 Strength and Deformation of Frozen Sand

The strength of a frozen soil is interrelated to its deformational characteristics.

When strength is considered the term failure must be defined. A system that has been

fractured by an applied stress has clearly reached its strength limit or failure point.

However, when plastic flow or creep occurs the definition of failure often becomes

arbitrary as to the amount of strain that is considered to represent failure. The term

strength is often used to describe the maximum or peak stress that is observed when a soil

is subjected to an increasing stress, although the residual strength is sometimes quoted

which is the resistance the soil can withstand at large strains.
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The stress-strain-strength behavior of frozen sand is most commonly investigated

in the laboratory either via creep tests, where a constant deviator stress is applied to the

test specimen, or by constant rate of deformation tests, where the test specimen is

deformed at a constant rate. Relaxation tests, where an initial deformation is held constant

and the reduction or relaxation of the stress is observed with time, may also be performed.

At the present time, the most common method for investigating the strength of frozen

sands is by performing uniaxial (unconfined) or triaxial compression tests.

Based on a number of early investigations, the strength and deformation behavior

of frozen sands have been found to depend on numerous variables, the most important

being the strain rate, temperature, level of confinement, relative density, degree of ice

saturation, and the presence of ionic impurities. Although the last two variables can have

a profound effect of the strength and deformation behavior of frozen sand, the following

discussion restricts itself to the behavior of saturated (or nearly saturated) freshwater

specimens since much of the data in the literature has been obtained for these conditions.

An overview of typical behavior of frozen sands is presented in Figure 2.21

(Andersen et al. 1995). Two stress-strain curves are plotted at each strain rate and

temperature shown. One corresponds to specimens having a low relative density and low

confining pressure. This represents a state of minimum frictional resistance of the sand

skeleton. The other corresponds to specimens having a high relative density and high

confining pressure, presumably reflecting maximum frictional resistance of the sand

skeleton. Figure 2.21a shows the effect of increasing strain rate for specimens sheared at

a constant temperature of -10'C. The strain rates investigated during that program were

slow (3x10-6 s-), moderate (3.5x10-5 s-), and fast (5x10-4 s'). Figure 2.21b shows the

effect of decreasing test temperature (i.e. -10'C to -20'C) for specimens sheared at the

moderate rate of strain.

All of the stress-strain curves in Figure 2.21 exhibit a very distinctive yield point as

shown by the circles in the figure. This point represents the onset of highly non-linear

behavior and the development of very significant plastic deformations (Andersen et al.

1995). In this discussion it will be referred to as the upper yield stress, rather than the
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"initial yield" or "first yield" as is often done in the literature, to distinguish it from

yielding (non-linear) behavior that actually begins at much lower levels of strain.
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Figure 2.21: Overview of stress-strain behavior of frozen Manchester fine
sand showing the effect of relative density and confinement
at: (a) varying strain rate, and (b) varying temperature.
(Andersen et al. 1995)
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It is useful to divide the behavior of frozen sands into two parts: small strain

behavior, which encompasses the initial response of the soil through to the upper yield

point, and large strain behavior which describes the response at larger strains. A

qualitative assessment of the stress-strain curves in Figure 2.21 shows that the behavior in

the small strain region is largely unaffected by changes in relative density and confinement,

which are variables that affect the frictional resistance of the sand skeleton. However,

they have a tremendous effect on the behavior in the large strain region. In general, frozen

sands may exhibit either post-upper yield strain hardening or strain softening depending on

the frictional characteristics of the sand skeleton. Figure 2.21 also clearly shows that the

upper yield stress is greatly affected by strain rate and temperature, two variables which

are well known to greatly affect the strength of ice. Furthermore, strain rate and

temperature also affect the post-upper yield strength gain.

In the following sections a detailed review of the small and large behavior of

frozen soil in triaxial compression is presented. Volumetric strain behavior will also be

discussed as it provides insight into processes reflecting both the sand skeleton and the ice

matrix, and ultimately has been shown to influence the post-peak degree of strain

softening (Swan et al. 1995).

2.3.4.1 Small Strain Behavior

As previously mentioned, the small strain region of frozen soil behavior extends to

the upper yield point, typically occurring at levels of axial strain ranging from 0.3-1.0%.

The small strain behavior of frozen soil in this range is described by the initial elastic

response, characterized by Young's modulus and Poisson's ratio, and by the upper yield

stress as defined previously.

Elastic Response

Recent improvements in measurement techniques combined with a number of

experimental research works concerning various kinds of unfrozen geomaterials have

confirmed that soil behaves as an elastic medium at small strains (Lo Presti 1994).

Describing the elastic response of geomaterials typically involves quantifying the initial
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tangent modulus (Young's modulus) and Poisson's ratio. Determination of these

parameters from conventional laboratory compression tests requires specialized equipment

capable of inducing and measuring very small deformations. Typically, the use of wave

propagation techniques, resonant column, or on-specimen axial strain measurement

devices are used for reliable determination of the elastic properties (Lo Presti 1994). A

comprehensive review of the available techniques for local strain measurements is given by

Scholey et al. (1995)

Young's moduli of ice-saturated cohesionless soils have been reliably measured

only by a few programs. Kaplar (1963) determined the elastic parameters of Peabody

gravelly sand and McNamara concrete sand using resonant beam techniques. Baker and

Kurfurst (1985) used acoustic wave propagation, as well as on-specimen axial strain

techniques, to measure the effect of relative density on the elastic properties of frozen

Ottawa sand. More recently, Andersen et al. (1995) presented an extensive set of data on

the Young's modulus of frozen Manchester fine sand measured with an on-specimen

extensometer. Table 2.1 summarizes the results from these programs. The moduli

reported in these programs were measured at stress levels corresponding to strains of less

than 0.01%, which encompasses the linear range of stress-strain behavior observed for

these soils. It is interesting to note that the actual sand type has a relatively minor effect

on Young's modulus.

Young's modulus has been found to increase moderately with increasing dry

density, and perhaps with increasing confming pressure. Baker and Kurfurst (1985) found

the modulus to increase approximately 20% for an increase in relative density from 20%

to 100% (Figure 2.22). A somewhat smaller variation was also reported by Andersen et

al. (1995) as shown in Figure 2.23. Vinson (1978), however, measured a 60% increase in

the complex shear modulus over a wide range in relative density.

Little information is available on the value and variation of Poisson's ratio

for typical frozen sands. From Figure 2.22 (Baker and Kurfurst 1985) there appears to be

a consistent increase in Poisson's ratio with increasing specimen density. It also is shown

to increase with decreasing temperature in a manner similar to polycrystalline ice.

However, both Kaplar (1963) and Shibata et al. (1985) present data that is in direct
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contrast to that of Baker and Kurfurst (1985). Their results suggest that the Poisson's

ratio of various frozen sands increase with increasing temperature. Clearly, additional

research in this area is required before definitive statements can be made.

Reference
Kaplar (1963)

Kaplar (1963)

Baker & Kurfurst
(1985)
Baker & Kurfurst
(1985)
Andersen et al.
(1995)

Material
Peabody

gravelly sand
McNamara

concrete sand
Ottawa sand

Ottawa sand

Manchester
fine sand

Measurement
Technique

Resonant beam

Resonant beam

Acoustic wave
propagation

On-specimen
extensometer
On-specimen
extensometer

Temperature

(-c)
-1.1 to -27.8

-1.1 to -27.8

-3.2 to -10

-10

-9.6 to -25.4

Table 2.1: Prior measurements of Young's modulus on saturated frozen
sand. (Andersen et al. 1995)
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Figure 2.22: Effect of dry density on the Young's modulus and Poisson's
ratio of frozen Ottawa 16-100 sand. (Baker and Kurfurst
1985)
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Figure 2.23: Variation of Young's modulus of frozen Manchester fmne
sand with relative density at various confinement levels,
temperatures, and strain rates. (Andersen et al. 1995)

While many other programs (e.g., Parameswaran 1980, Zhu and Carbee 1984,

Shibata et al. 1985) have reported values of modulus (tangent, secant, cyclic, 50%

strength) for dense saturated sands, most are much lower than reported in Table 2.1. For

temperatures ranging from -2 C to -15 C and strain rates from 10 to 10 s1 the

reported values typically range from 0.1 to 8 GPa (Andersen et al. 1995). These

measurements were made without reliable methods of measuring small axial strains (i.e.

on-specimen extensometer) and hence are not representative of the initial stiffness

properties. Modulus determinations made at higher levels of strain include nonlinear

plastic deformations as the material deviates from strict linear-elastic behavior. These data

also show a tendency for the modulus to increase with increasing strain rate, decrease with

increasing confinement (although Vinson (1978) showed an opposite trend), and to

increase with decreasing temperature. These trends are consistent with those observed by

Andersen et al. (1995) for the yield offset stress for Manchester fie sand since this

parameter, by defition, includes some non-linear deformations. Therefore, the writer
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believes that Young's modulus, and perhaps Poisson's ratio, of frozen sand are most likely

independent of strain rate, temperature, and possibly confining pressure. Conversely,

relative density has been shown to have an influence on both the Young's modulus and

Poisson's ratio (Figure 2.22 and Figure 2.23). This is supported by a simple two-phase

composite material model first adapted for use on frozen sand by Andersen et al. (1995).

This model also indicates that the modulus of the sand particles and the ice-silicate bond

strength are much more important to the initial stress-strain response than is the density of

the sand skeleton. This will be discussed in more detail in Section 2.4.

Upper Yield Stress

Limited data exists on the upper yield stress behavior because most researchers

either did not use appropriate measuring techniques to adequately defme the small strain

behavior, or their discussions focused primarily on the peak stress rather than on the

behavior at smaller strain levels.

Figure 2.24 plots the upper yield stress as a function of confining pressure for

frozen sands tested by Sayles (1973), Chamberlain et al. (1972), Parameswaran and Jones

(1981), and Andersen et al. (1995). All tests were performed at approximately -10'C

except for the Sayles (1973) data, and all tests were performed on coarse-grained Ottawa

sand except for the Andersen et al. (1995) data which are for Manchester fine sand.

Figure 2.24 shows moderate to large pressure sensitivity for the coarse-grained sands as

opposed to the slight decrease in the upper yield stress for the Manchester fine sand

program. Coarse-grained sands and higher strain rates may cause earlier fracturing of the

ice matrix, leading to a pressure sensitivity similar to that reported by Jones (1978, 1982)

for polycrystalline ice. The data on Manchester fine sand indicates that confinement has

little effect on the upper yield stress.

Andersen et al. (1995) also report no change in the upper yield stress for changes

in relative density ranging from 20-100% on Manchester fine sand tested at -10'C. This is

shown in Figure 2.25 and is consistent with the data reported by Baker and Konrad (1985)

on coarse Ottawa sand tested under similar conditions.
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Figure 2.24: Effect of confinement level on the upper yield stress for
various frozen sands. (Andersen et al. 1995)

Figure 2.25 also shows a significant trend for the upper yield stress to increase

with increasing strain rate. This figure also shows the dependence of the upper yield stress

with temperature. The strain rate dependency can be modeled using a power law

relationship similar to that used for ice behavior. It takes the form of:

Quy = A(9) n (2.15)

where A is a temperature dependent constant. The exponent n increases in a very

consistent fashion with decreasing temperature from about 4.65 to 6.58 for temperatures

varying from -10'C to -25'C (i.e. becoming less rate sensitive).

Data from uniaxial compression tests on frozen Ottawa sand at -30 0C by

Parameswaran and Roy (1982) also support this trend (Figure 2.26). They report a power

law coefficient of 10.6 which indicates a lower rate sensitivity than for frozen Manchester

fine sand. This may be attributed to their use of nominal strain rates, calculated from the

crosshead speed, instead of the true strain rates experienced by the specimen.
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Figure 2.26: Variation of the upper yield stress of 30-100 Ottawa sand
with strain rate at -30'C. (Parameswaran and Roy 1982)

With respect to the temperature dependence of the upper yield stress, Andersen et

al. (1995) found that it can be expressed using a linear relationship of the form:

Qu (MPa) = C + D(T) (2.16)
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where C and D are constants for a given strain rate. This reflects the basic trend

illustrated in Figure 2.25 which is that the upper yield stress increases as the temperature

decreases. However, the rate of strengthening with decreasing temperature is strain rate

dependent, increasing with increasing strain rate.

From the information just presented the behavior of frozen sand in the upper yield

region is qualitatively similar to that of polycrystalline ice. Various researchers have drawn

analogies between the upper yield strength of frozen sand and the peak strength of bulk

ice (e.g., Chamberlain et al. 1972, Sayles 1973, Parameswaran and Jones 1981, etc.).

Figure 2.27 lends support to this analogy by comparing the peak strength of bulk

polycrystalline ice from various test programs (e.g., Hawkes and Mellor 1972, Jones

1982) to the upper yield strength of frozen Manchester fine sand at various temperatures.
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Variation of upper yield stress of frozen Manchester fine
sand and peak strength of polycrystalline ice with strain
rate. (Andersen et al. 1995)

As Figure 2.27 shows, the power law coefficients between the two materials are

quite similar indicating qualitatively similar behavior. However, the magnitude of the

upper yield stress at comparable temperatures is approximately double that of the strength

of polycrystalline ice in unconfined compression. This may be attributed to the
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strengthening effect of the sand particles even though the frictional characteristics of the

sand skeleton seems to be unimportant as evidenced by the insensitivity of the upper yield

stress to changes in relative density and degree of confinement. Furthermore, the strong

dependence of the upper yield stress on the applied strain rate and temperature indicates

that the structure of the sand skeleton probably does not play a significant role in

controlling the behavior of frozen sand at this point (Andersen et al. 1995). In fact, the

similarity in power law coefficients for the peak strength of polycrystalline ice and the

upper yield stress of frozen sand over similar strain rates and temperatures suggests that

similar physical mechanisms are at work in both systems. Therefore, it seems that the

upper yield stress is essentially controlled by the strength of the ice matrix that has been

effectively strengthened over the peak strength of bulk polycrystalline ice by the presence

of the sand skeleton.

2.3.4.2 Large Strain Behavior

The previous section concluded that the upper yield stress of frozen sand varies

with strain rate and temperature, and that this behavior is consistent with the general

behavior of polycrystalline ice. However, at larger strains beyond the upper yield region,

changes in sand density and confining pressure have a tremendous influence on the stress-

strain behavior. This was shown previously in Figure 2.21. Moreover, these two

parameters also affect the amount of volumetric straining that occurs at large strains

(Swan et al. 1995). Since both sand density and the degree of confinement affect the

frictional resistance of the sand skeleton, the behavior at large strains, and specifically the

degree of post-upper yield strain softening or strain hardening, is controlled by the

frictional characteristics of the sand skeleton.

In an effort to qualitatively characterize how changes in sand density and confining

pressure affect the behavior at large strains, a classification system was developed by

Swan et al. (1995) based on their results for frozen Manchester fine sand. The system

uses four curve types as shown in Figure 2.28. Note that the stress-strain curves in Figure

2.28 are normalized by the upper yield stress.
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Figure 2.28: Types of stress-strain curves describing large strain behavior
of frozen Manchester fine sand. Note: magnitude of stress
ratio and rates of strain hardening/softening and dilation vary
for each curve type. (Swan et al. 1995)

Briefly, Type C curves predominate at low confining pressures and are

characterized by post-upper yield strain hardening to a peak strength at moderate strain

levels, followed by significant strain softening and significant dilation. For loose sand

sheared at higher strain rates and/or lower temperatures, this behavior switches to Type A

curves. These curves have the peak strength coincident with the upper yield stress

followed by significant strain softening and volumetric expansion with continued

deformation. In contrast, Type D curves predominate at high sand densities and/or high

confming pressures and are characterized by significant post-upper yield strain hardening

to give a peak strength at large strains with minimal dilation. For loose sand sheared at

higher strain rates and/or lower temperatures this behavior switches to Type B curves

which are characterized by initial strain softening followed by strain hardening to produce
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a system having a peak stress approximately equal to the upper yield stress and minimal

dilation.

The following section presents a detailed analysis of the factors affecting the

amount and nature of strengthening that occurs after reaching the upper yield stress. The

analysis focuses on the effect of the relative density and confinement, but also discusses

the impact of strain rate and temperature.

Post-Upper Yield Strengthening and Peak Strength

Sand content or relative density has a profound effect on the behavior of frozen

sands at large strains. Unconfined compression tests by Goughnour and Andersland

(1968) and Jones and Parameswaran (1983) are summarized in Figure 2.29. In the range

of sand volume fractions from 0% (pure ice) to approximately 40%, a linear increase in

peak strength above that of pure ice was found. At 40% by volume the rate of

strengthening increases dramatically probably due to the sand particles coming in contact

with one another. However, different methods of specimen preparation are often used to

prepare specimens at low volume fractions which could account for the break in the

curves shown in Figure 2.29.

Baker and Konrad (1985) found that the peak strength coincided with the upper

yield stress (Figure 2.30) for specimens of low relative densities (Dr<65%) tested at -10'C

at a strain rate of 1.67x10-4 s-1. At higher relative densities, however, strain hardening

occurred after the upper yield and the strength was strongly affected by sand density.

Data by Swan et al. (1995) is presented in Figure 2.31 which plots the peak strength

versus relative density for frozen Manchester fine sand at different temperatures. All tests

at -10 C and -15'C had Type C curves and produced a well-defined linear increase in peak

strength with increasing density. However, looser specimens at lower temperatures

exhibited Type A behavior, similar to that found by Baker and Konrad (1985).

These data indicate that for test conditions that lead to strain hardening at large

strains (Type C and D curves) there is a linear increase in the post-upper yield strength

gain with increasing relative density. Furthermore, the rate of increase has been shown by
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Figure 2.31: Variation of peak strength of frozen Manchester fine sand
with relative density and temperature at moderate strain
rates (9=3.5x10 5 s') and low confinement (0.1 MPa).
(Swan et al. 1995)

Swan et al. (1995) to be roughly independent of strain rate and temperature, but highly

dependent on confinement.

Results from a number of testing programs (i.e. Chamberlain et al. 1972, Alkire

and Andersland 1973, Parameswaran and Jones 1981, Shibata et al. 1985, Andersen et al.

1995) conducted on medium dense to dense sand at approximately -10'C over a wide

range of strain rates show that increasing confining pressure generally leads to an increase

in peak strength (Figure 2.32). In addition, Swan et al. (1995) found that the pressure

sensitivity decreases for lower densities and for higher degrees of confinement.

Furthermore, at very low sand densities, increases in strain rate and decreases in

temperature produce Type A curves exhibiting zero pressure sensitivity as discussed

previously.

The variation of the peak strength of a frozen sand with the applied strain rate can

be described by a similar log-log relationship as that used to describe the strain rate

variation in the upper yield stress. However, test results from Bragg and Andersland
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(1980) and Zhu et al. (1988) show that above a certain strain rate, the strength of frozen

sand may become insensitive to changes in strain rate in much the same way that

polycrystalline ice does at fast strain rates. This effect is illustrated for dense frozen

Lanzhou sand in unconfined compression in Figure 2.33 (Zhu et al. 1988).
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Figure 2.32: Effect of confinement on the peak strength of various frozen
dense sands at T ~ -1 'C. (Swan et al. 1995)

However, an in-depth analysis of the large strain behavior of frozen Manchester

fe sand by Swan et al. (1995) reveals that the peak strength and the post-upper yield

strength gain varies in a complex fashion with relative density, confinement, strain rate,

and temperature. As shown in Figure 2.34a, conditions of low density and low

confinement lead to relatively little difference between the peak strength and the upper

yield stress, while conditions of high density and confmnement lead to the peak strength

being much higher than the upper yield stress (Figure 2.34b). This comparison illustrates

the extreme importance of comparing these two stresses since it was previously concluded

that the upper yield stress is controlled by the behavior of the ice matrix and hence

involves very little sand skeleton frictional resistance. It also shows that analysis of peak
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strength data alone can lead to erroneous conclusions regarding the mechanisms

controlling the large strain behavior of frozen sands (Swan et al. 1995).
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Numerous programs have also studied the effects of temperature on the peak

strength of frozen sands (e.g., Bragg and Andersland 1980, Parameswaran 1980, Zhu et

al. 1988). In general, all programs show an increase in strength with decreasing

temperature. This was illustrated in Figures 2.33 and 2.34. For the data presented in

Figure 2.33 (Zhu et al. 1988), power law coefficients also increase with decreasing

temperature with n values ranging from 5.22 to 9.54. In addition, the power law

coefficient for the tests performed at -2'C (n=5.22) approaches that found for

polycrystalline ice under similar conditions. Similar trends with temperature were also

obtained by Swan et al. (1995). This may mean that the strength gain with temperature in

frozen soil is mainly due to the increase in ice strength.

In summary, one can say that the frictional characteristics dominate at lower strain

rates and higher temperatures, whereas fast shearing and low temperatures produces little

post-upper yield strength gain except for dense sand at high confinement (Swan et al.

1995). This implies that estimation of the peak strength of frozen sands must incorporate

the effects of all testing variables.

Post-Peak Strain Softening

Very few systematic studies quantifying the conditions leading to post-peak strain

softening behavior are available in the literature even though it has important engineering

implications. A detailed analysis, however, has been presented by Swan et al. (1995)

whose testing program allowed a unique evaluation of the large strain behavior of frozen

Manchester fine sand as a result of their use of lubricated end platens and precise

measurement of volumetric strains.

The most significant result obtained from their analysis of the strain softening

behavior of Manchester fine sand is that the strength loss is strongly related to the rate or

amount of dilation. This was quantified by plotting the normalized rate of strain softening,

NRSS=[(Qp-Q20)/Quy]/(E20-Ep), versus the amount of dilation at 20% axial strain (Ev2 0).

Figure 2.35 presents this relationship and shows that the collective data, which cover a

wide range of relative densities (35-95%) and confining pressures (0.1-10 MPa), have
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relatively little scatter about the mean trend and furthermore, do not show

deviation as a function of strain rate and temperature.
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2.35: Normalized rate of strain softening versus volumetric strain
at varying relative densities, strain rates, and temperatures.
Note: Type A Curves at ac=0.1 MPa. (Swan et al. 1995)

2.3.4.3 Volumetric Strain Behavior

Very little information is available on the volumetric strain behavior of frozen

sands. Shibata et al. (1985) quantified volumetric straining of Toyura sand under a range

of confining pressures using lateral strain indicators. Swan (1994) and Youssef (1988) on

the other hand used changes in confining cell fluid to monitor the amount of volumetric

straining. All programs showed essentially zero volumetric strain at low axial strains up to

the upper yield stress, and then varying amounts of volumetric expansion (dilation) that

continues to increase with further straining. Figure 2.28, presented previously, illustrates

that curve types B and D, or those which predominate at high confining pressures exhibit

minimal dilation.

An ice-saturated system having a Poisson's ratio of less than 0.5 and sheared in

triaxial compression can only undergo volumetric compression. Consequently, volumetric

expansion (dilation) must reflect cracking or fracturing of the ice matrix or a loss of
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bonding between the ice matrix and the sand particles. In other words, the onset of

dilation suggests a decrease in the cohesive strength of the frozen sand system caused by

damage to the ice matrix (Swan et al. 1995). Results from Youssef (1988), which

performed triaxial tests on specimens of coarse Ottawa sand (20-30 mesh) at -5'C without

using rubber membranes, support this conclusion. No increase in volume was recorded

for these specimens suggesting that the confining fluid occupied the void gaps created by

propagating cracks. This observation helps confirm that the formation of void gaps

control the volumetric behavior of frozen sands subjected to triaxial stress conditions.

Two parameters for the quantification of volumetric strain behavior at large strains

were developed by Swan et al. (1995): the maximum rate of dilation (MRD), which

represents the maximum slope of the volumetric strain versus axial strain curve; and the

volumetric expansion at 20% axial strain (Ev20).

The maximum rate of dilation (MRD) is affected mainly by the amount of

confinement as illustrated by Figure 2.36 for loose and dense specimens of Manchester

fine sand. For this data set, the MRD equals 0.5±0.2 at low confinement (0.1 MPa) and

drops to approximately 0.1 at high values of confinement (10 MPa). The MRD also

increases with sand relative density at low confinement, but plays a very minor role at high

confinement. Rate of strain and temperature have also been shown to have very little

effect on the MRD for all values of confinement.

The Ev20 parameter follows the same basic trends at the MRD. This is shown in

Figure 2.37 for low confinement. It is interesting to note that loose specimens at low

confinement experience about twice as much dilation at 20% axial strain as unfrozen

Manchester fine sand (Swan 1994). Hence, fracturing of the ice matrix must increase the

dilation of frozen sand. More information of the volumetric behavior of Manchester fine

sand can be found in Swan et al. (1995).
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Figure 2.37: Variation of the volumetric strain at 20% axial strain with
relative density at various strain rates and temperatures for
frozen Manchester fine sand at low confinement (ac=O.1
MPa). (Swan et al. 1995)
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2.4 REINFORCEMENT THEORIES FOR TWO-PHASE
PARTICULATE-FILLED SYSTEMS

2.4.1 Introduction

This section present some techniques and models in the literature that describe the

mechanical behavior of particulate-filled systems such as ice-saturated frozen sand.

However, this is not a comprehensive and exhaustive review of the field since the

contributions are scattered in journals of composite materials, applied mechanics,

metallurgy, and polymer science. Rather this section should be regarded as a survey of the

options available for modeling heterogeneous systems in terms of the mechanical

properties and geometry of their constituents.

The term heterogeneous system or medium is defined as a mixture of discrete

homogenous phases with well-known mechanical properties and behavior which form

regions that are large enough to be regarded as a continuum. The following terminology

is adopted. A heterogeneous medium consisting of an arbitrary number of phases is

referred to as a multiphase medium. A special kind of multiphase medium is called a

suspension, which is defined by the restriction that one phase is a matrix in which all other

phases are embedded in the form of inclusions of any shape. They may be randomly

dispersed in the matrix, or form a regular array. Ice-saturated frozen sand, a two-phase

material, can hence be described as a suspension of sand particles in a matrix of ice.

Finally, a phase volume fraction is the ratio of the volume of a phase to the volume of the

multiphase body.

Prediction of the mechanical behavior of heterogeneous media is important for a

number of reasons. Many of the high-performance materials in today's society are

heterogeneous in nature (e.g., reinforced plastics, multiphase metal alloys, concrete).

Composites offer unique combinations of better mechanical, physical, and electrical

properties often unattainable from their individual constituents. For example, the addition

of rigid particles to polymers or other matrices can produce a number of desirable effects

such as an increase in stiffness, a reduction in the coefficient of thermal expansion, and an

improvement in creep resistance and fracture toughness (Ahmed and Jones 1990a).

Furthermore, the ability to predict the properties of a composite material is a prerequisite
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for the rational design of materials having required properties. For example, the design of

metal alloys will benefit from some knowledge of the relationship between the elastic

constants of the constituent materials and those of the composite material (Paul 1960).

In principle, the effective properties of a composite material can be obtained by

specifying the details of the micro-geometry (particle shape, packing geometry, and

spacing), the distribution of surface loads, and the connectivity between the particle and

matrix phase. The effective bulk response of the material can then be determined by

taking volume averages, thereby relating the volume fraction of the constituents and their

respective properties to the actual properties of the composite material. In practice, either

simplifying assumptions must be introduced to make a general analysis tractable, or

detailed numerical analyses must be performed for special cases. The various modeling

approaches may be distinguished by the nature of the assumptions introduced to obtain

tractable solutions to this problem.

In an effort to limit the scope of this review, it is useful to restrict attention to two

component systems with inclusions of near spherical geometry embedded in a continuous

matrix (suspension). This focus alleviates some of the theoretical and experimental

problems associated with characterizing anisotropic materials. Therefore, the rest of this

section is devoted to the presentation of techniques for predicting both the modulus

(Young's, shear, or bulk) and the strength (or yield behavior) of two-phase composite

materials. The following section (Section 2.4.2) deals specifically with models for the

modulus of particulate composites. Having summarized the available models, their

applicability and limitations will be discussed in Section 2.4.3. A similar structure is

followed for the yield strength of particulate composites in Sections 2.4.4 and 2.4.5.

These models will then be compared in subsequent chapters with experimental data

obtained from frozen particulate systems.

2.4.2 Modulus of Particulate Composites

2.4.2.1 Introduction

A variety of approaches have been proposed to predict the Young's, shear, and

bulk moduli of particulate-filled materials in terms of the properties and concentration
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(volume fraction) of each of the constituent phases. In the prediction of the effective

properties of a two-phase composite material, a key issue involved is the phase interaction.

Owing to the difficulty of solving the problem rigorously for a medium in which there are

many interacting inclusions, various methods have been developed to tackle this class of

problems in an approximate manner. Moreover, the accurate prediction of the elastic

moduli of particulate composite materials is problematic for many reasons, such as non-

uniform particle distribution and irregular particle shape, which cannot readily be included

in an exact solution (Fan et al. 1992). Consequently modeling approaches range from

empirical curve fitting techniques to sophisticated analytical treatments.

The methods described below for the prediction of moduli of particulate two-phase

composites may be broadly grouped into the following three categories: (1) theory of

dilute solutions, (2) mechanistic models for composite materials, and (3) effective medium

models. All of these approaches share two important assumptions: that the phase surfaces

are assumed to be in direct contact and are either chemically or physically bonded so that

slip does not occur at a phase interface, and that the overall average response of the

composite to surface tractions (or deformations) is defined in terms of a representative

volume element that encompasses the localized variations in the material response

characteristics. These assumptions are appropriate for those properties associated with

small deformation behavior and hence do not seriously affect the prediction of a composite

modulus. The additional simplifying assumptions which distinguish the various models

play a more significant role in establishing the validity, and hence applicability of the

models (McGee and McCullough 1981).

2.4.2.2 Theory of Dilute Suspensions

A dilute suspension is defined as one in which the fractional volume of inclusions is

very small. This allows interactions between inclusions to be neglected since it is

generally assumed that the distance between inclusions is large. Accordingly, the field

produced in and around an inclusion when either tractions or displacements are prescribed

on the boundary of a suspension volume can be found from the boundary value problem of

one inclusion embedded in an infinite matrix under similar boundary conditions. With
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these assumptions the resulting stress-strain relations are determinate in terms of volume

fractions and phase constants and are exact for vanishingly small volume fractions of

inclusions.

Einstein (1956) first proposed in 1906 that the viscosity of a dilute two-phase

suspension may in general be expressed in the form

flc = m(l+ ac) (2.17)

where c and im are the viscosity of the suspension and matrix respectively, c refers to

the inclusion's volume fraction, and a is a non-dimensional constant which is dependent

on matrix and inclusion material constants and inclusion geometry. Einstein determined

that a is equal to 2.5 for rigid spheres in a viscous matrix. It has further been assumed

that Equation 2.17 also holds for changes in a bulk material constant so that it can be

rewritten as:

GC = G(l+2.5c) (2.18)

where Gc and Gm are the shear modulus of the composite and matrix, respectively. The

range of validity of Equation 2.18 is usually not more than 1-2% for c (Hashin 1964).

Furthermore, it assumes that the stiffening action of the inclusion is independent of its size

and that it is the volume occupied by the inclusion and not its weight which is the

important variable. Nevertheless, the primary importance of this equation is that it gives

the slope of the Gc versus c curve at the origin for a suspension of finite fractional

inclusion volume.

In extending Einstein's equation for dilute suspensions (Equation 2.18) to higher

concentrations of inclusions, Mooney (1951) proposed a crowding theory for the viscosity

of a monodisperse suspension which accounts for first-order interactions between

particles:

Ge = Gm exp 1-kc (2.19)

where k is the self-crowding factor (volume occupied by the inclusions/true volume of the

inclusions) predicted only approximately by the theory. For closely packed spheres,

k=1.35. Equation 2.19 agrees with Einstein's equation at low volume fractions and also

models other experimental data at higher volume fractions. From this it was concluded
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that the interaction between spheres in suspension can be described by simple geometric

crowding, and that the mutual disturbance of flow lines around two adjacent particles is of

secondary importance.

For non-spherical particles the Mooney equation was subsequently modified by

Brodnyan (1959):

(2.5c +0.407(p - 1)' (528
= Gm expy kc)(2.20)1-kc

where p is the aspect ratio of the particle (1<p<15). While this equation provided the best

fit to the data Brodnyan had available at the time, it was far from exact as the experimental

viscosity did not increase as fast as Equation 2.20 predicts.

2.4.2.3 Mechanistic Models for Composite Materials

In this second category of models for the prediction of moduli of two-phase

particulate composites, the solutions range from approximate approaches, based on

simplified mechanical models and on average stress (or strain) assumptions, to more

sophisticated and rigorous variational methods involving the theory of linear elasticity.

The simplest possible approach for a two-phase system is the phase arrangements

shown in Figure 2.38. This approach is based on the assumption that each phase

component (or prescribed combination of phase components) is subject to either the same

stress or the same strain. These simplifications in the internal distributions of stress (or

strain) mitigates the influence of the shape, size, and packing of the phase components.

The only descriptors that are retained are the elastic properties and volume fraction of the

components. The classical results of Voigt (1910) and Reuss (1929) belong to this

category. For the parallel arrangement shown in Figure 2.38a, Voigt assumed that each

component was subject to the same strain. This assumption leads to the following

combining rule on the elastic constants:

EC = Ei c + E. (1 - C) (2.21)

where Ec, Ei and Em are the Young's modulus of the composite, inclusion, and matrix,

respectively, and c is the volume fraction of inclusions as described previously.

Alternatively, for the series arrangement shown in Figure 2.38b, Reuss assumed that each
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phase component was subject to the same stress, resulting in the following combining rule

on the compliance constants (1/E):

1 c (1- c)
- + (2.22)

EC E Em

matrix m K atrx matrix

matrix paricle', particle,
matrix particle

particle matrx partice

Figure 2.38: Model references (a) Voigt, (b) Reuss, (c) Hirsch, (d) Counto.

Examination of the Voigt and Reuss models presented above indicates that they

represent extremes in material behavior. The Voigt (or constant strain) model attributes

more significance to the stiffer phase, while the Reuss model emphasizes the more

compliant phase. Equations 2.21 and 2.22 actually provide the upper and lower bound

solutions for the composite modulus of a two-phase system for the special case where the

Poisson's ratios of the constituent phases are equal. This result was obtained by Paul

(1960) who derived a general solution for an elastic filler within an elastic matrix for an

arbitrary phase geometry. Paul's treatment uses well-known elastic energy theorems in

order to bound the strain energy and thus also the effective elastic modulus. The lower

bound on Ec may be obtained by using the theorem of least work (minimum

complementary energy), while the upper bound is obtained by the theorem of minimum

potential energy. The main drawback of this approach lies in the assumption of non-

interacting particles, which limits its representation to extreme filler contents (Ishai and

Cohen 1967). While these bounds have the advantage of being exact, they are generally

too far apart and often unable to adequately represent experimental data, especially if the

ratio of the two moduli is greater than a factor of three (Fan et al. 1992). This implies that

the assumption of either a state of uniform stress or uniform strain in the individual phases
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of the filled systems is not sufficient to give a good estimate of the composite Young's

modulus.

As a result of these shortcomings, numerous authors have proposed refinements or

modifications to Equations 2.21 and 2.22. One of the first models to try to account for

the complex stress distribution in the individual phases was proposed by Hirsch (1962) and

may be written as:

1 (I 2Z( c +(1- c)) 2Z( 1 (.3-+1+-(---+ j)-(2.23)
EC 7t Ei EM n Eic+ E,(1-c))

This model, illustrated in Figure 2.38c, is simply a weighted average of the first

two models. The empirical parameter Z, which adjusts the relative proportions of material

conforming to the upper and lower bound solutions, can be found by curve fitting the

laboratory data. Hirsch (1962) recommends that a value of Z=0.785 be used in Equation

2.23 based on a series of tests on concrete systems. This essentially describes a solution

which follows a curve based on the average value of the bounds given by Equations 2.21

and 2.22.

An approximate solution for a composite elastic modulus, which is neither an

upper nor lower bound, has also been derived by Paul (1960). In the formulation of this

model it is reasoned that since a filled composite material can be assumed to be uniform in

the overall sense, it is therefore plausible to assume that the macroscopic stress and strain

are reproduced in some average sense in a typical unit volume which consists of a single

particle of inclusion material embedded in a cube of the matrix material. Therefore, in a

typical cube assumed to be loaded over opposite faces by the force F=(a)(1), any cross

section at a distance x from the end face will intersect an area Am of matrix material and an

area Ai of inclusion or filler material, as shown in Figure 2.39. Since the strain is uniform

over such a cross section, the normal stress on area Am will be EmE and that on Ai will be

EiE, where E is the normal strain at the cross section. The total force on the cross section

must equal the total applied force F, such that:

F = EmE Am + Ei Ai = E[ (Em +(Ei - Em )Ai ] (2.24)

If the total elongation of the cube is given by S, where
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I Idx
= F(x)dx = F (2.25)

and if Ec is defined as the ratio of F/8 for a unit cube, it follows that:

1 dx
- (2.26)

Ec 0 +(Ei - E ) A.(x)

For any particular distribution of inclusions, Ai(x) is a well defined function of x

and so Equation 2.26 gives an approximate value for Ec for any assumed distribution of

the inclusion. If the inclusion is assumed to be of a cubic shape then it may be readily

verified that the Young's modulus of the composite is given by:

(1+ (in- 1)c2 /3

E = Em 1 (2.27)

where m=Ei/Em and c is defined as before. This solution also assumes that adhesion is

maintained at the interface between the two constituent materials and that cross sections

originally normal to the axis of the applied stress remain plane and normal to the axis.

X dx

2!? F

dx _d8=Cdx

Figure 2.39: Unit cube with inclusion of arbitrary shape. (Paul 1960)

Using the same model, but solving for a uniform displacement at the boundary,

results in the following formulation first proposed by Ishai (1965):

C
E = E, 1+ m C1 (2.28)

(- C/
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Ishai and Cohen (1967) showed that this approximate solution gave good results

for both porous and filled epoxy composites in both tension and compression.

Counto (1964) also proposed a two-phase model, based on a similar geometric

configuration, to predict the Young's modulus of concrete in compression. The Counto

model considers the inclusion as a cylinder (or prism) placed in the center of a cylinder (or

prism) of matrix material with both constituents having the same ratio of height to cross-

sectional area. This arrangement is shown in Figure 2.38d. The deformational behavior of

such a model can be determined by assuming that the stress applied to the concrete

cylinder does not vary along the depth of the layers (AA'BB' or CC'DD'), and that for the

combined material (BB'CC'), the strain in the direction of application of stress is the same

as the strains in the inclusion and in the matrix (Figure 2.40). If a uniform stress aT, is

applied to the composite along the boundaries AA'DD' then it can be shown that:

1C( )+ " = x 'X(2.29)
E, E, Ec

or

+- - (2.30)
E, Ei, Ec

where Em, Eim and Ec are the Young's modulus of the matrix, combined material, and

composite (AA'DD') respectively. Eim can be calculated as follows:

-'- -i = C (2.31)
E,, E, E,

where am and aTi are the stress on the matrix and inclusion respectively. Since the sum of

the forces on the inclusion and matrix must equal the total force applied to the combined

material BB'CC',

a(1-r)+ TiV= ac xl (2.32)

A solution for the composite modulus (Ec) can be obtained by combining Equations 2.31

and 2.32 and solving for Eim, and then substituting the result in Equation 2.30:

S-- - Fc + 1 (2.33)
Ec Em I - FKEm+E

EC+ E,
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A -A

matrix

Figure 2.40: Detail of Counto's (1964) composite material model.

While the models of Paul, Ishai, and Counto offer more realistic results that cover

a wide range of modulus ratios (m) and compositions, as well as more realistic boundary

conditions, they still suffer from their failure to allow for the lateral effect which is

especially important at high filler contents. Preliminary considerations (Andersen et al.

1995) indicate, however, that these cubic models are the best approximations for

determining the composite modulus of a two-phase system since they mimic the composite

behavior in an average sense despite ignoring the elastic interactions between phases, as

well as averaging the stresses and strains over the individual phases.

Using a variation of the cubic model approach presented above, Ravichandran

(1994) developed upper and lower bound expressions for the elastic properties of two-

phase systems considering a unit cell representation of the material microstructure. In this

model the microstructure of particulate filled matrix is idealized as a periodic arrangement

of cubic inclusions distributed in a continuous matrix as illustrated in Figure 2.41 a. Figure

2.41b illustrates the three-dimensional nature of the unit cell. Given this geometry, it can

be shown that the volume fraction of the inclusion c is related to the non-dimensional

parameter, X=h/a, as:

1 1/3

X= - -1 (2.34)

The approach basically involves dividing the unit cell into parallel and series

elements and computing the resulting composite modulus. The elements are assumed to

be loaded uniaxially in parallel and series are considered to experience isostrain and

isostress loading conditions respectively. While strain compatibility and perfect bonding

108



are also assumed to exist, the effects of elastic interactions between particles, which may

be important at large volume fractions, have been neglected. Depending on the sequence

of element division, upper and lower bound solutions are obtained. The lower bound

solution for composite modulus Ec is given by:

(X EE, + E2)(1+ X) 2 _- E2 + EE
1cMM (2.35)

(XEi + E,)(l+X) 2

In an analogous fashion, the upper bound solution is given by:

= [EE, + E2(1+ X) 2 - E,2](I+X) (2.36)
(E, - Em)X + Em(l+X) 3

It should be noted that the above derivation has also been made on the condition of

equivalence of Poisson's ratios of the inclusion and matrix phase.

(a) (b)

Figure 2.41: Schematics of (a) the idealized microstructure, (b) the unit
cell of the composite. (Ravichandran 1992)

These simple expressions based on unit cell calculations were evaluated for a large

number of composite systems by Ravichandran (1994) and were found to provide an

improved prediction over the upper and lower bounds provided by Paul (1960). However

upon closer inspection, the upper and lower bound solutions given in Equations 2.35 and

2.36 are simply the approximate solutions given in Equations 2.27 and 2.28 by Paul

(1960) and Ishai (1965), respectively. Therefore, it seems that Ravichandran (1994) has

arrived at the same solution using a different and possibly more rigorous approach.
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Following the work of Paul (1960) and of Hashin (1962), Hashin and Shtrikman

(1963) proceeded to solve the problem of predicting the effective composite elastic moduli

of multiphase materials in terms of the elastic moduli and volume fractions of the

constituent phases without making assumptions about phase geometry. Previous attempts

at finding theoretical expressions for the effective composite elastic moduli, or other

physical constants, have invariably been based on numerous simplifying assumptions

concerning the geometrical form and physical behavior of phase regions. A more

attractive approach consists of the use of variational principles in order to bound the strain

energy and thus the composite modulus. Although such principles were used by Paul

(1960), the bounds obtained were generally not close enough to provide a good enough

estimate for the composite modulus even though an arbitrary phase geometry was

assumed.

By considering a composite body consisting of n different elastic phases which may

be regarded as quasi-homogeneous and quasi-isotropic, Hashin and Shtrikman derived

improved expressions for the upper and lower bounds for the composite elastic moduli of

multiphase materials by introducing new variational principles for non-homogeneous and

isotropic elasticity. While a complete presentation of the procedure is beyond the scope of

this review, the formulation involves calculation of the upper and lower limits for the bulk

modulus K, and the shear modulus G. The upper and lower bounds, derived for the

specialized case of two-phase materials, are given by the following equations (Hashin and

Shtrikman 1963):

C
KL= K + 1 3(l- c) (2.37)

K, - K, + 3K,, +4G,

K= K, + 1 (1 c) 3c (2.38)

K, - K, + 3K, +4G,

C
GL =G, + 1 6(K,, + 2G,)(1 - c) (2.39)

G, - G, 5G(3Km +4G,)
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GU = G, + 1 (c) (2.40)
I ± 6(K + 2Gj)c

G. - G, 5G,(3K,+4G,)

It has been shown (Hashin 1962) that Equation 2.37 is the exact result for the bulk

modulus of certain composite materials which may be described by a matrix of a phase

'one' material in which spherical inclusions of a phase 'two' material are distributed in a

particular way. Analogously, Equation 2.38 is the exact result when the matrix is of a

phase 'two' material and the spherical inclusions are of a phase 'one' material. Also, when

the shear moduli of the two phases are equal the bounds for the bulk modulus coincide,

thus providing an exact result for this special case.

With the results obtained for the bulk and shear moduli, bounds for the Young's

modulus and Poisson's ratio can be derived using the following expressions:

9KG
E = G (2.41)

3K+ G

3K-2G
v = (2.42)

2(3K + G)

It is easily proved that the upper and lower bounds on the bulk and shear modulus

give upper and lower bounds for the Young's modulus. For the Poisson's ratio the

correspondence is reversed.

The separation of the Hashin and Shtrikman upper and lower bound is dependent

upon the modulus ratio of inclusion to matrix (m=Ei/Em). When the moduli of the

constituent phases are closely matched, the bounds predict values within 10%. In the case

of rigid polymeric-filled systems, where m approaches 20 or more, the bounds given by

Equations 2.37-2.40 are still widely spaced, and therefore of limited predictive value

(Ahmed and Jones 1990a). Nevertheless, the Hashin and Shtrikman bounds serve as a

useful test for other approximate theories since any theoretical solution outside these

bounds must be regarded as invalid.

In contrast to the previous theoretical treatments, the last expression to be

considered has no physical meaning. Based on the Bache and Nepper-Christensen (BNC)

model for strength, a simple and apparently effective model for the composite modulus of
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a two-phase system has been proposed by analogy (Lydon and Balendran 1986) as

follows:

EC = E (2.43)

While completely empirical in its derivation it has been included here because it has been

found to be sufficiently accurate for most types of concrete (Zhou et al. 1995).

2.4.2.4 Effective Medium Models

The last group of models to be discussed are known as effective medium models.

This is because the composite properties of the two-phase heterogeneous material are

obtained either by micro-structural transformation of the material into some mechanically

equivalent effective medium, or by the transformation of the overall material into an

effective homogeneous medium possessing the same average conditions of stress and

strain as does some volume averaged representative volume element. The essential

difference between the various effective medium methods lies in the treatment and

evaluation of the interaction between the two phases, and that not all of them admit a

physical description at the same level. This school of micro-mechanical modeling stems

from the initial work of Kerner (1956) who introduced the composite sphere model as a

method for determining the effective properties of a composite material, and has gone on

to include contributions from numerous other authors. As such, only the original work of

Kerner (1956) and three of the more promising effective medium models are presented in

the following discussion. Comprehensive and insightful reviews on effective medium

methods are provided by Christensen (1990) and Huang et al. (1995), and may serve as

useful sources for further exploration on the subject matter.

Kerner (1956) presented an elaborate and apparently exact solution to the problem

of determining the composite modulus of a suspension of spherical inclusions in an elastic

matrix. For very rigid particles (Gi >> Gm), the Kerner equation simplifies to:

Gc = G 1+ (2.44)
(1 - c) (8 - 10v,)

112



where vm is the Poisson's ratio of the matrix. In this model, the phase geometry is

represented by a single spherical inclusion of radius a embedded in a sphere of the matrix

material with a radius b. The ratio of a3/b3 is taken to be equal to the volume fraction of

the filler. The composite sphere is in turn embedded in an infinite medium of unknown

composite properties (Figure 2.42). By using averaging techniques an elasticity problem

can be formulated for this simplified geometry such that a self-consistent stress field can be

identified and the effective properties of the medium determined.

V/ /

Ff model.

cass dubs o th oiginal Kern:Eeution andits subsequnl oiiaios(.. ei

and Nielsen 1970, Dickie 1973).

Based on the original geometric model developed by Kerner (1956), the

Generalized Self Consistent Model (GSCM) (Christensen and Lo 1979) was developed to

provide a solution for the effective modulus of a two phase system containing spherical

inclusions which includes a physically realistic model of particle to particle interaction.
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The GSCM has been described as simple in concept and complex in execution

(Christensen 1990). The basic model is the same as that of Kerner (1956) given in Figure

2.42. A spherical inclusion is embedded in a concentric spherical annulus of the matrix

material of the prescribed volume fraction, which is in turn embedded in an infinite

medium possessing the unknown composite properties. The proper solution to this three

phase problem along with proper averaging techniques yields the complete solution for the

composite properties (K and G). A complete derivation of the solution, as well as an

elaborate discussion of the model, can be found in Christensen and Lo (1979).

The exact solution to the effective medium problem is given by the solution of the

following quadratic equation:

A GC) +2B G' j+C=0 (2.45)
GM G,

where

A=8 '-1 (4 - 5vm)IIC10 3 - 2 63 ' -1 2 + 2r193 c7'3 + 252 'S - 1j c5'3
G, (Gm Gm

-50 -1 (7 - 12v, +82)c+( -1vW%

G, G, GqC4(-l~m72

B = -2 -( 5v, IIC) 10c/3 +2 63 - 1 1 +212 c7'3 -252 -- 1 m c5'3
(G, (G, G,

+75 'I 1 (3 - v,)m 2cm +--(15v,-7)] ,
GC 2

C=4 G -1 (5vm -7) 1c 101 3 -2 63 GL -1 12 +2r1lC713 + 2 5 2 A -1 J c' 3

+ 25 EL - 1 (v2 -7)1 c - (7 +5v,)TI2 1,
(G,

with

= 1 (7 - 10vm)(7 +5vi) + 105(vi - Vm)
Gm )

T12 _-i G - 1 (7 +5vi) +35(1 -vi)
Gm)
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T 3 = L (8-lOVm)+l5(1-vm)
(GM

where c denotes the volume fraction of inclusions, and Ge refers to the composite shear

modulus. The subscripts i and m again refer to the isotropic inclusion and the matrix

phases respectively. The solution for the composite bulk modulus Kc is given by:

c( K.- K,,)
Kc = K,. + c K - K) (2.46)

1+(1 - c) (Ki-K
K, +-Gm

The GSCM not only provides a unique approach to exploring the matrix/inclusion

interactions, but also yields the correct asymptotic behavior for rigid inclusions as the

volume fraction of the rigid inclusions approaches unity (Dai et al. 1999). Accordingly,

Christensen (1990) demonstrates that preference should be given to the GSCM over other

effective medium models. However, the weak point of the GSCM is that it does not have

a simple form of solution for the effective shear modulus which is inconvenient for

engineering applications. Furthermore, the classical GSCM can only be made readily

suitable for a two-phase composite material and there remain certain issues to be clarified

regarding applications to multiphase composites. It does though recover reasonable

physical behavior in the limiting case of a concentrated poly-disperse suspension of rigid

spheres (Christensen 1990).

The Mori-Tanaka method (MTM) (Mori and Tanaka 1973) offers a completely

different micromechanical analysis from the previous two models. Whereas the preceding

models admit physical descriptions, the MTM does not, at least not at the same level.

Rather the MTM in essence is an estimate of the solution form guided only by the

requirement of the dilute solution at one end of the concentration scale, and at the

opposite end of the scale by the requirement that as the volume fraction c increases, the

effective property identifies with that of the inclusion phase.

This method has received much attention recently because it permits closed-form

solutions for a series of problems ranging from the determination of composite elastic

constants to the determination of stresses in and around inclusions. The outline given here

follows the presentation of Christensen (1990) which highlights the underlying assumption
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of the method. A rather mathematical description is necessary since the key to the method

is essentially mathematical rather than physical.

For a two-phase composite experiencing far field conditions that give a uniform

strain 6 , the average strain in the system is given by:

E = ciEM + c26 (2.47)

where ci and c2 are the volume fractions of the two phases (cI+c 2=1). Define a composite

stiffness tensor C where average stress and strain are related by:

S= C __ (2.48)

In composite material terminology, the following form is proven and often used:

C6 = CIE+ c2[C2F - CFm] (2.49)

where Ci and C2 are the property tensors of the two phases. If phase 2 is taken as the

inclusion phase then under dilute conditions it is possible to write:

Fo = T- (2.50)

where T is called the strain concentration tensor, considered here to be known. It results

from the field variable solution of the dilute suspension problem. It is then possible to

redefine C:

C=C +c 2 (C 2 -C,)T (2.51)

Now the MTM can be used for generalizing the dilute solution form (Equation 2.51) to

non-dilute conditions. Define the tensor A through:

-E2) = AE (2.52)

Then using Equation 2.51 gives:

C = CI + c 2 (C 2 - CI)A (2.53)

In order to determine A, a new tensor G can be introduced such that:

- 2) = G (2.54)

where G is dependent upon the volume fraction of the inclusion phase (c2 ). After some

manipulation it can be revealed that:

A = [cI+ c2G]G (2.55)
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Therefore, the solution for tensor G under non-dilute conditions will determine the

composite property. It is seen that Equation 2.54 is the non-dilute counterpart of the

dilute solution form given in Equation 2.50. Equation 2.54 can then be written as:

m(2) = (cI + c2G)-'GE (2.56)

or in a compact form as:

i2 = HE (2.57)

where

H = [cII + c2G(c2)]G(c2) (2.58)

Considering the extreme values for c2 it is clear that:

HI 0 = T (2.59)

and

HC = 1 (2.60)

Thus the MTM assumes tensor H as:

H = [cI+ c2T] T (2.61)

where by assumption:

G(c2) -+ T (2.62)

Now with G replaced by the known dilute solution form T in Equation 2.55 and

then A in Equation 2.53, the determination of the composite property C is complete.

Replacing the concentration dependent tensor G(c 2 ) by the concentration independent

tensor T in Equation 2.62 amounts to the simplest form of H in Equation 2.58 that

satisfies the endpoint conditions given in Equations 2.59 and 2.60.

Application of the MTM to the problem of determining the effective properties of

a composite material containing a suspension of rigid spherical inclusions under non-dilute

conditions yields the following expressions for the shear and bulk moduli:

GC = Gm+ c(G - Gm) 1 (2.63)

1 + C) G, - G,
( -c G,(9Km+ 8Gm)

6( Km+ 2 G,)
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and

Kc = K,n+ c(Ki - K) (2.64)

1 +(1C)Ki - K,

K, + -G,

It should be noted that these Mori-Tanaka results correspond to the Hashin and

Shtrikman lower bound solution (Willis 1977).

In a critical evaluation of the effective medium models (Christensen 1990), in

which attention was focused on the analytical forms of the asymptotic, high concentration

results, it was shown that the MTM predicts the same order of behavior for a suspension

of rigid spherical inclusions in an isotropic elastic (compressible) matrix phase, as well as

for the incompressible matrix case. The fact that the MTM does not capture the higher

order effects associated with the incompressible matrix case indicates that the MTM

completely misses the essential physics of the problem since higher order strain gradients

necessarily occur in the incompressible case than in the compressible case. Similar

analyses performed over the full volume fraction range also indicate that the full solution

behavior is completely consistent with the asymptotic results. This means that overall the

MTM has little justification other than its appealing simplicity since it consistently tends to

underestimate the behavior of composite systems (Christensen 1990). In an effort to

improve this methods prediction, Ju and Chen (1994) showed that by accounting for

particle interaction effects, their model could reproduce experimental data more closely.

Further evaluation of the improved Mori-Tanaka method for the prediction of the

behavior of particulate-filled composites can be found in Wong and Ait-Kadi (1997).

One of the more recent effective medium approaches for predicting the Young's

modulus of two-phase composites is based on the theory of topological transformation

and mean field theory (Fan et al. 1992). This approach allows a two-phase microstructure

with any combination of grain size, grain shape, and phase distribution, to be translated

into an effective medium consisting of three well-defined microstructural elements which

together are mechanically equivalent to the original body. This method for microstructural

characterization combines the concept of contiguity, a description of the extent of particle
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contact in dual phase microstructures, with Eshelby's continuum transformation theory

(Eshelby 1957).

According to the theory of topological transformation, the two-phase

microstructure, shown schematically in Figure 2.43a, can be transformed into a three

microstructural element (3E) body (Figure 2.43b). It is important to point out that Figure

2.43 is only a schematic illustration of the idea of topological transformation and does not

represent any quantitative information such as volume fraction, grain size, or grain shape.

Element I (EI) consists only of a grains having an average grain size d". The volume

fraction of El is defined by the continuous volume of a phase fac. This term is dependent

on the degree of contiguity, which is in turn a function of inclusion grain size d, and

volume fraction:

f" = C.f. (2.65)

where

Ca = f f (2.66)
afaR + f

R =- 0(2.67)
da

Similar expressions can be written for Element II (ElI) which consists only of

grains. Element III (EIII) consists of the long range X-P chains, and hence there are only

phase boundaries in EIII. The volume fraction of EIII is defined by the degree of

separation F,:

fafp (1+ R)

fFe=fp(2.68)fa R + f

and the grain size is defined by the volume fraction weighted average grain size d,,:

,,, = dafcji1 + do fo,,, (2.69)

where fam and fsm are the volume fraction of a and P in EIII, respectively, and can be

expressed mathematically as:

f,,, = fa fac (2.70)
F
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f, = 1  (2.71)

El Eli EIli

(a) Microstructure A (b) Microstructure B

Figure 2.43: Topological transformation of a two-phase microstructure.
(Fan et al. 1992)

As a consequence of this topological transformation, the determination of the

mechanical properties of a complex two-phase microstructure can be replaced by an

analysis of a simpler equivalent effective medium having three well-defined microstructural

elements.

In the development of their approach, Fan et al. (1992) assume that if a uniaxial

stress is applied along the aligned direction of the 3E body, strain compatibility requires

that:

El = E11 = EgM = Ec (2.72)

where E, Eu, Em, and Ec are the elastic strains in El, ElI, EIII, and the whole 3E body

respectively. Considering a subsequent elastic strain increment (Ec) in the 3E body, the

elastic strain increments in EL, ElI, and EIII can be written as 8EI, SE1 , SEm, respectively.

Applying the principal of virtual work to the 3E body yields the expression:

GC6EC = GY6Eifac+i6E;f3 c +G ;,;6E ;;,F, (2.73)

120

MMM M MWM
MN M W
MN'M
MMN W

MMNM

OM"M M
ENE MM



where Y1, or, am, and oc are the stresses in the three microstructural elements and the 3E

body respectively. Since strain compatibility is also a requirement for the elastic strain

increments, Equation 2.73 can be rewritten as:

C = alfc+, fpc + a1 ,F, (2.74)

Dividing through by Ec, and noting that E1=Ell=Fmi=Ec gives:

= f + " fpc + " F (2.75)

or, by applying Hooke's law:

EC = E,fa + EHfp + ElF, (2.76)

where El, EH, Em, Ec refer to the Young's moduli of each microstructural element and the

whole 3E body, respectively. Since EIII contains only phase boundaries, there is no direct

contact between particles of the same phase, and therefore interactions between particles

of the same phase can be neglected. Thus, a mean field approach (Pedersen 1983) can be

applied to the EIII body. Pedersen developed the approach to describe the deformation

behavior of inhomogeneous composites by assuming that the equivalent homogenous

inclusion samples the mean matrix stresses. By applying this theory, the following

equations can be derived:

G -= a (2.77)

1+ fo11D

1 - fo, 1 y D

where

D =a (2.78)
(Go -Ga)(1-y)+Ga

7 - 5v
y = ", (2.79)

15(1 - va)

In Equations 2.78 and 2.79, Ga and Gp are the shear moduli of the o and $ phase

and Gm is the shear modulus of the EIII body, y is the strain accommodation tensor for a

sphere, and v, is the Poisson's ratio of the matrix. Once GM is obtained, Em can be

calculated by:

E11 = 2G, (1+ v V) (2.80)
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where vm can be approximated as:

VIII =vf,,, + VPfP,,, (2.81)

From the above equations, the Young's modulus of a two-phase composite can be

calculated.

The advantage of this approach over other continuum approaches is that it can

predict not only the effect of volume fraction of the reinforcing phase, but also the effects

of microstructural parameters such as grain shape and phase distribution on the stiffness of

composites. It is shown (Fan et al. 1992) that in a particulate composite having a given

volume fraction of reinforcement, the Young's modulus of the composite increases with

increasing contiguity of the constituent phases, and this increment is dependent on the

stiffness ratio of the constituent phases. Furthermore, the approach can provide a simple

and effective solution to the problem of interaction between particles of the same phase.

2.4.3 Limitations of Theoretical Models for Young's Modulus

Having summarized some of the models available for the prediction of the modulus

of two-phase particulate composites, a brief discussion of their applicability and limitations

is warranted. Most of the theories discussed in the survey above assume that the

composite modulus of a two-phase filled system can be adequately described in terms of

the elastic properties of the constituents and the volume fraction of filler. The main

difference between the various approaches then are the assumptions made in specifying the

micro-geometry, and the simplifications made in the internal distribution of stress or strain.

The models presented in this discussion range from the completely empirical to

those theoretically based in micro-mechanics. The assumptions that are made in

simplifying the complex stress-strain distribution in a two-phase composite material offer

the biggest limitation to the accurate prediction of the composite modulus. The upper and

lower bound solutions given by Equation 2.37 and 2.38 assume that the individual phases

are under a uniform strain or stress, respectively. The wide spacing of the bounds, and

hence the limited predictive capability, results from oversimplifying the internal stress-

strain field. While such simple models may give acceptable first estimates of composite

material behavior, none of the models based on uniform stress or strain fields can be
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strictly correct since interfacial forces are not in equilibrium for constant strain, and

interfacial discontinuities must exist for constant stress. Only with higher mathematics can

the exact solution for the effective properties of a particulate composite medium be

evaluated. Therefore advanced micro-mechanical models offer the best level of prediction,

but suffer from an increase in complexity. Clearly tradeoffs must be made between the

level of detail and the resulting desired level of accuracy.

Theories that are used to explain the variation of the composite modulus for a two-

phase system with volume fraction do not normally take into account the effect of particle

size. There is, however, evidence that the modulus increases as the particle size decreases

(Spanoudakis and Young 1984a), although this effect may be attributed to the testing

method used. In contrast, the initial modulus was found to be independent of particle size

in other particulate filled composites (Yilmazer and Farris 1983).

The properties of composites may also be affected by changes in particle shape.

Early work by Bueche (1957) indicated that different filler shapes result in different

mechanical properties. Furthermore, theoretical work by Wu (1966) proved that disc-

shaped particles provided better reinforcement than needle or spherical shaped particles.

However, the effect of anisotropy associated with non-spherical particles was ignored.

Indeed, Brodnyan (1959) recognized that particle shape was important in concentrated

suspensions and accordingly modified the Mooney equation (Equation 2.19) to account

for the particle aspect ratio. Fairly recent experimental evidence by Ahmed and Jones

(1990b) confirm that, in the absence of adhesion between particle and matrix, semi-angular

shaped particle filled composites have higher moduli than their spherical counterparts.

One characteristic that has received very little attention is the preceding discussion

is the effect of particle size distribution, which affects the maximum packing fraction. It is

well-known that particles of different size can pack more densely than monodispersed

particles because the small ones can fill the interstitial space between the closely packed

large particles and form an agglomerate. These aggregated particles may be able to carry

a larger portion of the load than the primary particles to yield a higher modulus at the

same volume fraction predicted by most theories. This was confirmed by Ahmed and

Jones (1990b) who showed that graded mixtures of particles can cause improved
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reinforcement over narrowly distributed particle sizes. Efforts to account for particle

gradation have been proposed by Lewis and Nielsen (1970) who proposed an empirical

modification of the Kerner equation by introducing a curve fitting parameter, $m. A

similarly modified Kerner equation was also proposed by Dickie (1973). Each of these

equations appears to satisfactorily describe the data of the individual authors. A new

approach to model the statistical distribution of the filler particles has been attempted by

Guild and Young (1989). They applied finite element techniques to a statistical

distribution of filler particles in a two-phase system and found a good correlation between

the predicted and experimentally observed moduli. Its application to a wider range of data

is, however, required to establish its full potential (Ahmed and Jones 1990a).

A common assumption in most of the theories which predict the reinforcing action

of a filler in a composite material assume perfect adhesion to exist between the inclusion

and the matrix so that slip does not occur at the boundary. Studies which have

investigated the effect of particle adhesion offer conflicting results. Spanoudakis and

Young (1984b) investigated glass-filled epoxy resin and found that composites containing

spherical particles treated with release agents have significantly lower values of modulus

than those treated with coupling agents. Yilmazer and Farris (1983) however concluded

that the presence of a coupling agent in spherical glass bead-filled composites has no effect

on modulus reinforcement. In both cases though, interface adhesion was found to affect

the strength of the composite which may suggest that adhesion may not be an important

factor as long as the frictional forces between the phases are not exceeded by the applied

stress. The conflicting results may then be attributed to other factors such as particle

shape or roughness. Furthermore, because in most filled systems there is a mismatch in

the coefficients of thermal expansion, which is reflected as a mechanical bond resulting

from thermally induced stresses, the assumption of perfect adhesion may be valid even if

the bonding is poor.

Other factors which have largely been ignored in the composite material literature

are the effects of external confinement, temperature, and strain rate. None of the models

presented for modulus consider these variables in their formulations. One could argue that

materials tested with confinement should display an increase in modulus due to the
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restraining effect of the imposed stress. Temperature effects however are anticipated to

be small and can easily be accounted for in the values of modulus chosen for the inclusion

and matrix. This is especially important for polymeric composites since the modulus of

most polymers vary strongly with temperature. Lastly, the effect of strain rate (i.e.

crosshead speed) has been found to be important when dealing with viscoelastic matrix

materials (i.e. polymers). In these cases, an increase in the composite modulus can be

thought of as the normal strain rate behavior of a polymer (Spanoudakis and Young

1984a).

2.4.4 Strength of Particulate Composites

2.4.4.1 Introduction

Among the mechanical properties, the yield stress of composite materials is of

primary importance, giving information on the maximum allowable load without

considerable plastic deformation. Although a great number of theories have been

developed for the prediction of the elastic modulus of particulate composites, a

satisfactory treatment of the strength behavior of composites reinforced with rigid fillers

has not yet been developed. This is mainly due to the great number of parameters upon

which the strength depends. Such parameters include the properties of the constituent

materials, the particle volume fraction, interfacial adhesion, and particle geometry

(Papanicolaou and Bakos 1992). In a review of the mechanical properties of particulate-

filled systems, Nielsen (1967) wrote: "Except in the case of filled rubbers, practically there

is no good theory to guide one's thinking on the stress-strain properties of such materials.

Empirically, it is known what will often happen, but the reasons for the observed behavior

are often not clear". In the last 30 years there have been a number of attempts to correlate

the strength of particulate-filled systems with some of the parameters that affect their

behavior. However, much of the work has resulted in empirical or semi-empirical

expressions, while little progress has been made in the development of theoretically-based

or physically rigorous models for strength.

Furthermore, the majority of the work has concentrated on the tensile or fracture

behavior of these materials. Few studies have looked at the behavior in compression.
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Also, due to the above-mentioned difficulties, a great number of contradictory results may

be found in the literature. The following discussion presents an overview of the existing

strength models for particulate composite materials. Additional information regarding

theories for the prediction of strength of particulate-filled polymeric composites can be

found in Ahmed and Jones (1990a) and Liang and Li (1998).

2.4.4.2 Models for Strength in Tension and Compression

The various published experimental and theoretical strength relationships for rigid

particulate filled polymeric materials have, in general, taken one of two main approaches

in explaining the development of strength.

One approach, as developed by Sahu and Broutman (1972), is to assume that the

composite fails in tension when one element is fractured as a result of a stress

concentration around the filler particle. It follows from this assumption that the composite

strength should decrease rapidly with the first addition of filler and remain essentially at

that level with further additions of filler. With this assumption, a finite element analysis

was used to model the composite and the results were correlated with experimental data

obtained on glass bead filled epoxy and polyester resins. The theoretical predictions did

not give a good fit to the experimental data, which was found to essentially be

independent of volume fraction, yet highly dependent on the strength of the interfacial

bond (Figure 2.44). The relatively poor fit probably resulted from the lack of

consideration of particle interactions in the theoretical model. In addition, the composites

may not have failed as a result of the failure of the first element (Ahmed and Jones 1990a).

The second approach is to assume that the tensile strength of a particulate-filled

composite is determined by the effective decrease in the cross-sectional area of the load

bearing matrix due to the presence of the filler (Nielsen 1967, Nicolais and Narkis 1971).

In the case of poor bonding between the matrix and the filler particles (i.e. no

stress transfer), and the absence of stress concentrations at the particle-matrix interface,

the yield strength of composites in tension depends only on the effective load bearing

cross-sectional area fraction (1-y) or:
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Figure 2.44: Tensile strength of glass bead filled epoxy composites
plotted against volume fraction. Note: Vg = volume
fraction of filler in percent (glass beads). (Sahu and
Broutman 1972)

Gyt = Gym(l - V) (2.82)

where ay, is the tensile yield stress of the composite, Qym is the yield stress of the matrix.

If it is assumed that W is a power law function of the volume fraction of filler c, then:

ayt = Gym(1- acb) (2.83)

where a and b are constants depending on the assumed particle shape and plane of

fracture.

A number of models have been based on the above expression, the most rigorous

being that of Nicolais and Narkis (1971). They considered a unit cube with n3 spherical

particles of radius r uniformly dispersed throughout the matrix. Yielding was assumed to

occur in the minimum cross section of the continuous phase which is perpendicular to the

applied load, that is, in the cross section where stress is a maximum. The minimum cross

section AP is given by:

A = 1- T(nr) 2  (2.84)

and the volume fraction of spheres c is equal to:

4
c = -T1(nr) 3  (2.85)

3
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Substitution of (nr)2 from Equation 2.85 in Equation 2.84 gives:

AP = 1 - n 32 c2/3 = 1- 1.21c2/ 3  (2.86)

and the resulting yield stress of the composite can be expressed as:

Gyt = Gym(1 - 1.2 1c2/ 3 ) (2.87)

In Equation 2.87, cyyt=aym for zero concentration of filler, and c is equal to 0.75 for y=0,

which is the maximum theoretical packing where direct contacts are made between

particles. In practice, the maximum packing that can be achieved by normal mixing

techniques is about 0.64, while theoretically for hexagonal close-packed systems, the

maximum packing is 0.74.

Equation 2.87 gives a lower bound for the tensile strength of a composite material

(i.e. no adhesion). An upper bound is immediately obtained by considering that, in the

case of perfect adhesion, the strength of the composite simply equals the strength of the

polymer itself. This is shown in Figure 2.45.

12

0g

0 20 40 60

Figure 2.45: Upper and lower bounds as measured and predicted by
Nicolais and Narkis (197 1). (data from S ahu and Broutman
1972)

It can be seen by comparing Equations 2.82 and 2.87 that the matrix cross section

is zero at a particle volume fraction of less than unity. Nicolais and Narkis (197 1) justified

this by the fact that at a certain filler content where the matrix loses its continuity (at the
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maximum packing fraction), the strength of the composite material becomes very low.

However, in reality, the cross section of the matrix can only be zero when c= 1.

Considering the packing phenomenon of particles, Turcsanyi et al. (1988) chose a

simple hyperbolic function to represent (1-i):

1 - c
(1- ) (2.88)

1+A -c

where A is a constant related to the packing characteristics and shape of particles. For

spherical particles the value of A is close to 2.5 for both hexagonal closed-packed and

face-centered cubic structures (D'Almeida and Carvalho 1998). If A is taken as 2.5 then

Equation 2.82 can be expressed approximately as:

S= (I+A-cYm (2.89)

where ay, and cyym are as defined as before. However, since some results in the literature

show that ayt is an increasing function of c for filled composites with very strong

interfacial adhesion, Turcsanyi et al. (1998) introduced a parameter B, which is

proportional to the load carried by the dispersed component, and presented the empirical

equation:

1- c
Yy = A ym e xp(B -c) (2.90)

The form of this equation, for various values of B, is shown in Figure 2.46.

An alternative representation for the upper bound tensile strength that accounts for

reinforcement of the matrix by improved adhesion between the matrix and particles, and

the competing loss in strength due to stress concentrations at the interface, was proposed

by Bigg (1987):

ayt = Gym(1 - acb + mC) (2.91)

where m and n are constants related to the interfacial adhesion. This empirical expression

represents an extension of the lower bound equation given in Equation 2.87. With four

constants it is sufficiently flexible to match a wide range of data, but because it does not

have a theoretical basis, it cannot be used to predict the performance of untested

compositions.
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Figure 2.46: Variation of the yield stress ratio as a function of volume
fraction for different values of B. Note: ayc = yield stress of
composite in tension. (Turcsanyi et al. 1988)

Jancar et al. (1992) also studied the effects of particle volume fraction and strength

of adhesion on the tensile strength of particulate-filled polymeric composites. Through the

use of finite element simulations they found that where there is perfect adhesion between

constituents, the upper bound for the tensile yield strength above a critical volume of

particles is found to be 1.33 times the matrix yield strength. Below the critical volume

fraction, the concentration dependence of the yield strength was determined to be

proportional to the fraction of the yielded material,fy:

f, = F(a) -c2 (2.92)

where c is the particle volume fraction and F(a) is proportional to the average yielded area

per particle as characterized by the parameter a:

F(a)= 9 )a 4  2 + sin 4cos~1  (2.93)
2a~ -2- 025Cos-' (1/ a) 16

This leads to the following upper bound expression for the yield strength assuming perfect

adhesion:

y M =*m(1+0.33F(a)-c2) (2.94)

for 1/F(a) > c2 and
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Gyt = 1.33ayym (2.95)

for 1/F(a) < c 2 and where aym is the matrix yield strength in the presence of a very small

percentage of filler (generally less than the yield strength of the unfilled matrix).

A lower bound was similarly obtained by assuming no adhesion between

components. In this case a modified form of the equation developed by Nicolais and

Narkis (1971) was found to adequately represent the composite yield strength:

ayt = aym(1 - 1.21c 2 3 ) -S (2.96)

where S is a strength reduction or concentration factor which was originally proposed by

Nielsen (1966). Through fmite element analysis S was determined to vary between 1.0

and 0.2, for low and high particle volume fraction, respectively. Although this method

gives results that are in relatively good agreement with experiments, it is usually desirable

to have not only a numerical solution, but also an analytical one related to the composite

parameters.

Piggott and Leidner (1974) argued that the uniform filler arrangement assumed in

most models was unlikely in practice and so proposed the empirical relationship:

Gyt = Aaym - b -c (2.97)

where A is a factor expressing the stress concentration caused by the presence of spheres

in the matrix, and b is a constant dependent upon the particle-matrix adhesion. They have

shown that Equation 2.97 can give almost identical values to the two-thirds power law

expression at volume fractions greater than 0.2.

There have also been a number of attempts to correlate the strength of a

particulate-filled system at a constant volume fraction with the diameter of the filler

particles. Alter (1965) found that the strength of a composite filled with spherical particles

is related to the reciprocal of the diameter of the particle, namely:

1
ayt = aym + k (2.98)

Hajo and Toyoshima (1973) later found that the strength is a linear function of the

reciprocal of the square root of the particle diameter:
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1
ayt = ym + k (2.99)

Finally, Landon et al. (1977) proposed that the strength of a particulate-filled composite

can be described by the empirical relationship:

yyt = aymO - c) - k(c)d (2.100)

where in all cases d is the average particle diameter, and k is the slope of the plot of tensile

strength against mean particle diameter at the particular volume fraction in question.

Thus, the difficulty in predicting the strength properties of particulate composites

can be appreciated after considering these contradictory results reported in the literature.

In contrast to the highly empirical expressions above, Leidner and Woodhams

(1974), using a comprehensive theoretical approach, related the strength of a composite

containing spherical particles to the volume fraction, diameter, and degree of interfacial

adhesion. They applied well-established theories for fiber reinforcement to the case of

spheres (beads) in an elastic matrix after making certain modifications for geometry. In

this way, the stress distribution in the spheres, and hence the maximum load carried by the

particles at the breaking point of the composite, was obtained. In order to calculate the

maximum load carried by the matrix, it was assumed that the strength of the matrix itself is

affected by the presence of filler. This assumption was justified since the solid inclusions

act as stress concentrators (Griffith's cracks).

In the case of non-bonded particles the stress is transferred from the matrix to the

bead by frictional forces such that:

T = p.- X (2.101)

where t is the frictional stress transferred to the matrix, p represents residual compressive

stresses which act upon the particle-matrix interface and are due to differences in the

coefficients of thermal expansion of the matrix and particle, and a is the coefficient of

friction. The pressure p is identical to a hydrostatic pressure and therefore does not

depend on the direction in which it is measured.

Computation of the average stress in the bead first requires approximating the bead

by a series of cylinders and then applying fiber reinforcement theories to solve for the
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distribution of load over the system of cylinders. The average stress in the bead can then

be shown to be:

yavg =0.83. pot (2.102)

This indicates that the average stress in the bead at the breaking point of the composite is

a function of the frictional stress pa only and is independent of the diameter of the sphere.

If it is assumed that the cross-sectional area of the composite filled with randomly

spaced spheres is equal to one, then the portion of the cross-sectional area attributed to

the beads can be described by the volume fraction c. The maximum stress carried by the

beads is then:

abs = avgc = 0.83 -pac (2.103)

and the stress carried by the matrix at the breaking point of the composite is:

am = K ym (1 - c) (2.104)

where ab and am are the stresses carried by the bead and matrix phase, respectively, aY, is

the yield strength of the matrix, and K is the relative change of the strength of the matrix

due to the presence of particles and depends on particle size. A modified version of the

relationship of Hajo and Toyashima (1973) given in Equation 2.99 was found to

satisfactorily describe the relative change of matrix strength in the presence of particles:

1
K=a+b (2.105)

where a and b are constants. Equations 2.103 and 2.104 may then be combined to give an

expression for the tensile strength of the composite (ayt):

ayt = Gb + am = 0.83pac + Kaym(1 - c) (2.106)

According to Equation 2.106, the tensile strength of the composite in the case of

no adhesion between the matrix and the particle is a linear function of c, and for a constant

volume fraction of filler, is inversely proportional to the square root of the particle

diameter.

In the case of well-bonded particles the stress is transferred through adhesion shear

stresses at the particle-matrix interface. The maximum stress in the particle is therefore

dependent upon the shear strength of the matrix, and on the strength of the particle-matrix
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bond. The maximum stress in the bead is reached when the shear stress reaches the shear

strength of the matrix, and the tensile stress at the interface attains the particle-matrix

bond strength. However, the behavior is governed by the volume fraction of particles,

since at low fractions, the additional load placed on the matrix when the particle-matrix

bond fails is small and therefore does not lead to catastrophic failure, whereas at higher

fractions, the additional load is high and does lead to immediate failure. Only the case of

high volume fractions needs to be discussed since the case of low particle volume fractions

is similar to the previous case with no adhesion.

It is assumed that the maximum stress transferred to the bead is equal to the

strength of the matrix-bead adhesion Ga. The stress transferred from the matrix to the

sphere by shearing can be calculated in a similar manner as in the case of no adhesion

except that the shear strength of the matrix rm is substituted for the frictional stresses pa.

The stress carried by the beads at the point of failure of the composite is then given by:

Gb = (Ga +0.83tm)- c (2.107)

Due to stress concentrations, the average tensile stress in the matrix is usually lower than

the stress at the particle-matrix interface. If the stress concentration is defined as:

= average tensile stress in the matrix at breaking point of the composite (2.108)
tensile stress at matrix - filler interface (= Ga)

then the stress in the matrix is:

Gm = GaS( -c) (2.109)

Equation 2.107 and Equation 2.109 give an expression for the ultimate strength of

particulate-filled composites exhibiting adhesion:

Tt = (Ga + 0.83Tm) -c + GaS(1 - c) (2.110)

Thus, in the case of filler matrix adhesion the variation of the tensile strength of the

composite is given by two straight lines: for small volume fraction of particles the strength

of the composite decreases with increases in the volume fraction of the filler, whereas for

high volume fractions, the strength increases with increasing volume fraction of filler.

Another more recent model for the prediction of the tensile strength of particulate-

filled polymers has been developed by Papanicolaou and Bakos (1992). The model
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follows a similar approach as that of Leidner and Woodhams (1974) by dividing the

particle into an infmite number of coaxial cylinders and evaluating the overall stress ab

carried by the particle (bead). The result is an expression of the form:

a= B -aum (2.111)

where aum is the ultimate strength of the matrix material, and B is a constant of integration

which depends directly on the difference between the particle and matrix modulus so that

higher values of B correspond to higher values of the difference in moduli (Ep-Em). Thus,

since ab is proportional to B it is recommended to choose combinations of materials

characterized by high values of (Ep-Em).

In order to find the tensile strength of the composite (cy,) the well-known mixture

law is applied and the yield strength:

Gyt = abc + aum(1- c) (2.112)

where c is the particle volume fraction. However, in order to account for both the degree

of adhesion between particle and matrix as well as the degradation of the matrix properties

due to the presence of inclusions, Equation 2.112 has been modified:

ayt = YbKe" + (1 - Kc")um (2.113)

where K is a parameter which depends on the effective fraction of the inclusion, i.e. the

percentage of particles that are well-bonded and can carry load, and n is a parameter that

depends on the degradation of the matrix material due to the presence of inclusions.

Combination of Equation 2.111 and 2.113 results in:

ayt = Gum(1+ Kc"(B - 1)) (2.114)

Analytical investigation of Equation 2.114 indicates that since B<1 when the

modulus of the particles exceeds that of the matrix, the expression decreases exponentially

with a rate dependent on B and n. This implies that the tensile strength of the composite

may never be greater than the strength of the unfilled matrix. For K=n=1, Equation 2.114

takes the form of Equation 2.112 and expresses the ideal situation where there is both

perfect adhesion between the two phases and no degradation of the matrix properties.

Similarly, K=O indicates that all the load applied to the composite is carried by the matrix

material.
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Therefore when the properties of the particle and matrix are known, the tensile

strength of a particulate-filled composite for specific values of the degree of adhesion, as

well as of the matrix degradation, can be estimated.

Of course it is of interest to consider not only the effects of volume fraction and

particle matrix adhesion on the strength of particulate composites, but to investigate the

effects of temperature and strain rate. Although relatively few experimental studies are

available, several trends may be discerned in the literature.

One of the earliest studies into the dependence of strain rate on the yielding

behavior of particulate-filled composites was that of Ishai and Cohen (1968). Tests on

quartz sand filled epoxy resins in compression indicated that the yield stress is a linear

function of the logarithm of strain rate with a slope being independent of filler

concentration, Cf (Figure 2.47).

2 4 6 8 ir -2 4 6 8 2 6 682 2
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Figure 2.47: Unconfined compressive yield stress versus strain rate for
different filler contents. (Ishai and Cohen 1968)

In contrast to the tensile strength results presented previously, Figure 2.47 shows

that the compressive yield stress increases with increasing filler concentration. This

suggests that the behavior of particulate-filled composites is very dependent of the mode

of loading. This is because the tensile strength of relatively brittle materials is largely

determined by flaws and sub-microscopic cracks, whereas in compression, these cracks

are much less important since the stresses tend to close them rather than open them.
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Thus, compression tests tend to be characteristic of the pure matrix material while tension

tests are more characteristic of the flaws in the material (Nielsen 1974). For filled

specimens, the quartz particles serve only a secondary role in the failure process, reducing

the failure strain in tension, and increasing the compressive strength as shown in Figure

2.48 (Ishai and Bodner 1970).

Based on their results, Ishai and Cohen (1968) proposed that the variation in

compressive yield stress with strain rate and volume fraction could be described by an

equation of the form:

GYe =AO +A] logi+A 2c (2.115)

where i is the applied strain rate and c is the particle volume fraction as before. Figure

2.49 illustrates the model fit.

STRAIN (%)

Figure 2.48: Typical stress-strain curves of filled and unfilled epoxy
specimens in tension and compression for the same
constant strain rate. (Ishai and Bodner 1970)

137



- 0.27
. 0.027

2.2

VOUMC FILLER CMNTf C )

Figure 2.49: Compressive yield stress versus filler content for different

strain rate levels illustrating model fit. (Ishai and Cohen

1968)

A similar linear dependence of the tensile yield stress on the logarithm of the strain

rate was found by Moehlenpah et al. (1969) in a study of the yield stress of unfilled epoxy

resins in both tension and compression at various temperatures. The temperature and

strain rate dependence of the yield stress in compression is shown in Figure 2.50. This

behavior suggests that the yield stress isotherms can be rather well superimposed by

shifting along the log strain rate axis according to the time-temperature superposition

principle first proposed by Williams et al. (1955). If this is done then all of the yield stress

data can be adequately represented by the equation:

, = K, + K2 log(0 -aT) (2.116)

where ay rresents either the tensile or compressive yield stress, and atis the shift factor

which is chosen as unity rate lee israture To and is generally a function of

temperature.

Noting similar behavior for their glass bead filled composites and making use of

Equation 2.87, Nicolais and Narkis (1971) proposed the following master curve equation

to take account of both temperature and filler effects on the tensile yield stress as a

function of strain rate:
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Finally, a review of composite modeling techniques for yielding would not be

complete without reviewing the various predictive modeling techniques that exist in the

literature. As was previously mentioned, many of the yielding models presented above

have little theoretical basis. This limits their usefulness in a predictive sense since their

application to poorly characterized systems are simply exercises in curve fitting and hence

do not provide a true test of the models accuracy. As a result, a number of predictive

models have been developed to predict the mechanical behavior of a composite without

resorting to fabricating the composite first. This is particularly useful for the design of

high-performance composite materials.

Anderson and Farris (1988) present a model that uses incremental linear elasticity

theory and composite modulus calculations to predict the stress-strain and volumetric

behavior of particulate-filled composites from constituent properties by relating the

damage produced under stress to a quantifiable change in the composite properties such as

modulus or effective concentration. This method was shown to satisfactorily predict the

mechanical and dilatational behavior of elastic materials filled with spherical glass beads

over a large range in strain under conditions of uniaxial tension and hydrostatic pressure.

The approach uses an energy balance to calculate the critical strain at which filler

particles will debond when subjected to deformation under an applied stress. All

deviations from linear behavior are assumed to be the effect of debonding. Repeated

calculations of critical strain values using re-evaluated material properties, accounting for

the damage caused by debonding, give highly non-linear stress-strain and dilation curves.

Experimentally observed dependencies on particle size, particle volume fraction, adhesion,

and particle and matrix properties are correctly predicted under conditions of uniaxial

tension. Extensions to other modes of shearing and particle shapes was also shown to be

straightforward. Agreement was found to be best for highly-filled materials, although

adjustments to parameters that cannot be directly measured (e.g., energy of adhesion)

improved the agreement somewhat at lower volume fractions. While a complete

discussion of the theory behind the model is beyond the scope of this review, more

information can be found in Anderson (1988) and in Anderson-Vratsanos and Farris

(1993a, 1993b).
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Figure 2.50: Compressive yield stress versus strain
temperatures. (Moehlenpah et al. 1969)

rate at various

3 =A + Bln(. aT)
(1 - 1.2 1c)

(2.117)

where A and B are numerical constants. Reasonable agreement between prediction and

theory was reported for a glass bead filled polymer in the glassy state (Figure 2.51). In

effect, a double shift with respect to both temperature and filler content is performed.

10

8

2

Figure 2.51: Yield stress versus aTE for c

beads. Tref = 24'C. (Nicolai

0. 1 0 102 101 to

ifferent concentrations of glass
s and Narkis 1971)
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A similar micro-mechanical model for the prediction of the mechanical behavior of

particulate-filled composites was advanced by Wong and Ait-Kadi (1997). Their

evaluation of the Anderson-Vratsanos and Farris (1993a, 1993b) model indicated that,

although it worked well for systems where material nonlinearity was mainly due to particle

debonding, the model could not, however, account for the effects of localized straining or

stress concentrations on the composite modulus or strength (Wong and Ait-Kadi 1995).

Therefore, in systems where matrix nonlinearity dominated, predictions were less

satisfactory.

The Anderson-Vratsanos and Farris model was then improved by implementing a

modulus prediction routine based on the Mori-Tanaka method (Mori and Tanaka 1973),

presented in Section 2.4.2.4, which permits closed-form solutions for multiphase

anisotropic composites. By also including work from Ju and Chen (1994), particle

interaction effects could be taken into account. This resulted in an improved modulus

prediction routine and subsequently, an improved micromechanical model for the

prediction of the mechanical behavior of particulate-filled composites.

Comparison of the new model with experimental data showed that modeling

debonded particles by vacuoles (a spherical air pocket which surrounds a debonded

inclusion) instead of voids, as in the original model, gave more representative results.

However, the inability of the model to predict the stress-strain behavior of certain

composites containing well-bonded particles suggests that it is still limited by the

assumption of linear elastic matrix properties.

Using the concept of topological transformation and mean field theory, Fan and

Miodownik (1993a) developed a new approach for calculating the deformation behavior

of a two-phase microstructure with any combination of grain size, grain shape, and phase

distribution. This method was introduced in Section 2.4.2.4 which discussed effective

medium models for the prediction of Young's modulus of two-phase particulate

composites.

The method first involves transforming the microstructure into a mechanically

equivalent body consisting of three well-defined microstructural elements aligned along a

particular direction of interest (Figure 2.43). The resultant three element body is shown to
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be mechanically equivalent to the original body along this direction. The concept of

contiguity and allied topological parameters is then combined with the continuum

transformation theory of Eshelby (1957) to determine the stresses and strains in each of

the three microstructural elements, and hence theoretically derive the stress-strain curve

for the material. Interactions between particles of the same phase are also considered, as

is the effect of volume fraction and phase distribution.

The approach predicts that there are four deformation stages in the total

deformation process of two-phase composite materials. Furthermore, it predicts that there

should always be a drop in the flow stress after the onset of the plastic deformation in the

third microstructural element (EIII), which consists of a separated arrangement of the two

individual phases. This drop in stress is thought to reflect the dramatic release of the

elastic energy stored in El after the onset of plastic deformation in EIII. It is also

regarded as the start of macroscopic yielding in the composite, thus providing the first

potential theoretical explanation for the upper yield stress in frozen sands.

This method was applied in a companion paper (Fan and Miodownik 1993b) to

determine the deformation behavior of titanium alloys and dual-phase steels. It was shown

that the theoretical predictions for these materials were in very good agreement with

experimental results drawn from the literature. Although this method provides a rigorous

treatment for the calculation of the overall deformation process in a two-phase composite

material, it suffers from being somewhat complicated and involved.

2.4.5 Limitations of Theoretical Models for Strength

The yield failure of rigid particulate-filled polymeric composites has been shown to

depend on a number of factors in both tension and compression. Most of the models

presented above assume that the main factors affecting the yield strength of composites

are the particle volume fraction, interfacial adhesion, and particle size. In general, the

tensile strength decreases with increasing volume fraction (e.g., Nicolais and Narkis

1971), although a high interfacial bond strength has been shown to reverse this trend (e.g.,

Leidner and Woodhams 1974). Similarly, the tensile strength has also been shown to

decrease with increasing particle size due to the decreased cross-sectional area of the
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matrix available for load bearing (e.g., Landon et al. 1977, Yilmazer and Farris 1983).

However, a number of contradictory results regarding the exact form of the dependence

have been reported in the literature. Applied strain rate and temperature, although not

having receiving as much attention, have also been definitively shown to affect the yield

behavior of these materials (e.g., Ishai and Cohen 1968, Ishai and Bodner 1970). The

importance of these variables is expected for viscoelastic systems and confirms that

yielding is essentially a property of the matrix.

Few studies, however, have investigated the importance of particle modulus on the

yielding behavior of particulate composites. Monette and Anderson (1993) conducted a

preliminary study using an analytical spring-based model to investigate the effect of

particle modulus on strength and found that stiffer particles provide a higher composite

strength, especially at higher volume fractions. However, Zhou et al. (1995), investigating

the effect of aggregate on the compressive strength on concrete, observed substantially

different results. Aggregate particles of steel beads gave rise to lower strengths than

similar specimens composed of gravel or glass beads. This may be partly attributable to a

reduced bond strength, and partly to the high difference between the modulus of the steel

and the mortar matrix. Too stiff an aggregate, while improving the composite Young's

modulus, may cause stress concentrations and initiate micro-cracking causing a decrease

in strength (Zhou et al. 1995).

In a similar fashion, the shape of the inclusion is expected to play an important role

in determining the strength of the system (Ahmed and Jones 1990b). With non-regularly

shaped inclusions, weakening of the system can occur as a result of stress concentrations,

whereas, with rounded inclusions the effect of stress concentrations is much less severe.

While comparisons between round and angular particles have not been detailed in the

literature, Ishai and Bodner (1970) did notice that sand filled epoxy specimens in

compression tended to turn milky as the maximum stress was approached indicating the

cutting of the epoxy matrix by the filler (sand) particles.

The foregoing discussion in conjunction with the previous section alludes to the

complexity of the yield behavior of particulate-filled composites. It is therefore not

surprising that empirical approaches seem to be the most prevalent for describing the yield
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stress of particulate composites. However, as the objective of the preceding review was

to assess existing models for the strength of particulate composites in order to gain

insights regarding the upper yield behavior of frozen soil, some of their limitations need to

be discussed.

Certainly the majority of the models presented thus far have concentrated on the

tensile strength of particulate-filled composites. Ishai and Bodner (1970) found that the

failure mechanism causing gross yielding in sand filled polymers is essentially a property of

the matrix, and that the presence of the sand particles serve only a secondary role in the

failure process. Inclusions were found to reduce the failure strain in tension and increase

the compressive strength. Such differences in behavior are expected, however, since in

compression, rigid inclusions act to share the applied load. Furthermore, since they are

usually stronger than the matrix, the yield strength is expected to increase with increasing

volume fraction. In tension, however, non-bonded inclusions, which because of their

dispersed nature cannot carry any load, serve only to decrease the cross-sectional area.

This leads to the reduction in yield strength observed by many of the authors. In the case

of well-bonded inclusions, an increase in strength can be expected and can be related to

the actual bond strength if known.

Another issue which requires attention is the problem of determining the actual

onset of yielding which may be different for different modes of loading. While the

situation is relatively straightforward in metals, the basic viscoelastic nature of polymeric

materials results in their stress-strain relation always being curved, so that the yield point is

somewhat ambiguous (Figure 2.48). In most studies the yield stress is taken as the first

point where the tangent of the force-deformation curve becomes zero, which in many

cases also defines the peak stress or strength of the material. It is clear, however, that the

onset of yielding occurs well before the peak as shown in Figure 2.48. Furthermore, other

issues such as machine compliance and lack of on-specimen strain measurement may

contribute in preventing the observation of a clear yield point.

Nicolais and Narkis (1971) however, in their comparison of stress-strain curves for

a filled and unfilled polymer in tension at various volume fractions, temperatures and strain

rates, noticed a sharp break in the stress-strain curves at about 0.35% strain (Figure 2.52).
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This "stress at the point of discontinuity, GD" was found to be temperature dependent,

decreasing with increasing temperature, and practically independent of particle

concentration and strain rate (Figure 2.53). The associated strain at the point of

discontinuity was also noted to be independent of temperature and particle volume

fraction. It is thought to reflect the fact that the inclusions act as stress risers allowing

multiple volume elements to reach a critical stress for craze formation. Once the matrix

starts to craze, it contributes inhomogenous deformational mechanisms which lead to an

increase in the work to break. The behavior of this point is very similar to the upper yield

stress observed in frozen sands except for its lack of sensitivity to the applied strain rate.

Although little additional characterization of this point is available, it at least suggests that

the behavior of particulate-filled polymers in tension are somewhat similar to the behavior

of frozen sands in compression and may be analyzed as such.
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Figure 2.52: Tensile stress-strain curves for different concentrations of
glass beads in a SAN matrix. Note: Tef= 48'C, t = 0.0262
min-'. (Nicolais and Narkis 1971)
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Figure 2.53: Tensile stress at the point of discontinuity (aD) versus
temperature for different concentrations of glass beads.
Note: E = 0.0262 min'. (Nicolais and Narkis 1971)
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CHAPTER 3
LABORATORY EQUIPMENT

3.1 INTRODUCTION

Successful investigation of the small strain behavior of frozen sands requires

several types of specialized equipment that can withstand the harsh conditions imposed by

the testing environment. This chapter describes the triaxial testing equipment and the

associated electronics used to perform the experimental program on frozen soils. The

current system is an improved version of the automated triaxial apparatus originally

developed by Andersen (1991), and later modified by Swan (1994). Substantial

innovations have been introduced to induce and observe the micron-level displacements

necessary to quantify the small strain behavior of frozen geomaterials. These

improvements are also described in this chapter.

The most significant contribution to the prior equipment was the improvement of

the system for the on-specimen measurement of small strains which is based on miniature

LVDT technology. Successful investigation of the small strain behavior of frozen soils in

the triaxial apparatus relies, however, on a number of other components besides the

availability of an effective measurement system. Other essential components include

internal force measurement, stress path control, precise axial alignment, and a high-

resolution data acquisition system (Santagata 1998). A system that can also quickly

achieve a constant rate of strain during shear is also highly desirable.

Prior to discussing the characteristics and performance of the newly improved

small strain measurement system, a brief overview of the dedicated laboratory used for

frozen soil testing known as the Low Temperature Testing Facility is presented in Section

3.2. This is followed in Section 3.3 by a description of the MIT automated, high-pressure

low-temperature triaxial apparatus for testing frozen soils. Particular emphasis is placed

on the description of the chamber and on the load application system which was modified

to improve the investigation of the small strain behavior. Since the level at which axial

displacements can be resolved is affected by the precision of the data acquisition system, a
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description of the data acquisition system used in the MIT Geotechnical Laboratory is also

provided in Section 3.4.

A fairly detailed description of the small strain measuring system is given in

Section 3.5 as it represents a major step forward in the measurement of the pre-failure

deformation behavior of frozen sands. It represents the culmination of a joint effort

between the author and other researchers in the MIT Geotechnical Laboratory, in

particular Marika Santagata (Santagata 1998) who investigated the pre-failure behavior of

cohesive soils. It involves the use of two miniature LVDT's mounted on a pair of Lucite

yokes which clamp onto a standard sized triaxial specimen. Although the system is similar

to that of Andersen (1991), who initiated small strain measurements at MIT, a number of

innovations have been made to the original system such as a more refined mechanical

design and a completely new signal conditioning system. Both are described in detail in

Sections 3.5.3 and Section 3.5.4. Signal stability as a function of time, temperature, and

pressure is also discussed. Finally, the performance of the system is presented based on

proof tests conducted on aluminum and PMMA (polymethylmethacrylate), and on

resedimented Boston blue clay and frozen Manchester fine sand.

3.2 LOW TEMPERATURE TESTING FACILITY

The Low Temperature Testing Facility consists of three separate rooms, each with

independent temperature control. Constructed in 1988 originally for ice mechanics

research, it has since been continuously used for the study of frozen soils. A plan view of

the facility is shown in Figure 3.1. The vestibule serves as a buffer between the outside

laboratory and the two other inner rooms. Its temperature is held constant at

approximately -10'C. It contains the equipment used for the preparation of granular ice

and for the trimming of ice and soil specimens. The growth room, located at the rear of

the vestibule is somewhat smaller and is maintained at 00 C. It is mainly used for the

preparation (i.e. de-airing, saturation, and freezing) of frozen soil specimens . The testing

room, the largest room in the Low Temperature Testing Facility, contains the high-

pressure triaxial apparatus and load frame inside an environmental enclosure. While this

room has been designed to achieve temperatures down to -40'C, most testing for this
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particular research program was conducted at much higher temperatures. The

temperature inside the testing room fluctuates by ±1.5*C around the control point with a

period of 400 to 600 seconds (Andersen 1991). Normally the temperature of the room is

kept 5*C colder than the desired test temperature since the environmental enclosure is

internally thermo-regulated and can provide only heat. This system works very well at

dampening the temperature fluctuations in the room which result from the intermittent

cooling and defrosting nature of the refrigeration units. More detail regarding the

temperature variations within the testing room can be found in Andersen (1991).

LEGEND: - Feed-through port

Fan-coil refrigeration unit

Figure 3.1: MIT Low Temperature Testing Facility (plan view).

3.3 SPECIMEN TESTING APPARATUS

3.3.1 Introduction

Two devices were employed in this study to investigate the properties of frozen

soil and ice. The first device is the MIT automated, high-pressure low-temperature triaxial

apparatus. This device was designed and built at MIT and represents the culmination of
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many years of continuous improvement. It is dedicated to the strength testing of frozen

soil and ice specimens under monotonic conditions. It is described in detail in the

following section. The second device, designed and built specifically for this study, was

used to gain insight into the mechanisms controlling ice adhesion. A complete description

of the apparatus along with the results of the ice adhesion testing program is located in

Appendix A since the results were not used directly in the analysis of the pre-failure

behavior of frozen systems.

3.3.2 MIT Automated High-Pressure Low-Temperature Triaxial Cell

Over the past 10 years, a large effort has been invested by the MIT Geotechnical

Laboratory into automating the strength testing equipment. The process of automating

existing equipment, termed adaptable automation by Sheahan and Germaine (1992),

involves the modification of system components, as well as the addition of innovative new

components to increase flexibility and quality control. Automation also offers the added

benefit of a dramatic reduction in labor. The first application of this concept, which

resulted in the development of the MIT automated stress path triaxial cells, is described in

detail by Sheahan (1991). The automation of other laboratory shear testing devices

followed, in particular the high-pressure triaxial system used for testing frozen sands.

Figure 3.2 shows a schematic of the computer controlled triaxial testing apparatus

used for testing frozen and unfrozen sands. The system combines existing MIT equipment

(e.g., load frame and high-pressure triaxial cell) with some innovative components (e.g.,

analog-to-digital converter, electronic motor control system). The apparatus includes six

basic components: 1) the triaxial chamber, 2) the system for load application consisting of

the loading frame and actuators (pressure-volume controllers), 3) drive motors and

control subsystem, 4) instrumentation package, 5) PC-based control system, and 6) the

central data acquisition system (not shown).
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A: Triaxial cell
D: Motor control box
G: Power supply

B: Load frame
E: Personal Computer
H: Voltmeter

C: Actuators (PVC's)
F: Cell fluid pump

Figure 3.2: MIT automated high-pressure low-temperature triaxial system
(connections between transducers and PC and remote data
acquisition system not shown).

The high-pressure low-temperature triaxial testing apparatus (Figure 3.3) was

originally built for previous frozen soil research at MIT (Andersen 1991) and subsequently

modified by Swan (1994). The system, which is designed to operate at confining

pressures up to 20 MPa, has a steel triaxial chamber which mates to the triaxial base

containing the cell and pore fluid valving along with an enlarged base pedestal to

accommodate at least 15% radial deformation of the specimen during shear. Stainless

steel tubing and ball valves are employed to minimize compliance and limit pressure loss in

the loading system. Pressures are measured using diaphragm-type bonded semiconductor

strain gage pressure transducers (Data Instruments Inc., Model AB/HP2000, Acton, MA).
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Since this system is dedicated to testing frozen soil specimens, it utilizes a floating top cap

that is also oversized.

The axial load is applied to the specimen via a 2.54 cm diameter hardened steel

piston to which a 45 kN (10,000 lb) shear-beam load cell (Data Instruments Inc., Model

JP-10000, Acton, MA) is attached. The piston enters the top of the triaxial chamber

through a double O-ring seal. Piston movement is continuously monitored by an

externally mounted LVDT (Trans-Tek Inc., Series 240, Ellington, CT). The bottom of

the load cell mates with the top cap on the specimen via an alignment device. All

transducers are energized by a DC-regulated power supply. A summary of the calibration

factors for each of the devices employed is given in Table 3.1.

Calibration
Transducer Model Number Temperature Calibration Factor

External axial LVDT H-5 244-0000 -10 C 3.59333 cmNN
Cell pressure AB/HP 5000 +20'C 1743.40 MPaNN
Load cell JP-1 0000 +20'C 127943 kgNN
Volume change LVDT 0246-0000 -10 C -39.6821 cm3NN
Axial actuator LVDT J-8 245-005 -100C 8.15613 cmNN
Small strain LVDT1 #9354 -10 C 0.02533 cmN
Small strain LVDT2 #9352 -10 C 0.02473 cmN

Table 3.1: Summary of calibration details for devices used.

Two thermistors are located on the inside wall of the triaxial chamber to measure

the temperature of the cell fluid (Dow-Corning Inc., #200-20 cs silicone oil) at the top and

bottom of the specimen. The thermistors were calibrated using a Lauda refrigerating

circulator (Brinkman Instruments Inc., Model RC-6, Westbury, NY). Calibration

information is given in Appendix B. This particular silicone oil exhibits extremely low

viscosity under a wide temperature range, and does not degrade the latex membranes used

to seal the specimen during testing. This oil was initially selected to limit leakage over the

course of a test, but also offers the added benefit of being nonconductive which is essential

When loc-ing electronic devices such as the load cell and the on-specimen strain

measurement system within the triaxial chamber. A fluid circulation system utilizing a

small external magnetically-driven high-pressure pump (Micropump Inc., Model 219-56C,

Vancouver, WA) helps to reduce the temperature gradient over the specimen to less than
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0.1 C. This gradient is thought to be caused by the heat released from the internal

instrumentation. Information regarding the improvements made to the temperature

control system is given in Section 3.3.3.3

In order to impose a triaxial state of stress to the specimen, the triaxial apparatus is

linked to two MIT-designed actuators (pressure-volume controllers). These actuators

consist of a DC analog motor driven ball-screw jack that converts the rotary motion of the

motor into the linear motion of a piston that displaces fluid from a reservoir. In this

configuration the actuator is capable of controlling either fluid pressure or volume.

A: Triaxial chamber
D: Triaxial base
G: Thermistors

B: Load cell
E: Pressure sensor
H: External LVDT

C: Alignment device
F: Soil specimen
I: Internal LVDT's

Figure 3.3: High-pressure low-temperature triaxial chamber.
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One actuator is directly linked to the triaxial chamber and pressurizes the cell fluid,

thus applying a confining pressure to the soil specimen. The volume change of frozen

specimens is computed from LVDT's monitoring the motion of this actuator and the

triaxial cell loading piston. It is computed from these two direct measures using various

corrections which account for leakage and compressibility of the cell fluid, and flexure of

the triaxial cell base. This method of measurement results in a maximum volumetric strain

error of ±0.2% (Swan 1994).

The other actuator is used to apply a vertical axial force to the specimen. It is

directly attached to a 89 kN (10 ton) hydraulic ram (Templeton, Kenly & Co. Inc., Model

HSR 102T, Broadview, IL) that converts fluid pressure to axial force, and thus moves the

entire triaxial apparatus up against the load frame. In both actuators the same low

viscosity silicone oil is used as the hydraulic fluid. In the case of unfrozen sand testing, a

third actuator is added to control the pore (back) pressure within the test specimen. The

actuators are used in conjunction with electronic control units that regulate the voltage

provided to each DC motor. These motor control units determine the speed and direction

of the piston movement and thus control the rate and direction of fluid movement.

Improvements made to the loading system to achieve and maintain a constant rate of strain

during shear are described in Section 3.3.3.4.

Automated control is carried out using a PC and a control program written is

QBASIC (Appendix C). The control program is task specific and able to perform all

phases of a standard triaxial test including initial pressure up, back-pressure saturation,

stress path or Ko consolidation, and (un)drained shear in compression or extension.

One of the main features of the triaxial testing system is the PC-based closed loop

electro-hydraulic feedback control system shown in Figure 3.2. This system allows for the

simultaneous control of the cell pressure, back pressure (not required for frozen tests), and

axial force based on feedback signals from transducers which measure these quantities.

The analog signals (continuous yet variable voltages) produced by the various sensors are

fed into a PC fitted with a MIT-designed 22-bit analog-to-digital conversion card (ADC)

which converts these voltages into discrete voltage levels that the computer can interpret.

Triaxial testing control software written in QBASIC compares these voltages with user-

164



input target values which depend on the stage of the test. Digital signals (voltages) are

computed and then sent out to the motor control units via a 12-bit digital-to-analog

conversion card (DAC) also fitted within the PC (Strawberry Tree Computers, Model

ACAO-12, Sunnyvale, CA). These voltages are interpreted by the motor controllers and

then sent to the motors whereby they cause a perturbation in the system, either a change in

pressure or force. The execution of these steps in a loop constitutes a feedback control

system.

As mentioned previously, the complete testing system, aside from the computer

and motor control unit, operates inside an environmental enclosure within the main testing

room of the Low Temperature Testing Facility in order to help maintain the specimen and

hydraulic fluids at a constant temperature.

3.3.3 Equipment Modifications

3.3.3.1 Introduction

A number of improvements have been made to the high-pressure low-temperature

triaxial system for testing frozen soils over the course of this research in order to improve

the measurement of small strain behavior. Some of these modifications resulted from

recommendations given in Swan (1994) and most were made before the commencement

of the experimental program. The modifications can be divided into three main categories:

load application, temperature control, and strain rate control. These are discussed in detail

in the following sections. Improvements made to the small strain measurement system are

discussed separately in Section 3.5.

3.3.3.2 Load Application

Proof tests conducted on various materials (e.g., aluminum, PMMA, soil) indicated

that minor eccentricities in load application led to significant differences in the strains

measured by the LVDT's on opposite sides of the specimen thus limiting the

reproducibility of small strain measurements. In fact, the development of the higher

resolution small-strain measurement system showed that the difficulty in applying the load

to the specimen in both a uniform and concentric fashion was the major limitation in
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obtaining reliable measurements of the initial stiffness of frozen Manchester fine sand.

Similar problems were noticed by Cuccovillo and Coop (1997b) in measuring the small

strain behavior of structured sands in the triaxial cell. Perfect alignment of the loading axis

with the center of the specimen and parallelism between the top cap surface and the

specimen base are essential for minimizing non-uniform straining.

This problem of eccentric loading resulted mainly from the double 0-ring seal

surrounding the loading piston as it was a source of considerable amount of lateral play.

Replacing this seal (bearing) with a high-pressure rolling diaphragm, combined with a

linear ball bearing, would have necessitated extensive redesign of the triaxial chamber. It

was therefore decided to incorporate a double moment break in the loading assembly: one

between the top cap and the alignment device, and the other between the top of the

loading piston and the upper crossbar on the load frame. The lower moment break is

shown schematically in Figure 3.4. Both breaks consist of a hardened steel ball in a ball

seat bearing against a flat hardened ceramic surface. This de-coupled any eccentricity

caused by the O-ring seal and hence ensured repeatable concentric loading of the specimen

in compression. Finally, the load frame uprights were pre-tensioned to increase stability as

well as to reduce the amount of flexure upon loading, and the entire load frame was

maintained completely vertical with the aid of a high-precision level. These small yet

important modifications had a significant effect in reducing the amount of non-uniform

straining that occurred during testing.

3.3.3.3 Temperature Control and Measurement

One of the main testing variables which was investigated in this and in the previous

experimental programs was specimen temperature. Consistent temperature control was

achieved by enclosing the triaxial testing system within an environmental enclosure inside

the main testing room which was set a few degrees colder than the desired test

temperature. This enclosure is regulated using a mercury contact switch (Princo

Instruments Inc., Model T151, Southampton, PA) which controls two heat sources (i.e.

light bulbs) and fans for circulation inside the enclosure. The air temperature surrounding

the triaxial cell fluctuated by ±0. 17'C about the control point as set by the mercury
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A: Loading piston B: Load Cell C: Alignment device
D: Specimen top cap E: Alignment pin F: Steel ball
G: Ceramic insert

Figure 3.4: Triaxial chamber loading assembly.

contact switch. Inside the triaxial cell the temperature of the oil was measured near the

top and bottom of the specimen using two thermistors. Due to the presence of electronic

devices within the triaxial cell a slight temperature gradient existed in the oil, with the oil

near the top being warmer than the bottom. Table 3.2 summarizes the measured oil

temperature (average of oil temperatures at the top and bottom of the specimen), as well

as the temperature gradient for the temperatures investigated in the previous programs.

One of the main experimental objectives of this program was to reduce this

temperature gradient since it might affect the results of tests at higher temperatures such

as those important in permafrost research. In order to reduce this gradient, a small

magnetically-driven high-pressure pump (Micropump Inc., Model 219-56C, Vancouver,

WA) was used to circulate the confining fluid within the triaxial chamber. It withdraws
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Nominal Mean±S.D. VT (OC)
Temperature (OC) (OC) (warmer near top)

-10 -9.55±0.05 0.35±0.05
-15 -15.60±0.10 0.40±0.10
-20 -20.25±0.20 0.55±0.20
-25 -25.35±0.20 0.30±0.15

Table 3.2: Summary of measured testing temperatures from previous
experimental programs on frozen Manchester fine sand.
(Andersen et al. 1995)

silicone oil at the bottom of the triaxial cell and injects it near the top of the triaxial

chamber. The pump's housing, as well as all its internal components, are fabricated from

316 stainless steel and its unique design allows it to operate over a large range in

temperature (-45*C to 120'C) and pressure (0 to 10 MPa) making it ideal for this

application. Table 3.3 show the improvement in temperature control resulting from

confining fluid circulation.

Nominal Mean±S.D. VT (oC)
Temperature (*C) (OC) (warmer near top)

-2 -2.21±0.16 0.03±0.05
-5 -4.97±0.35 0.04±0.09

-10 -9.34±0.52 0.00±0.14

Table 3.3: Improvement in temperature control in current testing program.

3.3.3.4 Strain Rate Control

Another important aspect of this work was developing a testing system that could

apply a constant strain rate during shear. For the results reported by Andersen et al.

(1995), the strain rate did not reach a constant value until approximately 0.5-1.0% axial

strain. This is illustrated by tests 72 and 86 in Figure 3.5. This strain rate lag can be

attributed to the use of the external LVDT for axial strain measurement, to the extensive

compliance in the loading frame and triaxial cell base, and from using lubricated end

platens.

The new system uses on-specimen axial deformation as the feedback source for a

digital closed-loop PID (proportional-integral-derivative) control algorithm, and also
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incorporates other modifications such as stiffer hydraulic lines and high-pressure valves to

minimize the compliance in the system.

The objective of a PID control system is to maintain the controlled variable, in this

case strain rate, equal to the target value specified by the user at all times regardless of

changes in the environment. This requires the system to essentially respond to changes

before an error occurs. However, this is impossible in the case of a feedback system since

the controller requires a finite amount of error in order to produce changes in the

manipulated variable. Thus control systems differ by the way they utilize an error signal to

generate a control action. Proportional control generates a control action that is

proportional to the difference between the reference value and the target value. Integral

control changes the controller output by an amount related to the integral of the error

signal. Derivative control bases the control response on the rate of change of the error

signal. Combining these three forms of feedback control results in a PID control

algorithm that can be implemented in the triaxial testing control program. This

combination reduces the steady state error to zero and often yields satisfactory dynamic

response. Additional information on this topic can be found in Perdikaris (1991).

(a) 2.0 , 1 , i , 1 , 1 , (b) 20 1 1 1 1 1 1 1
FRS 72: Dense, ac=10 MPa, T=-200 C FRS 86: Dense, ac=10 MPa, T=-200 C

1.5 FRS 169: Dense, a= 10 MPa, T=-100 C 15 FRS 204: Loose, a =0.5 MPa, T=-100 C
FR$ 204

PII control FRS 72 -
.P11 co10ntrolto:FR86~1.0 10 1n ....... ....FR S 6-^--

FRS169

No rate No rate:
- control control

0.0 0
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

Axial Strain, Ea (%) Axial Strain, Ea

Figure 3.5: Improvement in strain rate as a result of PID algorithm and
system modifications: (a) slow strain rate (E = 3x10 6 s-1), (b)
moderate strain rate (i = 3.5x10 5 S-1).
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Implementation of a PID control algorithm for strain rate allows the axial actuator

to apply the desired constant deformation rate virtually from the start of the test for slow

(3x10-6 s-') and moderate (3.5x10 5 s-1) rates of strain, as shown in Figure 3.5 for tests 169

and 204.

3.4 DATA ACQUISITION SYSTEM

3.4.1 AD1170 Data Acquisition Card

The high-pressure triaxial apparatus described above include two data acquisition

systems; a local one at the personal computer used for control purposes, and a central

system used to collect all the data in the MIT Geotechnical Laboratory for subsequent

analysis. The local data acquisition system makes use of a high quality MIT-designed

(Sheahan 1991) analog-to-digital conversion (ADC) card which is built around Analog

Devices model AD 1170 high resolution, programmable integrating converter (Analog

Devices Inc. 1994). The AD 1170 offers independently programmable integration time

(from 1 ms to 350 ms) and allows the user to specify any resolution from 7 to 22 bits.

Usable resolution is typically limited to 18 bits due to measurement and calibration noise

error. This translates into a maximum resolution of 0.0024 mV which provides ample

sensitivity for closed-loop digital calculations. The high degree of signal averaging

provided by the AD 1170 helps eliminate anomalies in the signal due to noise and thus

provides a more reliable and repeatable representation of the quantity to be measured.

3.4.2 Central Data Acquisition System

The central system is based on a 486 microprocessor PC driven by Windows NT

software interfaced with an expanded channel Hewlett Packard HP3497A data acquisition

unit which uses a very low noise integrating analog-to-digital converter. This system has a

5/2 digit integrating analog-to-digital converter with auto-ranging amplification to four

voltage scales (0.1, 1, 10, 100 V). This translates into an effective resolution, for

example, of 0.001 mV on the 0.1 V range. Currently the system is configured to monitor

140 channels simultaneously while providing analog-to-digital conversion and data storage

at rates up to 1 Hz. This high-quality low-noise system also makes its possible to directly
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measure the output from the load cell, pressure transducers, and LVDT's without any

signal amplification. The sensitivity of this system has been instrumental in observing

levels of strain down to 10~6 since small displacements during shear correspond to

extremely small changes in the output of both the LVDT's and load cell. The resolutions

and the stability of transducers signals as measured by the central data acquisition system

are summarized in Table 3.4.

Device Range Resolution Stability
Axial Strain LVDT 5 cm ±0.001% ±0.01%

(70%) (0.1 mV) (1 mV)
Volumetric Strain LVDT 45 cm 3  ±0.001% ±0.01%

(65%) (0.1 mV) (1 mV)
Cell Pressure Transducer 35 MPa 0.0003 MPa 0.003 MPa

(0.001 mV) (.01 mV)
Load Cell 4545 kg 25 g 250 g

(0.001 mV) (0.01 mV)

Table 3.4: Transducer characteristics as measured by the central data
acquisition system. Note: calculations based on dimensions of
an average frozen triaxial specimen (H = 7.2 cm, D = 3.5 cm).
(adapted from Sheahan 1991)

3.5 SMALL STRAIN MEASUREMENT SYSTEM

3.5.1 Introduction

Since the early 1980's when the first techniques for on-specimen strain

measurement in the triaxial apparatus were employed (e.g., Brown et al. 1980, Burland

and Symes 1982, Costa-Filho 1985, etc.), it has been recognized that the low stiffness

values often measured in the laboratory, traditionally attributed to the effects of sample

disturbance, were for the most part caused by bedding errors at the end platens. The

development of new technologies which allows precise measurements of local strains in

laboratory tests has since produced measures of stiffness much closer to the values

measured in-situ and back-calculated from the field, and has assisted in closing the gap

between the dynamic and static measurements of the initial modulus.

A number of devices have been developed over the past two decades for the

measurement of the small strain behavior of soils in a triaxial state of stress. They include

electrolevel displacement gages (e.g., Jardine et al. 1984), Hall effect semiconductors
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(e.g., Clayton and Khatrush 1987), miniature LVDT's (e.g., Brown et al. 1980,

CostaFilho 1985, Andersen et al. 1995, Cuccovillo and Coop 1997b), proximity sensors

(e.g., Hird and Yung 1989, Lo Presti et al. 1994), and local deformation transducers (e.g.,

Goto et al. 1991). In many cases these technologies have allowed reliable measurement of

axial strains as small as 10-5 . Scholey et al. (1995) presents a review of these methods and

summarizes their capabilities and limitations.

The technology used for the measurement of the small strain behavior in the MIT

Geotechnical Laboratory was first developed for the study of the behavior of frozen sand

in triaxial compression (Andersen 1991). It was subsequently adapted, with minor

modifications, to investigate the stress-strain properties of unfrozen and frozen sands

(Swan 1994). The technology involves the use of two miniature submersible LVDT's

mounted on a pair of yokes which clamp onto the soil specimen. The new measurement

system, discussed in the following sections, is based on their original design although

includes many new innovations. These include a refined mechanical design as well as a

completely new MIT-designed signal conditioning system, which provides exceptional

stability and noise reduction under a wide variety of stress and temperature conditions.

Finally, a discussion of the performance of the system based on proof tests on various

materials is given.

3.5.2 Design Requirements

The system for measurement of the small strains was designed to meet several

requirements. The basic criterion was to develop a system that could be implemented

without major modifications to the existing triaxial equipment and be capable of measuring

strains as small as 5x10-6 or better. In general, the system had to possess the following

properties:

e high resolution to measure strain as small as 5x 10~6 or better

" operation over large range of strain

" DC output for compatibility with existing data acquisition system

" temperature and pressure insensitivity

" no influence on specimen loading as a result of displacement measurement
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" compact design to facilitate mounting within the triaxial cell

e no interference with the pressure seals on the test specimen

" relative insensitivity to chamber pressure over the range of 0 to 10 MPa

" relative insensitivity to temperature over the range of -20 to +200 C

" ease of installation permitting rapid setup at low temperatures

While investigation of soil behavior at these small strains is necessarily associated

with on-specimen measurement of the strains, many possibilities exist regarding the choice

of instrumentation and setup configuration. Among the several constraints to be

considered during the design of a measuring system, the most significant were the use of a

standard size specimen, the space limitation imposed by the existing triaxial chamber, and

that the same system be employed to measure, without major modifications, the small

strain stiffness of a wide range of geomaterials. In particular, the design had to

accommodate the requirements posed by two research projects: one dealing with a

fundamental investigation of the small strain behavior of resedimented Boston blue clay

(Santagata 1998); the second focusing on the pre-failure behavior of frozen Manchester

fine sand, which is presented in this thesis. These two materials differ in their initial

stiffness by more than two orders of magnitude, thus establishing a range in behavior that

encompasses that of most soils.

The testing program for RBBC performed SHANSEP (Ladd and Foott 1974) type

tests at a variety of stress levels and overconsolidation ratios (OCRs). In these tests, shear

would occur in all cases after at least 5% consolidation strain. This constraint eliminated

consideration of devices such as the LDT (Goto et al. 1991) which have an axial strain

limit of about 2%, beyond which they cease to function. The testing program on RBBC

also included multi-stage tests in which various small amplitude (a<O. 1%) shears,

separated by consolidation phases with 1.5-2% axial strain, were performed on one

specimen. This necessitated a device with a large enough linear range to accommodate

measurement of strains over a range of approximately 0.5 cm, or to provide a means to

adjust the position of the devices prior to each shear phase. In the investigation involving

frozen MFS it was imperative that the measurement device be able to withstand confining
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pressures of up to 10 MPa and temperatures as low as -25 0C, yet still be able to resolve

the displacements necessary to characterize the pre-failure deformation behavior.

Finally, the desire to make the measurement of pre-failure deformations a standard

procedure in the MIT Geotechnical Laboratory necessitated that the measurement system

be flexible, allowing it to be used on any type of specimen, and inexpensive such that a

dedicated system could be implemented in each triaxial testing apparatus.

3.5.3 Mechanical Configuration

As previously mentioned, the small strain measurement system consists of two

LVDT's set diametrically opposite to each other on two yokes, as shown schematically in

Figure 3.6. The yokes are fabricated out of Lucite chosen for its strength and light

weight. They are hinged and clamp onto the specimen at three points, each 120 degrees

from the other. Currently, they are designed for standard sized triaxial specimens (3.56

cm in diameter), yet they can be scaled up for larger sized specimens. Due to their light

weight, the clamping force needed to maintain stability is very small and can be adjusted

through the use of a small spring placed across the hinge of both yokes. This type of

clamping mechanism avoids mounting designs which rely on the insertion of pins in the

specimen for stability (e.g., Cuccovillo and Coop 1997a) and therefore preserves the

integrity of the membrane and eliminates the possibility of leakage. This is particularly

important during long duration multi-stage tests such as those performed on RBBC. In

addition, the "open" clamping mechanism accommodates radial deformation of the

specimen while maintaining the alignment of the transducers. Barreling of the specimen at

large strains is also not impeded.

As shown in Figure 3.6, the LVDT body is mounted on the lower yoke while the

core assembly is suspended from the upper yoke using an adjustable screw. To allow for

free movement of the core in the transducer body and to reduce friction, the LVDT core

was extended using stainless steel rods such that the actual core length was longer than the

transducer body. This was found to help eliminate stick-slip problems at extremely small

displacements. To further reduce friction, particularly at the higher strains levels where

non-uniform straining might occur, the extended core was connected to the upper yoke
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screw assembly with a small length of woven Kevlar string. This allows the core to find

its center within the LVDT body. A small lead weight (6-10 g) was attached to the other

end of the core with another small length of Kevlar string to provide a small tensile force

on the core assembly.

@

TOP VIEW

I®

@

@

A: Top yoke
D: Miniature LVDT
G: Adjustable spring

B:
E:
H:

FRONT VIEW

Bottom yoke
Kelvar thread
Alignment post holes

C: Lead weights
F: Soil specimen

Figure 3.6: Schematic of yolks and mounting configuration.

Extensive proof testing on aluminum, PMMA, and soil (discussed in Section 3.5.7

and Section 3.5.8) indicates that this mechanical design eliminates the mounting,

alignment, and friction problems traditionally associated with on-specimen measurements

of strains using LVDT's (Scholey et al. 1995). Furthermore, the yoke system appears to

have no influence on the integrity of the membrane surrounding the specimen.

The transducers chosen for this application are Schaevitz's XS-B Series sub-

miniature LVDT's. These transducers, 22.4 mm in length and only 4.77 mm in diameter,

have a mass of approximately 4.0 grams each. In addition to their small size, they offer a
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number of additional features which make them particularly attractive for this type of

application. They have a relatively large linear range of ±0.254 cm (±0.1 in.) and also

exhibit an outstanding range of environmental compatibility. Operating temperatures can

range from -55"C to 150"C, making them ideal for the low-temperature measurements on

frozen sand. They can also operate continuously in fluids pressurized to 21 MPa (3000

psi).

3.5.4 Signal Conditioning Unit

An LVDT is an electromechanical transducer that has the mechanical displacement

of a core as its input, and an AC voltage proportional to core position as its output. The

induction principle by which the LVDT operates gives this device two outstanding

characteristics. The first is truly infinite resolution, which means that the LVDT can

respond to even the most minute motion of the core. Thus, the only limitation on the

resolution is the capability of the data acquisition system. The inherent symmetry of the

LVDT construction produces the other feature, null repeatability, meaning that the

device's null position is extremely stable and repeatable.

The operation of the type of LVDT described above requires the use of signal

conditioning on both its input and output. Although the standard signal conditioning units

available for these transducers performed according to the manufacturers specifications,

the resulting levels of stability and noise reduction did not permit resolution of the strains

required for this program. For this reason a new signal conditioning system was

developed in house to meet the required criteria. An LVDT signal conditioner must be

capable of performing three tasks: 1) provide an appropriate amplitude-regulated AC

voltage to energize the transducer at the appropriate frequency, 2) sense and then amplify

the LVDT's AC output voltage since it is usually too low to be sensed accurately, and 3)

convert (demodulate) the output signal, which is proportional to the core position, to

filtered DC such that it can be read by the data acquisition system.

The signal conditioning unit was designed around the Analog Devices AD698

integrated circuit chip (Analog Devices Inc. 1994), which can be optimized for use with

any LVDT including half-bridge and series opposed (4 wire) configurations, and the
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AD826 operational amplifier. The AD698 integrated circuit provides a complete

monolithic LVDT subsystem in a ceramic dipped package. It is powered by 30 V (±15 V)

and has an operating temperature range of -55*C to +125*C, similar to that of the LVDT's

employed. A functional block diagram of the integrated circuit is provided in Figure 3.7.

AD826

REFERENCE

OSCILLATOR

AD698

B FILTER

LVDT

Figure 3.7: Functional block diagram of signal conditioning unit.

The AD698 energizes the LVDT primary coil through the use of a low-distortion

sine wave oscillator and power amplifier. A single external resistor and capacitor

determine frequency and amplitude. Output frequency can range from 20 Hz to 20 kHz

and output amplitude from 2 V to 24 V. For the LVDT's described above, best

performance was achieved through excitation at 1.8 V (rms) at 2.5 kHz. A high-speed

low-power unity gain amplifier (AD826) was used on the output of the AD698 due to the

extremely low impedance of this particular type of LVDT. The AD698 decodes the

LVDT's by synchronously demodulating the amplitude-modulated input (secondary coils)

and a fixed input reference. The ratio of the LVDT output to its input excitation is then

filtered and amplified. This eliminates errors due to drift in the amplitude of the primary

excitation thus improving temperature performance and stability.

The AD698 also includes a phase compensation network to add phase lead or lag

to the LVDT output to compensate for the LVDT primary to secondary phase shift. Once

both channels are demodulated and filtered, an output amplifier scales a reference current

(by the ratio of LVDT output to input) converting it to a voltage. This voltage can then
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be measured to determine the LVDT core displacement. This output ranges from -10 V

to +10 V over the linear range of the transducer (0.508 cm).

3.5.5 Mounting the Small Strain System on the Triaxial Specimen

Mounting the yokes on the specimen occurs once the specimen is setup on the

triaxial cell base. Alignment of the top and bottom yokes is ensured through the use of

three alignment posts that also set the desired gage length (usually equal to 5.08 cm).

Once the yokes are clamped onto the specimen the posts are removed by extracting six

small brass pins, thus allowing the system to move freely as the specimen strains. Prior to

set-up of frozen soil specimens, the position of the threaded rod in the top yoke is adjusted

to ensure that each LVDT is in range at the beginning of the test. If pre-shear stress-path

consolidation is required, as in the case of SHANSEP type tests on RBBC, then the

position of the LVDT cores are adjusted such that they are initially out of range, but will

come into range after a predetermined amount of axial consolidation strain. To ease

positioning of the cores, additional holes were made in the vertical posts and an aluminum

dummy specimen having the same diameter as the standard triaxial specimen was

fabricated with a series of grooves cut into it every 0.127 cm (0.05 in). The yokes are

placed on the grooves corresponding to the expected pre-shear height and the position of

the threaded rod is adjusted to achieve the desired output. The initial gage length is then

reset prior to clamping the yokes around the soil specimen.

3.5.6 LVDT Electrical Performance

3.5.6.1 Stability Characteristics

One of the most important characteristics of the LVDT signal conditioning system

is the stability of its output over both the short term and the long term. Short term

stability is necessary to accurately measure the stress-strain behavior of soils, whereas long

term stability is essential for accurate measurements of creep behavior.

The electrical stability of the newly developed LVDT signal conditioning system

was evaluated by monitoring the transducer output using the central data acquisition

system described previously. Figures 3.8a and 3.8b present the results obtained at room
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temperature (20 C) over periods of 300 seconds and 24 hours respectively. For these

tests the LVDT was placed horizontally inside the triaxial chamber to avoid any possible

creep in the Kevlar string. Both the yokes and signal conditioning electronics were

located inside the environmental enclosure to ensure proper temperature control.
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Figure 3.8: LVDT stability with new signal conditioning
(a) over 300 s, (b) over 24 hours.
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As shown in Figure 3.8a, the signal of the LVDT fluctuated by only ±0. 15mV over

a period of 300 seconds. This corresponds to 3 bits of digital noise (when the absolute

value of the signal exceeds 1.OOOV). Based on the transducer's calibration factor this

noise band corresponds to a displacement of 0.075 gm and translates into a strain of about
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0.00015%, assuming a gage length of 5.08 cm. Note that even at the slowest strain rate

employed in this program (1.0 %/hr), the entire linear region is crossed is less than 1

minute during shear. Figure 3.8b shows that over 24 hours the output signal of the LVDT

fluctuates by approximately i0.3mV without any appreciable signal drift.

The data shown in Figure 3.8 represent a marked improvement in electrical

performance over that obtained using commercial signal conditioning units. While the

performance of these units were well within their specifications they did not provide

sufficient noise rejection for this particular application and suffered from excessive signal

drift, especially over the long term.

3.5.6.2 Effect of Temperature on LVDT Output

As the instrumentation was also designed to measure the pre-failure behavior of

frozen sands, its electrical performance was evaluated below room temperature. Figures

3.9a and 3.9b present stability data over 300 seconds and 24 hours, respectively, for three

different temperatures: 20'C, -10'C and -20'C. These data indicate that there is no

significant temperature effect on the short term (300 s) performance of the transducer at -

10 C, while at -20*C the signal to noise band increases from ±0.15 mV to ±0.30 mV.

The data obtained over the long term (24 hours) show that the signal's noise band

increases with decreasing temperature (from ±0.3 mV at 20'C to approximately ±1 mV at

-1 0 C and ±2 mV at -20'C) and may have a tendency to drift slightly at lower

temperatures. This behavior is believed to stem from difficulties associated with

temperature control, which are enhanced at decreasing temperature, rather than from

inherent deterioration of the device's performance at lower temperatures. Note that this

drift is insignificant when compared to the strain occurring, for example, during secondary

compression.

It is important to note that the magnitude of the output from the LVDT is

temperature sensitive. This is due to changes in the resistance of the LVDT coils and

signal conditioning circuitry which are all maintained at the same temperature as the test

specimen. Fluctuations in temperature around the control point therefore may be

responsible for the increased drift and noise observed in the LVDT output at the lower
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temperatures. However, in the range of temperatures investigated (-20'C to +20'C), the

LVDT still presents a linear calibration curve. Since frozen soil testing is conducted at a

constant temperature, the variation in LVDT output with temperature does not represent

a limit of the device, although it must be accounted for in some specific cases, such as

during set-up of frozen sand specimens. In this case, part of the strain measured as the

temperature equilibrates to the desired testing temperature is due to temperature induced

changes in the LVDT output and not to the actual straining of the specimen.
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3.5.6.3 Effect of Pressure on LVDT Output

Tests were also performed to verify the sensitivity of the LVDT's to variations in

the chamber pressure inside the triaxial cell. Such tests were carried out by placing a

LVDT inside the oil-filled high-pressure triaxial chamber, and then pressurizing it at a rate

of 180 kPa/minute to a maximum of 10 MPa. This represents the maximum hydrostatic

stress employed in this frozen sand program. The output of the transducer is plotted in

Figure 3.10 versus the chamber pressure for one of these tests, which included two cycles

of pressurization.
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0 .0 1 2 ------ --- ------ --- ---------- ------ ... ... .. .---------------. --.-- -- - -..-- - --.-- -

C 0 .0 1 0 -- ---------... -. ----------... ----. -------------... -..------ --- -- -.. ..... ... . ----------.

0
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0 .0 0 6 - -- - - - - - - ------- - -------- ---------- -.. .... -------... -- --.. . -----... .. .. . -.. .......
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0.000
0 2 4 6 8 10

Chamber Pressure, a3 (MPa)

Figure 3.10: LVDT stability as a function of confining pressure (0-10
MPa) at T=20'C.

It is shown that over the range of pressure examined the output signal increases by

approximately 14 mV and exhibits a hysteresis of 0.005% of the LVDT's full-scale output

(±10 V). Some authors (e.g., Cuccovillo and Coop 1997a) have reported the necessity of

using LVDT's with small pressure-relieving holes drilled in their casing in conjunction

with non-conductive cell fluid for high-pressure applications. However, due to the

particular construction of the miniature LVDT's used it was not possible to make a hole in

its casing without causing the transducer to malfunction. Nonetheless, pressure sensitivity
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should not present a problem since the on-specimen LVDT's are only employed to

measure the deformation of the soil specimen only during undrained shear, and in some

cases, during secondary compression. Since these processes occur at constant confining

pressure, no correction is necessary. However, because the pressure effect is repeatable, it

could be accounted for in the reduction of the test data for those processes that occur

under varying mean stress (e.g., consolidation).

3.5.7 Proof Testing on Aluminum and PMMA

A series of tests were carried out using the new axial strain measurement system in

order to confirm its ability to correctly measure the true axial strains experienced by the

specimen during consolidation and shear. This was done by substituting various materials

of known moduli in place of the regular soil specimen and measuring the strains that

resulted from cycles of loading. The materials that were chosen were standard 6061

aluminum and PMMA (polymethylmethacrylate) since they are both extremely

homogenous, readily available, and have well-known material properties. The quoted

values of the Young's modulus in compression are 69 GPa for the aluminum, and 3.3 GPa

for the PMMA specimen (Ashby 1992). The Young's modulus in compression of these

two materials differ by more than two orders of magnitude and therefore allows for

performance evaluation at two markedly different stiffness values. All proof tests were

performed using two thin latex rubber membranes placed over each specimen to simulate

actual soil testing conditions.

Figure 3.11 shows the stress-strain curve obtained by applying two cycles of load

on the aluminum specimen in the high-pressure triaxial cell using the 45 kN load cell. The

Young's modulus for this specimen calculated from a regression through the data over an

axial strain range of 0.03% is 71.6 GPa.

Similar data for the PMMA specimen are presented in Figure 3.12. For this case

the data were obtained using a 0.44 kN (100 lb) load cell in a similar apparatus used for

testing cohesive soils. From these data a stiffness of 3.3 GPa is calculated over 0.01%

axial strain. The stiffness of both the aluminum and PMMA specimen are in excellent

agreement with the reference values available in the literature, thus indicating that the axial
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strain measuring system can be used effectively to investigate the small strain stiffness of

various materials in compression.
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Figure 3.11: Stress-strain behavior of 6061 aluminum determined with the
new MIT small strain measuring system.
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Figure 3.12: Stress-strain behavior of PMMA determined with the new
MIT small strain measuring system.
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3.5.8 Evaluation of Technology on Soil

3.5.8.1 Tests on Resedimented Boston Blue Clay

The first soil employed to evaluate the performance of the small strain

measurement system presented above is resedimented Boston blue clay (RBBC), a soil

resedimented in the laboratory from natural Boston blue clay, an illitic CL clay. A

complete description of RBBC and its pre-failure deformation behavior can be found in

Santagata (1998).

RBBC exhibits characteristics very similar to that of the original material, and to

many natural cohesive soils, including stress-strain-strength anisotropy, low to medium

sensitivity, and significant strain rate dependency. Its local relevance, uniform behavior,

complete saturation, and virtually infinite supply make it, in fact, an ideal research tool to

investigate fundamental aspects of soil behavior without having to take into account the

variability of natural soils. Particularly in the normally consolidated (NC) state, RBBC

exhibits fairly soft behavior and pronounced strain softening in undrained triaxial

compression. Investigation of its small strain behavior poses challenges due to the

expected low linear threshold and low stiffness. These aspects require extraordinary

resolution in both the axial strain and load measurements.

Figure 3.13 shows an example of the quality of the small strain measurements

obtained employing the system described in the previous sections. The data refer to a

specimen of normally consolidated RBBC Ko-consolidated to about 0.17 MPa and sheared

at a rate of 0.1%/hour after about 24 hours of secondary compression. Figure 3.13a

shows the overall behavior of the soil under these conditions. The peak deviator stress is

reached at approximately 0.1% axial strain after which the soil strain softens. Figures

3.13b-d present stress-strain curves in the range of 0-0.05%, 0-0.005% and 0-0.0005%,

and illustrate the pre-failure behavior of the soil. As indicated in these figures, the

measuring system captures the initial linear behavior (Figure 3.13d), and the onset of non-

linearity at about 0.0015% axial strain.

The data presented in Figure 3.13a, b and d are obtained by averaging the

displacements measured by the two LVDT's. A measure of the reliability of the results,

particularly for a homogeneous material such as RBBC, is provided by the agreement
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Figure 3.13: Undrained shear data on normally consolidated RBBC: (a)
large strain region, 0.00-2.00%, (b) 0-0.05%, (c) small strain
region, 0.00-0.005%, (d) 0.00-0.0005%. (Santagata 1998)
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between the two transducers. Figure 3.13c shows a comparison of the stress-strain

curves up to 0.005% axial strain obtained from each of the two LVDT's. The two curves

are in excellent agreement over the entire strain range examined, and the difference in the

initial stiffness measured with the two transducers is less than 5%.As shown in Figure

3.14, the method for measuring the pre-failure behavior of soils in the triaxial apparatus

produces extremely repeatable results. The figure presents secant stiffness versus axial

strain curves relative to the undrained shear, at 0.1 %/hr after 24 hours of secondary

compression, on four different specimens of RBBC all Ko-consolidated to the same stress

level (-0.24 MPa). The figure shows that the large amount of high quality data collected

allows precise description of the S-shaped curve of secant stiffness versus logarithm of

axial strain, and demonstrates the excellent agreement of the data over the entire range of

strain investigated.
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Figure 3.14: Repeatability of results on normally consolidated RBBC:
stiffness versus logarithm of axial strain (Y', = 0.24 MPa,
Ko-consolidation). (Santagata 1998)
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3.5.8.2 Tests on Frozen Manchester Fine Sand

Further evaluation of the performance of the small strain measurement system was

performed on frozen specimens of saturated Manchester fine sand, a natural sand obtained

from the banks of the Merrimack River in Manchester, New Hampshire. A complete

description of this material is given in Chapter 4. Frozen sands exhibit complex stress-

strain-time-temperature behavior due to interactions between the soil skeleton and pore

ice matrix. The major problems encountered in testing this type of geomaterial stems from

its high stiffness (-25 GPa) and from the particular design of the top cap in the testing

apparatus which contributes to extensive seating errors.

Despite the fact that the previous studies on the behavior of frozen Manchester

fine sand represented the state of the art at their time, the results of these efforts displayed,

in general, unsatisfactory repeatability and limited strain resolution. This was mainly due

to limitations in the previous small strain measurement system and inadequate control in

the load application leading to non-uniformities in the strain field (discussed in Section

3.3.3.2).

The stress-strain data shown in Figure 3.15a-d were obtained from a specimen of

frozen MFS sheared at a constant rate of strain (1.0%/hr) in triaxial compression using

lubricated end conditions. Figure 3.15a shows the complete stress-strain curve for this

material. In order to capture the upper yield stress, the small strain measuring system is

used to measure strains up to 1-2% axial strain. Due to excessive system compliance in

the early stages of shear, systems that use an external LVDT for axial strain measurement

often fail to capture this point which typically occurs at around 0.3-0.5% axial strain

(Figure 3.15b).

As with the data presented on RBBC, the data in Figure 3.15a, b and d represent

the average strain of the two LVDT's, while Figure 3.15c shows the result for both

transducers. This comparison shows that the two measurements of the initial stiffness

differ by less than 5% for axial strains smaller than 0.005%, and that the agreement

between the two LVDT's is very good. As the strain level increases, the two transducers

tend to deviate somewhat, but their average is generally accurate up until 2% strain at

which point the external LVDT is used to compute the strain of the specimen.
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CHAPTER 4
MATERIALS AND SPECIMEN PREPARATION

4.1 INTRODUCTION

This chapter presents a detailed characterization of the materials used in the

experimental program and the techniques used in the preparation of test specimens. A

number of experiments were performed in order to better understand the small strain

behavior of frozen sands. In addition to triaxial compression tests on two types of sand

and other granular materials, special shear tests were also performed to investigate the

bond strength between ice and a quartz surface. The reasoning behind the selection of

these materials is explained in detail in Chapter 5.

Sections 4.2 describes the nature of the various granular materials used throughout

the experimental program while Section 4.3 outlines the techniques for preparing frozen

specimens of soil and ice for testing in the high-pressure triaxial apparatus. Finally,

references cited throughout this Chapter are listed in Section 4.4.

4.2 MATERIALS

4.2.1 Manchester Fine Sand

Manchester fine sand (MFS) was used by three previous MIT research programs

on frozen sands and hence has been well characterized. It originates from the banks of the

Merrimack River, approximately 16 km north of Manchester, New Hamsphire. A large

supply was collected from the Plourde Sand and Gravel Company in Hooksett, New

Hampshire and brought to MIT for subsequent processing to remove excess fines. The

initial fmes content, that is the percentage of material passing a No. 200 sieve (0.074 mm),

was as high as 21% and this was subsequently reduced to approximately 9% by sieving

and reblending. Mineralogical analysis indicates that this sand consists primarily of quartz

and feldspar, but also contains traces of mica flakes (Martin et al. 1981). A typical SEM

micrograph is shown in Figure 4.1. It indicates that the MFS grains are angular to

subangular in nature and generally equi-dimensional.
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Two sets of sieve and hydrometer analyses (ASTM D422-63, 1997a) were carried

out on the MFS used for this research. The resulting grain size distribution is given in

Figure 4.2 and shows that the material is a poorly graded medium to fine sand. It is

classified according to the Unified Soil Classification System (USCS) system as a SP-SM.

Manchester fine sand has a relatively low organic content (0.68%) as determined by

ASTM D2974-87 (1997b) (Sinfield 1997).

From the grain size distribution chart given in Figure 4.2, the following parameters

can be determined; dio = 0.077 mm, d30 = 0.11 mm, d50 = 0.145 mm, and d60 = 0.16 mm.

These are the particle diameters corresponding to 10%, 30%, 50% and 60% finer by mass.

From these values the coefficient of uniformity Cu, and the coefficient of concavity Cc, can

be calculated:

C. -d - 2.08 (4.1)
" 10

d 2
C- 30 -= 0.982 (4.2)

d 6 0 -d 10

These values match closely those presented by Andersen (1991) and by Swan (1994).

Andersen (1991) also carried out tests to determine the maximum and minimum

dry density for this sand. The maximum dry density (ASTM D4253-93, 1997c) is pma =

1701 kg/m3 and corresponds to a minimum void ratio of essa = 0.580. The minimum dry

density (ASTM D4254-91, 1997d) was found to be pmin = 1408 kg/m3 and corresponds to

a maximum void ratio of ema = 0.909. In addition, Andersen (1991) also carried out

specific gravity determinations (ASTM D854-92, 1997e) and found it to be 2.688±0.003.

4.2.2 Polycrystalline Ice

Polycrystalline ice specimens were prepared in the laboratory from seed material

obtained from a Hozisashu laboratory ice maker. It produced clean granular ice from a

supply of distilled degassed water. This material was subsequently passed through a

rotary grinder which reduced the mean particle size by a factor of 2 and then sieved on a

#25 U.S. standard sieve (0.710 mm). This procedure was performed at an ambient

temperature of -10 C to avoid adhesion or sintering of the grains.
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ASTM CLASSIFICATION
SAND

MEDIUM FINE SILT

100

---- PMMA90 --- 2010--nd+--+ial-------
0--- 2010 Industrial quartz

80 ---- - --- --- - 2075 Industrial quartz -

70 ----- ----.- -- Manchester fine sand
-0- Glass beads

4 0 ----- ------ + .- - -- -- -- -- -- ----

2 0 ---- -- ----- -. ....- ... ...-. .--+ --. ...... ...--- -- -- --- --- - --- --- -

20 - ..... ---- -.... -... -------

0
1 0.1 0.01

Particle Diameter, d (mm)

Figure 4.2: Grain size distributions for Manchester fine sand, industrial
quartz, PMMA powder, and small glass beads.

A number of properties need to be controlled when preparing fme-grained ice

specimens for experimental work. Grain size and orientation, homogeneity, density and

physical dimensions are most important for studies concentrating on its mechanical

properties. The general procedure for preparing ice specimens is to compact the seed

material into a mold, evacuate the entrapped air, saturate with water, and freeze the

resulting mixture. The procedure is described in more detail in subsequent sections. The

compaction of fine grained ice particles yields randomly orientated freezing nuclei and

limits the amount of water needing to be frozen, thus minimizing the freezing strains.

Since the constituent crystals have a random orientation, the resulting ice is relatively

homogeneous and isotropic.

The resulting specimens were generally optically clear with only a few very small

bubbles evenly dispersed throughout. It has proven extremely difficult to reduce the

porosity of this type of ice to zero. The reason lies in the difficulty in completely

eliminating the gas molecules present in the seed material that lead to bubble formation
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during the freezing process. Cole (1979) states that this preparation technique yields fine-

grained specimens with equi-dimensional crystals of random c-axis orientation and average

grain sizes of 1.2 mm and average bubble diameters of 0.1 mm. To verify the grain

diameter of the specimens, thin sections of some specimens were taken. Figure 4.3 shows

a thin section of typical untested polycrystalline ice. The grain size of a representative

specimen was determined from this thin section photograph using the expression (Dieter

1976):

6
d = N (4.3)

where NA is the number of grains per unit area. The average grain size determined using

this formula was approximately 1.08 mm. This corresponds very well to the values

obtained by Cole (1979). In addition to characterizing the specimens by grain size, the

density of each specimen was recorded and found to be 0.912±0.001 g/cc (n=8). This

also compares well with the densities obtained on ice specimens prepared using the

CRREL method (Cole 1979).

1mm

Figure 4.3: Thin section of typical untested polycrystalline ice.
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4.2.3 Alternate Granular Materials

4.2.3.1 Industrial Quartz

Industrial quartz was chosen as a surrogate material for MFS for those tests which

required a coarser-grained material with similar angularity and mineralogy characteristics.

This material was quarried in Quebec and processed in Ontario, Canada. X-ray diffraction

confirms that the material is essentially pure quartz (SiO 2). While five grades were

available for use only the 2010 and 2075 grade were chosen for testing, with the majority

of the tests being performed on the 2010 grade. The size, angular shape, and surface

texture of these particles can be seen in the SEM micrograph in Figure 4.4.

Grain size distribution curves for these materials were shown in Figure 4.2. The

four digit grade notation, XXYY, indicates that YY% of the material is retained on a

number XX U.S. standard sieve. Therefore, for the 2010 grade, 10% of the material is

larger than the number 20 sieve (0.850mm).

As with MFS, the following parameters are useful to describe the shape of the

2010 grain size distribution curve presented in Figure 4.2: d1o = 0.29 mm, d30 = 0.43 mm,

d50 = 0.54 mm, and d60 = 0.60 mm. The coefficient of uniformity is 2.07, and the

coefficient of concavity is 1.06. These coefficients are very similar to those for MFS

indicating that the shape of the grain size curves are very similar, and that the mean

particle size and shape are the only significant difference between these soils.

The maximum dry density of the 2010 industrial quartz, determined with a

vibrating table and surcharge, is pmax = 1616 kg/in 3, which corresponds to a minimum void

ratio of emin = 0.640. The minimum dry density was found to be Pmrin = 1355 kg/m 3 and

corresponds to a maximum void ratio of ema = 0.955. The specific gravity is 2.65 (Sinfield

1997).

4.2.3.2 Hydrophobic Manchester Fine Sand

In an attempt to reduce the component of ice adhesion in frozen sands, a unique

hydrophobic coating technique was developed and applied to MFS. The preparation of

hydrophobic surfaces is readily accomplished through a process known as silation. This

technique is widely used in various fields of analytical chemistry and is quite common in
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(a)

(b)

Figure 4.4: SEM image of 2010 industrial quartz (a) Magnification 10OX,
(b) Magnification 300X.

199



the HPLC (High-Pressure Liquid Chromatography) industry where it is used for the

deactivation of column packing material (Runser 1981).

Silation involves the replacement of surface hydroxyl atoms with large non-polar

functional groups at the molecular level. Quartz, which is the predominant mineral in

natural Manchester fine sand, is a framework silicate composed entirely of silica tetrahedra

where all four oxygen atoms are shared.

In natural environments surface hydroxyls form as protons are acquired to balance

the negative charge from the oxygen atoms. These surface hydroxyls prefer to H-bond

with water molecules that are usually present at the surface. This leads to the formation of

a vicinal water layer on the surface of silicate minerals that is slightly acidic (excess of

protons) at normal pH's. This arrangement is shown schematically in Figure 4.5. Silation

of the silicate surface was accomplished through treatment with the silating agent Silquest

A-137, which is a trade name for the chemical octyl-triethoxysilane (0-Si Specialties,

Danbury, CT). This particular agent can deliver two ethoxy groups to each oxygen atom

at the surface of the silicate. The reaction is qualitatively shown as:

Si - OH + C8H17Si(OC2 H5 )3 -> Si- O-Si(C 2 H) 2 C8 H17 +C 2 H50H (4.4)

Ethoxy groups are large non-polar groups consisting of an ethyl group bonded to a

oxygen atom. The carrier molecule for this particular silating agent is an eight carbon

chain which forms ethanol as a by-product of the reaction. As the silicon-oxygen bond

formed is quite strong, the coating remains extremely stable. This accounts for the robust

nature of the hydrophobic coating.

H H H H H HH H
O O O \ Vicinal water

H H H H H H H H
I I I I I I I I

0 0 0 0 0 0 0 0 Silicate framework
i i i i i I (3-D linking of silica tetrahedra)

-Si -Si -Si -Si -Si -Si -Si -Si

Figure 4.5: Schematic of quartz mineral surface.
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The hydrophobic coating is achieved by combining 1 kg of sand in a 5% solution

of octyl-triethoxysilane and ethanol and allowing it to react in a closed container for 24

hours. The sand is then allowed to air dry. No determination of the level of silane

absorption was carried out although this may be done via a total carbon analysis.

The surface characteristics (i.e. roughness) of the sand were verified to be virtually

unchanged from the original virgin sand through SEM analysis (Figure 4.6). It was

therefore assumed that its maximum and minimum densities, as well as its specific gravity

and particle size distribution, are unchanged from those for the original sand.

4.2.3.3 Polymethylmethacrylate (PMMA)

Polymethylmethacrylate (PMMA) powder was specifically chosen for tests that

required a low particle modulus as compared to quartz. The quoted value of its Young's

modulus in compression is 3.3 GPa (Ashby 1992). This material was obtained from its

manufacturer, Goodfellow Corporation of Berwyn, PA. PMMA is an amorphous,

transparent, and colorless thermoplastic that is hard and stiff, but brittle and notch

sensitive. Although it is classified as a powder, its mean grain size is quoted to be 0.6 mm

which is indicative of a fairly coarse granular material. Inspection under an SEM (Figure

4.7) reveals that the individual particles are almost spherical in shape and very smooth.

Figure 4.2 shows the results of a grain size analysis performed on the PMMA

powder. The particle size distribution can be characterized by the following parameters:

dio = 0.40 mm, d3 0 = 0.53 mm, d50 = 0.62 mm, and d6 0 = 0.65 mm. The coefficient of

uniformity is 1.625, and the coefficient of concavity is 1.080. The specific gravity of this

material is 1.19 as quoted by Goodfellow Corporation. No determinations of the

maximum and minimum dry densities were made due to the limited quantity and high price

of this material.

4.2.3.4 Glass Beads

Two different types of glass beads were acquired for use in this program. The first

type were small glass beads having a gradation similar to the industrial quartz and PMMA

material described previously. These beads were manufactured by Ferro Corporation,
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(a)

(b)

*s

Figure 4.7: SEM image of PMMA powder (a) Magnification 1OOX, (b)
Magnification 300X.
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Cataphote Division in Jackson, Mississippi, and were originally obtained for the doctoral

work of Ting (1981). The manufacturer classifies the beads as Class III Microbeads Glas-

Shot (MS-XPX) and makes them from high-grade glass as an abrasive for blasting and

cleaning. No information is available as to the composition of the glass. According to the

manufacturers specifications, the beads are spherical in shape and contain not more than

15% of irregularly shaped particles and not more than 3% of angular particles. The size

and surface texture of the beads can be seen in the SEM micrograph shown in Figure

4.8a-b.

The grain size distribution curve for this material was shown in Figure 4.2. From

this curve the following parameters can be obtained: d1o = 0.44 mm, d3o = 0.49 mm, d50 =

0.54 mm, and d60 = 0.58 mm. The coefficient of uniformity is 1.32, and the coefficient of

concavity is 0.94. These numbers indicate that this material is essentially mono-disperse.

The specific gravity as quoted by the manufacturer is 2.51. As only a limited amount of

this material was available, no determinations of the maximum and minimum dry densities

were made.

In order to investigate the mechanisms controlling the modulus and strength of

frozen particulate materials a number of surface treatments were applied to this material.

A similar hydrophobic coating as that which was applied to the Manchester fine sand was

also applied to these beads. Figure 4.8c-d shows that the application of this coating does

not alter the surface roughness of the glass bead. These beads were also subject to surface

roughening by acid-etching with a 48% hydrofluoric acid solution that was diluted 50/50

with distilled water. These roughened beads are shown in Figure 4.8e-f. Finally, these

roughened beads were treated to make them hydrophobic (Figure 4.8g-h). As these SEM

micrographs show, the hydrophobic roughened beads tend to pick up a number of the

fines that were produced by the etching process.

The second type of glass beads used were obtained from VWR Scientific. These

consisted of large high quality soda-lime glass beads, 3 mm in diameter, that were

extremely spherical in shape. Their size and surface texture can be seen in Figure 4.9a-b.

These beads were also subjected to surface modification. Surface roughening was

performed by lightly grinding the beads between two abrasive corundum stones. The
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(a)

(b)

Figure 4.8: SEM image of small glass beads with various levels of
treatment (a) untreated (Magnification 1OX), (b) untreated
(Magnification 300X).
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(c)

(d)

Figure 4.8: SEM image of small glass beads with various levels of
treatment (c) hydrophobic (Magnification 10OX), (d)
hydrophobic (Magnification 300X).
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(e)

(f)

Figure 4.8: SEM image of small glass beads with various levels of
treatment (e) surface roughened (Magnification 10OX), (f)
surface roughened (Magnification 300X).
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(g)

(h)

Figure 4.8: SEM image of small glass beads with various levels of
treatment (g) hydrophobic surface roughened (Magnification
10OX), (h) hydrophobic surface roughened (Magnification
300X).
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(a)

(b)

Figure 4.9: SEM image of large glass beads with various levels of
treatment (a) untreated (Magnification 75X), (b) untreated
(Magnification 150X).
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(c)

(d)

Figure 4.9: SEM image of large glass beads with various levels of
treatment (c) surface roughened (Magnification 75X), (d)
surface roughened (Magnification 150X).
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resulting roughness is shown in Figure 4.9c-d. Subsequent hydrophobic treatment of

these beads did not change the surface texture noticeably, as was shown previously for the

small beads.

4.3 TRIAXIAL SPECIMEN PREPARATION TECHNIQUES

4.3.1 Introduction

The following sections provide a brief overview of both the equipment and various

procedures which were followed to produce frozen specimens ready for testing in the

high-pressure triaxial apparatus. While much of the procedure was adapted from previous

research efforts (Andersen 1991, Swan 1994), a few alterations were made both to the

apparatus and to the preparation procedures. Although the following techniques were

generally applied to all the specimens, additional steps and/or method modifications were

sometimes required to achieve specific results. For example, in the preparation of PMMA

specimens, the freezing process generally lasted much longer due to its low thermal

conductivity. Also, some specimens were put on a vibrating table after pluviation to

increase their relative density. This was sometimes required as pluviation did not produce

specimens of the required density. These and other minor modifications are discussed in

detail in conjunction with the results of the specific testing series.

4.3.2 Equipment and Procedures

All specimens used in the frozen test program were prepared using a gang mold

apparatus originally obtained from CRREL for use in earlier frozen soil research at MIT

(Martin et al. 1981). Use of this particular apparatus allowed five frozen specimens to be

prepared at one time. This configuration allows each specimen to be deposited, de-aired,

saturated, and frozen in place. Figure 4.10 provides a detailed view of one of the molds.

Prepared specimens are approximately 3.5 cm in diameter and 7.6 cm in length. Each

mold consists of a thin inner split-sleeve made of Plexiglas, surrounded by a thick outer

Plexiglas sleeve for stability. Soil is deposited and subsequently frozen in this inner split-

sleeve. Both Plexiglas sleeves are compressed between a brass top ring and a bottom
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A: Water outflow C: Porous stone E: Threaded rods G: Split sleeve
B: O-rings D: Water inflow F: Soil specimen H: Lucite mold

Figure 4.10: Frozen specimen preparation mold detail.

base using four threaded rods. Rubber O-rings are used to ensure a tight fit and

established a no-leak condition. The brass base holds a porous stone that supports the

specimen as well as helps to distribute the water evenly throughout the specimen during

saturation. The top ring provides coupling to the sand pluviation device and, once the

sand is deposited, allows connection to the top cap which holds another porous stone and

allows water and air to exit the specimen. Before the sand is deposited a small disc of

filter paper is placed over the bottom stone in each mold to prevent the loss of fines during

the saturation process, and to keep the porous stone from clogging. Most soil specimens

were prepared using multiple sieve pluviation, a technique developed by Miura and Toki

(1982). The pluviation setup is shown schematically in Figure 4.11. When preparing a

soil specimen, oven dried material is allowed to fall freely through a small round opening

in the soil reservoir (funnel) located on top of the pluviation device. The pluviation device
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A: Pluviation device C: Alignment collar E: Threaded rods (3)
B: Preparation mold D: #20 screens F: Funnel rest

Figure 4.11: Multiple sieve pluviation technique.

consists of a hollow Plexiglas cylinder approximately 40 cm long that has four screens

spaced 2 cm apart at the bottom. The four screens have openings corresponding to a No.

20 (0.850 mm) standard sieve. Soil that exits from the reservoir falls through the screens,

randomly bouncing into the soil chamber to form the specimen. The rate at which the soil
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falls from the reservoir determines the final density of the specimen. This rate can be

altered by changing the size of the opening in the soil reservoir (funnel). Larger openings

lead to faster deposition rates, and consequently to a less dense specimen.

Once the mold is filled, any excess soil is removed by vacuum until the level of the

soil is flush with the top of the inner split-sleeve. A disc of filter paper is placed on top of

the soil to prevent the migration of fines. The top cap of each mold is then gently

connected to the top ring via four bolts. Once tightened, the gang is ready to be

evacuated and subsequently saturated.

The procedure for the preparation of polycrystalline ice specimens was adapted

from the CRREL technique (Cole 1979). Specimens were prepared in the same molds

described above by compacting the sieved material in the molds from the bottom upwards

in several layers or lifts, each about 1 cm in height. This was done inside the growth room

of the Low Temperature Testing Facility at an ambient temperature of 00C.

4.3.3 Specimen De-airing and Saturation

De-airing of the specimens is performed prior to saturation. In the preparation of

soil and ice specimens the gang is taken into the growth room of the cold room facility,

which is maintained at 00 C, and connected to the de-airing/saturation equipment as shown

in Figure 4.12. A vacuum of 29 inches of mercury (25 torr) is drawn on the gang of five

specimens and sustained for a period of 30 minutes. At this time distilled de-aired water at

00 C is introduced at the base of each mold from a reservoir of adjustable height while the

specimens are maintained under vacuum. Water flow occurs upwards through the soil to

a stationary collection reservoir. A total head of 50 cm is used for initial specimen

saturation. After approximately 10 pore volumes have passed through each specimen, the

movable reservoir is placed at the same elevation as the stationary collection reservoir.

This no-flow condition is maintained for approximately 12 hours while the specimens

remain under vacuum. This was found to help achieve high degrees of specimen

saturation. When preparing ice specimens, this condition was maintained for only 30

minutes since longer periods led to significant ice grain melting.
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A: Deaired water reservoir C: Exit reservoir E: Water lines G: To vacuum
B: Movable reservoir D: Vacuum line F: Water supply H: Gang molds

Figure 4.12: Frozen specimen de-airing/saturation apparatus.

4.3.4 Specimen Freezing

Prior to freezing the movable reservoir is lowered to the level of the top of the

specimens and the vacuum is slowly removed by exposing the specimens to the

atmosphere through a valve connected in parallel with the top caps of the specimens. The

brass top caps are removed and replaced with freezing caps (Figure 4.13). Care is taken

to ensure that the top filter paper disc is retained and that the top of the specimen is kept

under water to prevent de-saturation. The freezing caps are cooled internally by

circulating a mixture of 75% ethylene glycol and 25% water at -15*C through them using

an external Lauda refrigerating circulator (Brinkmann Instruments, Model RC-6,

Westbury, NY). The specimens freeze from the top down. Drainage is allowed through

the base of the molds into the movable reservoir to compensate for the increase in volume

of water upon freezing. Freezing is assumed to be complete when water droplets on the

outside of the brass base of each mold freeze. In general, the freezing process lasts six to

eight hours.

The freezing process for ice specimens is very similar except that the freezing fluid

from the circulator was maintained at -10'C instead of -15'C. This is recommended since
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it promotes slow and even grain growth throughout the specimen. Even at this slightly

higher temperature, freezing was generally completed within two to three hours.

4,o
mD I

A: Vent (air/water)
B: O-rings
C: Porous stone

D: Water inlet
E: Threaded rods
F: Specimen

G: Split sleeve
H: Lucite mold
1: Glycol inlet/outlet

Figure 4.13: Freezing cap detail.

After the specimens are completely frozen, the freezing caps are removed, and the

entire gang is moved into the vestibule of the Low Temperature Testing Facility where the

temperature is held constant at -10*C. The top rings are unfastened and the specimens,

along with their thin Plexiglas split-sleeve, are extruded from the thick outer sleeve using a

Carver laboratory hydraulic jack. Each specimen and inner sleeve is wiped clean and then

the exposed ends and the split-seam are covered with high-vacuum grease before being

individually wrapped in aluminum foil and placed in a small plastic bag with ice. The

specimens are then stored in a freezer set at -20*C until they are needed for testing. These
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measures help protect the ice within the specimen from excessive sublimation while it

remains in storage. Most specimens were tested within two weeks of preparation.

4.3.5 Trimming Procedures

Trimming is necessary before testing to bring the specimen to the desired length

and to ensure that both ends of the sample are perpendicular to their longitudinal axis.

Trimming is done by hand using sharp hardened steel knives in the vestibule of the Low

Temperature Testing Facility which is maintained at -10'C. Extrusion of the specimen

from the split-sleeve by hand allows both ends to be incrementally cut away, using the

split-sleeve as a guide for parallelism, until the length is approximately 7.20 cm. The

specimen's length is then measured at three locations with a digital caliper and then

averaged to get the final length. The ends were said to be flat if the differences in length

were less than 0.025 mm. Similarly, two measurements of the diameter are made at the

top, middle, and bottom of the specimen. These are averaged as well to obtain the initial

specimen area and hence the volume. Finally, the mass of the specimen is determined on

an electronic scale sensitive to 0.01 g to obtain the initial unit weight.

To help maintain homogeneous radial deformation of the specimen during shear,

lubricated end conditions were employed. These consisted of very thin ice caps that were

frozen to each end of the specimen by open air freezing of distilled water. After freezing,

which took approximately 20 minutes per cap, each ice cap was trimmed down to a

thickness of about 0.5 mm using a sharp steel razor blade. The specimen's length was then

measured again at three locations and re-trimmed if the same tolerance was not met. This

new length was used to compute the average thickness of the ice caps, which generally

ranged from 0.4-0.6 mm for most tests. The last step consisted of drilling a small hole, 1.5

mm in diameter and 3 mm deep, in the center of each end to allow mating with similar

sized pins located on the triaxial base and top cap. This was found to greatly aid in

aligning the specimen in the triaxial cell, which consequently increased the specimen's

stability during shear.
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CHAPTER 5
RESEARCH METHODOLOGY

5.1 INTRODUCTION

The purpose of the experimental program is to obtain a better understanding of the

physical mechanisms that control frozen sand behavior at small strains, and to extend the

data set on the behavior of frozen systems for future modeling purposes. This chapter

discusses the research methodology employed to obtain these objectives. This

methodology had essentially three components: 1) conduct a comprehensive experimental

program to precisely measure the behavior of frozen sand and other frozen particulate

materials over a wide range of testing conditions, 2) explain the mechanisms responsible

for the small strain behavior (Young's modulus and upper yield stress) of frozen sand from

knowledge of the general behavior of polycrystalline ice and of the measured stress-strain

behavior of the same sand in an unfrozen state, and 3) employ composite material models

where possible to quantify the physical mechanisms responsible for the macro-behavior of

frozen sands.

Section 5.2 discusses the variables investigated in the experimental program, the

reasons behind their choice, and what is hoped to be gained by their study. This is

followed in Section 5.3 by the general testing procedures which were followed for both

the triaxial and adhesional testing programs. Section 5.4 summarizes the experimental

program of triaxial compression tests. A description of the data handling techniques is

presented in Section 5.5 to explain how pertinent test information was obtained in terms of

engineering units. Finally, material referenced in this chapter is listed in Section 5.6.

5.2 VARIABLES INVESTIGATED

5.2.1 Introduction

Understanding of the mechanisms responsible for the small strain behavior of

frozen sands first requires investigation of the variables that affect its stress-strain

behavior. Andersen (1991) and Swan (1994) provided the first data set from conventional
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frozen tests that completely characterize the behavior of Manchester fine sand in triaxial

compression as a function of sand density, confining pressure, strain rate and temperature.

Analysis of that unique set of experimental data has led to the development of several

important conclusions and working hypotheses regarding the strength-deformation

behavior of frozen sand systems, yet has also raised some questions regarding the

mechanisms responsible for the observed behavior.

Thus, the focus of this experimental program was to develop a more

comprehensive understanding of the physical mechanisms controlling the stress-strain-

time-temperature behavior of frozen particulate systems. This involved investigating the

impact of a number of additional parameters such as particle grain size, shape, roughness,

and modulus, as well as interface adhesion. Table 5.1 outlines how each of the materials

described in Chapter 4 was used to address these additional parameters. A detailed

explanation of the significance of all the variables studied during this experimental

program, as well the rationale behind their selection, is given in the following sections.

Where appropriate, a description of the particular testing program (i.e. number of tests

performed, materials used, test conditions, etc.) is also included.

Variable Investigated Material Type
Void ratio/relative density All materials
Confinement MFS, industrial quartz (2010/2075)
Strain rate All materials, but predominately MFS
Temperature All materials, but predominately MFS
Particle modulus PMMA
Particle grain size Industrial quartz (2010/2075)
Interface adhesion Hydrophobic MFS and glass beads
Particle roughness Glass Beads (small and large)

Table 5.1: Summary of research approach for variables investigated
during current research program.

5.2.2 Void Ratio/Relative Density

Perhaps the most important parameter which governs the stress-strain behavior of

frozen sands, and composite materials in general, is the relative volume fraction of

aggregate particles embedded within the matrix. This is often quoted in terms of relative

density, if the maximum and minimum void ratios are known. Otherwise quantification in
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terms of void ratio or porosity is most relevant. This is especially useful when comparing

a number of different materials such as in this research program.

Previous experimental research in this area has shown that the Young's modulus of

frozen sand increases with increasing sand density (Baker and Kurfurst 1985). This has

been confirmed with the use of a composite material model (Counto 1964) by Andersen et

al. (1995). Sand density has also been found to significantly affect the behavior at large

strains by influencing whether the system strain hardens or strain softens after reaching the

upper yield stress.

At the upper yield stress, however, conflicting results seem to exist since Zhu and

Carbee (1984) found that the upper yield stress decreased with increasing sand density for

a frozen silt, whereas Swan (1994) found no influence of any frictional component at this

point for Manchester fine sand. Thus, the main goal of this aspect of the experimental

program is to determine, via tests on a number of different particulate materials, if in fact

the volume fraction does affect the upper yield stress.

Although this parameter was not systematically varied during the testing programs,

efforts were taken to try to prepare specimens over as wide of a range as possible for each

of the materials tested. However, due to the type of preparation method used, most of the

specimens that resulted were somewhat dense. Nevertheless, for each material

investigated, variations in void ratio did occur thereby allowing its influence on both the

composite modulus and upper yield stress to be evaluated. Appendix D lists the void

ratio, and relative density where appropriate, for each test performed.

5.2.3 Confinement Level

It is well-known that the frictional characteristics of the sand skeleton (i.e. density

and confinement) play a major role in the undrained behavior of unfrozen sands.

However, tests on frozen Manchester fine sand by Andersen (1991) and Swan (1994)

indicated no evidence of a sand skeleton frictional component at the upper yield stress.

Conversely, a number of other programs which tested coarser-grained sands observed

some degree of pressure sensitivity at the upper yield stress (e.g., Sayles 1973,

Chamberlain et al. 1972, Parameswaran and Jones 1981). The uncertainty surrounding the
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influence of confinement at the upper yield stress may be due to particle size effects which

may alter the ice grain size and strength. This is discussed in detail in Section 5.2.7.

While the role of confinement at small strains may be unclear, its role at larger

strains is very clear. As Figure 2.21 shows, both relative density and confinement greatly

affects the post-upper yield behavior. Moreover, confinement also affects the peak

strength of bulk polycrystalline ice in the ductile to brittle regime by suppressing internal

cracking. Therefore in an effort to better understand and quantify the effects of

confinement on frozen sand it has been included as a major testing variable.

Table 5.2 summarizes the number of tests performed at each nominal confining

pressure for each material investigated. Exact applied values are listed for each test in

Appendix D. In most cases the average actual confining pressure used during a test did

not deviate from the nominal value by more than 0.01 MPa. As the data in the table

shows, the majority of the tests were performed at either low confinement (0.5 MPa) or

high confinement (10 MPa) in order to bound the range of behavior.

Confining Pressure, ac (MPa)
Material Type 0.1 0.5 1 2 5 7.5 10 12.5
Manchester fine sand (MFS) 2 10 5 4 3 N/A 13 N/A
Hydrophobic MFS N/A 7 N/A N/A N/A N/A 7 N/A
Industrial quartz (2010/2075) 1 3 1 4 5 1 5 6
PMMA N/A 10 N/A N/A 1 N/A 7 N/A
Glass beads N/A 2 N/A N/A N/A N/A 3 N/A
Hydrophobic glass beads N/A 2 N/A N/A N/A N/A 2 N/A
Hydrophobic rough beads N/A 5 N/A N/A N/A N/A 4 N/A
Large glass beads (all) N/A 5 N/A N/A N/A N/A N/A N/A
Polycrystalline ice N/A 4 N/A N/A N/A N/A 4 N/A

Table 5.2: Number of tests performed for all materials at each confining
pressure investigated.

5.2.4 Strain Rate

Investigation of the effects of strain rate was also performed as part of this

research program with the goal of determining if the Young's modulus of frozen sands

exhibits strain rate sensitivity. Most of the prior experimental programs that have

investigated the effects of strain rate found that the Young's modulus increases with

increasing strain rate (e.g., Parameswaran 1980, Zhu et al. 1988). Similarly, reverse
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direct-stress testing of polycrystalline ice, one of the main components of frozen sands, at

similar strain rates and temperatures show variations in Young's modulus with frequency

of cyclic loading (Cole 1990). In contrast, prior research at MIT on Manchester fine sand

by Andersen et al. (1995) showed that the Young's modulus of this material was

independent of strain rate in the range of rates investigated. Hence, there is some

discrepancy in the literature as to whether the Young's modulus of frozen granular

materials exhibit strain rate sensitivity.

One potential reason why many of the previous programs found a strain rate

dependency in Young's modulus is that they were made at much higher levels of strain and

as a result include nonlinear plastic deformations, which have been shown to be rate

dependent (Swan 1994). Hence, the author believes that those programs do not provide

reliable values of the initial stiffness. Modulus determinations must be made with the use

of on-specimen strain measurement devices capable of resolving the strains necessary to

capture the initial linear response of frozen soil (approximately 0.002% for Manchester

fine sand). Similarly, true measurements of strain rate must be made using on-specimen

measured strains.

Due to limitations in the testing equipment, only a relatively small range of strain

rates were investigated. The current testing program utilized only two rates, 3.0x10-6 s-1

(slow) and 3.5x10 5 s1 (moderate), with the latter extending slightly into the ductile to

brittle transition regime for polycrystalline ice as -10 C. Data from Andersen et al. (1995)

also included strain rates extending approximately an order of magnitude higher

(5x10 4 s-1). At this rate ice behavior begins to exhibit brittle characteristics. Table 5.3

summarizes the number of tests performed at each strain rate for each material

investigated during this experimental program.

The rates quoted within Table 5.3 should be interpreted as the nominal testing

rates as the strain rates exhibited some variability during shear, especially during the initial

portion of the test. This is primarily due to the implementation of the PID control

algorithm that uses the on-specimen LVDT's as a feedback source. This was discussed in

detail in Section 3.3.3.4. This has resulted in a marked decrease in the amount of strain

(or time) needed to reach a constant strain rate, yet has led to small oscillations in the rate
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during the initial stages of shear. An example of the improvement in strain rate control for

the two strain rates investigated during this program was shown previously in Figure 3.5.

Although nominal strain rates have been quoted in Table 5.3, instantaneous strain rates

computed at the 0.01% yield offset stress have been used for subsequent analyses

involving Young's modulus. Similarly, strain rates computed at the upper yield stress

have been used in analyses involving the behavior in the upper yield region. These strain

rates have been tabulated for each test in Appendix D.

Strain Rate, i (s~')
Material Type Slow Moderate Fast
Manchester fine sand (MFS) 12 25 N/A
Hydrophobic MFS 6 8 N/A
Industrial quartz (2010/2075) 7 19 N/A
PMMA 9 9 N/A
Glass beads 2 3 N/A
Hydrophobic glass beads 2 2 N/A
Hydrophobic rough beads 3 6 N/A
Large glass beads (all) N/A 5 N/A
Polycrystalline ice 4 4 N/A

Table 5.3: Range of strain rates examined during testing program. Note:
slow = 3.0x10-6 s-', moderate = 3.5 x10 5 s', fast = 5x10 4 s-1
(number of tests shown for each condition).

5.2.5 Temperature

Test temperature was the last of the main testing variables which was investigated

as part of this experimental program. An extensive characterization of the behavior of

Manchester fine sand at -10'C was first undertaken by Andersen (1991). It was later

extended by Swan (1994) to include tests at -15'C, -20'C, and -25'C.

One of the goals of this program was to extend the temperature database to

include tests at warmer temperatures in order to encompass the conditions more

representative of permafrost, and to where the behavior of bulk ice may differ from that at

colder temperatures. Another goal was to check temperature dependent trends already

obtained from lower temperature testing. Andersen et al. (1995) found that the Young's

modulus of frozen Manchester fine sand is insensitive to temperature, whereas other

226



researchers (e.g., Zhu and Carbee 1984, Shibata et al. 1985) concluded that modulus

increases with decreasing temperature in a manner similar to bulk polycrystalline ice.

As indicated in Table 5.4, tests were conducted at temperatures of -2'C, -5'C and

-100C during this experimental program. Most of the warmer temperature tests were

restricted to Manchester fine sand while the majority of the tests performed on other

materials were conducted at - 10C such that their results could be compared to the

already extensive databases on Manchester fine sand and ice which exist in the literature.

Table 5.4 lists the temperatures investigated for each material investigated during this

program. The temperatures quoted in Table 5.4 should be interpreted as the nominal

testing temperatures since the actual temperature varied from test to test. Table 3.3,

presented previously, gives a summary of the actual testing temperatures.

Temperature (*C)
Material Type -20C -5'C -1 0*C
Manchester fine sand (MFS) 5 14 18
Hydrophobic MFS N/A 4 10
Industrial quartz (2010/2075) N/A 7 19
PMMA N/A 7 11
Glass beads N/A N/A 5
Hydrophobic glass beads N/A N/A 4
Hydrophobic rough beads N/A N/A 9
Large glass beads (all) N/A N/A 5
Polycrystalline ice N/A 4 4

Table 5.4: Number of tests performed for each material for each
temperature investigated.

5.2.6 Particle Modulus

Another important aspect of this research program was to investigate the

importance of particle modulus on the composite modulus and upper yield stress of frozen

materials. An understanding of how the stiffness of composite materials is developed from

its constituents is invaluable for predicting the stiffness and hence the engineering behavior

of naturally occurring frozen soils. This aspect was initiated after Andersen et al. (1995)

showed that Counto's (1964) isostrain composite material model, originally developed for

predicting the Young's modulus of concrete, could describe the modulus of frozen sand

quite well.
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Counto's model neglects the structure of the overall skeleton and considers only

the stiffness of the matrix and particles, the relative volume fraction of particles, and

assumes full adhesion at the interface between phases. A complete description of this

model was presented in Section 2.4.2. The model was shown to correctly predict the

modulus of frozen Manchester fine sand and its trend with relative density by Andersen et

al. (1995). In order to evaluate the accuracy of this and the other models presented in

Section 2.4.2, a testing program was initiated on granular PMMA, a polymer with an

extremely low modulus. This provided another composite system that could be used for

model verification. Table 5.5 summarizes the experimental program on PMMA which

consisted of 18 tests.

Confinement, ac Temp. = -50C Temp. = -100 C
(MPa) Slow i Moderate 9 Slow t Moderate 9

0.5 2 1 2 5
10 3 1 2 2

Table 5.5: PMMA testing program (number of tests shown for each
condition).

5.2.7 Particle Grain Size

As discussed in Section 2.3.4.1, good experimental evidence exists that shows that

the upper yield behavior of frozen sand is dominated by the ice matrix. However, the

strength of Manchester fine sand is much larger than the strength of bulk polycrystalline

ice, as shown in Figure 2.27. Consequently the presence of the sand particles must cause

a strengthening effect even though the frictional resistance of the sand skeleton appears to

be unimportant as evidenced by the insensitivity of the upper yield to changes in relative

density and confinement, and the negligible undrained shear resistance of unfrozen

Manchester fine sand. It is also important to note that the peak strength of ice shows a

confining pressure sensitivity (Figure 2.10) unlike the upper yield stress of frozen

Manchester fine sand. Furthermore, other research (e.g., Sayles 1973, Parameswaran and

Jones 1981) shows that some frozen coarse-grained sands behave differently than finer-

grained materials, displaying a large pressure sensitivity in the upper yield region (Figure

2.24).
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Since these differences may be related to the grain size of ice in frozen sands, this

aspect of the experimental program involved testing industrial quartz (Figure 4.4), a

coarser-grained quartz sand similar to the Ottawa sand tested in other programs. This

assumes that ice within frozen soils is polycrystalline, and that grain size effects in frozen

sands can be investigated by simply altering the sand particle size. While measurements of

the ice fabric in frozen Manchester fine sand have not been made, Ting et al. (1983)

suggest that, as long as no segregational freezing occurs, the maximum grain size is

probably the pore size.

The goals of this testing program were to assess if these coarser-grained frozen

sand specimens showed a pressure dependence at the upper yield stress, and to quantify

the extent of ice matrix strengthening over that of bulk polycrystalline ice. Table 5.6

details the conditions of the industrial quartz testing program which consisted of 26 tests.

Confinement, ac Temp. = -50C Temp. = -10*C
(MPa) Slow i Moderate t Slow t Moderate t

0.1 N/A N/A N/A 1
0.5 N/A 1 1 1
1 N/A N/A N/A 1
2 N/A 1 1 2
5 N/A 1 1 3
7.5 N/A N/A N/A 1
10 N/A 1 2 2
12.5 1 2 1 2

Table 5.6: Industrial quartz testing program (number of tests shown for
each condition).

5.2.8 Interface Adhesion

The primary goal of this program was to determine whether the presence of an

adhesional bond is important to the composite modulus and upper yield stress of frozen

particulate systems.

As discussed in Section 5.2.6, many of the composite material models that exist for

predicting the modulus of a two-phase composite assume perfect bonding between phases,

or in this case, between the ice matrix and individual particles. This implies that the

adhesional strength is sufficient to transmit the shear stresses necessary to enable

composite action, thus causing the frozen sand to behave as a composite material at very
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small strains. This helps explain why the Young's modulus of frozen sand is much greater

than either of its two components. In addition, bonding between the ice and the sand

grains may be one of the physical mechanisms that causes the ice matrix to have an

effective strength that is much larger than bulk polycrystalline ice.

In order to investigate and ideally quantify the importance of the adhesional

strength between the particles and the ice matrix, a hydrophobic, and presumably

icephobic, treatment was applied to systems of Manchester fine sand and glass beads

(small and large). SEM analysis was used to confirm that the coating did not alter the

surface texture of the particles, and hence the frictional behavior of the systems.

Investigation of glass bead systems allows a more accurate assessment of the importance

of adhesional strength, since strength due to particle interlocking is less prevalent. Table

5.7 summarizes the experimental program on these materials.

Temp. = -50C Temp. = -100C
Material Type Slow 9 Moderate 9 Slow i Moderate i
Manchester fine sand (MFS) 3 11 7 11
Hydrophobic MFS 2 2 4 6
Small glass beads N/A N/A 2 3
Hydrophobic small beads N/A N/A 2 2
Large glass beads N/A N/A N/A 1
Hydrophobic large beads N/A N/A N/A 2

Table 5.7: Interface adhesion testing program (number of tests shown for
each condition).

As part of this investigation 11 shear tests on treated and untreated quartz rods

were also performed. The goal of these tests was to quantify in a controlled manner the

reduction, if any, of the adhesional strength due to the application of a hydrophobic

coating. In an effort to limit the scope of the program only the effects of strain rate

(displacement rate) and temperature were investigated. The displacement rates used

correspond to the "slow" and "moderate" strain rates used in the triaxial compression

testing program. Test temperatures were limited to -5'C and -1 00C. A complete

description of the program including a description of the equipment, the procedures

followed, and the results obtained, is given in Appendix A.
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5.2.9 Particle Roughness

The last parameter which was investigated as part of this experimental program

was particle roughness and shape, an important consideration to the strength of unfrozen

sands. Rowe (1962) postulated that the drained strength of cohesionless sands results

from a frictional component, dilatancy effects, and particle interference effects, which all

depend on particle roughness or shape. Similarly, in frozen sands structural hindrance,

resulting from the mechanical interaction between the ice matrix and soil skeleton which

also depends on surface roughness and shape irregularity, was determined via creep tests

to greatly increase the shear resistance of the soil skeleton (Ting et al. 1983).

To investigate this aspect of soil behavior, specimens of frozen glass beads (small

and large) of varying degrees of imparted surface roughness were tested to specifically

determine what influence particle shape has on the Young's modulus and upper yield

characteristics of frozen sand. This is particularly important to the verification of many

composite material models which do not account for particle shape in their determination

of Young's modulus. Testing glass beads also allows for the quantification of the extent

of structural hindrance in frozen Manchester fine sand which is thought to be minimal in

the small strain region.

Additional tests were also performed on specimens made with hydrophobic glass

beads, with and without surface roughening, in hopes of providing further information

regarding the interplay between the ice bond strength and structural hindrance in frozen

soils. These tests are also necessary to properly evaluate the data from the PMMA testing

program, specifically the effect of particle modulus, since one type of glass beads that

were tested are qualitatively similar to the PMMA particles in size and surface roughness.

Details of the triaxial testing program which involved aspects of particle roughness are

presented in Table 5.8.

Hydrophobic
Material Type Regular Hydrophobic Rough
Small glass beads 5 4 9
Large glass beads 1 2 2

Table 5.8: Materials examined for effects of particle roughness (number
of tests shown for each condition).
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5.3 GENERAL TESTING PROCEDURES

5.3.1 Frozen Testing Procedures

The high-pressure triaxial equipment described in Section 3.3.2 was used to

perform a number of triaxial compression tests on a variety of different materials under a

wide range of conditions. This warranted the development of a standardized testing

procedure that could be followed for each test regardless of the type of specimen and test

conditions. The following procedure outlines the steps that was followed for the majority

of the triaxial compression tests performed over the course of this research.

1. Check to see if testing room and vestibule of the Low Temperature Testing
Facility (LTTF) are at the proper temperature for the test being performed.
The testing room should be at least 5'C colder than the desired test
temperature, and the vestibule should be at approximately - 10C.

2. Clean and then apply a light coat of vacuum grease to the six O-rings used to
seal the membranes around the specimen.

3. Apply a light coating of vacuum grease to the base pedestal of the triaxial cell
located in the main testing room and then place the first membrane over the
base pedestal. Secure with two O-rings spaced 5 mm apart. Place the second
membrane over the first one and secure it with an additional O-ring placed in
between the first two. Be careful not to expose the O-rings to the cold
temperatures before placement since they tend to loose their flexibility when
they become cold and then will not retract to their original diameter to fit
tightly around the base pedestal.

4. Place the specimen alignment pin in the base pedestal.

5. Take a frozen specimen from the cube freezer (using gloves) and proceed to
prepare it for testing following the procedure outlined in Section 4.3.5 of
Chapter 4.

6. Reduce the specimen data to obtain the height and volume of the specimen.
Transfer the readings to the testing log sheet and complete the other
appropriate areas on the first page regarding the specific test conditions.

7. Start QBASIC and load MSET.bas. Press 'F5' to run the program. Use the
name of the last test when prompted for a filename. Then change the name to
the current test number, input the date, height, and area of the specimen.

8. Place the specimen on the base pedestal of the triaxial cell ensuring that the pin
and alignment holes mate. Orient the specimen such that the seam from the
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split-sleeve faces towards the rear of the triaxial cell. Also ensure that the
specimen's orientation is correct (i.e. top up). Place the top cap complete with
hardened steel ball on top of the specimen. Use the alignment device to hold
the specimen in place.

9. Rub a small amount of vacuum grease around the top cap making sure that the
entire circumference is covered. Roll the first membrane up and over the top
cap. Ensure that it forms a good seal with the top cap and that there are no
wrinkles.

10. Secure the first membrane with two O-rings as before, leaving a similar gap
between them as on the base pedestal. Roll the second membrane up and
secure it with an additional O-ring once all wrinkles in this membrane have
been smoothed out.

11. Mount the small-strain yokes around the specimen and plug the LVDT's into
the Amphenol connector in the base. Check their output on the voltmeter
(should read between 4-5 V). Adjust yoke alignment until both LVDT's read
approximately 4.5 V. This indicates proper alignment. Carefully remove the
pins from the aluminum posts and recheck the output for both transducers. If
they have changed substantially place the pins and posts back in and re-align
the yokes. Record the two LVDT readings on the log sheet.

12. Carefully lift the triaxial chamber and place it over the triaxial cell base keeping
the bolts and the bolt holes aligned. This should prevent the chamber from
contacting the yokes. Should this happen, as indicated by a change in LVDT
readings, the chamber will have to be removed and the yokes re-aligned.

13. Connect both the load cell and thermistor cables. Using the voltmeter, check
to see that their outputs are reading correctly. Leave the voltmeter reading the
load cell channel.

14. Tighten the six bolts which secure the chamber to the base and then lower the
piston until it touches the top cap. Apply a slight pressure to the top and
piston and watch the load cell output change. This will confirm that the load
cell is in contact with the top cap. Place the hardened steel ball on top of the
piston and adjust the moment break device until it just touches the steel ball.

15. Mount the external LVDT and manually adjust it until its output reads
approximately -1.000 V.

16. Close the valve at the top of the AXIAL pressure-volume controller and open
the valve to the hydraulic ram.
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17. Turn on the air pressure near the LTTF control panel to 10 psi (69 kPa) by
turning the regulator clockwise. Before filling the chamber do one last check
of all transducer readings to ensure that they are reading correctly. Turn on
the air valve inside the environmental enclosure to apply air pressure to the
silicone oil reservoir.

18. Fill the triaxial chamber with silicone oil. This should take approximately 10-
15 minutes. Once full, turn the air valve to the closed position, and reduce the
air pressure using the regulator outside the LTTF. Close the valve at the top
of the CELL pressure-volume controller and open the CELL valve on the
triaxial manifold.

19. Record all of the transducer zero values on the test log sheet. Calculate a
normalized zero value for each transducer by dividing its output by the input
voltage and enter these values in the computer program. Turn the motor
control box on, but first ensure that the motor control switches are in the off
(middle) position.

20. Follow the instructions on the computer screen to start the test and then start
data acquisition, and the temperature control within the environmental
chamber. Also start the high-pressure pump (set speed to -20 on the motor
controller) to circulate the cell fluid.

21. Watch the values on the computer to ensure that the computer is reading the
values correctly (i.e. the cell pressure and axial load are increasing to their
target values). At this point the test has been successfully setup. Shearing can
be initiated after approximately 12 hours have elapsed. This allows enough
time for the specimen to equilibrate to the desired testing temperature, and to
also assess a leakage rate.

22. Following shear, decrease the axial stress to the pre-shear value while
maintaining the confining stress. Continue data collection for one hour in
order to assess temperature fluctuations within the triaxial cell.

23. At the conclusion of the test de-pressurize the chamber and remove the
specimen from the triaxial cell. Record the final dimensions of the specimen
and draw its deformed shape. Also detail the presence of oil intrusion, tilting,
and shear planes, and if the ice caps are intact. Finally, weigh the specimen
before placing it in an oven set at 1 10'C. After 24 hours record the dry weight
and calculate the ice saturation and dry density.
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5.4 SUMMARY OF EXPERIMENTAL PROGRAM

A total of 126 triaxial compression tests were performed as part of this

experimental program. Of these, 17 provided no useful data and hence have not been

included in the accompanying Table 5.8 which summarizes each test that was performed.

For each test, only the most pertinent test conditions have been given: material type, dry

density, relative density, void ratio, ice saturation, confining stress, temperature, strain

rate, and small strain rating (described in Section 5.5.2). Stress-strain and volumetric

strain curves as well as a comprehensive summary of the data acquired from each test are

provided in Appendix D.

In addition to these triaxial compression tests a series of 11 adhesion tests,

described previously, were also performed to investigate the adhesional strength between

ice and quartz. A detailed summary of the adhesional strength testing program along with

the individual load-displacement curves can be found in Appendix A.

5.5 DATA HANDLING

5.5.1 Data Collection

As mentioned previously in Section 3.4.2, a central data acquisition unit was used

for the bulk of the data collection used in this research program. A series of 12 channels

were allocated to the frozen soil triaxial testing system in the LTTF. This allows a

maximum of 11 sensing devices (e.g., pressure and force transducers, thermistors,

displacement gauges) to be monitored and recorded simultaneously at a maximum

frequency of 1 Hz. The other channel is dedicated to reading a common excitation

voltage that powers all the sensors. The central data acquisition unit writes the

information, in terms of voltages, directly to the hard disk of the PC controlling it. After

the test is completed, the data files are copied to a 3.5 inch floppy diskette and processed

as explained in Section 5.5.2.

For a typical frozen triaxial compression test, data from nine sensors are collected

although only eight are needed to fully characterize the stress-strain-time-temperature

behavior of the specimen (the axial actuator LVDT is monitored only to gage the position

of the actuator piston during shear). Each of the sensors, along with their specifications,
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151
152
160
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174
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176
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191
192
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209
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216
217
218
219
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188
189
190
195
196
197
198
199
200
201
202
203
204
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211

Material
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
MFS
HP MFS
HP MFS
HP MFS
HP MFS
HP MFS
HP MFS
HP MFS
HP MFS
HP MFS
HP MFS
HP MFS
HP MFS
HP MFS
HP MFS
Quartz
Quartz

Pd
(kg/m 3)

1565
1509
1543
1542
1534
1580
1573
1589
1582
1571
1582
1573
1486
1572
1519
1550
1551
1565
1534
1540
1597
1575
1591
1613
1593
1611
1602
1629
1655
1618
1615
1635
1640
1609
1638
1607
1610
1599
1591
1592
1592
1516
1528
1535
1508
1659
1616
1621
1622
1610
1552
1557
1590

Dr
(%)
58.2
38.8
50.7
50.4
47.6
63.0
60.8
66.1
63.9
60.1
63.9
61.0
30.5
60.8
42.5
53.2
53.6
58.1
47.8
49.8
68.5
61.6
66.7
73.8
67.3
73.0
70.2
78.8
86.6
75.2
74.5
80.6
82.0
72.5
81.5
72.0
72.9
69.5
66.8
67.1
66.9
41.4
45.5
47.9
38.6
87.8
74.6
76.1
76.5
72.7
53.9
91.5

109.6

Si
e (%)

0.717 -
0.781 98.0
0.742 98.5
0.743 99.4
0.752 98.7
0.702 98.8
0.709 98.8
0.692 99.2
0.699 96.5
0.711 99.4
0.699 99.5
0.708 99.2
0.809 99.1
0.709 99.4
0.769 95.0
0.734 99.5
0.733 99.3
0.718 99.9
0.752 99.8
0.745 99.1
0.684 99.2
0.707 99.5
0.690 98.7
0.666 98.9
0.688 99.3
0.669 98.9
0.678 98.7
0.650 98.6
0.624 97.2
0.662 98.3
0.664 97.9
0.644 96.0
0.639 97.6
0.671 97.1
0.641 97.2
0.672 98.3
0.669 98.6
0.681 96.8
0.689 98.3
0.688 97.6
0.689 97.0
0.773 97.3
0.759 98.0
0.752 98.2
0.782 98.7
0.620 87.8
0.664 97.3
0.659 95.7
0.657 94.8
0.670 97.3
0.732 93.9

a0C
(MPa)

2
1
1
1
5
5
2
2
2

0.1
10
1

10
10
10
10

0.5
0.5
10

0.5
0.5
0.5
10
10
0.5
10
0.5
10
5
2
1

10
0.5
0.5
0.5
10
10
0.5
10
10
0.5
0.5
10
0.5
10
0.5
10
0.5
10
10
0.5
0.5
2

-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-10
-5
-5
-5
-5
-5
-5
-5
-5
-5
-10
-5
-5
-5
-5
-5
-2
-2
-2
-2
-2

-10
-10
-5
-5

-10
-10
-10
-10
-5
-5

-10
-10
-10
-10
-5
-5

Fair
Poor
Poor
Poor
Poor
Poor
Poor
Poor
Poor
Poor
Poor
Poor
Poor
Good
Good
Excellent
Excellent
Poor
Poor
Excellent
Excellent
Good
Good
Fair
Good
Good
Excellent
Fair
Poor
Good
Good
Poor
Poor
Fair
Good
Excellent
Poor
Good
Excellent
Excellent
Fair
Fair
Excellent
Good
Good
Good
Fair
Excellent
Excellent
Good
Excellent
Good
Excellent

0.702 95.3
0.667 94.2



Test Pd Dr Si ac T i LVDT
# Material (kg/m3) (%) e (%) (MPa) (*C) (%/hr) Quality

212 Quartz 1605 117.4 0.651 90.5 5 -5 12 Good
213 Quartz 1568 97.5 0.690 91.9 10 -5 12 Excellent
220 Quartz 1609 98.0 0.647 96.1 0.5 -10 12 Good
221 Quartz 1625 102.9 0.631 96.4 10 -10 12 Good
222 Quartz 1624 102.6 0.632 97.3 0.5 -10 1 Good
223 Quartz 1602 95.5 0.655 97.5 10 -10 1 Good
224 Quartz 1531 71.2 0.731 97.1 2 -10 12 Good
225 Quartz 1612 99.0 0.644 98.0 5 -10 12 Excellent
226 Quartz 1597 94.0 0.659 97.3 5 -10 12 Fair
227 Quartz 1596 93.6 0.661 98.0 5 -10 12 Excellent
228 Quartz 1600 94.9 0.656 97.4 2 -10 1 Good
229 Quartz 1590 91.5 0.667 97.8 5 -10 1 Good
232 Quartz 1625 102.9 0.631 97.9 10 -10 12 Good
233 Quartz 1641 108.2 0.614 92.7 10 -10 1 Fair
242 Quartz 1566 83.3 0.693 96.6 12.5 -10 1 Good
243 Quartz 1569 84.3 0.690 96.6 12.5 -10 12 Good
244 Quartz 1544 75.7 0.717 98.1 12.5 -5 12 Excellent
245 Quartz 1575 86.7 0.682 97.4 12.5 -5 12 Excellent
246 Quartz 1584 89.6 0.673 98.1 12.5 -5 1 Fair
269 Quartz 1590 91.6 0.667 98.0 0.1 -10 12 Excellent
270 Quartz 1576 86.9 0.682 98.3 1 -10 12 Good
271 Quartz 1584 89.7 0.673 97.8 12.5 -10 12 Excellent
272 Quartz 1447 39.4 0.831 98.6 7.5 -10 12 Excellent
273 Quartz 1572 85.4 0.686 97.5 2 -10 12 Excellent
234 PMMA 823 - 0.446 91.2 0.5 -10 12 Excellent
235 PMMA 740 - 0.607 97.1 0.5 -10 12 Good
236 PMMA 821 - 0.449 93.2 0.5 -10 12 Excellent
237 PMMA 733 - 0.624 98.5 0.5 -10 1 Good
238 PMMA 751 - 0.585 98.7 10 -10 1 Fair
239 PMMA 764 - 0.558 98.4 0.5 -5 1 Excellent
240 PMMA 832 - 0.431 93.3 10 -5 1 Fair
241 PMMA 771 - 0.544 98.2 5 -5 1 Excellent
247 PMMA 738 - 0.613 98.4 0.5 -5 12 Good
248 PMMA 784 - 0.517 101.1 10 -5 12 Good
249 PMMA 782 - 0.522 98.5 0.5 -5 1 Excellent
250 PMMA 812 - 0.465 95.5 10 -10 12 Fair
251 PMMA 793 - 0.501 98.4 10 -5 1 Excellent
274 PMMA 765 - 0.559 99.7 0.5 -10 12 Good
275 PMMA 749 - 0.590 98.8 0.5 -10 12 Good
276 PMMA 749 - 0.589 100.8 10 -10 12 Good
277 PMMA 751 - 0.585 99.5 0.5 -10 1 Good
278 PMMA 745 - 0.568 98.4 10 -10 1 Fair
252 PC Ice 0.910 - - - 0.5 -10 1 Excellent
253 PC Ice 0.914 - - - 0.5 -10 12 Excellent
254 PC Ice 0.912 - - - 10 -10 1 Good
255 PC Ice 0.912 - - - 10 -10 12 Good
256 PC Ice 0.913 - - - 0.5 -5 1 Good
257 PC Ice 0.910 - - - 0.5 -5 12 Excellent
258 PC Ice 0.913 - - - 10 -5 1 Fair
259 PC Ice 0.912 - - - 10 -5 12 Good
260 Glass 1.618 - 0.552 95.8 0.5 -10 1 Good
261 Glass 1.642 - 0.528 89.0 0.5 -10 12 Good
262 Glass 1.618 - 0.551 94.7 10 -10 1 Excellent
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Test Pd Dr Si C T LVDT
# Material (kg/rm) (%) e (%) (MPa) (0C) (%/hr) Quality

263 Glass 1.597 - 0.572 96.4 10 -10 12 Excellent
264 Glass 1.638 - 0.533 90.6 10 -10 12 Excellent
265 HP Glass 1.550 - 0.619 96.0 0.5 -10 1 Good
266 HP Glass 1.539 - 0.631 95.9 0.5 -10 12 Good
267 HP Glass 1.568 - 0.601 92.1 10 -10 1 Fair
268 HP Glass 1.530 - 0.641 94.6 10 -10 12 Good
279 HPR Glass 1577 - 0.592 95.8 0.5 -10 12 Excellent
280 HPR Glass 1581 - 0.588 94.7 0.5 -10 12 Good
281 HPR Glass 1601 - 0.568 92.1 10 -10 12 Good
282 HPR Glass 1575 - 0.594 94.5 10 -10 12 Good
283 HPR Glass 1586 - 0.583 96.3 0.5 -10 1 Fair
284 HPR Glass 1592 - 0.576 95.6 10 -10 1 Excellent
285 HPR Glass 1544 - 0.626 96.5 0.5 -10 12 Excellent
286 HPR Glass 1540 - 0.630 96.0 0.5 -10 1 Good
287 HPR Glass 1572 - 0.596 91.5 10 -10 12 Good
288 Glass 1482 - 0.673 93.4 0.5 -10 12 Excellent
289 HP Glass 1494 - 0.660 94.9 0.5 -10 12 Good
290 HP Glass 1517 - 0.635 97.8 0.5 -10 12 Fair
291 HPR Glass 1478 - 0.678 93.7 0.5 -10 12 Good
292 HPR Glass 1486 - 0.669 96.6 0.5 -10 12 Excellent

Note: only nominal values for the degree of confinement, temperature, and strain rate are given.

Table 5.9: Summary of triaxial compression experimental program on
frozen specimens.

were listed previously in Table 3.1 and in Appendix B. Each test consists of three stages,

each with its own data requirements.

The first stage consists of a pressurizing and temperature equilibration stage.

During this stage the confining stress on the specimen is gradually increased to its target

value and the specimen is allowed to equilibrate to the desired test temperature. This

stage generally lasts 12 hours. Data are collected on all nine sensors and stored to a file

designated by the test type, number, and stage (e.g., FRS 121P.dat denotes the data file for

the pressure up stage of frozen soil test number 121). The reading rate throughout this

stage is held constant at 0.0083 Hz (1 reading every two minutes).

Once the first stage of testing is complete, the second stage begins which consists

of shearing the specimen by gradually increasing the axial load under constant rate of

displacement control. Only the sensors which provide the stress-strain data are recorded

(e.g., the external and internal LVDTs, the force and chamber pressure transducers, and

the LVDT necessary for computing volume change). No temperature measurements are
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made during this stage. The data are collected and stored to file (e.g., FRS121S.dat) at a

variable rate to ensure that both the small and large strain behavior is captured without

storing excessive amounts of data. The collection rate varies from 1 Hz during the initial

portion of the test and gradually decreases to 0.0033 Hz at large axial strains (>10%).

After the maximum axial strain is reached (usually 10-20%), shearing is stopped

and the axial load is decreased to its pre-shear level while the cell pressure remains

constant. During this third stage, the system is allowed to hold this stress state for an

additional hour while temperature data from the thermistors located at the top and bottom

of the specimen are acquired and written to disk (e.g., FRS 121T.dat) at a rate of 0.03 Hz.

5.5.2 Data Reduction

All data files generated by the central data acquisition system are stored in a similar

format. The data acquisition system records each sensor's output (in Volts) and the time

at which the readings were taken at the frequency specified by the operator. Once the

data acquisition task is completed, the file is closed and written to disk. It is then used by

the test reduction program to obtain the information about the test in terms of engineering

units. Furthermore, the engineering output from the reduction program can then be

imported by a variety of commercially available plotting and spreadsheet packages to

enhance the visual presentation and analysis of the data.

The large number of triaxial compression tests performed over the course of this

research necessitated an efficient method of data reduction. Templates were created in

Microsoft ExcelTM to assist in the reduction of the data. The templates facilitated the

conversion of each sensor's output voltage into engineering units in a consistent and

repeatable fashion. For the triaxial compression tests described above, each of the three

data files were manipulated separately to extract pertinent test characteristics.

All sensors are monitored during the first phase of the test (i.e. the FRS121P.dat

file). This is done mainly to ensure that the test is progressing normally during the

pressure-up phase. Chamber fluid leakage rates as well as temperature gradient

measurements over the height of the specimen are determined from these data. The

leakage rate varies from test to test depending on the specific test conditions. The rate is
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determined by observing the movement of the LVDT on the chamber fluid actuator over

time at constant cell pressure once the pressurizing oil has reached a constant temperature

as determined by the thermistors monitoring the chamber temperature. The leakage rate is

then used to correct the volumetric strain measurements according to the following

relation:

AVs = -AVc, - AVIP + LR -At + FxC (5.1)

where AVs is the volume change of specimen (positive means dilation), AVcy is the change

in volume computed from cell fluid actuator, AV, is the change in volume due to loading

piston entering the chamber, LR is the leakage rate of fluid out of triaxial cell, At is the

time from start of test, F,, is the change in axial force during shear acting on the base of

the triaxial cell, and Cax is a coefficient relating the volume change due to base flexure to

the applied axial load and is taken as 10.2 cc/MN (Andersen 1991).

The second or shear phase of testing provides all of the data needed to quantify the

stress-strain behavior of the specimen. The triaxial testing reduction program, written in

Microsoft VisualBASICTM by Kurt Sjoblom, a Ph.D student in the Geotechnical

Laboratory, and implemented in a spreadsheet as a executable macro, is an updated

version of the original program used to reduce standard triaxial tests (Sheahan 1991). The

program listing is given in Appendix E. It takes the shear data file, makes the appropriate

corrections to the data (e.g., for membrane stiffness, chamber fluid leakage, change in

specimen area), and then computes the information required to define the stress-strain and

volumetric strain behavior in the desired engineering units. Computation of axial strain is

made using the average of the strains recorded by the two internal LVDT's up to 2.00%

strain, and then switches to the external LVDT at larger strains. Based on the agreement

between the two internal LVDT's a rating system was developed, similar to that of

Andersen et al. (1995), to assess the quality of the calculated Young's modulus. Each

shear was assigned one of four ratings: poor, fair, good, and excellent. This rating was

based on the difference in slopes between the two transducers during the very early linear

portion of the stress-strain curve. An example of each of the four categories is shown in

Figure 5.1. Although tests classified as poor did not produce reliable and repeatable

values of Young's modulus, they still provided meaningful data at larger strains, thus
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allowing quantification of the upper yield stress and large strain behavior. Most of the

tests performed in the early part of the experimental program resulted in poor ratings due

to minor eccentricities in the load application. These results were the reason why

modifications were made to the load application system described in Section 3.3.3.2.

Internal LVDT quality ratings are summarized in the last column of Table 5.9.

After its reduction, the data, in the form of engineering units, are imported into a

plotting package to allow for graphical representation and advanced statistical analysis.

Finally, the data file from the third stage are used as a final check on the

temperature fluctuations and gradient at the end of the test. This step was added since

limitations in the data acquisition system prevented the collection of temperature data

during the early portions of shear.

After completion of the test and after the dry weight of the specimen is obtained,

calculations of the specimen density (dry and total), void ratio, water content, and degree

of ice saturation are performed. The degree of ice saturation was determined using the

following equation (Andersen 1991):

Yt wu + GO
S = G)_X 100%

(w Yt
Yw(w+1)--GGS

where S is the degree of saturation, yt is the total frozen density, y, is the density of water,

w is the total water content, wo is the unfrozen water content (<0.14% for MFS at T=-

100C), wi is the ice content (the difference between the total and the unfrozen water

content), and Gi and G, are the specific gravity's of the ice and soil particles, respectively.

It should be noted that the specific gravity of ice and the density of water are temperature

dependent parameters. Gi has been found to range between 0.9164 and 0.9193 for

00 C>T>-30 0 C (Hobbs 1974), and y, between 0.9970 and 0.9895 g/cm3 for -50C>T>

-25'C (Zheleznyi 1969).
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Figure 5.1: Comparison between on-specimen axial strain LVDT's
showing (a) excellent agreement, (b) good agreement, (c)
fair agreement, and (d) poor agreement. Note some data
has been omitted for clarity.
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CHAPTER 6
BEHAVIOR OF FROZEN SYSTEMS IN THE

ELASTIC REGION

6.1 INTRODUCTION

The first objective of this chapter is to develop an understanding of the

mechanisms governing the initial stiffness or Young's modulus of frozen particulate

systems. The second objective is to evaluate various composite material models for

predicting Young's modulus of frozen sand. These objectives will be accomplished by

investigating a number of variables which can potentially influence the behavior of

unfrozen sands, ice, and particulate composites in general (e.g., relative density,

confinement, strain rate, temperature, particle modulus, size, roughness, and interface

adhesion). Their relative importance to the initial stiffness of frozen sand may be

elucidated from the results of the experimental program. The chapter is organized to

provide the reader first with a summary of the data obtained, then with a discussion of the

mechanisms controlling the composite modulus, and finally with an evaluation of some

models for its prediction. As such, Section 6.2 presents the results of the experimental

program, treating the effects of each of the aforementioned variables separately. This is

followed in Section 6.3 with a comprehensive analysis of the data and with a discussion of

the relative importance of each of the parameters investigated. The application of

predictive composite material models for Young's modulus of particulate composites is

presented in Section 6.4. A methodology for the prediction of Young's modulus of frozen

sand based on the analyses follows in Section 6.5. Finally, references for the literature

cited throughout this chapter are listed in Section 6.6. This chapter will not present a

discussion of the upper yield behavior as it is treated in detail in Chapter 7.

6.2 EVALUATION OF YOUNG'S MODULUS

This section presents the initial stiffness data obtained on the five materials (three

of which has one or more types of surface treatment) investigated during this experimental
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program. Each of the major variables outlined in Section 5.2 will be treated separately,

but in the same order, in the discussion below. Data for Manchester fine sand are

restricted to the results of this program, unless otherwise stated.

6.2.1 Effect of Void Ratio/Relative Density

The variation of Young's modulus with void ratio (e) or relative density (Dr) has

been well established for frozen Manchester fine sand by the two previous experimental

programs (Andersen 1991, Swan 1994). The recent improvements made to the axial

strain measurement system and the addition of tests on other particulate materials during

this program allows more accurate and more diverse characterization of the variation of

the composite modulus with void ratio. Although this parameter was not systematically

varied during the individual testing programs, efforts were taken to prepare specimens

over as wide of a range as possible for each of the materials. However, most of the

specimens that resulted were fairly dense due to the preparation method used.

Nevertheless, for each material investigated, variations in void ratio did occur, thereby

allowing its influence on the composite modulus to be evaluated. A summary of the void

ratio range for each of the materials investigated at -100C, excluding those systems having

undergone surface modification, is given in Table 6.1 along with information on the

number of tests performed at this temperature. The resulting modulus variation for each

material is illustrated in Figure 6. la-d, regardless of the ACDT agreement, strain rate, and

confinement level used. Only the highest and lowest values of the "poor" tests have been

omitted for purposes of clarity.

Void Ratio Number of
Material Type Range Tests*
Manchester fine sand 0.678 - 0.809 18
Industrial quartz 0.614 - 0.831 19
PMMA 0.446 - 0.624 11
Small glass beads 0.528 - 0.572 5
Large glass beads 0.673 1

Note: * indicates regardless of ACDT agreement, confining pressure and
strain rate.

Table 6.1: Summary of void ratio range and number of tests for each
material investigated at -10'C.
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Figure 6.1: Effect of void ratio on Young's modulus of frozen systems at
-100C at varying confining pressures, and strain rates; (a)
Manchester fine sand, (b) 2010 industrial quartz, (c) PMMA,
(d) small and large glass beads.

As shown in Figure 6.1 a, the modulus of frozen Manchester fine sand exhibits little

dependence on void ratio at -100 C. Since it was possible to establish the maximum and

minimum void ratios for this material, the data are also shown in terms of relative density

in Figure 6.2. At this temperature, the mean and standard deviation for the modulus,

excluding tests with "poor" ACDT agreement, is 26.3±1.8 GPa (n=6). For comparison,

the data in Table 5 of Andersen et al. (1995) gives a value of 26.6±4.4 GPa (n=34) for the

modulus for frozen MFS at -100 C, again excluding tests with "poor" ACDT agreement.

The good agreement between the two data sets indicates consistency between the

programs in terms of specimen preparation, testing, and data interpretation. The large
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number of "poor" tests in the beginning of this program resulted from problems with the

method of load application. This was described in detail in Section 3.3.3.2. After

appropriate modifications were made, the overall percentage of "good" and "excellent"

tests increased substantially.

40 1 f I T 1 1 1 1 1 3 1 1 1 I I I I I I I I I I I I I I I 1

3 5 -- ---- --

02- 3 0 - ----------- -- --- --------------- -- --- --- -
20 . o............ .... 0 - --
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2 0 -. .. .---- -.----- -.- --. --- -- ------ ---- --- -

>10 - Poor
0 Fair
0 Good/Excellent

0 ~'
20 30 40 50 60 70 80 90 100

Relative Density, Dr (%)

Figure 6.2: Effect of relative density on Young's modulus of frozen
Manchester fine sand at -10 C.

The influence of high quality small strain measurements on the evaluation of

Young's modulus is illustrated in Figure 6.3, which combines all of the data collected on

Manchester fine sand at - 100C (including the data from previous experimental programs)

and distinguishes it by ACDT agreement (i.e. poor, fair, good/excellent). The results of

each group of measurements in terms of their mean, standard deviation, and coefficient of

variation (COV) are given in Table 6.2. This comparison shows that tests characterized

by fair, good, and excellent ACDT agreement have far less variation in modulus as

reflected by a lower standard deviation and COV. Thus, for the analysis of the initial

stiffness only tests with fair and good/excellent agreement have been used since they are

judged to be the most reliable.
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Figure 6.3: Variation of Young's modulus with ACDT agreement for
Manchester fine sand at -100 C at varying confining pressures
and strain rates. (includes data from Andersen 1991 and
Swan 1994)

MeaniS.D. Number of COV
ACDT Agreement (GPa) Tests (%)
Poor 27.0±8.0 28 29.6
Fair 28.3±4.8 6 17.0
Good/Excellent 26.3±3.9 34 14.8

Table 6.2: Summary of variation of Young's modulus with ACDT
agreement for Manchester fmne sand at - 100C at all void
ratios, confining pressures, and strain rates.

The other data shown in Figure 6.1 encompasses the rest of the particulate

materials tested at -10C in their natural state (prior to any surface modification). Systems

that have been modified, either by surface treatment or by surface roughening, will be

discussed in Sections 6.2.7 and 6.2.8. As with Manchester fine sand, the data shown in

Figure 6.1lb-d also show little variation in modulus over similar ranges of void ratio. An

interesting and possibly more important observation is that the amount of scatter observed
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in the data is substantially less for those systems composed of spherical particles (PMMA

and glass beads). At the other extreme, the industrial quartz system (Figure 6. 1b), which

is characterized by similarly sized, yet extremely angular particles, exhibits substantially

more scatter in the data than all of the other systems. A possible explanation for this

apparent trend is discussed in Section 6.3. As a result of the limited dependence on void

ratio, the mean modulus and standard deviation for each system are summarized in Table

6.3.

Mean±Std. Dev. Number of
Material Type (GPa) Tests
Manchester fine sand 26.3±1.8 6
Industrial quartz 26.8±5.0 19
PMMA 5.1±0.3 11
Small glass beads 26.8±0.9 5
Large glass beads 25.2 1

Table 6.3: Summary of the mean Young's modulus and standard
deviation for each material type at -10*C at varying void
ratios, confming pressures, and strain rates. (excluding
''poor" tests)

6.2.2 Effect of Confinement

Investigation of the physical mechanisms controlling the modulus of frozen

particulate systems under triaxial stress conditions included the effect of confinement.

Although the number of confinement levels (ac) used throughout the testing program

ranged from 0.1 to 12.5 MPa, the majority of tests were performed at 0.5 and 10 MPa.

These values correspond to low and high confinement when qualitatively describing the

effect of confinement. Table 6.4 summarizes the confinement levels investigated at -10'C

for each of the materials examined, as well as for the specimens of polycrystalline ice.

The values of Young's modulus versus confinement level at -10'C are shown in

Figure 6.4a-f for all the materials listed in Table 6.4. Table 6.5 summarizes the modulus

obtained for each material under low (ac!2 MPa) and high confinement conditions. Little

dependence is noted for these materials over the confinement range investigated. This is

especially evident when looking at the systems composed of spherical particles, which

show very little scatter in the measured modulus. Only the hydrophobic Manchester fine
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sand system (Figure 6.4b) has an obvious trend of decreasing modulus with increasing

confinement level, which can be shown to be statistically significant. This directly

contrasts, however, the slight increase in mean modulus observed in the PMMA specimens

(Figure 6.4d).

Material Type
Manchester fine sand (MFS)
Hydrophobic MFS
Industrial quartz
PMMA
Small glass beads (all treatments)
Large glass beads (all treatments)
Polycrystalline ice

Confinement Levels (MPa)
0.1, 0.5, 1, 2, 5, 10
0.5,10
0.1, 0.5, 1, 2, 5, 7.5, 10, 12.5
0.5,10
0.5,10
0.5
0.5,10

Table 6.4: Summary of confinement levels investigated for each material
type at -10 C at varying void ratios and strain rates.

Material Type
Manchester fine sand (MFS)
Hydrophobic MFS
Industrial quartz
PMMA
Small glass beads
Large glass beads
Polycrystalline ice

Mean±S.D. (GPa)
Low Go High ac

27.5±1.9 (n=3) 25.1±0.4 (n=3)
24.8±2.8 (n=5) 18.7±2.2 (n=5)
27.3±5.5 (n=7) 26.5±4.9 (n=12)
5.00±0.2 (n=7) 5.30±0.2 (n=4)
26.8±0.6 (n=2) 26.8±1.2 (n=3)
25.2 (n=1) N/A
5.50±0.1 (n=2) 5.10±0.2 (n=2)

Table 6.5: Summary of Young's modulus obtained at low (ad 2 MPa)
and high confinements for each material type at -100 C at
varying void ratios and strain rates.

6.2.3 Effect of Strain Rate

Axial strain rate (i), or frequency of loading, is one of the most important variables

influencing the measured modulus of polycrystalline ice (Cole 1990). However, previous

research on frozen Manchester fine sand by Andersen et al. (1995) found its modulus to be

relatively insensitive to strain rate. Hence an important aspect of this experimental

program was to confirm the influence of strain rate on the modulus of frozen sand and

other particulate composites. Only two nominal strain rates were used for all the tests:

slow (3.0x10-6 s-') and moderate (3.5x10-5 S ) due to equipment limitations (i.e. ability to
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impose a constant strain rate). The slow rate falls within the nominally ductile range of ice

behavior at -10'C while the moderate rate falls within the ductile-to-brittle transition zone.

A separate effort was directed at measuring the strain rate dependency of the modulus of

polycrystalline ice specimens as it was recognized that the particular equipment and testing

technique could influence the measured modulus dramatically.

Figure 6.5a-f illustrates the variation of Young's modulus with strain rate

(calculated at a strain corresponding to the 0.01% yield offset stress) for each of the

various materials tested at -10'C. Table 6.6 summarizes the means and standard deviation

of the Young's modulus obtained at the two strain rates for each material tested. From

the results shown in the figure there is no statistically significant dependency of Young's

modulus with strain rate. This confirms the results reported by Andersen et al (1995) for

Manchester fine sand at temperatures ranging from -10 C to -25'C.

The lack of rate dependency for the ice specimens tested, combined with a

measured modulus that is substantially lower than the theoretical value of approximately 9

GPa (Sinha 1989), indicates that the testing procedure is probably measuring a relaxed

modulus which can be as low as 5 GPa (Cole 2000). This most likely results from the

procedure of subjecting the test specimens to the applied hydrostatic stress for a full 12

hours before shearing in order to allow the specimens to achieve temperature equilibrium.

Therefore, it is not surprising that specimens of frozen sand tested in a similar manner also

show no rate dependency.

Mean±S.D. (GPa)
Material Type Slow t Moderate 9
Manchester fine sand (MFS) 26.1±0.8 (n=3) 26.4±2.7 (n=3)
Hydrophobic MFS 23.5±3.4 (n=4) 20.6±4.2 (n=6)
Industrial quartz 30.9±4.7 (n=6) 24.9±4.0 (n=13)
PMMA 5.30±0.2 (n=4) 5.00±0.2 (n=7)
Small glass beads 26.5±0.1 (n=2) 27.0±1.2 (n=3)
Large glass beads N/A 25.2 (n=1)
Polycrystalline ice 5.20±0.3 (n=2) 5.40±0.2 (n=2)

Table 6.6: Summary of the Young's modulus obtained for each material
type at the two strain rates investigated at -10'C at varying
void ratios and confining pressures.
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6.2.4 Effect of Temperature

An extensive database encompassing the temperature range of -10'C to -25'C

already exists on Manchester fine sand from the work of Andersen (1991) and Swan

(1994). Therefore, one aspect of the experimental program was to augment this database

by conducting a series of tests on Manchester fine sand at warmer temperatures to

encompass a broader range of conditions of both practical and fundamental interest.

Considering the difficulties in testing ice saturated specimens very close to its homologous

temperature, it was decided to concentrate the majority of the tests at -5'C, and only

perform a small sampling of tests at -2'C. In addition, since Swan (1994) found that the

Young's modulus of frozen Manchester fine sand did not vary appreciably with

temperature, even though it is reported to slightly influence the modulus of polycrystalline

ice (Sinha 1989), it was then decided to investigate other particulate systems to see if any

temperature dependence could be detected. Hence, a small number of tests were carried

out on frozen systems of industrial quartz and PMMA over the relatively small

temperature range of -5'C to -10 C.

The effect of temperature on the various materials tested during this program is

shown in Figure 6.6a-e and summarized in Table 6.7. Only the modulus of ice (Figure

6.6e) and possibly the PMMA system (Figure 6.6d) show a clear dependence on

temperature (i.e. becoming stiffer with decreasing temperature). Linear regression of the

ice data reveals that this dependence is stronger than that which is theoretically predicted

for the elastic behavior of pure polycrystalline ice over a similar temperature range (Sinha

1989). None of the other particulate materials tested show a similar dependence, although

the scatter in the data from the angular systems may make it somewhat difficult to pick up

a trend. There may be evidence however, as shown by the data on Manchester fine sand

at -50C and -20C, that the variability in modulus increases at warmer temperatures.

Clearly more tests need to be conducted at warmer temperatures to clarify the trend in

modulus as the temperature approaches the melting point of ice.
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Mean±S.D. (GPa)
Material Type T = -20C T = -5'C T = -10'C
Manchester fine sand (MFS) 12.9±13.6 (n=4) 26.8±7.3 (n=10) 26.3±1.8 (n=6)
Hydrophobic MFS N/A 25.0±6.2 (n=4) 21.7±4.0 (n=10)
Industrial quartz N/A 22.9±1.5 (n=3) 26.8±5.0 (n=19)
PMMA N/A 4.70±0.3 (n=7) 5.10±0.3 (n=11)
Polycrystalline ice N/A 4.90±0.4 (n=4) 5.30±0.3 (n=4)

Table 6.7: Summary of the Young's modulus obtained for each material
type at the various temperatures investigated.

6.2.5 Effect of Particle Modulus

Particle modulus is well-known to be an important variable to the resulting

modulus of composite systems. Investigation of this parameter as part of the experimental

program also provided an opportunity to validate a number of composite material models

for direct application to frozen sand. This is described in detail in Section 6.4.

Manchester fine sand and industrial quartz, both being predominantly quartz-

based, were assumed to have a mean particle modulus of 75 GPa based on their similarity

to sands used in other programs (Counto 1964, Ishai and Cohen 1967, Ahmed and Jones

1990b). While this value is substantially lower than the 90 GPa assumed in the previous

programs (Andersen et al. 1995), it was felt that it was more indicative of natural sands.

In addition, the two types of glass beads used during this program were assumed to have

the same modulus of 74 GPa, which is that for soda-lime glass (Gibson and Ashby 1988).

This means that their behavior in frozen systems should emulate that of the Manchester

fine sand and industrial quartz. This is indeed what has been observed and shown in the

figures contained in the previous sections, but until now has not been formally explained.

The similar particle moduli explain why the resulting composite moduli for all of these

systems are approximately the same.

Therefore, in an effort to investigate the effect of changing this parameter, an

alternative granular material with a substantially different modulus was sought. The

polymer PMMA (polymethylmethacrylate) was chosen for its low modulus (3.3 GPa at

20'C) and relative abundance in granular form. However, the stiffness of polymers are

very much affected by temperature and so a correction must be applied to this value. The
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temperature dependence of the modulus of polymers in the glassy regime has been found

to be well approximated by the linear equation (Gibson and Ashby 1988):

T
ES=ESO 1-aM (6.1)

where Eo in the theoretical stiffness at 00 K, am accounts for the molecular relaxation

processes that are temperature dependent, and Tg is the glass transition temperature.

Substituting values for a typical amorphous polymer such as PMMA (Eso=7 GPa and

am=0.5, Tg=3780 K) results in a theoretical modulus of 4.5 GPa at -100 C.

The effect of particle modulus is shown in Figure 6.7 which presents the data on

the systems described above as a function of void ratio for all confining pressures, strain

rates, and temperatures investigated. Table 6.8 summarizes the average values of modulus

for each of the materials and conditions shown in Figure 6.7. This figure clearly shows

that the glass and quartz-based systems all have the same composite modulus of

approximately 26 GPa. Furthermore, in comparing these systems to the PMMA system, it

can be concluded that changing the particle modulus has a profound effect on the resulting

composite modulus, since it dropped from 26 GPa to approximately 5 GPa.

EP Mean±S.D. (GPa)
Material Type (GPa) T = -50C T = -100C
Manchester fine sand (MFS) 75 26.8±7.3 (n=1 0) 26.3±1.8 (n=6)
Industrial quartz 75 22.9±1.5 (n=3) 26.8±5.0 (n=1 9)
PMMA 4.5* 4.70±0.3 (n=7) 5.10±0.3 (n=11)
Small glass beads 74 N/A 26.8±0.9 (n=5)
Large glass beads 74 N/A 25.2 (n=1)
Polycrystalline ice N/A 4.90±0.4 (n=4) 5.30±0.3 (n=4)

Note: * indicates computed at -10 C

Table 6.8: Summary of the Young's modulus obtained for each material
type at -5'C and -10'C at varying void ratios, confining
pressures, and strain rates.

It is interesting to note the similarity between the data obtained on polycrystalline

ice and the PMMA data at -5'C and -10'C. This similarity is shown in Figure 6.8 which

compares these systems with respect to temperature. The fact that the PMMA data plots

virtually on top of the polycrystalline ice data at both temperatures indicates that the
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PMMA is not causing a stiffening effect leading to an increased modulus because the

particles themselves have approximately the same stiffness as ice. Therefore, the

measured temperature dependence described in Section 6.2.4 for the PMMA is primarily a

reflection of ice behavior. As the stiffness of the particle increases (for a constant void

ratio), this effect becomes masked as the system tends to become dominated by the

temperature insensitivity of the much stiffer particles present.
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strain rates. Note: open and closed symbols denote tests at
-5*C and -10 C, respectively.

6.2.6 Effect of Particle Grain Size

The main motivation for undertaking a study of particle grain size was to

investigate its influence on the upper yield behavior of frozen sands. However, it also

provided an opportunity to investigate its influence on the Young's modulus of frozen

particulate composites as well.
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Figure 6.8: Comparison of Young's modulus of PMMA system with that
of polycrystalline ice at varying void ratios, confining
pressures, and strain rates.

Industrial quartz was the first material chosen for this purpose since it had similar

angularity and mineralogical characteristics as those of Manchester fine sand. More

importantly, since it is a quartz-based material, it is assumed to also have a similar particle

modulus. As was just described in the previous section, the modulus of the particle has

been shown to play a significant role on the overall composite modulus and so evaluating

particle size effects using different materials necessitates the use of materials that have the

same particle modulus. This fact also allows the consideration of data obtained from the

glass bead systems since they too have a particle modulus similar to that of Manchester

fine sand.

Most of the tests on the industrial quartz (22 out of 26) were conducted on the

2010 grade, which had a mean grain size of 0.54 mm as compared to 0.145 mm for

Manchester fine sand. However, the 2075 grade, having a mean grain size of 1 mm

(Sinfield 1997), was initially selected, and four specimens were tested at -50 C. The

extreme angularity of the 2075 grade, however, caused problems with leakage through the
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membranes and so it was decided to perform all the remaining tests on the finer 2010

grade. The glass bead testing program also involved two distinct particle sizes. The first

system had an average particle size of 0.54 mm (Figure 4.2), while the other was

composed of glass beads with a uniform diameter of 3 mm. Therefore, the influence of

particle size on the composite modulus may be evaluated at five distinct grain sizes.

Furthermore, since it was concluded in a previous section that temperature did not seem

to affect the modulus of these frozen systems, it is possible to assess the effect of particle

size using data obtained from tests performed at both -5'C and -10'C. The measured data

for each of the five materials studied are plotted in Figure 6.9 and summarized in Table

6.9. It should be noted that only tests which had "fair" or "good/excellent" ACDT

agreement have been used in this analysis in an effort to reduce the scatter in the data

which may tend to mask a potential trend.

40

2 5 -----. --.. - - - -

30 -- O--~25
0
02520

0

. ~ 15 ........

>-4 2010 quartz
V Small glass beads
A Large glass beads

0.1 1 10

Mean Particle Diameter, d50 (mm)

Figure 6.9: Effect of particle size on Young's modulus of frozen quartz
based systems at -50C and -10'C at varying void ratios,
confining pressures, and strain rates. Note: open and closed
symbols denote tests at -5'C and -100C, respectively.
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As Figure 6.9 and Table 6.9 show, there does not seem to be an influence of

particle size on the Young's modulus of frozen sand, although more data are needed at the

larger particle sizes in order to make a definitive statement. However, this observation

agrees with the results of Ahmed and Jones (1990b) who found that particle size has little

effect on the modulus of glass-filled resins.

Grain Size Mean±S.D. (GPa)
Material Type d50 (mm) T = -5'C T = -104C
Manchester fine sand 0.145 26.8±7.3 (n=10) 26.3±1.8 (n=6)
2010 industrial quartz 0.54 22.9±1.5 (n=3) 26.8±5.0 (n=19)
2075 industrial quartz 1.00 20.5±3.5 (n=4) N/A
Small glass beads 0.54 N/A 26.8±0.9 (n=5)
Large glass beads 3.00 N/A 25.2 (n=1)

Table 6.9: Summary of the variation of Young's modulus with particle
size at -5'C and -10'C at varying void ratios, confining
pressures, and strain rates.

If a direct correlation is assumed between the particle size and the resulting ice

grain size, then the insensitivity to particle size indicates that the modulus of the ice tested

is also independent of grain size. This contradicts the findings of Cole (1990) who

reported that the modulus of ice decreased with decreasing ice grain size. It is believed,

however, that such a comparison may not be valid based on two reasons. The first being

that the method of testing employed incurs substantial delayed elastic strains which

prevent the true elastic response of ice to be observed; and the second being that the

presence of particles have a substantial effect on the resulting composite modulus and

hence may prevent small changes in the modulus of ice with decreasing grain size from

being observed.

6.2.7 Effect of Interface Adhesion

A number of authors have alluded to the importance of the ice-silicate bond

strength to the response of frozen sand systems (e.g., Ting et al. 1983, Baker and Kurfurst

1985, Andersen et al 1995). For example, Andersen et al. (1995) hypothesized that the

bond which exists between the ice and the sand grains in frozen sand may be one of the

physical mechanisms that cause the ice matrix to have an effective strength that is much

262



larger than bulk polycrystalline ice. Furthermore, most of the composite material models

reviewed in Section 2.4 assume perfect bonding between the matrix and the inclusions, or

that the adhesional strength is sufficient to transmit the shear stresses necessary to enable

composite action. Interface adhesion characteristics were thus investigated during this

experimental program by treating the material to make it hydrophobic in hopes that it

would also become icephobic.

The two materials chosen for this investigation were Manchester fine sand and two

sizes of spherical glass beads (Table 6.10). These materials were chosen since they

represent extremes in both particle roughness and shape, which are properties that are

known to be important in the behavior of unfrozen granular materials. Treatment of both

materials was accomplished by the process outlined in Section 4.2.3.2. Although no

unfrozen consolidated undrained triaxial compression (CIUC) tests were run on the

treated materials to determine if the process caused changes in the frictional behavior of

the particulate skeleton, the materials were qualitatively examined under a scanning

electron microscope. Since no differences were observed between the SEM micrographs

of the treated and untreated materials shown in Chapter 4, it was assumed that the

frictional characteristics remained unchanged. Further support for this conclusion is

provided by Ting et al. (1983) who found little difference in the drained friction angle

between wetting and non-wetting glass beads tested in triaxial compression.

Mean±S.D. (GPa)
Material Type Regular Hydrophobic
Manchester fine sand 26.3±1.8 (n=6) 21.7±4.0 (n=1 0)
Small glass beads 26.8±0.9 (n=5) 5.70±0.2 (n=4)
Large glass beads 25.2 (n=1) 12.0±0.8 (n=2)

Table 6.10: Summary of the effect of interface adhesion on the Young's
modulus of Manchester fine sand and glass bead systems at
-10'C at varying void ratios, confining pressures, and strain
rates.

Figure 6. 1Oa-b shows the dependence of Young's modulus on void ratio for both

materials in their treated and untreated states at -10'C. Figure 6.10a shows the behavior

of treated and untreated Manchester fine sand. Not much difference can be seen in
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comparing these data although it may be said that the hydrophobic system exhibits more

scatter. The reason for this is unclear. Table 6.10 shows that the average value of the

modulus of the hydrophobic Manchester fine sand system is lower than the untreated

system by approximately 18% indicating either that the hydrophobic coating does not

significantly alter the particle-matrix adhesional strength in a frozen two-phase system, or

that the adhesional strength is not very important to the modulus of this particular system.

(a) 40 (b) 40
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Figure 6.10: Effect of interface adhesion on Young's modulus results at
-100 C at varying void ratios and strain rates for (a)
Manchester fine sand, (b) small and large glass beads.

The uncertainty regarding the effectiveness of the hydrophobic coating at reducing

ice adhesion in frozen MFS led to the investigation of the glass bead systems shown in

Figure 6. 1Ob. Spherical glass beads offer a more uniform mineralogical composition and

reduce the potential effects of particle-ice interface interference resulting from the

presence of surface roughness or shape. This makes them very attractive for use in the

investigation of interface adhesion effects. The data shown in Figure 6.10b show that the

hydrophobic coating has a very substantial effect as it decreases the modulus from an

average of about 26 GPa to approximately 12 GPa for the large glass beads, and 6 GPa

for the small glass beads (Table 6.10). This confirms that the hydrophobic treatment can

change the adhesional characteristics of ice in frozen quartz-based particulate systems.

Furthermore, these data shed some light on the mechanisms at work in frozen particulate

systems. By comparing the Manchester fine sand and glass bead systems it appears that
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particle roughness or angularity is extremely important to the observance of the bond

strength effect. In rough angular systems (i.e. Manchester fine sand), surface treatment

seems to have far less effect on the composite modulus due to the predominance of

mechanical interference between the ice and the soil. In systems where little mechanical

interlocking can develop, either because the particles are smooth or round, bond strength

becomes very important. This hypothesis led to the investigation of particle roughness as

discussed in the next section. A much more elaborate discussion of the importance of

interface adhesion in particulate systems is given in Section 6.3.

6.2.8 Effect of Particle Roughness

The effect of particle shape or roughness is an important consideration in the

strength of unfrozen sand. Similarly in frozen sand, structural hindrance, which depends

on surface roughness and shape irregularity, greatly reduces creep susceptibility. The

effect of particle shape was first noticed in the PMMA system (Figure 6. lc). Comparison

of these data to that of Manchester fine sand or any other "natural" sand suggests that the

presence of spherical particles leads to reduced scatter in the measured modulus. This

observation is also confirmed by tests on spherical glass beads (Figure 6.1 d).

As mentioned at the end of the previous section, the large effect of hydrophobic

treatment on the glass bead systems compared to the relatively small effect for Manchester

fine sand, initiated the investigation into the importance of particle roughness and particle

shape. A small program was then performed using glass beads to determine whether the

composite modulus in systems lacking adhesional strength could be increased by surface

roughening.

The first tests were performed on acid-etched small glass beads. The process of

acid-etching resulted in beads that were moderately roughened as shown in Figure 4.8g-h.

The results of tests conducted at -10'C using these roughened glass beads, treated to

make them hydrophobic, are shown in Figure 6.11 and summarized in Table 6.11. Particle

roughening led to a 25% higher composite modulus, 7.1±1.0 GPa compared to 5.7±0.2

GPa for the hydrophobic smooth glass beads. This modest, yet significant, increase results

from the increase in roughness imparted to the bead by the etching process.
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Figure 6.11: Effect of particle roughness on Young's modulus of small
and large glass bead systems at -100C at varying void ratios,
confining pressures, and strain rates. Note: large symbols
denote large glass beads.

Mean±S.D. (GPa)
Regular Hydrophobic Hydrophobic

Material Type Rough
Small glass beads 26.8±0.9 (n=5) 5.70±0.2 (n=4) 7.10±1.0 (n=9)
Large glass beads 25.2 (n=1) 12.0±0.8 (n=2) 21.0±0.0 (n=2)

Table 6.11: Summary of the effect of particle roughness on the Young's
modulus of glass bead systems at -10'C and moderate strain
rate at varying void ratios and confining pressures.

In an effort to obtain an extremely rough surface, large glass beads (3 mm) were

individually mechanically roughened between two corundum grinding stones. The large

beads were effectively roughened in a consistent manner using this technique, whereas the

smaller beads could not be since they had a tendency to become pulverized in the process.

Only a few tests were performed using these larger beads due to the amount of effort

required to produce these roughened glass beads.
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Only one test was performed on a system composed of large untreated smooth

glass beads (before any surface treatment). This resulted in a modulus of 25.2 GPa which

is consistent with the results in Table 6.9. The application of a hydrophobic treatment to

these beads dropped the modulus to 12.0±0.8 GPa (Table 6.11). Although a value similar

to that obtained for the small glass beads was expected, the smaller reduction may be due

to less efficient surface treatment. Roughening the glass beads as described above and

then applying the hydrophobic treatment resulted in a marked increase in the composite

modulus to 21.0±0.0 GPa. This increase from 12.0 GPa shows that the degree of surface

roughness is important in systems where reduced adhesional bonding exists between the

ice and the soil. In addition, it appears that the degree of surface roughness, rather than

particle shape, is the controlling variable affecting the composite modulus.

6.3 DISCUSSION OF MECHANISMS CONTROLLING YOUNG'S
MODULUS OF FROZEN SAND

6.3.1 Introduction

The previous section presented the effects of the eight variables investigated (void

ratio, confinement, strain rate, temperature, particle modulus, particle size, interface

adhesion, and particle roughness) on the Young's modulus of frozen systems. The

objective of this section is to synthesize those results in order to assess the relative

importance of each variable, and to then take this information and build a qualitative

framework for understanding the mechanisms controlling the Young's modulus of frozen

sand. Ultimately, this information will be used in the development of a predictive

technique for this parameter, as well as to guide assessment of predictive two-phase

particulate composite material models for their suitability in describing the Young's

modulus of frozen sand.

6.3.2 Summary of Observations on Young's Modulus

Before a discussion into the mechanisms controlling the development of stiffness in

frozen particulate materials, it is useful to highlight the main findings of the experimental

program. In order to better document the relative importance of the eight variables that
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were investigated, data obtained from the previous experimental programs (i.e. Andersen

et al. 1995) has been included in some of the summary plots that follow.

Section 6.2.1 presented the effect of void ratio (or relative density) on the Young's

modulus of frozen particulate materials. Over the limited range of void ratios investigated

during this research, it was concluded that the effect of this parameter was slight, even

though it is well-known that this parameter is important to the stiffness of frozen soils as

shown in Figure 2.22 (Baker and Kurfurst 1985) and in composite materials in general

(Paul 1960, Ahmed and Jones 1990a). Furthermore, other data presented in Section 6.2

suggested that the stiffness is also relatively insensitive to the effects of confinement, strain

rate, temperature, and particle size (Figures 6.4, 6.5, 6.6, 6.9) and hence confirm the

results of Andersen et al. (1995). These observations are considered valid in light of the

scatter which exists in the data, and the relatively small range investigated for each

variable. The degree of confinement, while very important to the post-upper yield stress-

strain behavior, is thought to have little impact on the elastic behavior of polycrystalline

ice (Gold 1977, Singh and Jordaan 1996). Similarly, the temperature dependence of the

modulus of polycrystalline ice over the range investigated is slight (Figure 2.7). Sinha

(1989) calculates a 0.2 GPa increase in the theoretical modulus of ice from in going from

-50 C to -25'C, the range in which data exists for Manchester fine sand. Data from Cole

(1990) illustrates the existence of strain rate effects in polycrystalline ice, however, for the

ranges investigated in this research program, the effect is small (2 GPa) and is probably

masked by the scatter in these data. Finally, Ahmed and Jones (1990b) found that particle

size has little effect on the modulus of glass-filled composites. However, in ice-filled

systems where particle size effects are thought to manifest themselves as ice grain size

effects, the dependence is difficult to evaluate mainly due to the inability to measure a truly

unrelaxed modulus for ice.

The insensitivity to these parameters allows the investigation of the effect of void

ratio over a larger range by permitting the inclusion of data at varying applied strain rates

and temperatures. This has been done in Figure 6.12 which presents the variation of

Young's modulus with relative density for Manchester fine sand for temperatures ranging
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from -5'C to -25'C for all confining pressures and strain rates, however "poor"

been eliminated.
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Variation of Young's modulus with relative density at
varying temperatures for all confining pressures and strain
rates. (adapted from Andersen et al. 1995)

Linear regression of the data in Figure 6.12 shows a slight increase in Young's

modulus with increasing relative density. Although definitive verification of this effect is

difficult, given the small range of particle volume fractions investigated and the scatter in

the data, it is believed to be real based on the analyses presented in Section 6.4. However,

from a practical viewpoint the modulus of frozen highly-filled particulate materials (where

particles are in contact with one another) may be considered constant.

Another parameter that was shown to be important to the stiffness of frozen

systems in the preceding section was particle modulus (Table 6.8). The importance of the

modulus of the inclusions in particulate composite materials is well-known and their effect

has been extensively studied (see Section 2.4). However, their importance to the stiffness

of frozen systems has not yet been explicitly shown before this research.

269

tests have

.. .. . . . .. . . . . .. . ... ..o . . .
- .-.-- - .-.-- --- - .-- - --- --- -- ------- ------ - - ...... ......- -.-- -.-- -- .- -

E (GPa) = 24.6+0 031D ---

A 0

~--+ -- -- ---.- ---- --- - - - ---- - - - - -. .

0 T=-5 'C

I T =-15* -- --- --- - - -- -----70l T15IOC

A T=-20*C
V T=-25 C

Figure 6.12:



The role of particle modulus was investigated by using granular PMMA, a polymer

of low stiffness (-4.5 GPa), compared to natural sand particles which have a much higher

stiffness (-75 GPa). The consequence of using lower modulus particles is a substantial

decrease in the resulting composite modulus, as illustrated in Figure 6.7 and Table 6.8 by

the drop in modulus from 26 GPa for the Manchester fine sand system to approximately 5

GPa for the system composed of PMMA. Furthermore, since systems having the same

particle modulus as Manchester fine sand yet varying in particle size, shape, and origin (i.e.

industrial quartz, glass beads) produced similar values for the composite modulus

reinforces the importance of this parameter. This conclusion is shown in Figure 6.13

which illustrates the variation in the composite Young's modulus with particle modulus.
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35 o 2010 quartz

o PMMA
2 30 V Small glass beads --- --

A Large glass beads

2 5 - - -- - ---- -- .-.-- .- .- . --

0 1
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Figure 6.13: Variation of Young's modulus of frozen sand with particle
modulus at -10C at varying void ratios, confining
pressures, and strain rates.

The insights gained from varying the particle modulus suggest that the modulus of

the matrix material will have a profound impact on the resulting composite modulus,

although tests to confirm this were not performed. This was predominately because of the

difficulty in substantially altering the properties of ice. While substitution of various

270



polymeric materials for the ice matrix is possible, this was considered to be beyond the

scope of this research program.

One of the key contributions of this research is the investigation into the

importance of interface adhesion and particle roughness to the modulus of frozen systems.

Most of the models that exist to describe the behavior of particulate composites assume

that perfect bonding exists between the phases and that the adhesional strength is sufficient

to enable composite action. This is especially important in the preparation of particulate

polymer composites where two dissimilar materials are desgined to act together. Particle

roughness, on the other hand, has not received much attention in the composite material

literature, although it may affect the frictional characteristics and hence the development

of strength in unfrozen granular materials. These two seemingly different variables are

discussed together because they were found to be quite important to one another and to

the overall stiffness of frozen particulate-filled materials.

As described in Section 6.2.7 and illustrated in Figure 6.10 and in Tables 6.10 and

6.11, the application of a hydrophobic coating to Manchester fine sand led to a modest

drop in the resulting Young's modulus. However, a substantial drop in the modulus was

observed for the hydrophobically treated glass bead systems. This observation confirmed

the effectiveness of the treatment at reducing the bond strength, and of the importance of

the adhesional bond in frozen granular materials. However, it also raised questions

regarding the significance of particle shape and roughness, since a large bond strength

effect was only noticed in the smooth spherical glass bead systems. Experiments on

roughened glass beads, summarized in Table 6.11 and illustrated in Figure 6.11 indicate

that in systems with little to no bond strength, particle roughness is extremely important

and contributes to the development of stiffness by providing a source of mechanical

interaction between the ice matrix and particle surface. It also eliminates the significance

of particle shape, since the roughened particles were still very much spherical in shape

(Figure 4.8e-f and Figure 4.9c-d).

A hypothesis to explain the interaction between particle roughness and interface

adhesion is presented in Figure 6.14, which illustrates how these two parameters combine

to affect stiffness. At low particle roughness, the stiffness is very much dependent on the
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degree of adhesional bonding at the interface, whereas at higher values of particle

roughness (denoted here by the symbol "0" on an arbitrary scale ranging from 0 to 1) the

importance of adhesion decreases due to the increase in mechanical interference that

results between the rough particles and the matrix. This theory is illustrated using the

concept of contours of adhesional bonding even though only the bounds have been

established via experiments. However, it is reasonable to assume that degrees of adhesion

may be present in particulate-filled systems depending on the effectiveness of the coupling

or release agents used to modify the bond strength. Certainly the higher values for

modulus measured in the tests on the large hydrophobic glass beads indicate that the

hydrophobic coating did not completely eliminate the adhesional bond.

From the preceding presentation it can be concluded that of the eight variables

investigated only void ratio (or particle volume fraction), particle modulus, interface

adhesion, and particle roughness are important to the Young's modulus of frozen

particulate systems. The other variables that were examined have been shown to be of

minor importance over their respective ranges investigated confirming the results of earlier

work (i.e. Andersen et al. 1995). However, the consideration of strain rate effects may

become important if dynamic problems, such as those involving earthquake loadings, are

to be investigated. Similarly, temperature considerations may also prove to be significant

in problems involving the behavior of frozen soils at high temperatures. The next section

will elaborate on the mechanisms behind the development of stiffness in frozen sands.

6.3.3 Development of Stiffness in Frozen Sand

Having concluded that the modulus of a two-phase composite is not only

dependent on the moduli of the constituents and particle volume fraction, but also relies

heavily on the extent of coupling between phases which is necessary for the effective

transfer of stress, a conceptual qualitative model describing the mechanisms responsible

for the stiffness of frozen sands can be developed.

Before discussing how the degree of coupling and hence transfer of stress occurs

in a two-phase particulate system, which is considered to be the main contribution of this

research, a short conceptual review of composite material behavior is warranted.
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of frozen systems at -10'C. Note: open and closed symbols
denote regular and hydrophobic systems, respectively.

In the development of a two-phase particulate composite material, it is well-known

that its mechanical properties result from some combination of the material properties of

the individual constituents. Therefore, focusing on the elastic properties, and namely the

stiffness of frozen materials for this discussion, this requires that the resulting composite

modulus must be that of ice modified by the presence of rigid inclusions. The trivial cases

are those at the two extremes, which represent systems consisting of all matrix material

(polycrystalline ice), or all inclusion material (quartz, if discussing frozen quartz-based

sands). Therefore, the lowest modulus of a frozen sand must be that of ice and the highest

possible value must be that of quartz. The difficulty lies in accurately predicting the

variation of the composite modulus between these endpoints as a function of the amount

or fraction of inclusion material present. This is not a trivial task as the consequence of

this microstructural perturbation is a complex stress transfer mechanism involving higher

order particle interactions. Rigorous mathematical treatment of this type of problem in
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elasticity theory has not proved possible, however a number of approximate theories have

been developed. These were discussed in Section 2.4 and their application to the systems

investigated during this research is presented in the following section. Nevertheless, this

simple thought experiment should confirm that the moduli of the individual constituents

are of primary importance to the resulting composite modulus as is the volume fraction of

inclusions which effectively controls the relative influence of each phase. Having

established the reasons why the composite modulus is dependent on both the particle and

matrix modulus, as well as the volume fraction of particles, it is necessary to explain the

reasons for the observed dependence on the interfacial adhesion and particle roughness.

As alluded to in the previous discussion, the degree of coupling between phases is

a prerequisite for stress transfer between the particle and matrix. It is well established that

improving adhesion at the interface increases the fracture strength (Sahu and Broutman

1972, Leinder and Woodhams, 1974) and yield strength (Spanoudakis and Young 1984,

Moloney et al 1983) of a composite. However, it is not entirely clear as to how this

affects the Young's modulus of particulate-filled composites, especially when particles of

different shape and roughness are considered.

There are a number of ways that the two phases in particulate materials may be

coupled (bonded). Glass-filled polymeric materials usually rely on organic adhesion

promoters such as silane-based compounds. In other systems, thermal compressive

stresses resulting from a mismatch in the coefficients of thermal expansion can produce a

substantial bonding effect. Finally, mechanical bonding can result due to the frictional

characteristics of the particles and interparticle friction at the contacts (mechanical

interactions). This last mechanism is well-known to be important in natural granular

materials. In the natural (untreated) frozen systems that were investigated it is expected

that bonding between phases is predominately due to some combination of the adhesive

strength of ice, which is known to be very strong (Ryzhkin and Petrenko 1997), and the

mechanical interactions between the ice matrix and the particle surface.

From the results presented in Sections 6.2.7 and 6.2.8 it is clear that in cases where

the mechanical interactions are small (i.e. smooth round particles), the presence of an

adhesional bond is very important. This was shown for the glass bead system where a
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substantial drop in modulus was observed after treating the particles to make them

hydrophobic. In contrast, in cases where the mechanical interactions are high, as in the

system composed of Manchester fine sand, the internal shear stresses can be effectively

transferred by friction at the interfaces and consequently the presence of an adhesional

bond has little to no contribution on the stiffness of the system (Figure 6.14). A similar

result was reported by other researchers who found that in the absence of chemical

adhesion between particle and matrix, semi-angular shaped particulate-filled composites

have higher moduli than their spherical counterparts (Ahmed and Jones 1990b). However,

the author believes that it is the presence of particle surface roughness and not particle

shape that is the reason for their observation of a higher modulus. This is based on the

tests conducted on roughened glass bead systems, which by all accounts, were still very

much spherical in shape after having undergone surface roughening. The fact that

increasing surface roughness for the same particle shape leads to an increased modulus

indicates that the Young's modulus is not particle shape dependent. Hence, this does not

support the conclusion of Ahmed and Jones (1990b) who concluded that a composite with

a higher degree of agglomeration is expected to have higher modulus.

Therefore, since it has been established that the presence of surface roughness

dominates in frozen particulate systems, due to it providing effective mechanical

interlocking, it will tend to override the presence of adhesional bonds. This means that

even if the surface of a rough particle is made hydrophobic (for systems involving ice), the

modulus will be little affected because of the mechanical coupling which already exists.

This was confirmed by the tests on hydrophobic Manchester fine sand where the modulus

dropped only by a modest amount.

Figure 6.15 schematically summarizes the main findings obtained from the analysis

into the physical mechanisms controlling the Young's modulus of frozen sand. It is

intended to give the reader an qualitative understanding of how the various parameters

which have been shown to influence the modulus of frozen sands rank in terms of

importance.
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Figure 6.15: Proposed mechanism map for Young's modulus of frozen
sand.

6.4 COMPARISON OF EXPERIMENTAL DATA WITH MODELS
FOR TWO-PHASE PARTICULATE-FILLED SYSTEMS

6.4.1 Introduction

The discussion presented in the previous section has led to an improved

understanding of the variables controlling the modulus of frozen sand and of particulate

composite materials in general. The results indicate that the most important parameters

contributing to the composite modulus of a two-phase system with perfect adhesion

between phases are the moduli of the particle and matrix, and the volume fraction of solids

(particle concentration).

The similarity between the factors controlling the modulus of frozen sand and

those controlling the modulus of particulate composites in general suggests that frozen

sand can be modeled as a two-phase composite material. This allows models already

developed to predict the modulus of two-phase materials to be directly applied to frozen

sand. Since one of the specific objectives of this research was to develop a practical

methodology for predicting the Young's modulus of frozen sand, the purpose of this
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section is to compare the experimental data obtained for Young's modulus with the

various models available in the literature. Representative models developed for various

composites ranging from plastics to concrete were presented in Section 2.4.2.

In the discussion that follows, model predictions are compared to the quartz-based

systems, as well as to the PMMA system that was shown in Section 6.2.5 to produce a

substantially lower composite modulus. The quartz-based data refer to all of the frozen

systems with particles that were predominantly quartz, thus giving similar values for the

composite modulus (-26 GPa). These included the systems composed of Manchester fine

sand, industrial quartz, and small and large glass beads. These systems are characterized

by a particle modulus of 75 GPa and a Poisson's ratio of 0.25 (Ahmed and Jones 1990b,

Ishai and Cohen 1967, Counto 1964). The second system is composed of PMMA

particles in an ice matrix and was included to provide another opportunity to test the

predictive capability of the models. The spherical PMMA particles have a particle

modulus of 4.5 GPa at -10'C (Gibson and Ashby 1988) and a Poisson's ratio of 0.30

(Miller 1996). The ice matrix in both cases is assumed to be described by the

experimentally measured modulus for polycrystalline ice of 5.3 GPa (Table 6.7) and a

Poisson's ratio of 0.31 (Sinha 1989). All comparisons are based on experimental data

obtained at -10'C, however, data obtained at -5'C for the PMMA system has also been

included for completeness. Furthermore, no attempt has been made to fit the various

models to systems having undergone some type of surface treatment, since all the models

that have been discussed assume perfect adhesion between phases and do not account for

differences in particle roughness.

The following discussion is organized according to the three categories of

predictive models presented in Section 2.4.2: models based on the theory of dilute

suspensions, mechanistic models for composite materials, and effective medium models.

The individual models comprising each category are then compared to the experimental

data for the quartz-based and PMMA systems. Finally, a quantitative comparison of all

the models presented in given in Section 6.4.5. This information will help in the

development of a practical methodology for predicting the Young's modulus of frozen

sand, outlined in Section 6.5.
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6.4.2 Theory of Dilute Suspensions

As the name implies, models based on theories of dilute suspensions are strictly

only applicable to those cases where the fractional volume of inclusions is very small.

These models cannot be expected to capture the behavior of highly-filled systems such as

those investigated, although they may be able to predict the correct behavior of bulk ice

containing very low volume fractions of sand ("dirty ice"). In any case, these models

serve as a useful starting point in the prediction of composite material behavior. A

sampling of models based on the theory of dilute suspensions include those of Einstein

(1906), Mooney (1951) and Brodnyan (1959). These were discussed in detail in Section

2.4.2.2.

A comparison of these models with the experimental data for both systems is given

in Figure 6.16. The Einstein equation predicts a linear increase in modulus which clearly

does not capture the behavior of either particulate system. This equation assumes no

interaction between particles (i.e. a dilute system) and that the modulus of the particle is

infinitely greater than the matrix. Both of these assumptions are not strictly correct for a

rigid matrix. Mooney's attempt to account for particle interaction by incorporating a

crowding factor (k=1.35) results in an expression that predicts considerably more

reinforcing action than the Einstein equation. This is demonstrated by a modulus that

tends to infinity at relatively low volume fractions. A similar result is predicted by

Brodnyan who modified the Mooney equation to account for non-spherical particles

through the inclusion of a particle aspect ratio (1<p<15). This solution predicts the

development of higher stiffness at lower volume fractions for elongated particles (plotted

for p=3). However, data collected on the quartz-based systems (e.g., the slightly

elongated particles of Manchester fine sand) indicates that particle aspect ratio does not

seem to be an important factor to the modulus of a frozen two-phase composite materials.
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Figure 6.16: Comparison of dilute suspension models to experimental data
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Clearly, none of these solutions offer satisfactory predictive capability for highly-

filled particulate systems. Their simplistic formulation ignores many of the effects such as

particle interaction and particle stiffness, which have been shown in the previous section to

be very important. The lack of consideration of the particle modulus severely limits each

models ability to describe the elastic behavior of systems composed of inclusions of

different materials. Hence these models cannot account for the difference that exists

between the sand and the PMMA-fMled systems as shown in Figure 6.16. The correct

predictive equation must therefore lie somewhere in between the solutions presented here.

The next category of modelts fer to improve the predictive capability by

considering the moduli of the constituents, the distribution of stresses and strains in the

composite, and by making some assumptions regarding the geometry of the individual

phases.
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6.4.3 Mechanistic Models for Composite Materials

This second group of predictive models range from approximate approaches to

sophisticated variational methods involving the theory of linear elasticity. Although the

approaches vary widely in their treatment of the problem, all still must make simplifying

assumptions in order to make the general analysis tractable. It is these assumptions that

distinguish each of the models discussed below.

The simplest possible approach for determining the modulus of a two-phase system

is to assume that the materials are either coupled in parallel or in series, as was shown in

Figure 2.38. The solutions to these configurations are known as the classic results of

Voigt (1910) and Reuss (1929) and are given below in Equation 6.2 and Equation 6.3,

respectively.

EC E, c + E" (1 - c) (6.2)

1 c +(1-c)
- -+ (6.3)EC E, Em

As before, c refers to the volume fraction of inclusions (particles), and Ec, Ei, and Em refer

to the modulus of the composite, inclusion and matrix, respectively.

Examination of the Voigt and Reuss models shows that they represent extremes in

material behavior, and if the Poisson's ratio of the two phases were equal, then Equations

6.2 and 6.3 actually provide the upper and lower bound solutions. In an attempt to

account for the complex stress distribution in a two-phase system, Hirsch (1962) proposed

a relation (Equation 6.4) which is basically a weighted average of Equations 6.2 and 6.3:

1 =(1 2Z ( cK + (1 - c) + 2Z 1 (6.4)
EC _ c E, E, ir (Ec+ E,(1-c))

where Z=0.785 as recommended by Hirsch (1962) based on tests from a series of concrete

systems.

The theoretical curves predicted by these three models are compared in Figure

6.17a-b with the data for the quartz-based materials (i.e. Manchester fine sand, industrial

quartz, glass beads). The curves were obtained using a inclusion (particle) modulus (Ei)

of 75 GPa and an ice matrix modulus (Em) of 5.3 GPa. The upper and lower bounds

provided by Equation 6.2 and 6.3 are widely spaced and of limited predictive value,
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whereas the estimation by Hirsch (Equation 6.4) defines the average of the two bounds

and thus provides an intermediate solution which, although somewhat high, provides an

acceptable fit to the data (Figure 6.17b).

A further check on the ability of these models to describe the variation of the

composite modulus is illustrated in Figure 6.18 for the data on the PMMA system. The

small difference in modulus between the inclusion and matrix (Ei=4.5 GPa and Em=5.3

GPa at -10'C) in this system results in the three models being essentially equal. This is

expected as the spacing of the bounds is controlled by the modulus ratio between the two

phases. Therefore, the PMMA system is of limited use for validating the fit of various

models.

A number of other solutions for predicting the composite elastic modulus, which

are neither upper nor lower bounds, have also been derived by various authors (e.g., Paul

1960, Counto 1964, Ishai 1965, Ravichandran 1994). These models assume that the

macroscopic stress and strain can be reproduced in some average sense on a typical unit

volume of a specified geometry (usually cubic) which contains a single inclusion of the

second phase. Since most of these models assume the inclusion to be cubic, their different

formulations are a result of the assumptions made in specifying the state of stress or strain

at the boundary.

In Figure 6.19a the modulus of the quartz-based frozen composites are compared

with three approximate solutions over the entire range of volume fraction using the values

for the particle and matrix modulus given previously. The results show that all of these

models tend to underestimate the experimental data, and that they do not differ greatly in

their predictions. As discussed in Section 2.4.2.3, the upper and lower bound solutions

provided by Ravichandran (1994) mimic the results of Paul (1960) and Ishai (1965)

respectively and so are not shown in this figure. The inadequacy of the Counto model

contrasts the findings of Andersen et al. (1995) which concluded that the Counto model

provided a satisfactory fit to data on Manchester fine sand over a wide range of

temperatures. The reasons for the disagreement are the values chosen for the particle and

matrix modulus. They assumed a value of 90 GPa for the sand particles based on the

value for quartzite quoted in Lambe and Whitman (1969). A value of 75 GPa was decided
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Figure 6.18: Comparison of Voigt, Reuss, and Hirsch models to
experimental data for PMMA-based systems at -5'C and
-10'C for V,=0.60-0.70 at varying confining pressures
and strain rates.

to be more realistic based on values taken from other programs studying particulate

composites. Furthermore, Andersen et al. (1995) used the theoretical value of 9 GPa for

the modulus of polycrystalline ice, whereas measurements performed during this research

have found it to be substantially lower, around 5.3 GPa at -10*C as a result of delayed

elastic strain effects induced by the testing procedure. It therefore seems unwarranted to

use the theoretical modulus value for ice in a predictive model when the ice phase in the

frozen composite most likely reflects this lower value.

Figure 6.19b provides a better idea of the fit of the three approximate solutions to

the data on the quartz-based systems by focusing on the volume fraction range

encompassing the data shown. Also given in Figure 6.19b are the various model fits to the

data obtained on the PMMA system. Once again, it is very difficult to distinguish the

various solutions for this system due to its small modulus ratio. As mentioned before, this

results in very little variation between most models.
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Following the work of Paul (1960) and Hashin (1962), Hashin and Shtrikman

(1963) derived upper and lower bounds for the effective elastic modulus of a two-phase

material by invoking variational principles in the linear theory of elasticity and without

making any assumptions about phase geometry. The determination of the Young's

modulus of a composite using this formulation requires the calculation of the upper and

lower limits of the bulk modulus K, and the shear modulus G. The equations which define

the Hashin and Shtrikman upper and lower bounds have been given in Section 2.4.2.3 and,

due to their length, have not been included again here. As Figure 6.20a-b shows, these

bounds provide a much closer approximation than the Voigt and Reuss bounds given by

Equations 6.2 and 6.3. The spacing of these bounds, however, is still dependent on the

modulus ratio of particle to matrix which means that they are still rather widely spaced for

the quartz-based systems. Nevertheless, for the quartz system shown in Figure 6.20a this

formulation provides a solution that bounds the scatter in the data quite nicely. The fit to

the PMMA system shown in Figure 6.20b is equally good, as would be expected.

In contrast to the theoretical treatment of the composite modulus provided by

Hashin and Shtrikman, the Bache and Nepper-Christensen (BNC) model (Lydon and

Balendran 1986), also presented in Section 2.4.2.3 and described by Equation 6.5, is

completely empirical. However, it provides quite a satisfactory solution to the particulate-

filled systems shown in Figure 6.20a-b, spanning the approximate mean of the Hashin and

Shtrikman solution.

EC = EmK E ) (6.5)
.EM

Of all the models reviewed thus far, and although more tests over a larger range in

volume fraction are needed to confirm its applicability, the BNC model seems to be the

most attractive model for determining the composite modulus of frozen sands. Its

simplicity also makes it potentially useful in design calculations.

285



80

70

60

50

40

30

20

10

0

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Particle Volume Fraction, V

0

Ud

70

60

50

40

30

20

10

0 -

0.50 0.55 0.60 0.65

Particle Volume Fraction, V

0.70

Figure 6.20: Comparison of Hashin-Shtrikman, Voigt, Reuss, and BNC
models to experimental data at -10'C at varying confining
pressures and strain rates for (a) quartz-based systems,
V,=0.00--1.00, (b) quartz and PMMA-based systems, V,=0.50-
0.70. Note: o Manchester fine sand, 0 2010 Industrial quartz,
A Small glass beads, V Large glass beads, 0 PMMA.

286

-

0

Hashin-Shtrikman

(Upper and Lower)

--- Reuss

Voigt

- BNC

- - -.- -. .--- -- .- .. -- ---- -. - ----. .

7~ .. .......7. ... .. .. ...



6.4.4 Effective Medium Models

The last group of predictive models are the effective medium models. These were

discussed in Section 2.4.2.4 and are so named because they deduce the composite material

properties either by a microstructural transformation of the material into some

mechanically equivalent medium, or by the transformation of the overall material into an

effective homogenous medium possessing the same average conditions of stress and strain

as does some volume-averaged representative element. While a number of effective

medium models exist in the literature, most stem from the original work of Kerner (1956).

The ones discussed here are the Generalized Self Consistent Model (GSCM) developed by

Christensen and Lo (1979), the Mori-Tanaka Method (Mori and Tanaka 1973), and that

of Fan et al. (1992), which is based on a topological transformation and mean field theory.

The theoretical curves predicted by these effective medium models are shown in

Figure 6.21a-b along with the BNC model that was presented in the previous section. The

best prediction from this group of models is given by the field theory model of Fan et al.

(1992) which agrees with the BNC model at low volume fractions, and only deviates

slightly from it at higher concentrations. The other two models both follow the lower

Hashin-Shtrikman bound and therefore underestimates the data. In fact, the MTM

corresponds exactly to the lower Hashin-Shtrikman bound. This was first noticed by

Willis (1977).

Figure 6.21b provides a detailed look at how well these models describe the

various particulate systems. It is clearly evident that the effective medium model of Fan et

al. (1992) along with the BNC model provide the best fit to the particulate systems that

were investigated during this research. However, given the complexity of the mean field

approach, described in Section 2.4.2.4, the BNC model remains the most attractive model

for predicting the composite modulus of a two-phase material even though it has no

physical basis. Should a bounded solution be desired then the Hashin-Shtrikman

formulation provides upper and lower bound estimates with the least effort (Figure 6.20b).
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6.4.5 Evaluation of Composite Material Models

Having presented a qualitative comparison of each of the models with the

experimental data in the previous section, it is useful to establish a quantitative framework

for their evaluation. Conceptually, it is assumed that each observation of the measured

modulus is described by the product of the model prediction, some bias (f), and an error

term (E) resulting from the fact that each observation was experimentally measured.

Mathematically, this can be expressed as:

Emeasured = -E predicted (6.6)

The product of (1/$)-Epreicted in Equation 6.6 represents the true modulus for the

value of volume fraction used in the experiments. In general the bias term $ should be

allowed to depend on the volume fraction. However, the range of volume fraction values

in the experimental data is quite small and in this range P may be considered constant.

Since the terms in the above expression are multiplicative and positive, it is convenient to

rewrite the equation by expressing it in logarithmic form:

log E measured = -log $+ log predicted + log E (6.7)

The data can now be used to calculate the empirical log bias (log 1), the variance of log E

(an) and the root mean square error (Errorrm,) of the log model. These parameters may be

expressed mathematically as:

log= logEmeasured -log Epredicted (6.8)

n 2

2 -
1

1 (logEmeasured - log Epredicted + log $)(6.9)
n -1

Error,, = n(log Emeasured - log E, ,riced 2 (6.10)

Notice that the empirical variance of log c (T) varies from model to model only

due to variations in the slope of each model within the range of volume fractions

investigated. These variations are very modest and therefore a comparison of the models
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may be based on either the empirical log bias (log $) or the root mean squared error

(Errorms).

Considering the measurement error to be independent and identically distributed

for different measurements, it is possible to use the experimental data to test the

hypothesis that log for each of the given models is zero. In fact, under the null

hypothesis that log B = 0, loi g4 has (with good approximation given the large sample size)

a normal distribution with a mean value of zero and variance (2/n. From Table 6.12 the

variance of the log E (02) is approximately 0.0043 for the quartz systems (n=60) and

0.0004 for the PMMA system (n=1 1). Hence /n is 7.lx10-6 and 3.6x10-5, respectively.

One would then accept the null hypothesis that log = 0 at a significance level of 10% if:

log < -ZO.os (6.11)
-- n

where ZO.05 is the value exceeded by the standard normal variable with a probability of

0.05. This gives a critical value of 0.0139 (1.39%) for the quartz system and 0.0099

(0.99%) for the PMMA system. Models with empirical log bias values less then these

values may be considered to be consistent with the data (unbiased) and hence plausibly

correct. In addition, comparing the sign of this quantity in Table 6.12 gives an indication

as to whether the model overpredicts or underpredicts the data.

Comparing the statistics for the dilute suspension models, it is clear that the

Einstein equation provides the best fit of the three models presented in this category

although it is far from being useful in a predictive sense due to its severe underestimation

of the data. The poor fit of these models was expected, however, since they were

originally developed to describe the behavior of dilute suspensions of rigid particles in a

viscous matrix, and not the type of highly-filled systems presented here.

Of the mechanistic models presented, the best fit was clearly achieved by the

Bache and Nepper-Christensen (BNC) model which is interesting given that it has no

theoretical basis. Moreover, its simplicity and excellent fit to the experimental data makes

it very attractive for computing the composite modulus of frozen sands in engineering

practice. Of the remaining models in this category, only the formulation by Hirsch, which

has been shown for equal weighting between the upper and lower bound solutions
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Variance of log F Empirical Log Bias RMS Error
(x1 00) (x1 00) (x1 00)

Quartz PMMA Quartz PMMA Quartz PMMA
Model Type Systems System Systems System Systems System
Dilute Suspension

Einstein 0.41 .088 -29.72 43.53 30.39 43.62
Mooney 80.1 817.9 278.5 623.4 292.3 680.5
Brodnyan 108.6 1104.4 335.1 724.6 350.7 790.9

Mechanistic
Reuss (Series) 0.42 0.044 -34.20 -2.90 34.80 3.52
Voigt (Parallel) 0.41 0.044 25.27 -2.64 26.06 3.31
Hirsch (Z=0.785) 0.41 0.044 5.01 -2.77 8.09 3.41
Paul 0.42 0.044 -7.32 -2.71 9.75 3.37
Ishai 0.44 0.044 -14.37 -2.74 15.81 3.39
Counto 0.42 0.044 -16.59 -2.75 17.79 3.40
BNC 0.44 0.044 -0.74 -2.77 6.62 3.42
Hashin-Shtrikman (LB) 0.43 0.044 -19.16 -2.77 20.23 3.41
Hashin-Shtrikman (UB) 0.42 0.044 14.00 -2.78 15.39 3.42

Effective Medium
Mori-Tanaka 0.43 0.044 -19.16 -2.77 20.23 3.41
GSCM 0.43 0.044 -16.17 -2.77 17.43 3.41
Field Theory 0.45 0.044 0.92 -2.73 6.71 3.38

Table 6.12: Comparison of experimental data with predictive models for two-
phase particulate systems at -100 C.

(Z=0.785) should be considered. Clearly, by adjusting the weighting factor an even better

fit can be achieved. However, without a rational basis for adjusting this parameter, it is

not possible to use this model in a predictive sense.

Special mention must be made of the bounding solution given by Hashin and

Shtrikman. Due to the large separation of the bounds which result from the fact that

frozen sand has a high modulus ratio of particle to matrix, it is difficult to recommend this

model for predicting the composite modulus. Certainly the RMS errors in Table 6.12 do

not support its use. However, since it is based on sound principles of linear elasticity and

is expected to bound the experimental data quite well over the entire range of volume

fraction, it would be appropriate to retain this model for validation purposes.

Finally, of the effective medium models compared in Table 6.12 and illustrated

Figure 6.21 the model based on field theory and topological transformation by Fan et al.

(1992) provides the best fit to the data. Comparison in terms of RMS error indicates that

it is quantitatively similar to the BNC model described previously. However, even though

the fits provided by these two models are comparable, the added mathematical complexity
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of this model makes it far less attractive. The other two models presented in this category

both underpredict the experimental data in the range of volume fraction investigated, and

hence are not considered to be satisfactory for frozen sand in a predictive sense.

6.5 PREDICTION OF YOUNG'S MODULUS OF FROZEN SAND

One of the main objectives of this research was to develop a practical methodology

for predicting the Young's modulus of frozen sands. Previous reliable data on natural

sands have shown that the Young's modulus of frozen sand was essentially independent of

the level of confinement, strain rate, temperature, and only moderately dependent on

relative density or void ratio over the range tested (e.g., Kaplar 1963, Baker and Kurfurst

1985, Andersen et al. 1995). Results on a number of other frozen quartz-based particulate

materials obtained during this research confirm this observation. Furthermore, they also

have firmly established the importance of the stiffness of the particle and matrix, and of

good bonding at the interface. It was shown that this bond can either be achieved through

adhesional bonding, or by mechanical interactions that result when particles have

significant surface roughness.

This relative insensitivity of the Young's modulus of frozen sand to the many

variables known to affect ice behavior has allowed the application of composite material

models originally developed for the prediction of the elastic properties of concrete and

polymeric particulate-filled composites. From the analysis presented in the previous

section it was found that the Bache and Nepper-Christensen (BNC) model, stated again in

Equation 6.12, is sufficiently accurate at describing the data obtained over the range of

volume fraction investigated during this research. The author therefore recommends the

use of this expression to practicing engineers for estimating the Young's modulus of

highly-filled frozen sands in addition to the following input parameters:

Ec = Eice E, ) (6.12)
Eice

with E, = 75 GPa
Eice = 5-9 GPa
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This information has been compiled in a design chart covering the range of sand

concentrations typically found in natural systems (Figure 6.22).
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Figure 6.22: Design chart for estimation of the Young's modulus of
frozen sand based on BNC model (Lydon and Balendran
1986).

The value for the particle modulus is based on average values for sands taken from

the literature. However, if other natural granular materials are encountered then their

moduli may be estimated based on the relationship between particle density and modulus

given by Muller-Rochholz (1979) which takes the form:

E,(GPa) = 8.1- p 2 (6.13)

where pp has units of g/cc. Other relationships which correlate modulus to the product of

Schmidt hardness and dry unit weight may also prove suitable (Deere and Miller 1966).

While considerable attention has been given in this thesis to which value is

appropriate to use for the Young's modulus of ice, the choice very much depends on the

frequency of loading, and to a lesser extent on temperature as shown in Figure 6.15.
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Hence a range of 5 to 9 GPa is recommended with the higher value being more

appropriate at faster loading rates.
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CHAPTER 7
BEHAVIOR OF FROZEN SYSTEMS IN THE

UPPER YIELD REGION

7.1 INTRODUCTION

This chapter provides the reader with a much improved understanding of the

mechanisms controlling the upper yield stress observed to occur in frozen sands and other

particulate materials under compressive triaxial loading. In addition, many of these

findings may also apply to other composite systems, especially particulate-reinforced

polymers. The upper yield stress represents the point in the stress-strain curve that

signifies the onset of highly non-linear behavior and the development of significant plastic

deformations. Characterization of this parameter, together with the Young's modulus

presented in Chapter 6, provides a detailed description the small strain behavior of frozen

sands.

A similar organizational format to that of Chapter 6 has been adopted for this

chapter. Section 7.2 presents the data obtained for the upper yield stress as a function of

the variables investigated (e.g., relative density or void ratio, confinement, strain rate,

temperature, particle modulus, particle size, interface adhesion, and particle roughness),

and identifies relative trends. A synthesis of the results is presented in Section 7.3 which

culminates in a discussion of the mechanisms thought to control the upper yield stress of

frozen sand. Based on the results obtained during this experimental program, an empirical

model that predicts the upper yield behavior of frozen Manchester fine sand is proposed in

Section 7.4. A methodology for estimating the upper yield stress of other frozen granular

materials is also described. Finally, references cited are listed in Section 7.5

7.2 EVALUATION OF UPPER YIELD STRESS

This section presents the upper yield stress data obtained on each of the materials

investigated during the experimental program and also includes, where applicable, results

for Manchester fine sand from Andersen et al. (1995). It is organized according to each of
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the variables outlined in Section 5.2. Along with a presentation of the data, the discussion

in the following sections provides a detailed description of each of the variables influence

on the upper yield stress.

7.2.1 Effect of Void Ratio/Relative Density

The variation of the upper yield stress with void ratio was not expected to be

significant due to the limited range investigated, and based on the results of Andersen et

al. (1995) which showed that the frictional resistance of the sand skeleton (i.e. void ratio

and confinement) plays a minor role in the upper yield stress of frozen Manchester fine

sand. Furthermore, Swan (1994) confirmed, via CIUC (isotropically consolidated-

undrained triaxial compression) tests on unfrozen Manchester fine sand, that the undrained

resistance of the sand skeleton at strain levels corresponding to the upper yield stress in

frozen sands is negligible compared to measured values of the upper yield stress.

Although the void ratio was not systematically varied during the testing program,

tests on various frozen particulate-filled systems do cover a modest density range. Figure

7.1a-e shows the variation of the upper yield stress with void ratio for each of the

materials tested at -100 C. Very little variation with void ratio is noticed for each of the

systems. However, the magnitude of the upper yield stress is shown to be clearly

dependent on strain rate. This dependency is discussed in Section 7.2.3. A summary of

the influence of void ratio for each material is given in Table 7.1.

Slow 9 Moderate
Void ratio Mean±S.D. Void ratio Mean±S.D.

Material Type range (MPa) range (MPa)
Manchester fine sand 0.699 - 0.781 4.47±0.21 0.678 - 0.809 7.38±0.17
Hydrophobic MFS 0.681 - 0.782 3.93±0.20 0.657 - 0.773 7.45±0.89
2010 industrial quartz 0.614 - 0.693 7.36±0.46 0.631 - 0.731 12.70±0.54
PMMA 0.568 - 0.624 7.77±0.36 0.446 - 0.607 10.01±0.83
Small glass beads 0.551 - 0.552 7.12±0.64 0.528 - 0.572 10.45±0.67

Table 7.1: Summary of the effect of void ratio on the upper yield stress of
each material tested at -10 C.
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7.2.2 Effect of Confinement

As was mentioned previously, Andersen et al. (1995) found no evidence of a

pressure sensitivity in the upper yield stress of Manchester fine sand. However, other

programs reported that the upper yield stress in frozen sands is indeed pressure sensitive

(e.g., Chamberlain et al. 1972, Sayles 1973, Parameswaran and Jones 1981). Since

coarser-grained sands are reported to exhibit the highest degree of pressure sensitivity (i.e.

the Chamberlain et al. 1972 and Sayles 1973 data in Figure 2.24), tests on coarser-grained

materials were performed to investiage the circumstances under which confinement

becomes important. Specimens were tested at confining pressures ranging from 0.1 MPa

to 12.5 MPa, which was the maximum confinement that the triaxial testing system could

sustain.

The effect of confinement is illustrated in Figure 7.2a-f for all the materials tested

at -10'C for both the slow and moderate strain rates, including those treated with a

hydrophobic coating. The data obtained on untreated Manchester fine sand (Figure 7.2a)

agree well with the data reported by Andersen et al. (1995), indicating little to no pressure

sensitivity at the two strain rates. In contrast, the data for the hydrophobic Manchester

fine sand, shown in Figure 7.2b, show a significant increase (-23%) in the upper yield

stress with confinement at the higher strain rate, but little to no sensitivity at the slower

rate. The 2010 industrial quartz (Figure 7.2c), however, shows a slight pressure

dependency in the upper yield stress for both strain rates up to about 5 MPa at which

point no further change in the upper yield stress occurs with further increases in

confinement. Similar sensitivity is seen at the moderate strain rate for both the PMMA

and glass bead systems (regular and hydrophobic), although data at intermediate confining

pressures are lacking to determine if the behavior is qualitatively similar to that observed

in the 2010 industrial quartz system. Furthermore, the slight pressure sensitivity observed

in ice at the moderate strain rate, illustrated in Figure 7.2e, indicates that these effects may

simply be related to the pressure sensitivity of ice resulting from the suppression of

cracking at faster strain rates.

The pressure sensitivity of the surface roughened hydrophobic small glass beads is

shown in Figure 7.3. These data have been treated separately because they contain two
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very important features regarding the effect of confmnement. The first is that a large

pressure sensitivity is seen at both strain rates, and the second is that the application of

high confinement produces a system with the same upper yield stress as the original

system of smooth fully bonded glass beads (whereas it had no effect on the Young's

modulus). This second observation, which is thought to provide great insight into the

mechanisms of strength generation in frozen sands, is discussed in more detail in Section

7.2.8, which focuses on the effect of particle roughness.

From these observations it is evident that confinement plays an important role in

the upper yield stress of those materials that have undergone some sort of surface

modification that alters the interaction between the particles and the ice matrix, yet is fairly

unimportant in those systems tested in their natural state. A summary of the effect of

confinement for those materials tested at -100C is given in Table 7.2.
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Mean±S.D. (MPa) Mean±S.D. (MPa)
Slow 9 Moderate i

Material Type Low ac High ac Low ac High ac
Manchester fine sand 4.55±0.18 4.28±0.14 7.35±0.10 7.41±0.24
Hydrophobic MFS 3.86±0.25 4.00±0.18 6.68±0.34 8.22±0.32
2010 industrial quartz 7.01±0.60 7.53±0.34 12.12±0.26 13.07±0.25
PMMA 7.74±0.50 7.81±0.37 9.40±0.76 10.61±0.11
Small glass beads 6.67 7.57 10.05 10.66±0.81
HP small glass beads 3.31 3.04 4.52 6.90
HPR small glass beads 4.04±0.46 7.51 5.87±0.23 10.74±0.61
Polycrystalline ice 2.37 2.37 4.79 5.29

Table 7.2: Summary of upper yield stress obtained at low (Gc 2 MPa) and
high confinements for each material type tested at -10 0C for
varying void ratios.

In addition to affecting the upper yield stress of the coarser-grained materials at

the moderate strain rate, confinement was also observed to be important to the upper yield

strain (Euy). The effect is shown in Figure 7.4a-f for each of the materials investigated at

-100 C, excluding the large glass beads. Although these data display some scatter, the

Manchester fine sand (untreated and hydrophobic) and 2010 industrial quartz systems,

shown in Figure 7.4a-c suggest that the yield strain decreases slightly with increasing

confinement, and is essentially independent of void ratio and strain rate. In contrast, the

yield strain for the PMMA system (Figure 7.4d) increases with increasing confinement.

This in turn contrasts the system of small glass beads shown in Figure 7.4e, which shows

essentially no dependence on confinement regardless of the level of adhesion even though

the beads are very similar to the PMMA in size and shape. Finally, the polycrystalline ice

data shown in Figure 7.4f indicate that the strain at its peak stress is also essentially

independent of confinement, yet is substantially greater than for the frozen particulate-

filled systems just mentioned.

7.2.3 Effect of Strain Rate

It is well-known that many linear viscoelastic materials (i.e. ice, polymers below

their glass transition) exhibit a rate dependency. This dependency usually takes the form

of a power law relationship (Equation 7.1) which defines a linear function between yield

stress and strain rate on a log-log plot:
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Qu (MPa) = A (7.1)

The behavior of polycrystalline ice in the ductile region at -10'C, which extends

over a wide range of strain rates from 10-40 s-1 to about 10-5 s-', can be characterized quite

well by a constant power law exponent (n) of approximately 3 (Sanderson 1988). A

similar expression was used by Andersen et al. (1995) to quantify the strain rate

dependency of the upper yield stress of Manchester fine sand at various temperatures.

This suggests, at least qualitatively, that the behavior in this region is very much controlled

by the behavior of the pore ice matrix.

Figure 7.5a-e illustrates the strain rate dependence of each of the non-modified

materials investigated at -5'C and -10'C. A summary of the strain rate dependency

coefficients for these materials is given in Table 7.3. Figure 7.5a presents the data for

Manchester fine sand which has a power law exponent of 5.14 at -10*C. This is slightly

higher than the value of 4.65 quoted by Andersen et al. (1995), however, their exponent

was calculated over a larger range of strain rate (i.e. 3x10-6 S-1 to 5x10-4 S-1) which may

account for the slight difference between the two values. In examining the rest of the

systems a number of observations become evident. The industrial quartz system (Figure

7.5b), the only other angular system tested, is characterized by a power law exponent that

is very similar to the Manchester fine sand. In contrast, the systems characterized by

smooth spherical particles (PMMA and glass beads) have a much lower strain rate

sensitivity (higher power law exponents). Furthermore, all the systems tested exhibit a

higher rate sensitivity with increasing temperature. This will be discussed in more detail in

the next section. Finally, Figure 7.5e illustrates that the rate sensitivity of the

polycrystalline ice specimens agree with those reported in the literature at comparable

strain rates and temperatures.

7.2.4 Effect of Temperature

As a result of the collective work of Andersen (1991) and Swan (1994), the

temperature dependence of the upper yield stress of frozen Manchester fine sand has

already been well-defined in the temperature range from -25'C to -10 C. Collectively,
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T = -5*C T = -10'C
Power Law Constant Power Law Constant

Material Type n A n A
Manchester fine sand 4.53 40.85 5.14 53.98
2010 industrial quartz 3.94 112.73 4.55 121.51
PMMA 7.84 25.61 10.38 26.65
Small glass beads N/A N/A 6.58 49.91
Polycrystalline ice 3.01 110.42 3.27 116.56

Table 7.3: Summary of strain rate dependency for each material type at
-5'C and -10 C at varying void ratios and confining pressures.

their data represents the most comprehensive treatment of the small strain behavior of a

frozen sand available in the literature.

In an effort to extend this database to include tests that encompass a broader range

of conditions of both practical and fundamental interest, tests were performed on

Manchester fine sand at -2'C and -5'C. These results are shown in Figure 7.6 in

conjunction with data from Andersen et al. (1995) for comparison. This figure clearly

shows that the upper yield stress of frozen sand increases with decreasing temperature and

that the temperature dependency also increases with strain rate. This temperature

dependency may be expressed using a linear relationship of the form:

Q, (MPa) = C + D(T) (7.2)

where C and D are constants for a particular strain rate. Inclusion of the higher

temperature data from this program does little to change the regression statistics as given

in Andersen et al. (1995). This indicates that the upper yield behavior of frozen sand at

temperatures approaching the melting point of ice can still be described by a linear

dependence in temperature. Furthermore, this suggests that the processes responsible for

the upper yield stress at higher temperatures are mechanistically similar to those at the

lower temperatures.

The temperature dependence of the other materials is shown in Figures 7.7a-e and

is quantified in Table 7.4 for each strain rate using the regression coefficients from

Equation 7.2. This allows for the convenient comparison of temperature dependencies

between materials and, in particular, to the polycrystalline ice data (Figure 7.6e) which is

responsible for the inherent temperature dependence in these frozen systems. Figure 7.7a
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shows the MFS system which was already discussed in conjunction with Figure 7.6.

However, data in Figure 7.7b indicates that hydrophobic treatment of Manchester fine

sand lowers the temperature dependence at both strain rates. Conversely, an increase in

the temperature dependence is noticed for the two coarser-grained materials (i.e. 2010

industrial quartz and PMMA) shown in Figure 7.7c-d. In both cases the temperature

dependency increases with increasing strain rate as observed for Manchester fine sand in

Figure 7.6.

Slow Moderate i
C D C D

Material Type (MPa) (MPa/ C) (MPa) (MPa/ C)
Manchester fine sand 0.24 -0.45 0.39 -0.76
Hydrophobic MFS 0.89 -0.34 2.28/2.17* -0.47 / -0.65*
2010 industrial quartz 1.19 -0.68 3.78 -0.94
PMMA 2.30 -0.55 4.11 -0.61
Polycrystalline ice 0.91 -0.16 2.02 -0.32

Note: * indicates value obtained at high confinement levels

Table 7.4: Summary of temperature dependence for each material type
investigated.
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7.2.5 Effect of Particle Modulus

While the main reason for investigating particle modulus was to determine its

influence on the Young's modulus of frozen particulate composite materials, the test

program also shows its effect on the upper yield stress. As was discussed in Chapter 6,

particle modulus is well known to play a very significant role in the resulting modulus of a

two-phase composite material. Its role, however, in the yield and ultimate strength of

particulate-filled composites in compression has been rather less well-defined in the

literature on composite materials.

The effect of particle modulus can be shown by comparing the upper yield data for

the PMMA system (Ep=4.5 GPa at -10'C) to that of the 2010 industrial quartz and small

glass bead systems (Ep=-75 GPa). These materials were chosen since they all possess

approximately the same particle size, therefore eliminating the effect of this variable in the

comparison. Particle size effects will be discussed in the next section (Section 7.2.6).

Figure 7.8a and Figure 7.8b presents the results of the comparison at -10 C for the

slow and moderate strain rate, respectively. Little difference can be seen in the upper yield

stress of the three materials at the slow rate, i.e. particle modulus is unimportant at this

rate. Similar results are observed at the moderate strain rate, although the regression is

skewed by the 2010 industrial quartz data which has a yield stress at this strain rate that is

clearly higher than the other two systems. If attention is focused strictly on the PMMA

and glass bead data, which together provide the best comparison of particle modulus,

since these systems also have the same shape in addition to particle size, virtually no

difference in their upper yield stress can be seen. This confirms that the amount of ice

matrix strengthening as described by the upper yield stress does not depend on the

stiffness of the inclusion, although the shape or roughness of the particles may be

important at the higher strain rates. This will be addressed in more detail in Section 7.2.8.

Particles simply act as stress risers, or obstacles to propagating cracks within the pore ice

matrix, thus allowing the system to sustain higher stresses. A summary of the upper yield

stress behavior for each particle modulus is given in Table 7.5. This provides a

quantitative comparison of the upper yield stress results in addition to the qualitative

comparison in Figure 7.8a-b.
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)100

E, Mean±S.D. (MPa)
Material Type (GPa) Slow & Moderate i

2010 industrial quartz 75 7.36±0.46 12.70±0.54
Small glass beads 74 7.12±0.64 10.45±0.67
PMMA 4.5* 7.77±0.36 10.01±0.83
Polycrystalline ice 5.3 2.37±0.00 5.04±0.35

Note: * indicates computed at -100C

Table 7.5: Summary of the effect of particle modulus on the upper yield
stress of frozen systems at -100C at varying confining
pressures.

7.2.6 Effect of Particle Grain Size

Having established that void ratio, confinement, and particle modulus do not play a

significant role in the upper yield stress of frozen particulate materials, yet strain rate and

temperature do, it is now possible to investigate the effect of particle grain size.

The effect of particle grain size on the yield characteristics of frozen sand has not

been studied extensively in the literature. Most of the comparisons focus on the

differences between sand and silt systems (Chamberlain et al. 1972, Zhu and Carbee

1988), and none have systematically characterized the influence of grain size on yielding or
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strength. This contrasts the enormous amount of information regarding the effect of

particle size in particulate-filled polymers. Most of that information, however, focuses on

the tensile strength behavior, which although is not directly applicable to systems in

compression, can nonetheless serve as a useful starting point for studying the effects of

particle size.

As was shown in Figures 7.5 and 7.7, the magnitude of the upper yield stress at a

given strain rate and temperature varied considerably between materials. Detailed

examination of the data in these figures suggests that coarser-grained materials give higher

values for the upper yield stress. Although a comprehensive evaluation of the effects of

particle size is difficult due to the limited range of particle sizes investigated, it is

nevertheless possible to quantitatively compare the experimental data. This is done in

Figure 7.9a-b which shows the dependence of the upper yield stress on the mean particle

diameter at both -5'C and -10 C for the moderate and slow strain rate.

(a) (b)
14 14 1 1 1 11 1

12 - --...- 12
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Figure 7.9: Effect of particle size on the upper yield stress of untreated
frozen systems tested at slow (dark symbols) and moderate
(open symbols) strain rates at (a) -5'C, (b) -100 C. Note: only
the Manchester fine sand and quartz data are included in the
regressions.

From the data shown in Figure 7.9a, which includes data from tests performed on

Manchester fine sand, PMMA and both the 2010 and 2075 grades of industrial quartz, a

defmite trend of increasing upper yield stress with increasing particle diameter can be seen.
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A similar trend can be noticed for the data at -10 C (Figure 7.9b) if the data for the system

composed of large glass beads, which gave a much lower value, is discounted. This much

lower stress is believed to have resulted from the fact that the 3 mm spheres were possibly

too large for the test specimen size used (-35 mm). It is generally recommended that the

minimum diameter of the test specimen be at least ten times the maximum soil particle size

(ASTM D5520-94, 1996). While this standard suggests that the large beads are

acceptable for use with this specimen size, it does not account for particle size gradation,

and it does not consider systems that fracture. This may be an important consideration

since the large glass beads tested were extremely uniform in size. As was shown in the

previous section, the upper yield stress at the moderate strain rate exhibits a definite

dependence on particle shape for similar grain sizes as shown by the difference in the yield

stresses between the 2010 industrial quartz, and the PMMA and small glass bead systems.

At this strain rate, the amount of strengthening does increase with particle size, but

seemingly depends on the nature (i.e. roughness and shape) of the particle. A summary of

the particle size dependence of the upper yield stress is given in Table 7.6 for both -5*C

and -10 C.

Although far from a systematic characterization, this analysis presents strong

evidence that the upper yield stress of frozen cohesionless materials is strongly dependent

on the particle grain size, at least over the grain size (i.e. d5o) range tested during this

experimental program. Further testing of materials having other values of d50 is necessary

to fully document this trend.

Mean±S.D. (MPa)
Grain Size Slow i Moderate i

Material Type d5o (mm) T = -50C T = -100C T = -50C T = -10'C
2075 industrial quartz 1.00 N/A N/A 9.59±0.35 N/A
2010 industrial quartz 0.54 4.4 7.36±0.46 8.27±0.37 12.70±0.54
Manchester fine sand 0.145 2.40±0.32 4.47±0.21 4.37±0.42 7.38i0.17
PMMA 0.62 5.10±0.41 7.77±0.36 6.93±1.04 10.01±0.83
Small glass beads 0.54 N/A 7.12±0.64 N/A 10.45i0.67
Large glass beads 3.00 N/A N/A N/A 7.46

Table 7.6: Summary of the particle size dependence of the upper yield
stress of the frozen systems tested at -50 C and -1 00 C at the
slow (3.0x10~6 s1) and moderate (3.5x10-5 s-1) strain rates.
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7.2.7 Effect of Interface Adhesion

The importance of interfacial adhesion to the yielding characteristics of a two-

phase composite material is well-known (e.g., Ahmed and Jones 1990), having received a

great deal of attention in the area of materials science concerning the manufacture of rigid

particulate-filled thermoplastics (e.g., Leinder and Woodhams 1974, Papanicolaou and

Bakos 1992, D'Almeida and De Carvalho 1998). Many of the models developed for the

prediction of the yield strength, which were discussed in Section 2.4.4, account for

interfacial bonding, although usually only in a descriptive way (i.e. poor, some, good).

Furthermore, most of the effects of interfacial bonding have been investigated in tension

tests where particulate composites behave much differently than in compression (Ishai and

Bodner 1970). In frozen soils, the importance of ice-soil bonding has only been alluded to

(e.g., Chamberlain et al. 1972, Parameswaran and Jones 1981), although Ting et al. (1983)

did perform some creep tests on non-wetting glass beads.

The influence of interfacial bonding on the upper yield stress was investigated

during this testing program by treating systems of frozen Manchester fine sand and both

small and large glass beads to make them hydrophobic. Although a relatively large

number of regular and hydrophobic specimens of Manchester fine sand were tested,

material and time constraints resulted in substantially fewer tests being conducted on the

small glass beads, and even fewer on the large glass beads. The results of the strain rate

dependence of the upper yield stress of these materials at -10'C are shown in Figure

7.10a-c. A quantitative comparison of the systems is also given in Table 7.7.

Figure 7.10a illustrates the effect of interfacial bonding for the Manchester fine

sand system at -100C. The data for the regular and hydrophobic systems plot on top of

one another indicating that interfacial adhesion is not important for this material.

However, the hydrophobic system does exhibit a slightly higher rate sensitivity than the

regular Manchester fine sand as shown in Table 7.7. Comparable results have also been

found at -5*C, although they are not shown here. The Manchester fine sand results mirror

those for Young's modulus (Chapter 6) which were also found to be relatively insensitive

to the degree of particle-matrix bonding.
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upper yield stress of frozen systems at - 100C at varying void
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(b) small glass beads, (c) large glass beads. Note: ice data
plotted at the nominal strain rate.

In contrast to the data obtained for Manchester fine sand, the data presented in

Figure 7. 10b for the small glass beads shows that this system is very dependent on the

degree of interfacial adhesion as evidenced by the large drop in the upper yield stress at

both strain rates for the treated material. This system also displays a significant degree of

pressure sensitivity as described earlier in Section 7.2.2. At low confinement this system is

characterized by a similar rate sensitivity as that of the original untreated system.

However, at high confinement there is a dramatic increase in the rate sensitivity. In fact,
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the power law exponent for the small glass bead system at high confinement was 2.86,

which is very close to that of polycrystalline ice. This further implies that the upper yield

stress in frozen materials results from failure mechanisms occurring within the pore ice

matrix.

Although limited data exist, the test results shown in Figure 7.10c for large glass

beads substantiate the importance of particle-matrix bonding since the hydrophobic beads

also have a substantially lower value for the upper yield stress than the untreated beads.

Power Law Mean±S.D. (MPa) Mean±S.D. (MPa)
Exponent 'n' Slow 9 Moderate i

Material Type Reg. HP Reg. HP Reg. HP
Manchester fine sand 5.14 3.89 4.47±0.21 3.93±0.20 7.38±0.17 7.45±0.89
Small glass beads 6.58 7.60/2.86* 7.12±0.64 3.31/3.04* 10.45±0.67 4.52/6.90*
Large glass beads N/A N/A N/A N/A 7.46 4.84±0.60
Polycrystalline ice 3.27 N/A 2.37±0.00 N/A 5.04±0.35 N/A

Note: * indicates value obtained at high confinement levels

Table 7.7: Summary of the effect of interface adhesion on the upper
yield stress of Manchester fine sand and glass bead systems
at -10 C.

It is also interesting to point out that the system of small hydrophobic glass beads

gave the lowest values for the upper yield stress of all the materials that were tested. They

are, however, still greater than the values obtained for the polycrystalline ice specimens

(except at low confinement at the moderate strain rate) even though the effects of particle

bonding are minimal. If the upper yield of a frozen system is thought of as resulting from

the summation of a number of individual strengthening mechanisms, then this higher

strength can, in part, be due to the fact that the presence of particles will increase the

strain rate in the ice matrix. This is discussed in much more detail in Section 7.3.

Finally, it is worth noting that interfacial adhesion also affects the post-upper yield

behavior, only for those systems composed of spherical particles. As discussed in Section

2.3.4.2, which summarizes the behavior of frozen Manchester fine sand at large strains,

the combination of high relative density and confinement leads to post-upper yield strain

hardening (Type C and D curves). Conversely, strain softening behavior is expected for

systems whose soil skeleton offers minimal frictional resistance. While these basic trends
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were observed for the hydrophobic Manchester fine sand system, elimination of the

interfacial bonding in the system of small glass beads led to strain softening behavior in all

of the tests regardless of their relative density and degree of confinement. This is believed

to be a significant observation with important engineering implications. It may also help in

understanding the mechanisms operating in the upper yield region.

7.2.8 Effect of Particle Roughness

It is well-known that particle shape and roughness can affect the degree of

structural hindrance between particles, which is an important mechanism of strength

generation in unfrozen sands. Similarly, mechanical interaction between the ice and soil

skeleton (which is affected by the adhesional bond at the interface) is thought to increase

the peak shear strength of frozen sand (Ting et al. 1983), although little quantitative work

has been performed to prove this hypothesis. Although much more information on this

topic is available in the material science literature, most of the studies have concentrated

on particle shape, and its impact on the fracture toughness (e.g., Moloney et al. 1984) and

tensile strength (e.g., D'Almeida and Carvalho 1998) of polymeric particulate-filled

composite materials, rather than on the broader issue of particle roughness. Most of the

results conclude that particle shape is very important to the tensile strength of filled

systems because irregularly shaped inclusions cause a weakening of the system due to the

high stress concentrations that occur in their vicinity (Ahmed and Jones 1990). No

information was found on the influence of particle shape on the strength of composites in

compression.

As mentioned in the previous Chapter, investigation into the effects of particle

roughness was initiated after a bond strength effect was observed for the modulus of the

hydrophobic glass bead system, but not in the similarly treated system of Manchester fine

sand. A small number of tests were then performed to see if the composite modulus in

systems that lacked adhesional strength could be increased through surface roughening. In

addition to providing great insights into the mechanisms controlling the Young's modulus

of frozen materials, discussed in Section 6.3, these tests have also provided some
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interesting results at the upper yield stress. The results, all obtained at - 10C, are

summarized in Table 7.8 and shown in Figure 7.11.

Power Law Mean±S.D. (MPa)
Material Type Exponent 'n' Slow 9 Moderate i
Small glass beads
Regular 6.58 7.12±0.64 10.45±0.67
Hydrophobic (low ac) 7.60 3.31 4.52
Hydrophobic (high ac) 2.86 3.04 6.90
Hydrophobic rough (low ac) 6.27 4.04±0.46 5.87±0.23
Hydrophobic rough (high a) 6.93 7.51 10.74±0.61
Large glass beads
Regular N/A N/A 7.46
Hydrophobic (low ac) N/A N/A 4.84±1.64
Hydrophobic rough (low ac) N/A N/A 7.54±0.05

Table 7.8: Summary of the effect of particle roughness on the upper
yield stress of hydrophobic glass bead systems at -10*C.

The first system shown (Figure 7.11 a) is that of the small glass beads, made rough

by acid-etching, and then treated to make them hydrophobic. At low confining pressure

roughening leads to slightly higher yield stresses at both strain rates, as compared to the

system of smooth hydrophobic beads, with little change in rate dependency. Application

of high confinement on the other hand causes the system of hydrophobic roughened beads

to behave in a similar manner as the original system composed of smooth fully-bonded

particles, i.e. having the same upper yield stress and exhibiting the same rate dependency.

More information concerning the mechanisms controlling the upper yield stress can

be obtained from the system of large glass beads shown in Figure 7.1 lb. These beads

were made substantially rougher than the smaller beads through mechanical roughening

techniques, as opposed to acid-etching. Figures 4.8e-f and 4.9c-d illustrate the end result

for each system quite well. As Figure 7.1 lb shows, the limited number of tests performed

make it impossible to assess any rate dependency, however, it is still possible to evaluate

the results by comparing the individual data sets. Although tests have only been

performed at low confinement on the large beads, the hydrophobic roughened system and

the smooth fully-bonded system have almost identical values for the upper yield stress.

This suggests an insensitivity to the level of confinement since the application of a high
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confining stress was not necessary to cause the upper yield stress to increase to that of the

original system, such as with the small glass beads. Furthermore, this indicates that, in the

absence of particle adhesion, the upper yield stress is highly dependent on the degree of

particle roughness. Hence, very significant particle roughness can fully counteract the lack

of adhesion, whereas less rough particles require significant confinement to overcome the

lack of adhesion. This will be discussed in greater detail in Section 7.3 which aims to

summarize the mechanisms controlling the upper yield stress of frozen sand.
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Figure 7.11: Effect of particle roughness on the upper yield stress of
hydrophobic glass bead systems at -10'C at varying void
ratios and confining pressures for (a) small glass beads, (b)
large glass beads.

7.3 DISCUSSION OF MECHANISMS CONTROLLING THE
UPPER YIELD BEHAVIOR OF FROZEN SAND

7.3.1 Introduction

This section develops a qualitative understanding of the mechanisms that operate

in the upper yield region during the shearing of frozen materials in compression. By

synthesizing the results presented in the previous section in a similar manner as done for

the Young's modulus in Chapter 6, the relative importance of each parameter to the upper

yield stress is inferred. This information is then used to construct a qualitative model in

Section 7.3.3 for the mechanisms responsible for the upper yield stress in frozen sand. A
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comprehensive understanding of the mechanisms controlling yielding in frozen materials is

required for developing predictive techniques for frozen sands and in assessing the validity

of existing yield models developed for particulate-filled composite materials. This will be

the focus of the next two subsections.

7.3.2 Summary of Observations at the Upper Yield Stress

This section serves to clarify and highlight the main findings of the experimental

program before a discussion on the mechanisms controlling the upper yield stress is

presented in the next section. As was done for Chapter 6, data obtained from previous

experimental programs have been included where necessary in order to further substantiate

some of the trends.

In reviewing the data presented in the previous section, it is clear that the upper

yield stress of frozen fully-bonded particulate materials is strongly dependent on the

applied strain rate and temperature, and relatively insensitive to the volume fraction of

solids and the degree of confinement. These results are qualitatively similar to those

obtained on Manchester fine sand by Andersen et al. (1995). Based on their results, they

concluded that the frictional resistance of the sand skeleton plays a very minor role in

controlling the behavior of frozen sand in the upper yield region.

The importance of strain rate and temperature in the upper yield region has been

clearly shown in Figures 7.5 and 7.7 for both fully-bonded and non-bonded systems. This

dependency of the yield stress on these two parameters has also been well established for

other frozen sands (e.g. Parameswaran 1980, Orth 1985, Shibata et al. 1985), and for a

variety of two-phase composite materials in tension and compression (e.g. Ishai and

Cohen 1968, Nicolais and Narkis 1971). In addition, it was also shown in Section 2.2 that

the mechanical behavior of ice is highly dependent on both the applied strain rate and

temperature.

The strain rate dependence of the strength of polycrystalline ice results from the

movement of mobile dislocations and the stress dependence of the average dislocation

velocity (Gold 1977, Goodman et al. 1981). This dependence can be well explained over

a wide range of strain rates and temperatures using a power law relation as described
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before (Equation 7.1) with a power law exponent of approximately 3. At higher strain

rates, power law breakdown results as crack formation causes the ice to stop behaving as

a continuum. Also, as shown in Figure 2.10, increasing the level of confinement can lead

to higher strengths by suppressing crack formation and propagation.

Similarly, the temperature dependence of frozen systems can also be related to the

strength of polycrystalline ice. Gold (1972) has shown that the number of cracks that

form in polycrystalline ice at a given strain for the same compressive stress, decrease with

decreasing temperature. For tests being carried out at a constant strain rate, this would

have the effect of causing an increase in strength with a decrease in temperature (Gold

1977). This effect was shown in Figure 7.7 for all the systems tested. The temperature

dependence of the strength of polycrystalline ice (Qice) in the ductile regime can be well

described by incorporating the classical Arrhenius activation energy law into the power

law expression (Equation 7.3). However, higher values for the Arrhenius parameters (i.e.

Qa, A) are required at temperatures warmer than -100 C to account for the non-linear

temperature behavior of ice at these higher temperatures (Figure 2.9).

Qice = - (7.3)
' [ A (RT)

The qualitatively similar behavior between polycrystalline ice and frozen soil has

been summarized in Figure 7.12. This figure compares upper yield stress data for frozen

Manchester fine sand at various temperatures and three strain rates to peak strength data

for polycrystalline ice at temperatures ranging from -7'C to -12'C, and at confining

stresses of 0 and 10 MPa. The power law exponents (n values) for the ice range from 4.3

to 5.4. For Manchester fine sand, however, they are higher and increase with decreasing

temperature, which is in direct contrast to that which is observed for pure polycrystalline

ice. As shown in Figure 2.8, the power law exponent for ice is relatively insensitive to

temperature in the ductile regime.

Nevertheless, these similarities have led a number of authors to conclude that the

upper yield stress is predominately due to yielding of the ice matrix (e.g., Sayles 1973,

Bourbonnais and Ladanyi 1985, Andersen et al. 1995). Experimental data on the behavior

of filled polymeric materials below their glass transition support this conclusion, since it
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has been well established that their yield behavior is predominately due to the yielding

characteristics of the matrix modified by the presence of inclusions (Ishai and Bodner

1970, Nicolais 1975). Therefore, it seems justified to believe that the onset of yielding in

two-phase composites is controlled by the properties of the matrix material, although it is

affected by the presence of the filler particles.
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Figure 7.12: Upper yield stress of frozen Manchester fine sand and peak
strength of polycrystalline ice. Ice data from Hawkes and
Mellor 1972 and Jones 1982. (adapted from Andersen et al.
1995)

In addition to producing an increase and a temperature sensitivity in the power law

exponent, the presence of inclusions also cause an important strengthening effect. This

manifests itself by causing the upper yield stress in well-bonded frozen materials to be

substantially greater than the peak strength of ice at comparable strain rates and

temperatures. This strengthening effect was shown in Section 7.2.6 to be predominately

related to the size of the inclusion, although particle roughness and interface adhesion

have also been shown to be important. The positive dependency of the upper yield stress

on particle size was shown in Figure 7.9, and although a definite trend is visible, more
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testing needs to be done to fully characterize this effect and to determine the range over

which this relationship is valid.

The effect of particle size on the tensile strength of particulate-filled polymers has

been extensively studied and is well-known. At fixed volume fractions of fillers, there

appears to be a linear relationship between tensile strength and particle diameter, the

tensile strength decreasing for larger particle sizes (Landon et al. 1977). This is in direct

contrast with the results obtained here for compression. The decrease in tensile strength

for filled polymeric systems has simply been attributed to the resulting decrease in cross-

sectional area of the load bearing polymer as the particle size is increased. Although this

result is expected for tension, is not very helpful in explaining the behavior in compression

where the filler actually sustains a portion of the load.

In contrast, the effect of particle size has not been extensively reported in the

frozen soil literature. Rather, some discussions have focused on how soil particle size may

affect the grain size of ice since some information is available for how the compressive

strength of ice varies as a function of ice grain size. Cole (1985, 1987) shows that the

peak strength of polycrystalline ice increases with decreasing grain size, although this

effect is noticed to reverse itself at slower strain rates (i.e. 5x10-7 s-' to 2x10~6 s-') for grain

sizes in the 1-3 mm range (Figure 2.11). This reversal has been attributed to the

intervention of dynamic recrystallization processes in the fmer-grained material which

serves to lower the peak stress of polycrystalline ice (Cole 1987). Although there is a

clear lack of ice strength data in the range of grain sizes appropriate for frozen sand, data

on other materials such as metals suggest that the strength generally increases with

decreasing grain size due to a dramatic reduction in the number of dislocations per grain.

The results of the experimental program have helped to elucidate the importance

of particle roughness and interfacial adhesion on the upper yield stress, which until now

has only been alluded too in frozen soils. Chapter 6 described in detail how an increased

composite modulus can result from either mechanical bonding, resulting from particle

roughness, or from adhesional bonding between phases. This interaction was summarized

in Figure 6.14. Examination of the results in Figure 7.10 and Figure 7.11 indicate that

similar trends are evident in the upper yield region.
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As illustrated in Figure 7. 10a, the application of a hydrophobic coating to

Manchester fine sand does little to alter its upper yield stress, whereas a substantial drop

occurs in the hydrophobically treated glass bead systems (Figure 7.10b-c). Having already

established the effectiveness of the hydrophobic coating at reducing ice adhesion, this

observation strongly suggests that the differences in upper yield behavior are due to the

differences in particle shape or roughness. Subsequent experiments using roughened

spherical glass beads confirmed the importance of particle roughness over particle shape.

In Figure 7.1 la, a small increase in the upper yield stress was observed for the system of

slightly roughened small hydrophobic glass beads sheared at low confinement. The

application of a confining stress, however, caused this system to behave in an identical

manner to the original fully-bonded system of smooth glass beads. The importance of the

level of confinement in non-bonded systems indicates the operation of a mechanical

interaction effect where resistance to shear between the ice matrix and the particles is

controlled both by a friction coefficient (particle roughness) and an applied normal force

(i.e. confinement). If the particle roughness is increased as in the system of large glass

beads (Figure 7.1 lb), then effective mechanical interlocking dominates and the application

of confming stress is not required. This explains why the system of roughened

hydrophobic large glass beads tested at low confinement had the same yield stress as the

original fully-bonded system.

Therefore, the degree of confinement does seem to be important in the upper yield

region, however, its effects are usually concealed in typical tests on frozen materials. In

tests on natural sands, the confinement effect is masked by the high degree of mechanical

interlocking that results from their inherent roughness, whereas in tests on frozen glass

beads, the existence of interfacial bonding is responsible for masking the effect.

From the preceding discussion it can be concluded that, for frozen systems with

particles in contact, the most important parameters in the upper yield region are strain

rate, temperature, particle grain size, interface adhesion, and particle roughness. All of the

other variables that were examined (e.g., void ratio, confinement, particle modulus) have

been shown to be of minor importance in fully-bonded systems. However, confinement
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was shown to be very important when little to no bonding exists between ice and smooth

spherical particles.

It should be mentioned that volume fraction would be expected to be an important

factor based on the results of numerous studies on polymeric composite materials (e.g.,

Ishai and Cohen 1968, Nicolais and Narkis 1971, Landon et al. 1977). The ability to

construct specimens over a wide range of volume fractions allowed those researchers to

quantify the effects of volume fraction on the yielding behavior. However, in frozen soils,

the preparation of specimens over a wide range of particle fractions has not been possible

without also affecting the structure of the ice matrix (Goughnour and Andersland 1968).

This has limited much of the work on frozen soils to highly-filled systems and

consequently has led to the conclusion that volume faction is relatively unimportant in the

upper yield region. Additional tests at lower volume fractions (i.e. at the upper end of the

realm of "dirty ice") are needed to determine if indeed an effect of particle volume fraction

exists in frozen soils similar to that observed in Figure 2.29. These results may be

particularly important in understanding the strength of ice-rich soils such as permafrost.

The number of parameters that have been shown to be important to the upper yield

stress means that the behavior of soils in this region is substantially more complex than the

mechanisms controlling the Young's modulus of frozen soils. However, although there

may be more factors influencing the upper yield stress, it seems that the effects of particle

roughness and interface adhesion play a similar role as they did for Young's modulus,

while the other parameters are simply artifacts of the behavior of polycrystalline ice under

stress. The next section will elaborate on the ways the mechanisms interact to cause

strength in frozen sands.

7.3.3 Development of Strength in Frozen Sand

Based on the test results and discussion presented in the previous section, it is

possible to formulate a conceptual model similar to that developed by Ting et al. (1983)

for how frozen sands develop strength. However, before incorporating the new findings

of this research, it is useful to review the mechanisms originally proposed by Ting et al.

(1983).
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According to Ting et al. (1983) the peak strength of frozen sands can be thought

of resulting from a combination of :

1. Ice strength and ice strengthening due to interaction with soil, which together account
for a large percentage of the total strength, and is greater than that in normally tested
ice due to deformational constraints, and different stress states and strain rates.

2. Soil strength and strengthening resulting from interparticle friction, particle
interference (structural hindrance), and dilatancy effects, and is mainly a function of
the effective confining stress level.

While these mechanisms have been proposed for the peak strength of frozen sands,

they can in theory be applied to the strength in the upper yield region as well, with only

the relative importance of each of the mechanisms changing. However, it is now known

that the influence of the soil strength (i.e. the frictional resistance of the soil skeleton) in

the upper yield region is negligible (Swan 1994), and that the behavior of frozen sand at

the upper yield stress is qualitatively similar to the peak strength behavior of

polycrystalline ice (Andersen et al. 1995). These observations propose that the upper

yield stress is primarily controlled by the strength of the pore ice matrix and the factors

which alter the stresses acting on it. Furthermore, it was concluded in Section 7.3.2 that

the amount of strengthening over bulk polycrystalline ice is related to the particle size, the

coupling between phases (adhesional or mechanical), and the particle shape at the higher

rates of strain.

Therefore, based on the results obtained in this experimental program, it is

proposed that the upper yield stress in frozen systems is predominantly due to an enhanced

ice matrix strength that is controlled by the factors which affect the initiation and

propagation of cracks within the pore ice matrix. Factors contributing to an enhanced ice

matrix strength include an increase in the effective degree of confinement and mean strain

rate within the pore ice matrix, and the added strengthening that results from adhesional

bonding and/or mechanical interactions with the inclusions. The fracture behavior of the

pore ice, however, is influenced by the applied strain rate and temperature, as well as by

particle size, shape, and roughness. It is also highly dependent on the degree of interfacial

adhesion, which in turn is affected by the level of confinement.
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Using this framework it is possible to at least qualitatively explain the observed

behavior at the upper yield stress for all of the particulate systems tested. This provides a

better understanding of how frozen soils develop strength and ultimately aids in the

development of physically-based models. In addition, the process of describing all of the

various data with a plausible and consistent hypothesis is useful for identifying future

research needs.

A convenient starting point for explaining strength generation in frozen sands is to

compare the strengths of the bonded and non-bonded systems of smooth small glass beads

at -10'C to that of polycrystalline ice, at a similar temperature, but at an increased strain

rate to account for strain rate magnification within the pore ice matrix. This is shown in

Figure 7.13. A magnification factor of 2.5, based on the average specimen porosity

(-0.4), was used as a reasonable approximation for the increased strain rate within the

pore ice matrix.

In explaining the data in Figure 7.13, concepts common to the fields of fracture

mechanics and composite materials need to be applied. It is well-known that in systems

lacking adhesional strength, debonding takes place at the particle interface. This is

because a non-bonded interface offers the least resistance to crack propagation and hence

the lowest debonding energy. Conversely, in the case of high adhesion, separation takes

place in the matrix around the particle, and hence away from the interface (Mallick and

Broutman 1975). Thus, the amount of energy (i.e. fracture energy) required to propagate

a crack through the matrix is substantially higher. This explains the large difference in

strengths between the bonded and non-bonded systems of glass beads.

Focusing on the system of non-bonded beads in Figure 7.13 it is evident that at the

low strain rate (ductile regime), this system fails at the (modified) strength of ice

regardless of the level of confinement. This is because at strain rates in the ductile regime,

failure occurs by slow or non-propagating cracks that are essentially pressure insensitive

(Figure 2.10). Furthermore, this suggests that there are no other mechanisms operating

within the ice matrix of this system to cause its strength to be higher or lower than that of

ice. However, at the moderate strain rate the strength of the non-bonded system is clearly

increased by confinement. The application of high confinement suppresses cracking at the
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particle interface and in the pore ice matrix, which results in the system yielding at a higher

strength. In fact, it is similar to the strength of ice failing by ductile creep. However, in

the absence of confinement, crack propagation is enhanced by the inclusions and, as a

result, the system yields at a lower strength than ice.
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Figure 7.13: Effect of adhesional bonding and influence of confinement on
frozen systems of small glass beads at -1 00 C at varying void
ratios.

The fact that higher strengths can be realized at faster rates of strain by increasing

the level of confinement is expected to occur in fully-bonded systems as well. Suppression

of cracking is presumably the reason why the data of Chamberlain et al. (1972) and Sayles

(1973) in Figure 2.24, which were conducted a high strain rates, show a pressure

sensitivity at the upper yield stress. The other programs shown in Figure 2.24 show no

effect of confinement because the data were obtained at strain rates where failure by crack

propagation is not as prevalent.

The addition of surface roughness to the hydrophobic small glass beads was shown

in Figure 7.11 to cause an increase in the upper yield strength. These data have been
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reproduced in Figure 7.14, and compared with the strength of polycrystalline ice at the

modified strain rate at -10'C. In this case, the strength is seen to depend both on

roughness and confinement, that is, the debonding energy is a function of these two

parameters. At low confinement, cracking at the interface is hindered by surface

roughness. This added resistance results in the strength of this system being higher than

that for the smooth hydrophobic glass beads. The combination of roughness and high

confinement, however, effectively locks the system preventing the propagation of cracks

at the interface. Cracks therefore are forced to propagate through the matrix leading to a

dramatic increase in the fracture energy, and consequently the same strength as the

original fully-bonded system, which also yields by cracks propagating through its matrix.

Similarly, if the system has a high surface roughness, then only a small amount of

confinement may be needed to propagate cracks through the matrix rather than at the

interface. This was observed for the system of large glass beads which, upon roughening,

exhibited a similar upper yield strength to the original system (Figure 7.1 1b).
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Figure 7.14: Effect of surface roughness and influence of confinement on
frozen systems of small glass beads at -1 00 C at varying void
ratios.
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Having shown the importance of adhesional bonding in systems with minimal

interfacial mechanical interlocking, and how particle roughness and confinement combine

to produce strength, the impact of particle shape needs to be addressed in order to explain

the upper yield strength for natural sand systems. Figure 7.15 compares the 2010

industrial quartz system with the PMMA and small glass bead systems at -10C. These

systems are all fully-bonded and have approximately the same particle size, thus

eliminating the influence of this parameter. This figure shows that the 2010 industrial

quartz system has a higher strength at the moderate strain rate, suggesting an influence of

particle shape, whereas at the slow strain rate, all three systems give the same strength.

This behavior can be well explained through differences in fracture toughness

(Kic), which quantifies the resistance encountered by propagating cracks. The lower strain

rate sensitivity exhibited by the PMMA and glass bead systems indicates that spherical

particles enhance cracking by offering the least resistance to propagating cracks.

Conversely, systems composed of angular particles offer more resistance to propagating

cracks which translates into greater strain rate sensitivity. However, explanations

involving differences in fracture toughness are only applicable at higher strain rates where

ice acts in a more brittle fashion and fails by rapid crack propagation. This explains why

little difference is noticed between the three systems at the slow strain rate. At this rate,

ice behaves as a predominantly ductile material and this allows propagating cracks to be

pinned and blunted as they encounter inclusions in their path. As the strain rate increases,

however, less time is available for crack blunting to occur and hence the resulting strength

is determined by the resistance offered to propagating cracks (i.e. fracture toughness),

which is affected by particle shape. Furthermore, no effect of confinement was noticed for

these fully-bonded systems since it is believed that such systems provide a degree of

"internal" confinement of sufficient magnitude that effectively causes the pore ice to

behave as if it was confined regardless of the level of applied pressure.

Differences in particle shape and size were shown in Figure 7.4 to also affect the

magnitude of the upper yield strain and its pressure sensitivity. This is expected since the

ductility of the system (as characterized by the yield strain) depends heavily on the degree

of interfacial mechanical interlocking which is dependent on particle shape. Spherical
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particles exhibit a minimal amount of interlocking that effectively results in a ductile

response to the applied stress. Furthermore, under high confinement the combination of

minimal hindrance and suppression of cracking is expected to lead to a higher yield strain.

In rough or angular systems, premature cracking and the higher resistance to particle

movement would lead to a lower yield strain.
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Figure 7.15: Comparison of 2010 industrial quartz, PMMA, and small
glass beads at -100C at varying void ratios and confming
pressures showing the effect of particle shape (Kic).

Examination of the nature of crack propagation within the ice matrix also provides

a plausible explanation for the observed strengthening with increasing grain size that was

discussed in Section 7.2.6 and illustrated for various fully-bonded materials in Figure 7.9.

The effect of particle size is summarized in a slightly different way in Figure 7.16. It

compares the strengths of the Manchester fine sand and 2010 industrial quartz systems to

that of pure polycrystalline ice at a modified strain rate over the strain rate range

investigated. If it is assumed that the application of stress to a frozen particulate system

causes cracks to nucleate around each particle, and that yielding or failure is attributed to
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crack coalescence, then the strengthening effect can be explained by relating the distance

(or surface area) that nucleated cracks need to span before coalescing with the next crack

to the grain size of the particle. Therefore, for a given applied stress that causes cracks to

nucleate and then propagate, a system composed of smaller particles will fail or yield at a

lower strength since more cracks, on average, will have coalesced than for a coarser-

grained material.

20

increasing.
M 20

10 5 . ....... - ....

....... .. ... ................8 ----- --- - -- - -----

Ice behavior
(modified rate)

10-6 10-s 104

Strain Rate, (s- )

Figure 7.16: Comparison of 2010 industrial quartz and Manchester
fine sand at -10'C at varying void ratios and confining
pressures showing the effect of particle size.

Finally, it has been shown for various frozen systems that temperature affects both

the degree of strengthening and the strain rate sensitivity at the upper yield stress (Figures

7.6, 7.7, 7.12). As mentioned in Section 7.3.2, the number of cracks that form in

polycrystalline ice at a given strain for the same applied compressive stress, decrease with

decreasing temperature, which leads to an increase in strength (Gold 1972). Assuming

that the pore ice in a frozen soil system behaves similarly, this accounts for the positive

dependence of the upper yield stress with decreasing temperature. However, as the
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temperature decreases the ice matrix also becomes more brittle, thus crack propagation

becomes easier (i.e. the fracture toughness decreases). This is reflected in the strain rate

sensitivity decreasing (higher n value) with decreasing temperature. Thus the temperature

dependence of frozen soil systems results from a complex interaction between crack

initiation and crack propagation mechanisms within the pore ice matrix.

Figure 7.17 schematically summarizes the main findings obtained from the analysis

into the mechanisms operating in the upper yield region. As with modulus, it is intended

to illustrate how the various parameters which have been shown to be important to the

strength of frozen systems rank in terms of importance.

STRENGTH OF A TWO-PHASE
FROZEN PARTICULATE SYSTEM

STRAIN RATE PARTICLE ROUGHNESS
AND i.e. SURFACE ROUGHNESS) PARTICLE GRAIN SIZE

TEMPERATURE

SMOOTH/ROUND ROUGH/ANGULAR

INTERFACIAL ADHESIONAL BOND STRESSES ARE TRANSFERRED BETWEEN
IS VERY IMPORTANT FOR STRESS PHASES BY SURFACE ROUGHNESS,

TRANSFER BETWEEN PHASES ADHESIONAL BOND LESS IMPORTANT

ND NO BOND BOND NO BON

aM NOT N SUPPRESSES ac NOT aC EFFECT RELATE
IMPORTANT CRACKING IMPORTANT TO ROUGHNESS

Figure 7.17: Proposed mechanism
sand.

map for the upper yield stress of frozen

7.4 PREDICTION OF THE UPPER YIELD BEHAVIOR OF
FROZEN SAND

The results presented in the previous section confirm that the upper yield stress in

frozen systems is primarily due to an enhanced pore ice matrix strength with little or no

contributions from the soil (particle) skeleton and soil strengthening mechanisms.
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Furthermore, through specialized tests conducted during this experimental program, the

upper yield strength was also observed to be affected by factors that control the initiation

and propagation of cracks within the pore ice matrix (e.g., strain rate, temperature,

interface adhesion, particle size and shape).

This extremely complex behavior makes prediction of the upper yield behavior

through physically-based mechanistic models rather difficult owing to numerous

competing mechanisms that need to be accounted for. As was pointed out in Section

2.4.4, the theory for the strength of particulate-filled systems is less developed than that

for modulus. As a result, no physically-based predictive models exist for describing the

yielding behavior of composite materials, especially in compression. Although the

situation is slightly better for yielding in tension, owing to the vast amount of experimental

data available, most of the models offer little more than a correlation with volume fraction

as this parameter is generally regarded to be the most important factor governing the yield

strength in tension. Furthermore, the definition of yielding is usually taken as the peak

stress, which is known to behave differently from the upper yield stress for frozen sands.

These issues severely limit the application of the these models to describe the upper yield

behavior of frozen sand.

While this experimental program has offered many insights into the mechanisms

controlling the upper yield stress in frozen sands, the development of a physically-based

model that considers all the factors that have been shown to be important is still rather

premature. Before progress can be made, the hypotheses presented in the previous section

need to be substantiated through further laboratory experimentation. Various

recommendations for additional work are outlined in Section 8.3.2.

However, if attention is restricted to fully-bonded natural sand systems then

prediction of the upper yield stress is greatly simplified. Using the data obtained for

frozen Manchester fine sand in triaxial compression as a reference, since it represents the

most comprehensive database of a natural sand available in the literature, an equation that

describes its strain rate and temperature dependence can be written as:
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Quy = (KQice + DAT) . K ni-aAT) (7.4)

where: Quy = upper yield stress of frozen particulate system
Qice = peak strength of polycrystalline ice at To and to
AT = (T-To)
n = strain rate sensitivity of polycrystalline ice at To

The above equation relates the upper yield strength (Quy) of a frozen sand system

to the strength of polycrystalline ice (Qice) at a specific strain rate (to) and temperature

(To). Four fitting parameters (i.e. a, D, K1, K2) are necessary to modify the basic strength

and strain rate sensitivity of ice to account for the various ice strengthening mechanisms

described earlier. Particle grain size effects are incorporated into K1 , particle shape effects

(i.e. toughness) into K2, and D and a reflect changes in the amount of temperature

induced strengthening (i.e. crack initiation) and rate sensitivity (i.e. crack propagation),

respectively. Therefore, Equation 7.4 captures the most important parameters influencing

the upper yield stress for fully-bonded materials.

Using the ice data obtained from this experimental program, the upper yield stress

behavior of Manchester fine over a strain rate range of 3x10-6 s-I to 5x10-4 s-' and a

temperature range of -2'C to -25'C can be adequately modeled using Equation 7.4 with

the parameter values given in Table 7.9. This is shown in Figure 7.18.

Fitting Coefficients for Equation 7.4
Material K1 K2 a D
Polycrystalline ice 1.0 1.0 0.00 -0.15
Manchester fine sand 2.0 1.4 0.10 -0.53
2010 industrial quartz 3.1 1.4 0.14 -0.65
PMMA 3.2 3.0 0.55 -0.60
Glass beads (small) 3.0 2.0 0.55 -0.60

Note: Qice=2.37 MPa and nice=3. 2 7 at ?o=3x10~6 s- 1 and To=-9.360 C

Table 7.9: Summary of fitting coefficients for Equation 7.4 for frozen
systems investigated.
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Figure 7.18: Comparison of upper yield model (Equation 7.4) and
experimental data for Manchester fine sand at -2'C to
-25'C using parameters given in Table 7.9. (T -10 C data
from Andersen et al. 1995)

Further validation can be obtained by fitting Equation 7.4 to other frozen systems

investigated during this research program (i.e. 2010 industrial quartz, PMMA, glass beads,

polycrystalline ice). Since Equation 7.4 does not account for the effects of adhesion, no

attempt was made to fit the data obtained on the hydrophobic systems. Figure 7.19a-d

illustrates that excellent fits to these systems can be achieved with relatively minor

adjustments in the four fitting parameters (Table 7.9).

Although Equation 7.4 cannot be used in a truly predictive sense, a very good

estimate of the upper yield stress of a typical frozen natural granular material can be

obtained by incorporating the additional information given in this Chapter regarding the

relative significance of the parameters shown to be important to the upper yield stress. In

particular, the information given in Figure 7.17 should be used as a guide when

extrapolating Equation 7.4 to other frozen systems.
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Figure 7.19: Comparison of upper yield model (Equation 7.4) and
experimental data at -5'C and -10 C at varying void ratios
and confining pressures for (a) 2010 industrial quartz, (b)
PMMA, (c) small glass beads, (d) polycrystalline ice.
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CHAPTER 8
CONCLUSIONS AND RECOMMENDATIONS

8.1 OVERVIEW OF RESEARCH

The present study was undertaken to investigate the physical mechanisms affecting

the pre-failure deformation characteristics of frozen sand in triaxial compression. The pre-

failure deformation behavior must be well understood in order to make reliable predictions

of deformations around geotechnical structures in cold regions and when artificial ground

freezing is used as a construction aid. The pre-failure deformation behavior of frozen sand

has been characterized in this study by the Young's modulus and by the upper yield stress,

which represents the onset of highly non-linear behavior. The effects of particle (sand)

volume fraction, degree of confinement (stress level), strain rate, and temperature were

the primary variables investigated. This research also focused on the significance of

particle size, shape, roughness, and modulus as well as the adhesional strength of the

interface between the particle and the ice matrix. The primary focus of this study was to

understand how these variables contribute to the stiffness and yielding behavior of frozen

sand such that its constitutive behavior may be better understood and eventually modeled

in a more rigorous manner.

In order to reliably quantify the pre-failure or small strain behavior of frozen

geomaterials, a significant portion of the research was dedicated to the enhancement of the

existing technology for the measurement of axial strains in the triaxial cell. The previous

system employed for this purpose suffered from poor stability and noise rejection, and

hence lacked the resolution to capture the extremely small strains necessary to more

accurately define the initial stiffness. As a result, a new device was developed featuring

two miniature LVDT's mounted on a pair of yokes that clamp to the specimen. In

addition to not interfering with the pressure seals, this device also accommodates radial

deformation and is quite compact in size. A highly stable, low-noise signal conditioning

system was also developed to complete the design. Together, the system is easily capable

343



of resolving displacements of less than 0.1 microns, corresponding to strains less than

0.0002%, over a wide range in strain.

In conjunction with enhancing the axial strain measurement technology, a number

of improvements to the triaxial testing system originally developed for testing frozen

Manchester fine sand by Andersen (1991) were also implemented. These included

systems for better temperature and strain rate control, as well as a number of small

modifications to the load application system. These were described in detail in Section

3.3.3. Together they contributed to the accuracy and reliability of the small strain

measurements achieved during this program.

An extensive compression testing program, utilizing the new strain measurement

device, was then undertaken using the high-pressure low-temperature automated triaxial

system originally developed for testing frozen Manchester fine sand by Andersen (1991).

Although the pre-failure deformation behavior was of primary interest of this research,

most of the specimens were strained to large strains (Ea 10-20%) in order to provide

information regarding the large strain behavior for future analysis. In addition to further

tests on Manchester fine sand, whose properties and behavior (both unfrozen and frozen)

have already been well documented, a number of other materials were also tested. These

materials were used to investigate the importance of variables such as particle size and

shape, interface adhesion, and particle modulus. Chapter 4 provides a comprehensive

description of each of the materials used during this testing program

Finally, the results obtained during this experimental program have been analyzed

and interpreted assuming that frozen soil acts as a two-phase particulate composite

material, composed of a suspension of sand particles (inclusions) in a matrix of

polycrystalline ice. This framework allows the stiffness and yielding behavior of frozen

sand to be approached using theories that have been developed for other particulate-filled

composite materials. This approach has proved to be very useful for understanding the

mechanisms responsible for the stiffness of frozen sand and has led to a conceptual

hypothesis for the yielding behavior as well.
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8.2 RESULTS AND CONCLUSIONS

8.2.1 Introduction

As a result of an extensive triaxial compression program on a variety of frozen

materials under varying conditions, an improved understanding has been achieved of the

mechanisms controlling the stiffness and strength of frozen sands and of two-phase

particulate composites in general.

Prior to highlighting the main conclusions from this research, a summary is

presented of the effects of all the variables investigated with respect to the Young's

modulus and the upper yield stress. This serves as a useful comparison of the effects of

each variable and facilitates understanding the mechanisms underlying the observed

behavior.

8.2.2 Summary of Important Variables

8.2.2.1 Effect of Void Ratio/Relative Density

Although a systematic characterization of void ratio was not performed during this

research, efforts were taken to prepare specimens over as wide of a range as possible for

each of the materials tested. However, due to the type of preparation method employed,

the resulting void ratio range was quite narrow.

Figure 6.1 illustrated the effect of void ratio on the composite modulus. Although

little to no dependence was observed for each of the materials tested, the composite

modulus is expected to decrease with decreasing volume fraction of particles in a manner

similar to other two-phase composite materials. The lack of any observed dependence on

void ratio for both bonded and non-bonded systems can be attributed to the fact that over

the small range of void ratios investigated, the composite modulus does not increase very

much. This has been confirmed by models based on reinforcement theories for two-phase

particulate-filled composite materials. Furthermore, the small increases were masked by

the inherent scatter in the data, which was found to increase with particle angularity even

though it has been substantially reduced as a result of the new axial strain measuring

system.
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Even less dependence on void ratio was found in the upper yield region regardless

of the particle type and surface treatment (Figure 7.1). This agrees with the conclusions

of Andersen et al. (1995) that the frictional characteristics of the sand skeleton play a

minor role in the upper yield region. Qualitatively similar results have also been noticed

for glass-filled polymers in tension over a relatively large range of volume fraction

(Nicolais and Narkis 1971).

8.2.2.2 Effect of Confinement

The range of confining pressures or stress level investigated during this research

varied from 0.1 MPa to 12.5 MPa, although, most tests were performed at either 0.5 MPa

or 10 MPa. These values correspond to the low and high descriptors used when

qualitatively describing the stress level in any particular test.

The Young's modulus of all the materials tested was observed to be virtually

insensitive to the degree of confinement. This was especially evident when examining the

systems composed of spherical particles which exhibit little scatter in the measured

modulus. While the modulus was observed to decrease marginally in some systems and

increase in others, these slight trends are not considered to be significant.

The effect of confinement in the upper yield region, however, varied depending on

the level of interfacial adhesion. For Manchester fine sand, the effect was shown to be

minimal over the range of stress levels investigated. Although the coarser-grained systems

(i.e. 2010 industrial quartz, PMMA) did show a slight dependence on confinement, at least

up to 5 MPa, the large pressure sensitivity reported by Chamberlain et al. (1972) and

Sayles (1973) was not observed. In non-bonded systems the situation is much different

and depends on the degree of surface roughness. For smooth non-bonded spherical

particles, adding confinement causes the system to behave in a ductile manner, that is

displaying a rate sensitivity similar to polycrystalline ice in the ductile regime (Figure

7.10b). The addition of surface roughness to a system lacking adhesional bonding,

however, causes a similar strength gain at both strain rates upon the application of a

confining stress (Figure 7.11). This observation indicates that mechanical interactions at

the interface (frictional effects) are important to the upper yield stress of frozen materials.
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8.2.2.3 Effect of Strain Rate

As a result of limitations in the control hardware, tests at strain rates greater than

3.5x10-5 S were not possible while maintaining adequate control. Therefore, only the

slow (3x10~6 s-1) and moderate rate (3.5x10 5 s-'), as described in Andersen et al. (1995),

were used for this research.

Despite the fact that strain rate, or frequency of loading, is one of the most

important variables influencing the measured modulus of polycrystalline ice, little

dependence on this parameter was noticed for all the frozen systems. Furthermore, the

lack of a rate dependency in the ice specimens indicates that the testing equipment is

probably measuring a relaxed modulus, which can be as low at 5 GPa, rather than the

unrelaxed modulus which is typically around 7 GPa (Cole 2000), or the theoretical value

of 9 GPa (Sinha 1989). It is therefore not surprising that the modulus of frozen sand,

tested in a similar manner, also shows no rate dependency.

In contrast, the upper yield stress is very dependent on strain rate as shown in

Figure 7.5. The strain rate dependency of the upper yield stress can be well described by a

simple power law relationship similar to the one used to express the rate dependency of

ice. However, the upper yield stress of fully-bonded frozen systems is substantially greater

than the peak strength of polycrystalline ice at similar temperatures and rates (Figure

7.12). These data also indicate that, in addition to causing a strengthening effect, the

presence of particles in the ice matrix decreases the rate sensitivity (higher power law

coefficients). Furthermore, the fact that systems composed of spherical particles have the

lowest rate sensitivity indicates that these systems offer the least resistance to crack

propagation.

8.2.2.4 Effect of Temperature

Investigation of the effects of temperature were limited to temperatures of -10'C

and above since an extensive characterization of the behavior of Manchester fine sand at

lower temperatures had already been performed by Swan (1994). The majority of the

tests were performed at -100 C and -5'C although a small number of tests at -2'C were
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conducted on specimens of frozen Manchester fine sand to assess its behavior at

temperatures more representative of permafrost.

The temperature dependence of the composite modulus for all the systems that

were investigated was shown in Figure 6.6. Only the modulus of polycrystalline ice, and

possibly the PMMA system, show any dependence on temperature, in that they become

stiffer with decreasing temperature. Although this behavior is expected for polycrystalline

ice, its theoretical dependence on temperature has been reported to be much smaller than

what was observed. It is therefore not surprising that little dependence on temperature

was observed for the other systems since it would tend to be masked by the scatter in the

data.

Conversely, the upper yield behavior is strongly dependent on temperature,

increasing with decreasing temperature for all the materials tested. This reflects the fact

that at a given strain rate, the number of cracks that form in polycrystalline ice decrease

with decreasing temperature, thus leading to an increase in strength (Gold 1977). For the

data shown in Figure 7.7, the temperature dependency at a given strain rate can be

expressed through a simple linear relationship. The power law coefficients have also been

shown to depend on temperature, increasing with decreasing temperature, as shown in

Table 7.3. This indicates that lower temperatures facilitate crack propagation through the

ice matrix.

8.2.2.5 Effect of Particle Modulus

The effects of particle modulus were investigated by comparing the behavior of

systems composed of granular PMMA, which has a particle modulus of 4.5 GPa at

-10'C, to the behavior of the traditional quartz-based systems (i.e. Manchester fine sand,

2010 industrial quartz, glass beads) which have a particle modulus of approximately 75

GPa. This value was found to be more realistic than the value of 90 GPa used by

Andersen et al. (1995), which was based on the modulus of intact quartzite rock.

The composite modulus was found to be highly sensitive to the particle modulus.

A value of 26 GPa was measured for the quartz-based systems, whereas a value of only 5

GPa was measured for the PMMA-based system. The fact that all of the systems based on
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quartz particles gave approximately the same value for the composite modulus regardless

of the particle shape or origin is significant.

The effect of particle modulus in the upper yield region was determined by

comparing the data for the PMMA system to that of the 2010 industrial quartz and glass

bead systems (Figure 7.8) as they all had the same particle size. Results at the slow strain

rate show a slight decrease in the upper yield stress indicating that particle modulus has

little to no effect. At the higher rates, however, analysis of particle modulus effects must

account for particle shape since systems composed of angular particles display higher yield

stresses than similarly sized spherical particles. Therefore, if attention is focused strictly

on the PMMA and glass bead data, virtually no difference in their upper yield stress can be

seen. This positively confirms that the amount of ice matrix strengthening does not

depend on the stiffness of the inclusion.

8.2.2.6 Effect of Grain Size

Five frozen systems were available for evaluation of the influence of inclusion size

(i.e. mean particle diameter) on the pre-failure behavior. Two sizes of industrial quartz

along with two sizes of glass beads were used to compare with the data already obtained

on Manchester fine sand. Furthermore, since it was concluded that the applied strain rate

and temperature did not seem to affect the modulus of frozen systems, it was possible to

assess the effect of particle size using data obtained from tests performed at both -5*C and

- 10 0C, and at both strain rates.

Particle size effects on the composite modulus of frozen systems were shown in

Figure 6.9. The data in this figure indicate little dependence on particle size, at least over

the range of particle sizes tested (i.e. 0.145-3 mm). However, more data are needed at the

larger particle sizes in order to make a definitive statement.

In contrast, the upper yield stress of frozen materials has been found to increase

with mean particle grain size (Figure 7.9). However, it is important to note that the upper

yield stress at the moderate rate was found to exhibit a definite dependence on particle

shape for similar grain sizes. Furthermore, the rate of strengthening with particle size was

found to be temperature dependent, at least over the small temperature range investigated.
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While it has been reported that the strength of polycrystalline ice decreases with increasing

grain size, the opposite effect observed in this research can be explained by examining how

particles interfere with cracks propagating through the ice matrix

8.2.2.7 Effect of Interface Adhesion

Treatment of the surface of quartz-based particles through silation was found to

produce an effective hydrophobic coating that was subsequently confirmed to alter the

adhesional strength of ice. Three systems were made hydrophobic during this

investigation: Manchester fine sand, and two sizes of glass beads.

Hydrophobic treatment of Manchester fine sand resulted in a lowering of the

composite modulus from 26.3±1.8 GPa to 21.7±4.0 GPa, indicating very little effect for

this material. In contrast, the hydrophobic coating had a substantial effect on the system

of small glass beads where the modulus decreased from 26.8±0.9 GPa to 5.7±0.2 GPa.

Similarly, the modulus decreased from 25.2 GPa to 12.0±0.8 GPa when the hydrophobic

treatment was applied to the system of large glass beads.

Similar results were observed in the upper yield region (Figure 7.10). The upper

yield stress of frozen hydrophobic Manchester fine sand was basically unchanged from that

of the regular system indicating that interfacial adhesion is not very important for this

material, however, the hydrophobic system exhibited slightly more rate sensitivity. In

contrast, the glass bead systems are very dependent on the degree of interfacial adhesion

as evidenced by the large drop in the upper yield stress for the treated systems at low

confinement. In addition, the system of small glass beads also displayed a degree of

pressure sensitivity. At low confinement this system displayed a similar rate sensitivity as

for the original untreated system, whereas at high confinement the rate sensitivity

approached that of polycrystalline ice in the ductile regime.

8.2.2.8 Effect of Particle Roughness

The effects of particle roughness on the pre-failure behavior of frozen materials

were investigated by imparting various degrees of surface roughness to systems of smooth

glass beads and then treating them to make them hydrophobic. This isolated the effects of
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particle shape and particle roughness. Two degrees of surface roughness were attained by

either acid-etching or mechanical roughening.

For the system of small glass beads, moderate particle roughening by acid-etching

followed by hydrophobic treatment led to a moderately higher composite modulus,

7.1±1.0 GPa as compared to 5.7±0.2 GPa for the treated smooth glass beads. A much

larger increase in the composite modulus was achieved for the larger glass beads which

were individually mechanically roughened to produce an extremely rough surface while

still maintaining a spherical shape. In this case the composite modulus increased from

12.0±0.8 GPa (the mean value for the large hydrophobic smooth glass beads) to 21.0±0.0

GPa, which is very close to the value obtained for the fully-bonded smooth large beads

(25.2 GPa). These results indicate that it is the degree of surface roughness and not the

particle shape which controls the modulus of non-bonded composites.

Similar results were obtained in the upper yield region, although the resulting yield

stress was observed to be both a function of particle roughness and confinement level.

For the system of hydrophobic small glass beads at low confining pressure, the slight

roughening led to slightly higher yield stresses at both strain rates with little to no change

in rate dependency. High stress levels, however, caused the system of hydrophobic

roughened beads to have the same upper yield stress as the original system of smooth

fully-bonded particles. However, if the degree of roughness was increased, as was done

for the larger glass beads, then the original yield stress can be achieved at low

confinement.

8.2.3 Conclusions on Young's Modulus

Based on an extensive laboratory study, the Young's modulus or initial stiffness of

frozen sand has been found to increase with particle volume fraction and with the moduli

of each of its constituents. The composite stiffness however relies heavily on the extent of

coupling between phases for the effective transfer of shear stress. This coupling has been

experimentally shown to take the form of either an adhesional bond or a frictional bond,

indicating that the ice-soil bond strength and particle roughness are important variables.
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In cases where the mechanical interaction at the ice-particle interface is small (i.e.

smooth round particles), the presence of an adhesional bond is very important for the

transfer of stress. In contrast, in cases where the mechanical interaction is high, as with

natural sand particles or roughened glass beads, internal shear stresses can be effectively

transferred by friction at the interfaces and consequently the presence of an adhesional

bond offers little to no contribution to the composite stiffness. This means that even if the

surface of a rough particle is made hydrophobic (for systems involving ice), the modulus

will not be affected because of the mechanical coupling which already exists.

Furthermore, since it has been shown that increasing the surface roughness for the same

particle shape leads to an increased modulus, it is the particle roughness and not the

particle shape which is the controlling variable.

The similarity between the factors controlling the modulus of frozen sand and

those controlling the modulus of particulate composites in general suggest that frozen

sand can be modeled as a two-phase composite material. After an extensive evaluation of

a number of particulate composite material models the Bache and Nepper-Christensen

(BNC) model (Lydon and Balendran 1986) was found to be the most suitable for

describing the data obtained over the range of volume fraction investigated during this

research, and indeed for most highly-filled natural frozen sand systems encountered in

practice. However, should a bounding solution to the composite modulus be desired, the

solution proposed by Hashin and Shtrikman (1963) offers excellent predictive capability.

The BNC model can be written as follows:

EC = Eice EP (8.1)
Eice

where: Ec = composite modulus
E, = 75 GPa (for typical natural sands)
Eice = 5-9 GPa
V, = volume fraction of inclusions (particles)

Although this model does not account for particle roughness or adhesion, these

considerations are not expected to be important for natural sands as they would exhibit

natural angularity and roughness which, as described above, would make up for any lack

of adhesional bonding.
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While considerable attention has been given to which value is appropriate for the

Young's modulus of ice, the choice very much depends on the frequency of loading, and

to a lesser extent on temperature. Hence a range of 5 to 9 GPa is recommended with the

higher value being more appropriate for dynamic problems, such as those involving

earthquake loadings. Similarly, temperature considerations may also prove to be

significant in problems involving the behavior of frozen soils at high temperatures (e.g.,

permafrost).

8.2.4 Conclusions on Upper Yield Behavior

The behavior in the upper yield region has been found to be primarily controlled by

the applied strain rate, temperature, particle grain size, and particle shape, and for fully

bonded materials is essentially independent of volume fraction and stress level. These

findings are in agreement with those of Andersen et al. (1995). However, this research

has firmly established that particle grain size and shape are important considerations as

well. The upper yield stress increases substantially with particle grain size as a result of

cracks having to propagate over a distance proportional to the surface area of the particle

before joining to cause global yielding. Particle shape was shown to influence the fracture

toughness of the system (i.e. the resistance encountered by propagating cracks).

However, it only becomes important at the faster rates of strain where ice acts as a brittle

solid and fails by rapid crack propagation.

While the frictional characteristics of the soil skeleton (i.e. volume fraction and

stress level) are unimportant in fully-bonded materials, tests on hydrophobic materials

indicate that the upper yield stress also relies heavily on the extent of coupling between

phases. This suggests that similar bonding mechanisms to those governing the Young's

modulus (i.e. adhesional bonding and mechanical interactions), also operate in the upper

yield region. In the absence of an adhesional bond, the degree of surface roughness and

stress level affect the upper yield stress behavior of the system. This complex behavior has

been analyzed by examining the nature of crack propagation within the ice matrix.

In non-bonded systems, debonding takes place at the particle interface and the

lower strengths observed for systems of low mechanical interaction simply reflect the
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strength of ice at an adjusted strain rate to account for strain rate magnification within the

pore ice matrix. Confinement acts to suppress cracking and causes the system to exhibit

behavior similar to ice in the ductile regime.

The addition of a frictional component (i.e. roughness) to non-bonded systems

increases the shear resistance at the interface manifesting itself as an increase in composite

strength. The shear resistance can be further increased by adding confinement to the

system. In this case, cracking at the interface is effectively inhibited and is forced to take

place in the matrix. This leads to a large increase in the upper yield strength.

For fully-bonded systems, crack propagation also occurs away from the interface.

At slow strain rates, crack blunting by the filler particles occurs which hinders crack

propagation. The strength therefore is only controlled by the particle size, and not the

particle shape or roughness. However, at higher rates particle shape becomes important

as it influences the ease with which a crack may propagate through the matrix. This effect

may be described by the lower fracture toughness of a system composed or smooth round

particles.

Similarly, the effect of temperature on the degree of strengthening and strain rate

sensitivity at the upper yield stress can also be related to cracking mechanisms. The

number of cracks that form (initiate) within the pore ice at a given strain decreases with

decreasing temperature, thus resulting in an increase in strength. However, as the

temperature decreases, the ice matrix also becomes more brittle, thus crack propagation

becomes easier (i.e. the fracture toughness decreases). This is reflected in the strain rate

sensitivity decreasing (higher n value) with decreasing temperature. Thus, the temperature

dependence of frozen soil systems results from a complex interaction between crack

initiation and crack propagation mechanisms.

Although a number of models exist to predict the yielding behavior of two-phase

composite materials in tension, no satisfactory models exist to explain the behavior in

compression where numerous competing mechanisms need to be accounted for. While

this experimental program has offered many insights into the mechanisms controlling the

upper yield stress in frozen particulate-filled materials, the development of a physically-

based model is still premature. However, based on the results presented herein an
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empirical model for the upper yield stress of fully-bonded natural sand systems has been

presented:

QUY = (KQice + DAT) - (8.2)

where: Quy = upper yield stress of frozen particulate system

Qice = peak strength of polycrystalline ice at To and to
AT = (T-To)
n = strain rate sensitivity of polycrystalline ice at To

This model relies on four fitting parameters (i.e. a, D, KI, K2) which modify the

basic strength and strain rate sensitivity of ice to account for the various ice strengthening

mechanisms (Table 7.9). Furthermore, it was shown that Equation 8.2 can satisfactorily

describe the temperature and strain rate behavior of all of the fully-bonded systems tested

during this research.

8.3 RECOMMENDATIONS FOR FUTURE RESEARCH

Although this thesis has contributed to the understanding of the pre-failure

behavior of frozen materials by investigating a number of the physical mechanisms

important to similar two-phase composite materials, several questions remain before the

level of understanding is advanced to the point where physically-based constitutive

relationships to describe frozen soil behavior can be formulated. In addition, several

improvements to the equipment used to investigate the pre-failure behavior of frozen

sands can be made that will improve the quality of the equipment as a whole, and hence

improve the quality of the data obtained. Therefore recommendations for future research

in this area have been divided accordingly into equipment enhancements and additional

investigations.

8.3.1 Equipment Enhancement

The performance of the existing high-pressure low-temperature triaxial cell may be

enhanced through a series of relatively small improvements that will ultimately improve
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the ability to measure the pre-failure behavior of frozen soils and other higher strength

materials with greater confidence and ease.

One of the main limitations with the current equipment arises from the inability of

the load application system to -consistently apply load evenly to the specimen. Even the

slightest unbalanced loading results in poor small strain measurements that translate into

uncertainties in the calculation of modulus. Although redesign of the top cap and load cell

connection has improved the results dramatically, the installation of a high-pressure linear

bearing for the loading piston would immediately help to eliminate eccentricities in the

load application. Furthermore, increasing the stiffness of the loading frame and triaxial

cell base would also prove fruitful.

As was mentioned in Chapter 3, the implementation of a PID feedback control

system for the load application system has greatly reduced the time lag that it takes the

system to reach a constant strain rate. A consequence of this improvement, however, has

been the inability to test at faster strain rates. This is predominately due to the low

sampling frequency of the current ADC card. If faster rate tests are desired, an ADC card

with a sampling frequency in the kilohertz (kHz) range would need to be implemented. Of

course, testing at much faster rates would also require the redesign of the axial actuator to

withstand the higher forces.

A faster data acquisition system, either locally or remotely, is also required before

higher rate tests can be performed. Currently, it is not possible to take readings at rates

greater than 1 Hz which severely limits the amount of data available to define the Young's

modulus at the moderate strain rate (3.5x10~5 s-1) used during this research.

The current system also suffers from a lack of sensitivity in the measurement of

volumetric strains which, if improved, would help to define Poisson's ratio for frozen

sands. A more sensitive system may also be able to detect the onset of cracking in the

pore ice matrix. Although a device for the measurement of radial strains based on the

current LVDT technology was attempted in the early phases of this research, sufficient

sensitivity could not be consistently achieved. However, if a larger triaxial cell was

constructed, other devices to measure radial strains such as proximity sensors (e.g.,

Brown et al. 1980, Hird and Yung 1989), Hall effect semiconductor gages (e.g., Clayton
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et al. 1989), or resistance wire transducers (e.g., Skopek and Cyre 1994) could be

implemented with relative ease.

Finally, if an effort to reduce the number of tests in which leakage through the

membranes occurred, a relatively simple modification to the top cap is proposed. Since

the rolling of the second membrane over the two O-rings which seal the first membrane to

the top cap often resulted in the formation of wrinkles in the membrane, which are

detrimental to a good pressure seal, adding two grooves to the top cap to recess the 0-

rings slightly would help alleviate the difficulty in getting the second membrane past the

first two O-rings.

8.3.2 Additional Investigations

Overall, the results of this study have provided many insights into the physical

mechanisms controlling the pre-failure deformation of frozen sands while simultaneously

illustrating the similarities between frozen sands and other two-phase particulate

composite materials. However, there are many more issues that can and should be studied

that would greatly help in clarifying the present understanding of frozen sand behavior.

Some of the more pertinent ones that can readily be investigated with the current

equipment are summarized below.

Detailed characterization of the pre-failure behavior of polycrystalline ice in a

triaxial state of stress is clearly needed in order to better understand the nature of the pore

ice matrix within frozen soils. A small testing program over typical ranges of strain rates,

temperatures, and confining pressures would be invaluable to the cold regions community,

and would greatly aid in the analysis of frozen soil data.

In a similar program, quantification of the effects of delayed elastic strains, both in

specimens of pure polycrystalline ice and frozen Manchester fine sand, could be helpful in

explaining the discrepancy between the modulus measured in the triaxial cell under

monotonic loading, and the modulus derived using the fully reversed direct-stress testing

technique (Cole 1990). As a first step in reducing the effects of delayed elastic strains, the

testing procedure should be modified such that specimens are not subjected to any

deviator stress during acclimatization to the desired test temperature.
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While the applicability of composite material models to describe the modulus of

frozen materials has been confirmed during this study, further validation of their

applicability especially at low volume fractions is both desired and necessary. Although

the ability to manufacture specimens at low volume fractions has proven to be very

difficult thus far, this information would be very useful for the permafrost engineering

community.

Further exploration of particle size effects is also warranted given the relatively

surprising and unexpected results obtained in the upper yield region. It is recommended

that this program use relatively uniform distributions of glass beads to investigate this

effect as they are readily available, and because the results of this research have also

shown that spherical particles tend to exhibit less scatter in the measured modulus.

In Chapter 7 results were shown that indicated that fully-bonded systems

composed of angular particles tend to exhibit higher strengths in the upper yield region

than similarly sized systems of spherical particles. This difference, which manifested itself

only at the faster rates of strain, was attributed to differences in fracture toughness.

Measurements of the fracture toughness of frozen systems composed of particles of

varying shape and degrees of roughness would be very useful in confirming this

hypothesis, and in furthering our understanding of how crack propagation within frozen

materials lead to yielding and failure.

Future tests on frozen soils should also include measurements of acoustic

emissions to capture the pore ice cracking activity. This information would be especially

useful in confirming differences in the nature and extent of crack propagation in the non-

bonded materials used during this experimental program as described in Section 7.3.3.

Potentially one of the most promising areas of research that would dramatically

help in the understanding of the pre-failure behavior of frozen sands is the numerical

modeling of the interactions at the pore scale. For example, a relatively simple finite

element scheme could be used to compute the stress and deformation fields in the ice

matrix around two interacting particles. This type of simulation would allow investigation

of the effects of particle shape, roughness, and adhesion, in addition to the other variables

that were investigated during this experimental program. The author believes that this
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type of analysis would be invaluable in understanding the micromechanical aspects of

frozen soil behavior.

Finally, although considerable progress has been made in understanding the

mechanisms controlling the upper yield stress in frozen soils, the development of a

quantitative model for its prediction is still premature. However, the author believes that

micromechanical models already developed for polymeric particulate composites (e.g.,

Wong and Ait-Kadi 1995 and 1997) may provide further insights for understanding the

pre-failure behavior of frozen soils, and for modeling its behavior as well.
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A.1 INTRODUCTION

In addition to the experimental program on frozen particulate materials, two

initiatives to quantify the effectiveness of the hydrophobic coating at reducing ice

adhesion in the various particulate systems described in Chapter 4 were also undertaken.

The first program involved performing a number of shear tests on treated and

untreated quartz rods. The goal of these tests was to quantify in a controlled manner the

reduction in the adhesional strength of polycrystalline ice to a quartz surface that had

been treated to make its surface hydrophobic. This program only investigated the effects

of displacement rate and temperature. The range of displacement rates corresponded to

the "slow" and "moderate" load frame settings used for the triaxial compression tests of

Andersen (1991) and Swan (1994). Test temperatures were limited to -50C and -10'C.

Table A. I summarizes the adhesional strength testing program.

Temp. = -50C Temp. = -100C
Material Slow Moderate Slow Moderate
Regular quartz rod - 1 3 2
Hydrophobic quartz rod - 1 2 2

Table A.1: Adhesional strength shear test program. Note: slow = 0.0 137
mm/min, moderate = 0.1600 mm/min. (number of tests shown
for each condition)

The second program involved measuring the difference in contact angles between

water and treated and untreated quartz surfaces. This method is widely used for

providing a quantitative assessment of the degree of hydrophobicity, but unfortunately
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does not provide any information as to the potential reduction of ice adhesion.

Nevertheless, it was thought that such a test would provide valuable information as to the

effectiveness of the surface treatment, and hence could be used in the future as a measure

of the consistency of treatment between treated batches of sand. Although many

sophisticated methods exist for the measurement of contact angles, simple optical

measurements were found to yield values of sufficient accuracy. A complete description

of the technique along with the results obtained is given in Section A.6.

A.2 ICE ADHESION APPARATUS

Ice adhesion tests were conducted in the Low Temperature Testing Facility using

a modified triaxial apparatus and load frame. The equipment design was patterned after

an apparatus used to test the effectiveness of various coatings at reducing the adfreeze

strength of ice and frozen soil to coated foundation piles (Parameswaran 1981). The

apparatus determines the peak adfreeze strength of a 15 mm diameter circular rod

embedded in polycrystalline ice by subjecting it to an increasing load under a constant

rate of displacement (Figure A.1).

The apparatus consists of three components: a triaxial cell base with a modified

base pedestal, a Lucite chamber, and a gear-driven load frame. The cell base is similar in

design to the high-pressure low temperature triaxial base with the exception of the base

pedestal. The standard pedestal was replaced with a similarly sized insert bored out to a

diameter of 17 mm and then fitted with a removable brass plug that acted to support and

center the rod during the freezing process. Removal of the plug after freezing exposes the

bottom of the rod and allows the vertical displacement of the rod to be measured using a

LVDT (Hewlett Packard Inc., Model 7DCDT-5000, Waltham, MA). A detail of the base

pedestal is given in Figure A.2.

In place of the triaxial chamber, a circular Lucite cylinder is used to contain the

polycrystalline ice around the rod. This cylinder has a diameter of 11 cm and a height of

20 cm and rests on an 0-ring seal in the triaxial base. This configuration helps prevent

leaks once the cylinder is full of ice and saturated with water. The rod is kept centered

within the cylinder through the use of a top plate that rests on the top of the cylinder. The
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plate keeps the rod vertical and centered in the ice throughout the freezing process. It

also forms an airtight seal that allows the ice to be de-aired before it is saturated with

water.

A: Lucite mold
D: 0-ring seal
G: Top plate

B: Fill/drain valve
E: Base pedestal
H: LVDT

C: Triaxial base
F: Quartz rod
I: Loading cap and ball

Figure A.1: Ice adhesion testing apparatus.

The last component consists of a screw-driven variable speed 45 kN loading

frame (Wykeham Farrance, Model T-57, Slough, England). This device was kept in the

testing room in the Low Temperature Testing Facility and allowed ice adhesion tests to

proceed independently of the triaxial tests on frozen soil. Load is applied to the rod

through a brass cap containing a hardened steel ball as a moment break. This cap also

serves to protect the end of the rod from damage. Load is measured with a 45 kN shear-
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beam load cell (Data Instruments Inc., Model JP-10000, Acton, MA) attached to the

upper crossbar of the loading frame.

@

@
A: Base pedestal
D: Screws

B: 0-rings
E: Quartz rod

C: Removable plug

Figure A.2: Detail of base pedestal of ice adhesion testing apparatus.

A.3 SPECIMEN PREPARATION

Once the quartz rod to be tested is centered within the apparatus described above,

sieved granular ice, prepared using the technique described in Section 4.2.2, is then

uniformly compacted around the rod in approximately 5 cm lifts. As with the preparation

of ice specimens, this procedure was performed in the growth room of the LTTF at an

ambient temperature of 00C. This procedure was continued until the level of the

compacted ice was approximately 5 cm from the top of the Lucite cylinder. At this point

the top plate (with a greased O-ring) is placed on the cylinder and the rod aligned using

its Lucite insert. The system is then placed under a vacuum of 29 in. Hg (25 torr) and left
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to de-gas for approximately 20 minutes. After this time, distilled de-aired water is

allowed to enter the specimen by opening a valve at the bottom of the mold. Once the

water level reached the top of the ice surface, the valve was closed and the vacuum

released slowly. The entire apparatus is then moved into the main testing room, wrapped

in fiberglass insulation, and placed on a massive steel block to promote uniaxial freezing

from the bottom to the top at the ambient test temperature. On average, the entire

freezing process lasted about 8-12 hours and produced a relatively clear polycrystalline

ice mass with little to no air bubbles. In general, the -10 C shear tests were performed 24

hours after initiation of the freezing process, while the -5'C tests were performed after 48

hours to ensure that they were completely frozen before testing.

A.4 TESTING PROCEDURES AND DATA HANDLING

Tests that investigated the role of ice adhesion in the overall strength of frozen

sand were performed in the modified triaxial apparatus described previously in Section

A.2. The procedure detailed below outlines the steps followed during each test.

1. Clean all the parts of the triaxial base including the Lucite cylinder with
alcohol and rinse with distilled de-ionized water. Also wipe clean the large 0-
ring which seals the cylinder to the base.

2. Apply a light coating of petroleum jelly to the brass plug and insert it into the
base pedestal and secure it using a small screw-jack.

3. Apply a light coating of vacuum grease to the large O-ring and mate the Lucite
cylinder to the triaxial base. Ensure a watertight seal has been made.

4. Install the quartz rod to be tested vertically in the center of the apparatus.
Bring the entire apparatus into the growth room of the LTTF (set at 00C) and
leave it to equilibrate for 12-24 hours.

5. Ensure that the testing room of the LTTF is set to the desired test temperature.

6. Prepare the polycrystalline ice specimen following the procedure outlined in
Section A.3 while it is still in the growth room. It is important that the rod be
kept as vertical as possible during the preparation process since it must mate
with the top plate once the desired ice level has been achieved.

7. After 24 hours from the onset of freezing remove the insulation from around
the apparatus. The ice should be completely frozen at this time.
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8. Measure the length of rod protruding from the ice surface in three locations.
This will be used to calculate the ice contact area.

9. Remove the brass plug from the base pedestal exposing the bottom of the rod.
Turn the two screws into the pedestal helps to free the plug from the rod base.

10. Move the entire apparatus onto the loading frame. Place the small brass
loading cap, complete with hardened steel ball, over the exposed top of the
rod. This device protects the end of the rod from possible fracture and
eliminates the application of moments to the rod.

11. Fix the LVDT that measures rod displacement to the triaxial base using the
specifically designed clamp making sure that the core of the displacement
transducer be aligned with the center of the rod.

12. Adjust the load frame such that the ball is in contact with the load cell. Check
the output of both the load cell and LVDT to ensure that they are operating
correctly. Record the zero values of both devices on the test log sheet before
starting the test.

13. Check to make sure that the gear settings for the load frame correspond to the
desired displacement rate for the test. Correct if necessary.

14. Start data acquisition and then turn the load frame power switch to the
''reverse'' position.

15. Stop the test after 5 mm of displacement has occurred by turning the load
frame power switch to the "off' position. Back off the load using the load
frame's manual control, disconnect the LVDT from the triaxial cell base, and
remove the apparatus from the load frame.

16. Measure the height of rod above the ice surface in three locations as a check to
the displacement measured by the LVDT. Bring the entire apparatus out of
the cold environment and let the ice melt.

17. Carefully remove the rod using gloves, wash with alcohol and then rinse with
distilled de-ionized water. Store the rod in a container filled with distilled de-
ionized water to prevent surface contamination until the next test.

The data requirements associated with the ice adhesion testing program were

much less intensive than for the triaxial testing program. For these shear tests, only load

(force) and displacement data were collected. No temperature measurements were made
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since these tests were performed in the main testing room without any strict temperature

control. Therefore, the actual test temperature may have varied by an estimated ±2'C. In

addition, since the apparatus is already at the desired test temperature before the start of

loading, only one data file is required (e.g., ICEADHOI.dat) to capture the load-

displacement behavior. Data acquisition is commenced immediately before the start of

loading at a frequency of 1 Hz. This rate can be gradually decreased as the rod

displacement increases.

Reduction of the limited amount of data obtained from the ice adhesion tests was

relatively straight-forward. A spreadsheet package was used for processing the data to

obtain the engineering values needed to construct the load-displacement curves. From

this curve, the peak adhesional strength was calculated by dividing the peak force by the

surface area of ice in contact with the rod which varied from test to test.

A.5 SUMMARY OF ADHESION TEST RESULTS

Eleven successful adhesion tests were performed in total. The pertinent results of

the testing program have been summarized in Table A.2. The individual load-

displacement curves can be found at the end of this Appendix.

Machine Nom. Rod Peak Disp. at Peak
Disp. Rate Test Adfreeze Load Peak Adfreeze
(mm/min) Temp. Area** o, 5 Strength

Test Rod Type (*C) (mm2) (kg) (mm) (MPa)
1 Quartz 0.0137 -10 7146 226.23 0.0105 0.311
2 Quartz 0.0137 -10 6827 149.64 0.0098 0.215
3 Quartz 0.0137 -10 7093 222.53 0.0152 0.308
4 HP Quartz 0.0137 -10 6582 127.27 0.0137 0.190
5 Quartz 0.1600 -10 6953 159.39 0.0148 0.226
6 HP Quartz 0.0137 -10 7063 122.85 0.0094 0.171
7 Quartz 0.1600 -10 7713 183.55 0.0202 0.233
8 HP Quartz 0.1600 -10 6952 100.03 0.0195 0.141
9 HP Quartz 0.1600 -10 7321 157.41 0.0119 0.211
10 Quartz 0.1600 -5 7509 33.90 0.0000 0.044
11 HP Quartz 0.1600 -5 7360 29.47 0.0000 0.039

** Quartz rod diameter = 15.04 mm, HP Quartz rod diameter = 14.87 mm

Table A.2: Summary of adhesional testing program.
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A.6 MEASUREMENT OF CONTACT ANGLES

Measurement of contact angles was performed at room temperature using a two-

axis optical comparator (R.S. Wilder Inc., Model Varibeam, Waltham, MA) with 20X

magnification, modified for the measurement of contact angles. This instrument projects

the magnified image of a droplet of liquid on a surface onto a viewing screen that allows

direct measurement of the contact angle. In this case the projections were traced onto a

sheet of tracing paper allowing the angles to be measured at a later time. Although the

precision in angle measurement was not directly evaluated, it is believed to be

approximately 2-3' which is more than adequate for assessing the impact of the

hydrophobic treatment.

Specimens of quartz were obtained from the rods used in the previously described

adhesion experiments. Discs, approximately 5 mm is thickness, were cut from each rod

and then wet polished using progressively finer grits of silicon carbide powder to obtain

as smooth a surface as possible. One of the discs was then treated to make its surface

hydrophobic, as outlined in Section 4.2.3.2. All specimens were cleaned with acetone

before testing and then thoroughly rinsed with distilled de-ionized water. In between

trials they were stored under water to prevent contamination from airborne dust particles.

Only one drop of liquid was used for the determination of the contact angle (i.e. placed on

the test surface) thus eliminating potential discrepancies resulting from differences in

drop volume. Consistency in this parameter was achieved using a precision micro-

syringe.

In order to determine the accuracy of this method, contact angles of a number of

systems were measured and compared to values found in the literature (e.g., Adamson

1976, Janczuk and Zdziennicka 1994). This information, along with the measurements

made on the treated and untreated quartz discs, are summarized in Table A.3. Angles

were determined from both the left and right hand sides of the projected image of the

droplet in order to eliminate any bias induced from leveling of the device. The angles

determined with this technique are generally very close to the values obtained from the

literature, however, on average the measurement method tends to under-predict the

contact angle.
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SiO2-H20
Left Right

Trial 1 29.5 36
25.5 31
40 35.5
31.5 39.5

HPSiO2-H 20
Left Right

77.5 75.5
85.5 90.5
80.5 87
83 86

PTFE-H 20
Left Right

102.5 106.5
86 79
92 94.5

PTFE-Hg
Left Right

130 121
139 122
136.5 130

Glass-Hg
Left Right

127 130.5
128.5 128
134 126
128 128

Trial 2 31 29.5 88.5 91 98.5 105 125.5 121.5 135 132
35 42.5 89 94.5 95.5 100 127 128 136.5 140.5
31.5 31.5 92 90 95.5 103 126.5 132 138 140
41.5 39 94 93 93 96 126.5 133.5 134.5 136.5

Mean 33.2 35.6 86.3 88.4 94.7 97.7 130.1 126.9 132.7 132.7
Mean 34.4
S.D. 5.0
Publis. 26.8'

Note: all measurements in degrees.
Janczuk and Zdziennicka 1994

2 Adamson 1976

87.3
5.7
N/A

96.2
7.4

98-1122

128.5
5.4

1502

132.7
4.8

128-1482

Table A.3: Summary of contact angle measurements.

In addition to the these measurements, subsequent tests to assess the degree of

hydrophobicity imparted by the silation process were performed. These involved treating

glass slides with varying percentages of the silating agent, Silquest A-137 (octyl-

triethoxysilane), and measuring the resulting contact angle that a droplet of water makes

when placed on the treated slide. The results of two independent trials (of four

measurements per system) are summarized in Table A.4.

The results generally show that treatment with a 2-5% silating solution yields the

highest value for the contact angle, and consequently the highest degree of hydrophobicity

for the percentages investigated. Furthermore, comparison of the mean contact angles

from both trials indicates excellent repeatability at least for the treated slides, whereas a

somewhat substantial difference is noticed for the untreated glass slide. This difference

can most likely be attributed to inadequate cleaning of the slide before testing. As was

mentioned before, the presence of dust particles and especially fingerprints can lead to

substantial errors in the contact angle.
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Glass-H20 (0%) Glass-H20 (2%) Glass-H20 (5%) Glass-H20 (10%)
Left Right Left Right Left Right Left Right

Trial 1 35 35 53.5 55.5 53 51 45 47.5
34 33.5 53 54.5 56 53 45 45
29.5 32.5 53 54 53.5 56 46 44.5
29.5 31 54.5 55 49 56.5 45.5 44

Mean 32.0 33.0 53.5 54.8 52.9 54.1 45.4 45.3
Mean 32.5 54.1 53.5 45.3
S.D. 2.3 0.9 2.6 1.1

Trial 2 39.5 40.5 50 57 45 44 46 46
43.5 43 53.5 54 47.5 51 46 45
43.5 41.5 54 56 57.5 53.5 43 42
35 34.5 55 55 56 53.5 43 48

Mean 40.4 39.9 53.1 55.5 51.5 50.5 44.5 45.3
Mean 40.1 54.3 51.0 44.9
S.D. 3.6 2.1 5.0 2.0

Note: all measurements in degrees.

Table A.4: Summary of contact angle measurements of water on glass
slides of varying degrees of hydrophobicity (A-137 silation).
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Test #8, Hydrophobic
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HIGH PRESSURE TRIAXIAL CELL THERMISTOR CALIBRATION

22-Mar-97
- Two thermistors were placed at the same point in the silicone oil bath
- Lauda circulator used
-Testing room was set to 20 C for entire test

Calibration Coefficients
A 0.26
B 292.31
C 1202.16
D -19.04

0.24
296.72

1232.05
-19.23

Temp. Probe Thermometer Average Top Bottom Input Top Bottom Top Bottom
Setpoint Temp. Temp. Temp. Thermistor Thermistor Voltage Normalized Normalized Temp. Temp.

(*C) (*C) (*C) (*C) (mV) (mV) (mV) (v/v) (v/v) (*C) (*C)
30.0 30.6 30.5 30.55 -89.16 -89.23 5502 -0.0162 -0.0162 29.8 29.8
28.0 28.4 28.4 28.40 -88.19 -88.25 5502 -0.0160 -0.0160 28.1 28.1
26.0 26.5 26.5 26.50 -87.20 -87.25 5502 -0.0158 -0.0159 26.5 26.5
24.0 24.4 24.4 24.40 -86.05 -86.12 5502 -0.0156 -0.0157 24.6 24.7
22.0 22.5 22.5 22.50 -84.87 -84.94 5502 -0.0154 -0.0154 22.9 22.9
20.0 20.5 20.5 20.50 -83.51 -83.59 5502 -0.0152 -0.0152 20.9 20.9
18.0 18.5 18.5 18.50 -82.01 -82.09 5502 -0.0149 -0.0149 18.9 18.9
16.0 16.5 16.5 16.50 -80.37 -80.45 5502 -0.0146 -0.0146 16.9 16.9
14.0 14.6 14.5 14.55 -78.59 -78.68 5502 -0.0143 -0.0143 14.9 14.9
12.0 12.5 12.5 12.50 -76.59 -76.69 5502 -0.0139 -0.0139 12.7 12.7
10.0 10.6 10.6 10.60 -74.50 -74.60 5502 -0.0135 -0.0136 10.7 10.7
5.0 5.6 5.6 5.60 -67.99 -68.14 5502 -0.0124 -0.0124 5.3 5.4
0.0 0.6 0.5 0.55 -60.33 -60.19 5502 -0.0110 -0.0109 0.5 0.3

-2.0 -1.4 N/A -1.40 -55.95 -56.10 5502 -0.0102 -0,0102 -1.8 -1.8
-4.0 -3.4 N/A -3.40 -51.78 -52.00 5502 -0.0094 -0.0095 -3.7 -3.7
-6.0 -5.2 N/A -5.20 -47.66 -47.90 5502 -0.0087 -0.0087 -5.4 -5.4
-8.0 -7.2 N/A -7.20 -42.73 -43.02 5502 -0.0078 -0.0078 -7.2 -7.2

-10.0 -9.4 N/A -9.40 -36.44 -36.85 5502 -0.0066 -0.0067 -9.3 -9.3
-15.0 -13.8 -13.9 -13.85 -21.87 -22.45 5503 -0.0040 -0.0041 -13.4 -13.4
-20.0 -19.2 -19.3 -19.25 -0.57 -1.35 5503 -0.0001 -0.0002 -18.6 -18.7
-25.0 -24.5 -24.5 -24.50 23.54 22.48 5503 0.0043 0.0041 -24.1 -24.2
-30.0 -29.5 -30.0 -29.75 51.67 49.27 5503 0.0094 0.0090 -30.3 -30.2
-30.0 -29.6 -30.0 -29.80 52.52 50.17 5503 0.0095 0.0091 -30.5 -30.4
-25.0 -24.5 -24.4 -24.45 23.06 22.16 5503 0.0042 0.0040 -24.0 -24.1
-20.0 -19 -19.0 -19.00 -2.03 -2.73 5503 -0.0004 -0.0005 -18.3 -18.3
-15.0 -14.4 -14.4 -14.40 -19.80 -20.28 5503 -0.0036 -0.0037 -14.0 -14.0
-10.0 -9.5 -9.4 -9.45 -35.76 -36.10 5502 -0.0065 -0.0066 -9.5 -9.5

-8.0 -7.6 -7.5 -7.55 -41.29 -41.68 5502 -0.0075 -0.0076 -7.7 -7.7
-6.0 -5.4 -5.4 -5.40 -46.78 -47.09 5502 -0.0085 -0.0086 -5.7 -5.7
-4.0 -3.4 -3.4 -3.40 -51.56 -51.76 5502 -0.0094 -0.0094 -3.8 -3.8
-2.0 -1.4 -1.4 -1.40 -55.74 -55.94 5502 -0.0101 -0.0102 -1.9 -1.9
0.0 0.5 0.7 0.60 -59.72 -59.88 5502 -0.0109 -0.0109 0.1 0.2
5.0 5.7 5.8 5.75 -68.02 -68.15 5502 -0.0124 -0.0124 5.4 5.4

10.0 10.6 10.6 10.60 -74.44 -74.55 5502 -0.0135 -0.0135 10.6 10.6
15.0 15.5 15.5 15.50 -79.46 -79.55 5502 -0.0144 -0.0145 15.8 15.8
20.0 20.6 20.5 20.55 -83.50 -83.57 5502 -0.0152 -0.0152 20.9 20.9
25.0 25.6 25.5 25.55 -86.67 -86.74 5502 -0.01581 -0.0158 25.6 25.6
30.0 30.6 30.5 30.55 -89.16 -89.23 5502 -0.0162 -0.0162 29.8 29.8

Date
Notes:

Operator Greg Da Re
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Top Thermistor30 ----- - T = 0.257exp(-292.310x)-1202.159x-19.039

20 - -
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Bottom Thermistor
30 - -- T = 0.237exp(-296.722x)-1232.054x-19.229
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Triaxial Testing Setup Program - "MSET.bas"

5 'Rev. 6.0 10/02/97 Greg Da Re
10 ************************ "MSET.BAS" ****************************
20 ' *****METRIC VERSION*****
30 'This subprogram is an editing utility for the data files that contain
40 pertinent parameters that may be selected for various soil tests. It is
50 executed immediately after the "Testing" option from the main program,
60 '"MASTER2.BAS", has been chosen. After execution, this section chains to
70 'all other phases of testing. "MTEST.BAS" must be accessed through this
80 'program; however, all other testing options are stand alone and can be
90 'accessed through this program or run independently.
100
110 'The editor utility in this program was written to handle 30
120 ' different entry fields, each 10 characters wide and in a specific
130 'position that is found in the DATA statements at the end of this file.
140 'Each field has a distinct number referenced through the variable CHOICE.
150 'To widen the maximum width of all the fields, alter the constant
160 'FIELDWIDTH. You may have to change the positions of the fields if you
170 'change FIELDWIDTH. To add more fields, increase the constant
180 'NUMOFCHOICES and add an appropriate line to each of the sections at the
190 'end of this file, and change the lines with PRINT #1 and INPUT #1.
195 ' Since the fields are stored in arrays that are referenced through CHOICE,
196 'make sure that the corresponding parts of each section match.
200 'Depending on the position that you choose for the
210 'new fields, you may need to change the cursor movement routines.
220 'The variables DUMMY I and DUMMY2 were necessary for the input voltage
230 to make up for the lack of conversion factor and zero for that item.
240
245 'Initialize variables
250 COMMON FILENAME$, DAT$, INITIALS$, TYPE$, WEIGHT, HO, AO,

PISTAREA, MEMBRANE$, FILTER, AREACORR$, ZLOAD, CFLOAD,
ZDCDT, CFDCDT, ZCELL, CFCELL, ZPORE, CFPORE, ZVOLDCDT,
CFVOLDCDT, ACDT1, CFACDT1, ACDT2, CFACDT2

255 COMMON LOADCHANNEL, DCDTCHANNEL, CELLCHANNEL,
AXDCDTCHANNEL, VOLDCDTCHANNEL

260 COMMON DUMMYl, DUMMY2, VINCHANNEL, ACDT1CHANNEL,
ACDT2CHANNEL

400 CLS
410 NUMOFCHOICES = 35: FIELDWIDTH = 10
420 DIM SHARED TAG$(NUMOFCHOICES), DESCRIP$(NUMOFCHOICES)
430 DIM SHARED ROW(NUMOFCHOICES), COL(NUMOFCHOICES)
440 DONE$ = "no"
445 COLOR 2, 8
450 PRINT " MIT High Pressure Triaxial Testing System (Metric): Test Start"
460 PRINT
470 PRINT "Enter the name of your apparatus data file"
480 PRINT "or enter 'new' for a new data file"
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490 INPUT "or enter 'quit' to return to the main menu: ", FILENAME$
500 IF FILENAME$ = "new" OR FILENAME$ = "NEW" THEN GOSUB 3120: GOTO 600
510 IF FILENAME$ = "quit" OR FILENAME$ = "QUIT" THEN CHAIN "master2.bas"
520 ON ERROR GOTO 580
522
525 'Get data from input file
530 OPEN FILENAME$ FOR INPUT AS #1
540 INPUT #1, FILENAME$, DAT$, INITIALS$, TYPE$, WEIGHT, HO, AO,

PISTAREA, MEMBRANE$, FILTER, AREACORR$, ZLOAD, CFLOAD,
ZDCDT, CFDCDT, ZCELL, CFCELL, ZAXDCDT, CFAXDCDT, ZVOLDCDT,
CFVOLDCDT, ACDT1, CFACDT1, ACDT2, CFACDT2, LOADCHANNEL,
DCDTCHANNEL, CELLCHANNEL, AXDCDTCHANNEL, VOLDCDTCHANNEL

550 INPUT #1, DUMMY 1, DUMMY2, VINCHANNEL, ACDTlCHANNEL,
ACDT2CHANNEL

560 CLOSE #1
570 GOTO 600
580 PRINT "File not found"
590 RESUME 460
600 KEY(11) ON
602 KEY(12) ON
604 KEY(13) ON
606 KEY(14) ON
608
610 'Get the tags and their positions
620 FOR I= 0 TO NUMOFCHOICES
630 READ ROW(I), COL(I), TAG$(I), DESCRIP$(I)
640 NEXT I
650 GOSUB 3000 'Print the current set of data
660 ON KEY(l 1) GOSUB 1090 'Activate Up arrow
670 ON KEY(12) GOSUB 1190 'Left arrow
680 ON KEY(13) GOSUB 1260 'Right arrow
690 ON KEY(14) GOSUB 1320 'Down arrow
700 CHOICE = 0: OFFSET = 0: BLANK$ = SPACE$(FIELDWIDTH)
710 LOCATE 22, (80 - LEN(DESCRIP$(CHOICE))) / 2 - 5:PRINT"==>;DESCRIP$

(CHOICE)
730 WHILE (INSTR(DONE$, "yes")= 0 AND INSTR(DONE$, "YES")= 0)
740 LOCATE ROW(CHOICE), COL(CHOICE) + 15 + OFFSET: PRINT

CHR$(178) 'Print cursor
750 A$= INKEY$ 'Wait for key to be pressed
760 IF A$ = CHR$(13) THEN GOSUB 2510: GOSUB 1260: GOTO 820

'Carriage return
770 IF A$ = CHR$(8) THEN GOSUB 1030: GOTO 820 'Backspace
780 IF NOT (("a" <= A$ AND A$ <= "z") OR ("A" <= A$ AND A$ <= "Z")

OR ("0" <= A$ AND A$ <= "9") OR A$ = "-" OR A$ = "." OR A$ ="

THEN 820 'Ignore char if invalid
790 IF OFFSET > FIELDWIDTH - 1 THEN OFFSET = FIELDWIDTH - 1
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800 LOCATE ROW(CHOICE), COL(CHOICE) + 15 + OFFSET: PRINT A$;
'Print the character

810 MID$(BLANK$, OFFSET + 1) = A$: OFFSET = OFFSET + 1
820 WEND
830 GOSUB 3000 'Show the data entered
840
845 '********************* Start the testing phase ************************
847
850 LOCATE 23, 10: COLOR 2, 8: INPUT "Are you sure you want to quit? (Y/N)"; A$
860 IF A$ <> "yes" AND A$ <> "YES" THEN DONE$ = "no": GOTO 650
870 PRINT : PRINT "Writing data to file "; FILENAME$; "...": PRINT: COLOR 3, 8
880 OPEN FILENAME$ FOR OUTPUT AS #1
890 PRINT #1, FILENAME$, ",", DAT$, ",", INITIALS$, ",", TYPE$, ",", WEIGHT,

HO, AO, PISTAREA, MEMBRANE$, ",", FILTER, ",", AREACORR$, ",",

ZLOAD, CFLOAD, ZDCDT, CFDCDT, ZCELL, CFCELL, ZAXDCDT,
CFAXDCDT, ZVOLDCDT, CFVOLDCDT, ACDT1, CFACDT1, ACDT2, CFACDT2

900 PRINT #1, LOADCHANNEL, DCDTCHANNEL, CELLCHANNEL,
AXDCDTCHANNEL, VOLDCDTCHANNEL, DUMMYI, DUMMY2,
VINCHANNEL, ACDTI CHANNEL, ACDT2CHANNEL

910 CLOSE #1
915 CLS : COLOR 2, 8
920 PRINT " Indicate the next phase of testing:": COLOR 3, 8
921 PRINT " a. Computer controller triaxial test."
926 PRINT " b. Return to manual controller."
928 PRINT: INPUT " Select a or b => ", A$
930 IF A$ = "A" OR A$ = "a" THEN CHAIN "MTEST"
940 IF A$= "B" OR A$ = "b" THEN CHAIN "MASTER2"
950 GOTO 920
960 END
1000
1010 '********************* Move the cursor around ***********************
1020
1030 'Backspace
1040 LOCATE ROW(CHOICE), COL(CHOICE) + 15 + OFFSET: PRINT""
1050 OFFSET = OFFSET - 1: IF OFFSET = -1 THEN OFFSET = 0
1060 MID$(BLANK$, OFFSET + 1)
1070 RETURN
1080
1090 'Up arrow
1100 GOSUB 1410 'Print the current field according to old CHOICE
1110 'The next few IF/THEN statements pick a new CHOICE according to the positioning of

the field blocks on the screen
1120 IF CHOICE < 3 THEN CHOICE = NUMOFCHOICES: GOSUB 1460: RETURN
1130 IF CHOICE > 3 AND CHOICE <= 12 THEN CHOICE = CHOICE - 2: GOSUB 1460:

RETURN
1140 IF CHOICE = NUMOFCHOICES THEN CHOICE = NUMOFCHOICES - 2:
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GOSUB 1460: RETURN
1150 CHOICE = CHOICE - 3 'We are moving in the large block for transducers
1160 GOSUB 1460 'Print the next field according to the new CHOICE
1170 RETURN
1180
1190 'Left arrow
1200 GOSUB 1410
1210 LOCATE ROW(CHOICE), COL(CHOICE) + 15: GOSUB 2000
1220 CHOICE = CHOICE - 1: IF CHOICE = -1 THEN CHOICE = NUMOFCHOICES
1230 GOSUB 1460
1240 RETURN
1250
1260 'Right arrow
1270 GOSUB 1410
1280 CHOICE = CHOICE + 1: IF CHOICE = NUMOFCHOICES + 1 THEN CHOICE =0
1290 GOSUB 1460
1300 RETURN
1310
1320 'Down arrow
1330 GOSUB 1410
1340 IF CHOICE = 0 THEN CHOICE = 3: GOSUB 1460: RETURN
1350 IF CHOICE > 1 AND CHOICE <= 10 THEN CHOICE = CHOICE + 2: GOSUB 1460

RETURN
1360 IF CHOICE >= 28 AND CHOICE <= 34 THEN CHOICE = NUMOFCHOICES:

GOSUB 1460: RETURN
1370 IF CHOICE = NUMOFCHOICES THEN CHOICE = 0: GOSUB 1460: RETURN
1380 CHOICE = CHOICE + 3
1390 GOSUB 1460
1400 RETURN
1410
1420 'Clear the field's screen position and print its value
1430 LOCATE ROW(CHOICE), COL(CHOICE) + 15: PRINT

SPACE$(FIELDWIDTH + 1)
1440 LOCATE ROW(CHOICE), COL(CHOICE) + 15: GOSUB 2000
1450 RETURN
1460
1470 'Print the next field for editing
1480 LOCATE ROW(CHOICE), COL(CHOICE) + 15: GOSUB 2000
1490 LOCATE 22, 1: PRINT SPACE$(80)'Erase then print description of item
1500 LOCATE 22, (80 - LEN(DESCRIP$(CHOICE))) /2 - 5: PRINT "==>";

DESCRIP$(CHOICE)
1510 BLANK$ = SPACE$(FIELDWIDTH): OFFSET =0
1520 RETURN
2000
2010 '************* Print the data field determined by "CHOICE" ***************
2020
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2030 ON CHOICE + I GOTO 2100, 2110, 2120, 2130, 2140, 2150, 2160, 2170, 2180,
2190,2200,2210,2220,2230,2240,2250,2260,2270,2280,2290,2300,2310,
2320,2330,2340,2350,2360,2370,2380,2400,2410,2420,2430,2440,2450,
2390

2100 PRINT HLENAME$: RETURN
2110 PRINT DAT$: RETURN
2120 PRINT INITIALS$: RETURN
2130 PRINT WEIGHT: RETURN
2140 PRINT TYPE$: RETURN
2150 PRINT HO: RETURN
2160 PRINT AO: RETURN
2170 PRINT PISTAREA: RETURN
2180 PRINT MEMBRANE$: RETURN
2190 PRINT FILTER: RETURN
2200 PRINT AREACORR$: RETURN
2210 PRINT ZDCDT: RETURN
2220 PRINT CFDCDT: RETURN
2230 PRINT DCDTCHANNEL: RETURN
2240 PRINT ZLOAD: RETURN
2250 PRINT CFLOAD: RETURN
2260 PRINT LOADCHANNEL: RETURN
2270 PRINT ZCELL: RETURN
2280 PRINT CFCELL: RETURN
2290 PRINT CELLCHANNEL: RETURN
2300 PRINT ZAXDCDT: RETURN
2310 PRINT CFAXDCDT: RETURN
2320 PRINT AXDCDTCHANEL: RETURN
2330 PRINT ZVOLDCDT: RETURN
2340 PRINT CFVOLDCDT: RETURN
2350 PRINT VOLDCDTCHANEL: RETURN
2360 PRINT DUMMY1: RETURN
2370 PRINT DUMMY2: RETURN
2380 PRINT VINCHANNEL: RETURN
2390 PRINT DONE$: RETURN
2400 PRINT ACDTl: RETURN
2410 PRINT CFACDT1: RETURN
2420 PRINT ACDTlCHANNEL: RETURN
2430 PRINT ACDT2: RETURN
2440 PRINT CFACDT2: RETURN
2450 PRINT ACDT2CHANNEL: RETURN
2455 PRINT DONE$: RETURN
2500 END
2505
2510 ' Stuff the new values *
2520
2530 IF BLANK$ = SPACE$(FIELDWIDTH) THEN RETURN
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2540 A$ = BLANK$: BLANK$ = SPACE$(FIELDWIDTH)
2550 IF (CHOICE >= 0 AND CHOICE <= 2) OR CHOICE = 4 OR CHOICE = 8 OR

CHOICE = 10 OR CHOICE = NUMOFCHOICES THEN 2560 ELSE A = VAL(A$)
2560 ON (CHOICE + 1) GOTO 2600, 2610, 2620, 2630, 2640, 2650, 2660, 2670,

2680, 2690, 2700, 2710, 2720, 2730, 2740, 2750, 2760, 2770, 2780, 2790, 2800,
2810, 2820, 2830, 2840, 2850, 2860, 2870, 2880, 2881, 2882, 2883, 2884, 2885,
2886, 2890

2600 FILENAME$ = A$: RETURN
2610 DAT$ = A$: RETURN
2620 INITIALS$ = A$: RETURN
2630 WEIGHT = A: RETURN
2640 TYPE$ = A$: RETURN
2650 HO = A: RETURN
2660 AO = A: RETURN
2670 PISTAREA = A: RETURN
2680 MEMBRANE$ = A$: RETURN
2690 FILTER = A: RETURN

2700 AREACORR$ = A$: RETURN
2710 ZDCDT = A: RETURN

2720 CFDCDT = A: RETURN

2730 DCDTCHANNEL = A: RETURN
2740 ZLOAD = A: RETURN
2750 CFLOAD = A: RETURN
2760 LOADCHANNEL = A: RETURN
2770 ZCELL = A: RETURN
2780 CFCELL= A: RETURN
2790 CELLCHANNEL = A: RETURN
2800 ZAXDCDT = A: RETURN
2810 CFAXDCDT = A: RETURN
2820 AXDCDTCHANNEL = A: RETURN
2830 ZVOLDCDT = A: RETURN
2840 CFVOLDCDT = A: RETURN
2850 VOLDCDTCHANNEL = A: RETURN
2860 DUMMY 1 = A: RETURN
2870 DUMMY2 = A: RETURN
2880 VINCHANNEL = A: RETURN
2881 ACDT1 = A: RETURN
2882 CFACDT1 = A: RETURN
2883 ACDTICHANNEL = A: RETURN
2884 ACDT2 = A: RETURN
2885 CFACDT2 = A: RETURN
2886 ACDT2CHANNEL = A: RETURN
2890 DONE$ = A$: RETURN
3000
3010 Print all of the data fields at their current values ***************

3015
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3020 COLOR 2, 8
3030 CLS
3040 LOCATE 2, 30: PRINT "Test Initialization"
3050 LOCATE 11, 15: PRINT "Transducer Zero Conversion Factor Channel No."
3060 COLOR 3,8
3070 FOR I = 0 TO NUMOFCHOICES
3080 LOCATE ROW(I), COL(I): PRINT TAG$(I)
3090 LOCATE ROW(I), COL(I) + 15: CHOICE = I: GOSUB 2000 'Print field
3100 NEXT I
3110 RETURN
3120
3130 '**************** Set up new set of test parameters *
3140
3150 FILENAME$ = "*": DAT$ = DATE$: INITIALS$=
3160 WEIGHT = 0: TYPE$ = "*": HO = 0: AO = 0: PISTAREA = 0
3170 MEMBRANE$ = "*": FILTER = 0: AREACORR$ = "*"
3180 ZLOAD =0: CFLOAD = 0: ZDCDT = 0: CFDCT = 0
3190 ZCELL =0: CFCELL = 0: ZAXDCDT = 0: CFAXDCDT =0
3195 ACDT1 =0: ACDT2 = 0: CFACDTI = 0: CFACDT2 = 0
3200 ZVOLDCDT = 0: CFVOLDCDT = 0
3210 LOADCHANNEL = 0: DCDTCHANNEL = 0: CELLCHANNEL =0:

AXDCDTCHANNEL = 0
3220 VOLDCDTCHANNEL = 0: VINCHANNEL = 0: ACDTI CHANNEL =0:

ACDT2CHANNEL = 0
3230 DONE$ = "no"
3240 RETURN
3500
3510 '****************** Positions and Tags for the Data *********************
3520
3600 DATA 4, 2, "Filename:", "Enter the name of the file."
3610 DATA 4, 27, "Date:", "Enter today's date."
3620 DATA 4, 55, "Initials:", "Enter your initials."
3630 DATA 6, 10, "Weight:", "Weight of piston and accessories (kg)"
3640 DATA 6, 50, "Type:", "Compression (C) or Extension (E)"
3650 DATA 7, 10, "Sample Height:", "Sample height at setup (cm)"
3660 DATA 7, 50, "Sample Area:", "Sample area at setup (cmA2)"
3670 DATA 8, 10, "Piston Area:", "Area of the cell's piston (cmA2)"
3680 DATA 8, 50, "Membranes:", "Number, leave a space and thick or thin"
3690 DATA 9, 10, "Filter Strips:", "Filter strip perimeter (cm)"
3700 DATA 9, 50, "Area Corr.:", "Cylindrical (C) or parabolic (P)"
3710 DATA 12, 2, "DCDT:", "What is the zero for the AXIAL DCDT (v/v)?"
3720 DATA 12, 27, "", "Enter the CF for the AXIAL DCDT (cm/v/v)"
3730 DATA 12, 48, "", "Multiplexer channel for the DCDT"
3740 DATA 13, 2, "LOAD:", "What is the zero for the LOAD transducer (v/v)?"
3750 DATA 13, 27, "", "Enter the CF for the LOAD cell (kg/v/v)"
3760 DATA 13, 48, "", "Multiplexer channel for the LOAD cell"
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DATA
DATA
DATA
DATA
(v/v)?"

14, 2, "CELL:", "What is the zero for the CELL transducer (v/v)?"
14, 27, "", "Enter the CF for the CELL transducer (MPa/v/v)"
14, 48, "", "Multiplexer channel for the CELL transducer"
15, 2, ""Ax.DCDT:", "What is the zero for the AXIAL DCDT (vol) transducer

3770
3780
3790
3800

3810
3820
3830
3840
3850
3860
3870
3880
3890
3900
3910
3920
3930
3940
4000

390

DATA 15, 27, "", "Enter the CF for the AXIAL DCDT transducer(cmA3/v/v)"
DATA 15, 48 ,"", "Multiplexer channel for the AXIAL DCDT (vol) transducer"
DATA 16, 2, "Vol.DCDT:", "What is the zero for the VOLUME DCDT (v/v)?"
DATA 16, 27, "", "Enter the CF for the VOLUME DCDT(cmA3/v/v)"
DATA 16, 48, """Multiplexer channel for the VOLUME DCDT"
DATA 17, 2, "VIN:", "Leave this alone"
DATA 17, 27, "", "Leave this alone"
DATA 17, 48, "", "Multiplexer channel for the INPUT voltage"
DATA 18, 2, "ACDTl:", "What is the zero of the first ACDT (v)?"
DATA 18, 27, "", "Enter the CF of the first ACDT (cm/v)?"
DATA 18, 48, "", "Multiplexer channel for ACDTI"
DATA 19, 2, "ACDT2:", "What is the zero of the second ACDT (v)?"
DATA 19, 27, "", "Enter the CF of the second ACDT (cm/v)?"
DATA 19, 48, "", "Multiplexer channel for ACDT2?"
DATA 21, 30, "Done:", "Have you finished completing this form? (yes/no)"



Triaxial Testing Control Program - "MTEST.bas"

5 'Rev 6.1 04/14/98 Greg Da Re
10 '************************* "MTEST.BAS" *
20 ' ********* METRIC **********
30 'This program performs saturation and isotropic consolidation of the
40 'specimen with the option to check the B-value after every increment.
50
60 ' Revision 1 written by T. Sheahan to control stepper motors.
70 ' Revision 2 written by J.T. Germaine to control DC servo motors.
75 ' Revision 4 written by Greg Da Re to add feedback from ACDT's and PID control
76 ' Revision 5 converts all units to metric
77 ' Revision 6 written to use adaptive control and strain limit
80 ' Not for reproduction without the written permission of
90 ' G. Da Re or J.T Germaine of the MIT Geotechnical Laboratory.
100
110 'Hardware required
140 ' - Strawberrytree DAC
150 ' - the Sheahan ADC
160 ' - the MIT three axis controller with:
170 ' - channel 1 for axial force
180 ' - channel 2 for cell pressure
190 ' - channel 3 for pore pressure
200
210 '************************* Program start *
212
215 COMMON FILENAME$, DAT$, INITIALS$, TYPE$, WEIGHT, HO, AO, PISTAREA,

MEMBRANE$, FILTER, AREACORR$, ZLOAD, CFLOAD, ZDCDT, CFDCDT,
ZCELL, CFCELL, ZAXDCDT, CFAXDCDT, ZVOLDCDT, CFVOLDCDT, ACDT1,
CFACDT1, ACDT2, CFACDT2

216 COMMON LOADCHANNEL, DCDTCHANNEL, CELLCHANNEL,
AXDCDTCHANNEL, VOLDCDTCHANNEL

217 COMMON DUMMY1, DUMMY2, VINCHANNEL, ACDT1CHANNEL,
ACDT2CHANNEL

220 KEY OFF: FOR I = 1 TO 10: KEY I, "": NEXT I 'disable F-keys
224 COLOR 2,8
225 BLK$ = SPACE$(79) 'line eraser
226 H1$ = "TRANSDUCER READINGS in volts"
227 H2$= " Disp Cell Load Axial Volume Input Acdtl Acdt2"
228 H3$= " A.Stress Cell Back A.Strain V.Strain"
229 H4$ = " MPa MPa MPa % %"
230 Pl$ = "####.#": P2$= "###.##": P3$ "##.###": P4$ = "#.#####"
231 VO = AO * HO 'initial volume
235 CLS
236 VINREAD = 2 'period to read vin & update screen
237 VINFLAG = VINREAD 'input voltage counter
240 ENTERFLAG = 0 'trap for enter key
250 GOSUB 3890 'lock out keyboard
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GOSUB 4160 set enter key
A$= INKEY$
OSFLAG = 0
IF ENTERFLAG = 1 THEN GOTO 330
IF A$ <> CHR$(13) THEN GOTO 270
PRINT "Turn off both the NUMBER LOCK and CAPS LOCK keys";
GOTO 260
COLOR 3, 8
STEPTIME = I 'time for each motor

260
270
275
280
290
300
320
325
330
340

step in sec.
' calibrate steptime

345 COLOR 7,8
350 PRINT
360
370 '************* Set up arrays, variables and current reading ***************
380

'Set up the A/D converter
INTTIME = 21
'INTTIME= I 6+N where N=0
' N=0 I ms N=4

N=1 10 ms

'to specify the integration time of the A/D converter

100 ms
N=5 166.7 ms

N=2 16.7 ms N=6 300 ms
N=3 20 ms

can set a variable integration time using the EIS command
INTBIT = 13 'specify the bit precision INTBIT=(bit precision-7)
AD 1170 = 768 'the decimal I/O address of the A/D converter
MUX! = 776 'decimal I/O of channel selector
' corresponds to switch setting 00001
OUT AD 1170, 70: WAIT AD 1170, 1, 1 'set the default cali
OUT AD 1170 + 1, INTBIT 'load the data form
OUT AD 1170, 48: WAIT AD 1170, 1, 1 'lock in the data fo
OUT AD 1170, 176: WAIT AD 1170, 1, 1 'begin background

bration time
at into the 2nd byte
rmat loaded
calibration

'Set default values and flags
ROW = 2
TADJUST = 0 'to adjust time for a change in date during test
ENTERFLAG = 0 'for breaking a loop on the enter key
NUMCHANNELS = 8: MAXINCS = 25: STARTDATE$ = DATE$
DIM SHARED CELL(MAXINCS), BACK(MAXINCS), TIME(MAXINCS),
VOLTS(10)
DIM SHARED MFLAG$(3), CONTROL!(3), GAIN(5), MVOLTS(3)
GNDCHANNEL =15
REFCHANNEL = 14
OUT MUX!, GNDCHANNEL 'set input to AD 1170 to ground

700 'Setup DC servo motors
710 MOTORS! = 6928 'decimal I/O address of analog out card
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GOSUB 3750

390
400
410
405
420
430
440
450
460
470
474
475
480
490
500
520
530
540
560
570
620
630
640

650
665
666
670
680
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720 LOBITO! = 254: HIBITO! = 7 'decimal value for zero volts (+/-5 range)
730 LOBIT! = LOBITO!: HIBIT! = HIBITO!
735 STOPDEVICE! = 0 'variable to specify motors to stop;0=all
740 GOSUB 3110 stop all motors
745 OUT MOTORS! + 4, 7 'close relays and unlock motors
749
750 'Set gain values
760 GAIN(1) = 4! 'kg/volt-sec axial motor 1
770 GAIN(2) = .0004 cm/volt-sec axial motor 1
780 GAIN(3) = .0245 'MPa/volt-sec cell motor 2
790 GAIN(4)= .0392 'MPa/volt-sec pore motor 3
800 GAIN(5) = .4 ' cmA3/volt-sec pore motor 3
810 DEVICE!(1) = 14: CONTROL!(1) = 1 'set motor I to axial and load control
820 DEVICE!(2) = 13: CONTROL!(2) = I 'set motor 2 to cell and stress control
830 DEVICE!(3) = 11: CONTROL!(3) = I 'set motor 3 to pore and stress control
850 'Reminders and gain values; '0' at the end to signify initial value
860 CLS
890 CLS : GOSUB 4463 'data set and basic screen
895 COLOR 2,8
900 PRINT
910 PRINT " Please select the next phase of test:": PRINT : COLOR 3, 8
911 PRINT " 1. Undrained Isotropic Initial Stress 5. Ko Consolidation"
912 PRINT " 2. Drained Isotropic Stress Change 6. Stress Path Consolidation"
913 PRINT " 3. Hold State of Stress Constant 7. Undrained Shear"
914 PRINT " 4. Measure 'B' Value 8. End Program"
916 LOCATE 19, 1: PRINT BLK$: COLOR 2, 8
917 LOCATE 19, 1: INPUT " Enter OPTION number ", CHOICE$: COLOR 3, 8
918 CH = VAL(CHOICE$)
919 IF CH < I OR CH > 8 THEN GOTO 916
920 ON CH GOTO 930, 1100, 2054, 2142, 4700, 6210, 7210, 2120
921
930 '*************** Pressure-Up to get initial effective stress *
940
945 KEYFLAG = 0
950 LOCATE 23, 1: PRINT BLK$
955 PRINT "NOTE: Be sure the back pressure valves are closed"
960 INPUT "Initial pressure-up desired (yes or no) ? ", Z$
970 IF Z$ = "YES" OR Z$= "yes" THEN GOTO 990
980 IF Z$ = "no" AND Z$= "no" THEN GOTO 890 ELSE GOTO 960
990 CLS : GOSUB 4463 'read & basic screen
1000 LOCATE 16, 1
1001 INPUT "What cell pressure should be applied (MPa) ? ", NEWCELL
1002 LOCATE 16, 1: PRINT SPACE$(65)
1003 INPUT "What deviator load should be applied (kg) ? ", NEWLOAD
1020 MFLAG$(3) = "stop " 'turn off back pressure
1030 KEY(1) ON: ON KEY(1) GOSUB 2600
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1040 CLS : LOCATE 25, 1: PRINT BLK$
1050 LOCATE 25, 1: COLOR 3, 8: PRINT "<Fl> to end PRESSURE UP";
1060 LOCATE 25, 65: COLOR 19, 8: PRINT "PRESSURE UP"; : COLOR 3, 8
1065 GOSUB 4450 print screen
1066 PTRFLAG! = 1
1070 WHILE (KEYFLAG <> 1)
1080 GOSUB 2720
1090 WEND
1095 GOTO 890
1099
1100 '********************* Saturation/Consolidation *
1130
1140 CLS : GOSUB 4465 'readings and basic screen
1150 PRINT
1151 R = CSRLIN
1152 LOCATE 23, 1: PRINT BLK$
1160 COLOR 0, 7
1170 LOCATE R, 11
1180 PRINT "SATURATION/ISOTROPIC CONSOLIDATION INCREMENTS"
1190 COLOR 3, 8
1210 PRINT "Enter a '99' for cell pressure when finished."
1215 PRINT "Enter a '999' for cell pressure to return to MAIN MENU"
1220 NUMINCS = 0
1230 FOR I = 1 TO MAXINCS: CELL(I) = -1: BACK(I) = -1: TIME(I) = -1: NEXT I
1240 PRINT "Increment #"; TAB(20); "Cell"; TAB(40); "Back"; TAB(60); "Time (minutes)"
1250 WHILE (CELL(NUMINCS) <> 999 AND CELL(NUMINCS) <> 99 AND NUMINCS

<> MAXINCS)
1260 NUMINCS = NUMINCS + 1
1270 ROW = CSRLIN
1280 IF ROW < 24 THEN GOTO 1360
1290 I = 24 - NUMINCS
1300 LOCATE 18, 1
1310 FOR ROW = 19 TO 23
1320 PRINT ROW - 1; TAB(20); CELL(ROW - I); TAB(40);

BACK(ROW - I); TAB(60); TIME(ROW - I)
1330 NEXT ROW
1340 PRINT SPACE$(70)
1350 ROW= ROW - 1
1360 LOCATE ROW, 1: PRINT NUMINCS; TAB(20); : INPUT CELL(NUMINCS)
1370 IF CELL(NUMINCS) <0 THEN 1360
1380 IF CELL(NUMINCS) = 99 THEN 1250 'finished entering data
1385 IF CELL(NUMINCS) = 999 THEN 1250 'finished entering data
1390 LOCATE ROW, 40: PRINT ""; : INPUT BACK(NUMINCS)
1400 IF BACK(NUMINCS) < 0 THEN 1390
1410 IF BACK(NUMINCS) > CELL(NUMINCS) THEN 1390
1420 LOCATE ROW, 60: PRINT ""; : INPUT TIME(NUMINCS)
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1430 IF TIME(NUMINCS) < 1 THEN 1420
1440 IF NUMINCS = MAXINCS THEN PRINT "Max # increments ="; MAXINCS:

GOTO 1250
1450 WEND
1460 IF CELL(NUMINCS) =99 THEN NUMINCS = NUMINCS - 1
1465 IF CELL(NUMINCS)= 999 THEN GOTO 890
1480 CLS: PRINT
1490 PRINT "Increment #"; TAB(20); "Cell"; TAB(40); "Back"; TAB(60); "Time (minutes)"
1500 FOR I = 1 TO NUMINCS
1510 PRINT I; TAB(20); CELL(I); TAB(40); BACK(I); TAB(60); TIME(I)
1520 TIME(I) = TIME(I) * 60
1530 NEXT I
1540 LOCATE 24, 1
1550 INPUT "Is this schedule okay (yes or no) ?"; A$
1560 IF A$ = "yes" OR A$ = "YES" THEN 1580
1570 IF A$ = "no" OR A$ = "NO" THEN 1130 ELSE 1550
1580
1590 'Apply the increments (save pre-increment stresses)
1630 MFLAG$(3)= "go"
1650 INCR = 1 apply the large increments
1660 REM return point of loop
1661 CLS : GOSUB 4450 readings & basic screen
1665 PTRFLAG! = 1
1670 GOSUB 4160 enter flag for next increment
1675 GOSUB 4290 escape flag to abort increment
1680 COLOR 4, 8: LOCATE 25, 65: PRINT "SAT./CONSOL. "; COLOR 3, 8
1685 OLDCELL = CELL: OLDBACK = BACK
1686 LOCATE 16, 57: PRINT "Increasing Pressure"
1687 LOCATE 18, 57: PRINT "of Increment "; INCR
1690 DCELL = (CELL(INCR) - CELL) / 10
1695 DBACK = (BACK(INCR) - BACK) / 10
1700 INCTIME = TIMER: TADJUST = 0 'set the start time for the increment
1710 NEWCELL = OLDCELL: NEWBACK = OLDBACK
1720
1730 'Minor increment loop
1735 CTR = 0
1740 WHILE (ENTERFLAG = 0 AND CTR <> 10) 'Loop to apply the split increment
1745 CTR = CTR + 1
1746 LOCATE 17, 57: PRINT "for Step "; CTR
1750 NEWCELL = NEWCELL + DCELL: NEWBACK = NEWBACK + DBACK:

NEWLOAD =0
1760 IF CTR = 10 THEN NEWCELL = CELL(INCR): NEWBACK = BACK(INCR)
1770 GOSUB 2720
1775 IF ENTERFLAG <> 0 THEN GOTO 1800
1780 IF ABS(CELL - NEWCELL)> .000981 THEN GOTO 1770 'tolerance check
1790 'IF ABS(BACK-NEWBACK)>.000981 THEN GOTO 1770 'tolerance check
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IF ABS(LODE - NEWLOAD)> .1 THEN GOTO 1770 'tolerance check
WEND

'Monitors cell, pore and load
NEWTIME = TIMER
IF ENTERFLAG <> 0 THEN GOTO 1965
LOCATE 16, 57: PRINT "Holding pressure
WHILE (NEWTIME + TADJUST - INCTIME <= TIME(INCR) AND
ENTERFLAG = 0)

GOSUB 2720
NEWDATE$ = DATE$: IF NEWDATE$ <> STARTDATE$ THEN
GOSUB 3190
NEWTIME = TIMER
LOCATE 17,57
T! = INT((NEWTIME + TADJUST - INCTIME) / 60)
PRINT "for "; T!; " of "; INT(TIME(INCR) / 60); "MIN"

1795
1800
1850
1860
1870
1875
1876
1880

1890
1900

1910
1930
1935
1940
1950
1965
1966
1967
1968
1970
1980
1990
2000
2010
2012
2015
2017
2018
2019
2020
2022
2023
2024
2025
2030
2040
2050
2051
2052
2053
2054
2055
2060
2070

not enter key

'reset keys
'next increment
'abort the mission

' references
IF INCR = NUMINCS THEN GOTO 2054 ELSE INCR = INCR + 1: GOTO 1660

'Manage action on abort increment
KEY(19) OFF: KEY(20) OFF
GOSUB 3260
NUMINCS = NUMINCS - INCR + 1
FOR I = 1 TO NUMINCS

BACK(I) = BACK(INCR + I - 1)
TIME(I) = TIME(INCR + I - 1) / 60

NEXT I
GOTO 1480

'End of Saturation/Consolidation
CLS : GOSUB 3260 'take a set of readings
NEWCELL = CELL
NEWBACK = BACK
NEWLOAD = LODE
CLS : GOSUB 4450 'keep target values
PTRFLAG! = 1
GOSUB 4290
LOCATE 25, 65: COLOR 19, 8: PRINT "HOLD

'take readings
'# of increments left

STRESS"; : COLOR 3,8
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WEND
IF ENTERFLAG <> I THEN GOTO 1970
ENTERFLAG =0
KEY(19) ON: KEY(20) ON
GOTO 2010
IF ENTERFLAG = 2 THEN GOTO 2015
GOSUB 2142 'Do a B-value check
GOSUB 2720
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2080 WHILE (ENTERFLAG = 0)
2085 GOSUB 2720
2090 WEND
2092 GOTO 890
2100
2101 '*************************** End Program *************************
2102
2110 OUT MOTORS! + 4, 0 'Lock motors
2120 INPUT "Hit <Enter> to leave this program", Z$
2130 STOP: CLS
2140 END
2141
2142 '************************** B-Value Check ************************
2143
2144 GOSUB 2180
2145 GOTO 890
2180 FOR I = I TO 5: BEEP: NEXT I
2190 CLS : GOSUB 4450
2200 LOCATE 25, 65: COLOR 4, 8: PRINT "B-VALUE CHECK"; : COLOR 3, 8
2210 TIMER ON: ON TIMER(60) GOSUB 4230 'Time out ==> set flag
2220 GOSUB 4160 set enter flag
2221 GOSUB 4290 set escape flag
2222 PTRFLAG!=1
2230 WHILE (ENTERFLAG = 0)
2235 GOSUB 2720
2237 WEND
2238 TIMER OFF
2240 IF ENTERFLAG = 1 THEN GOTO 2270 measure B-value
2250 RETURN 'time up or escape key
2270 CLS : GOSUB 4465
2271 LOCATE 25, 65: COLOR 4, 8: PRINT "B-VALUE CHECK"; : COLOR 3, 8
2280 LOCATE 14, 1: INPUT "Enter cell pressure increment (MPa) to apply: ", CELLINCR
2290 INPUT "Close pore pressure valves,press <Enter>."; A$
2291 RETURNCELL = CELL: RETURNBACK = BACK 'pressures to return to at end
2295 GOSUB 4290 set escape flag
2296 LOCATE 14, 1: PRINT BLK$: PRINT BLK$
2300 GOSUB 4465 new readings
2301 PTRFLAG!=1
2302 LOCATE 12, 1: PRINT H3$;" B-value"
2303 ROW = CSRLIN
2304 LOCATE 21, 20: PRINT H1$: PRINT H2$;" B-value"
2310 ZROCELL = CELL: ZROBACK = BAC K ' start values for b-value
2320 MFLAG$(3) = "stop " 'LOCK BACKPRESSURE MOTOR
2360
2370 'This is a loop to do the B-value check
2400 NEWCELL = RETURNCELL + CELLINCR 'set the target cell pressure
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2405 TIMER ON: ON TIMER(120) GOSUB 4230
2410 WHILE (ENTERFLAG = 0)
2420 GOSUB 2720
2425 IF (CELL - ZROCELL) <= 0 THEN BVALUE = 0: GOTO 2440
2430 BVALUE = (BACK - ZROBACK) / (CELL - ZROCELL)
2440 PRINT USING "#.##"; BVALUE
2445 IF VINFLAG = 0 THEN LOCATE ROW, 57: PRINT USING "#.##"; BVALUE
2460 WEND
2480
2490 TIMER OFF
2491 LOCATE 12, 1: PRINT H3$;"
2492 FOR I = I TO 7: PRINT SPACE$(50): NEXT I
2493 ROW =13
2500 LOCATE 17, 50: PRINT "The final B-value is "; : PRINT USING "#.##"; BVALUE
2510 NEWCELL = RETURNCELL
2520 GOSUB 4160
2521 GOSUB 4290
2529 WHILE (ENTERFLAG = 0)
2530 GOSUB 2720
2540 WEND
2550 CLS : PRINT : PRINT
2560 INPUT "OPEN drainage valves and press <ENTER> "; A$
2570 MFLAG$(3) = "go"
2590 RETURN
2600
2610 'Set the flag
2630 'Needed to maintain the syntax of the ON KEY() statements
2650 KEYFLAG = 1
2660 RETURN
2720
2730 '*********************** Control the motors *
2740
2750 'The big control loop
2770 GOSUB 3270 'take a set of readings
2780
2790 'Calculate the difference between readings and target values
2800
2810 IF CONTROL!(1) = 1 THEN MVOLTS(1) = (NEWLOAD - LODE) GAIN(1)
2830 IF CONTROL!(3) = I THEN MVOLTS(3) = (NEWBACK - BACK) / GAIN(4)
2840 IF CONTROL!(3) = 2 THEN MVOLTS(3) = (NEWVOL - VOL) / GAIN(5)
2850 IF CONTROL!(2) = 1 THEN MVOLTS(2) = (NEWCELL - CELL) / GAIN(3)
2860 FOR I= 1 TO 3
2870 IF MFLAG$(I) = "stop " THEN MVOLTS(I) = 0
2872 IF MVOLTS(I) < -5 THEN MVOLTS(I) = -5
2873 IF MVOLTS(I) > 5 THEN MVOLTS(I) = 5
2880 NEXT I

398



Triaxial Testing Control Program - "MTEST.bas"

'IF MVOLTS(1) < 0 THEN GOTO 2917
'MVOLTS(1) = MVOLTS(1) * (-1) 'REVERSE TYPE 356 MOTOR
'OUT MOTORS! + 4, 15 'close relay #4
'GOTO 2930
'OUT MOTORS! + 4, 7 'open relay #4

' Calculate the bit output required for each motor
FOR I = 1 TO 3

BITS! = INT((MVOLTS(I) + 5) * 409.5)
HIBIT!(I) = INT(BITS! / 256)
LOBIT!(I) = BITS! - HIBIT!(I) * 256

NEXT I

2890
2900
2910
2915
2917
2920
2930
2950
2960
2970
2980
2990
3000
3010
3030
3040
3050
3060
3070
3080
3090
3100
3110
3130
3140
3150
3160
3170
3190
3200
3220
3230
3240
3250
3260
3270
3290
3300
3310
3320
3330
3350
3370
3380
3390
3400

'loop over motors
'set voltage register

'activate motor
'close register

'run time

'zero register

'stop required motors
'close register

' Adjust for change in date in test
'TADJUST = 86400! - INCTIME + TADJUST
' INCTIME = 0: 'won't need this anymore after the first adjustment
'STARTDATE$ = DATE$
'RETURN

'Take a set of readings and convert to engineering units
'This routine takes the transducer readings from NUMCHANNELS number
'of channels and converts volts to engineering units.
'The input voltage should only be checked periodically.
'Automatic background calibration is enabled whenever this
'routine is not active.
OUT AD 1170, 184: WAIT AD 1170, 1, 1 'disable the background calibration
FOR L = I TO NUMCHANNELS 'all channels plus ground
CHANNEL = (L - 1)
OUT MUX!, CHANNEL 'select the mux channel
IF VINFLAG = VINREAD AND L = VINCHANNEL THEN GOTO 3600

399

'Move the motors
FOR I = 1 TO 3

OUT MOTORS!, LOBIT!(I)
OUT MOTORS! + 1, HIBIT!(I)
OUT MOTORS! + 2, DEVICE!(I)
OUT MOTORS! + 2,255

NEXT I
FOR I = 1 TO STEPINC: NEXT I

' Stop motors
OUT MOTORS!, LOBITO!
OUT MOTORS! + 1, HIBITO!
OUT MOTORS! + 2, STOPDEVICE!
OUT MOTORS! + 2, 255
RETURN
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IF L = VINCHANNEL THEN GOTO 3490 'skip the loop and keep old value
OUT AD] 170, INTTIME: WAIT AD 1170, 1, 1' conversion using preset time
OUT MUX!, GNDCHANNEL ground the input to the AD] 170

' Read the three data bytes
LOWBYTE = INP(ADI 170 + 1): MIDBYTE = INP(AD 1170 + 2):
HIBYTE = INP(AD 170+3)
CTS = LOWBYTE + 256 * MIDBYTE + 65536! * HIBYTE 't
VTS = (CTS * 10 / 2 A (INTBIT + 7) - 5) c

otal number of bits
onvert to volts

3410
3420
3430
3435
3440
3450

3460
3470
3480
3485
3490
3492
3495
3500
3510

3520
3540 'Convert to engineering units
3555 DISP = (VOLTS(DCDTCHANNEL) / VOLTS(VINCHANNEL) - ZDCDT) * CFDCDT
3556 OSDISPI = (VOLTS(ACDTICHANNEL) - ACDTI) * CFACDT1
3557 OSDISP2 = (VOLTS(ACDT2CHANNEL) - ACDT2) * CFACDT2
3560 CELL = ((VOLTS(CELLCHANNEL) / 10!) / VOLTS(VINCHANNEL) - ZCELL)

*CFCELL
3565 BACK = ((VOLTS(PORECHANNEL) / 10) / VOLTS(VINCHANNEL) - ZPORE)

*CFPORE * 0!
3566 AX = (VOLTS(DCDTCHANNEL) / VOLTS(VINCHANNEL) - ZDCDT)

*CFAXDCDT
3570 LODE = ((VOLTS(LOADCHANNEL) / 10!) / VOLTS(VINCHANNEL) - ZLOAD)

*CFLOAD - PISTAREA * CELL + WEIGHT
3575 VOLU = (VOLTS(VOLDCDTCHANNEL) / VOLTS(VINCHANNEL) - ZVOLDCDT)

*CFVOLDCDT
3576 OSSTRAIN = ((OSDISP1 + OSDISP2) / 2) / 5.08
3580 VOLSTRN =-(VOLU + AX) / VO
3581 DCDTSTRAIN = DISP / HO
3582 AREA = (VO - (VOLU + AX)) / (HO - DISP)
3584 STRESS = (LODE / (AREA / 100 A 2) * 9.81 / 1000000) + CELL
3585 'Check to see if ACDT's are out of range
3586 IF OSSTRAIN < .02 THEN STRAIN = OSSTRAIN
3587 IF OSSTRAIN < .02 THEN ZERODCDT = (VOLTS(DCDTCHANNEL) /

VOLTS(VINCHANNEL)) - (OSSTRAIN * HO / CFDCDT)
3590 IF OSSTRAIN >= .02 THEN STRAIN = ((VOLTS(DCDTCHANNEL) /

VOLTS(VINCHANNEL) - ZERODCDT) * CFDCDT) / HO
3591 IF OSSTRAIN >= .02 THEN OSFLAG = 1

400

VOLTS(L) = VTS
IF VINFLAG = -1 AND L = VINCHANNEL THEN VOLTS(L) = VOLTS(L) + 5
NEXT L
OUT AD 1170, 176: WAIT AD 1170, 1, 1 're-enable background calibration
VINFLAG = VINFLAG + 1
LOCATE 23, 1: PRINT SPACE$(80);
LOCATE 23, 1: PRINT USING "##.##### "; VOLTS(DCDTCHANNEL);
VOLTS(CELLCHANNEL) / 10!; VOLTS(LOADCHANNEL) / 10!;
VOLTS(AXDCDTCHANNEL); VOLTS(VOLDCDTCHANNEL);
VOLTS(VINCHANNEL); VOLTS(ACDT1 CHANNEL); VOLTS(ACDT2CHANNEL);
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3595 'GOSUB 4500
3599 RETURN
3600
3610 'Nested subroutine to check the input voltage of the transducers
3620 OUT MUX!, REFCHANNEL 'set mux to AD 1170 reference volta
3630 OUT AD] 170, 112: WAIT AD 1170, 1, 1 'measure the null signal
3640 OUT AD 1170, 120: WAIT AD 1170, 1, 1 'enable the null
3650 OUT MUX!, CHANNEL 'set mux to input voltage channel
3660 OUT AD 1170, INTTIME: WAIT AD1170, 1, 1' convert using preset time
3670 OUT AD 1170, 128: WAIT AD 1170, 1, 1 'disable the null
3680 VINFLAG = -1 'reset the flag
3684 IF PTRFLAG! = 0 THEN GOTO 3430 .' no time display
3685 GOSUB 4500
3686 ROW = ROW + 1: IF ROW = 20 THEN ROW =13
3690 LOCATE ROW + 1, 1: PRINT SPACE$(50)
3700 LOCATE ROW, 1: PRINT USING " ###.###"; STRESS; CELL; BACK; STRAIN

*100; VOLSTRN * 100
3730 GOTO 3430

'Set counter for delay loop
I = 1
ON TIMER(1) GOSUB 3810
TIMER ON
I = I + 1: GOTO 3800
STEPINC = (I / 2) * STEPTIME
TIMER OFF
RETURN 3850

ge

' 1 second sample

'Generic return center
RETURN

'Subroutine to set soft function keys
KEY 15, CHR$(0) + CHR$(&H45)
KEY 16, CHR$(0) + CHR$(&H3A)
KEY 17, CHR$(0) + CHR$(70)
KEY 18, CHR$(12) + CHR$(83)
KEY 19, CHR$(0) + CHR$(&HIC)
KEY 20, CHR$(0) + CHR$(&H1)
ON KEY(1) GOSUB 4380
ON KEY(2) GOSUB 4390
ON KEY(3) GOSUB 4400
ON KEY(10) GOSUB 4410
ON KEY(15) GOSUB 3870
ON KEY(16) GOSUB 3870
ON KEY(17) GOSUB 3870
ON KEY(18) GOSUB 3870

'control break
'reset sequence
'ENTER key
'ESC key
'/
'/
'\ motor stop/start keys

401

3740
3750
3770
3780
3790
3800
3810
3820
3830
3840
3850
3870
3880
3890
3910
3920
3930
3940
3950
3960
3970
3980
3990
4000
4010
4020
4030
4040
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4050 ON KEY(19) GOSUB 4100
4060 ON KEY(20) GOSUB 4230
4070 FOR I = 15 TO 19: KEY(I) ON: NEXT I
4080 RETURN
4090
4100 'Generic ENTER deactivation
4120 ENTERFLAG = 1
4130 KEY(19) OFF
4135 KEY(20) OFF
4140 RETURN
4150
4160 'Generic enter activation
4175 LOCATE 25, 1
4176 COLOR 23, 8
4180 PRINT "<ENTER> to continue"
4190 ENTERFLAG = 0
4200 KEY( 19) ON
4210 RETURN
4220
4230 'Generic ESCAPE deactivation
4240
4250 ENTERFLAG = 2
4260 KEY(20) OFF
4265 KEY(19) OFF
4270 RETURN
4280
4290 'Generic ESCAPE activation
4305 LOCATE 25, 20
4306 COLOR 2, 8
4310 PRINT "<ESC> to abort";
4315 COLOR 3, 8
4320 ENTERFLAG = 0
4330 KEY(20) ON
4340 RETURN
4350
4360 'Toggle to turn on and off motors with F-keys
4370
4380 11 = 1: GOTO 4420
4390 II = 2: GOTO 4420
4400 11= 3: GOTO 4420
4410 FOR 11= 1 TO 3: GOSUB 4420: NEXT II
4420 IF MFLAG$(II) = "start" THEN MFLAG$(II)= "stop "ELSE MFLAG$(II)= "start"
4430 RETURN
4440
4450 'Print basic screen and collect readings
4461 LOCATE 11, 1: COLOR 2, 8: PRINT H3$: COLOR 3, 8: PRINT H4$
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4462
4463
4465
4470
4480
4490
4500
4502
4503
4504
4510
4515
4520

4525
4530
4535
4540
4542
4544
4550
4551
4560
4565
4566
4570
4575
4580
4585
4586
4590
4595
4600
4602
4604
4610
4611
4620
4625
4630
4632
4634
4640
4641
4650
4655

PRINT " Cell
PRINT USING
PRINT USING
PRINT USING

= "; : PRINT USING P2$; CELL; : PRINT " MPa.
P2$; NEWCELL; : PRINT " MPa ";

P3$; GAIN(3); : PRINT " MPa/volt-sec ";

P3$; MVOLTS(2); : PRINT " volts"

PRINT " Pore = "; : PRINT USING P2$; BACK; : PRINT" MPa
PRINT USING P2$; NEWBACK; : PRINT " MPa ";

IF CONTROL!(3) <> 1 THEN GOTO 4610
PRINT USING P3$; GAIN(4); : PRINT " MPa/volt-sec ";

PRINT USING P3$; MVOLTS(3); : PRINT " volts";
PRINT

PRINT " A.Strain= ";: PRINT USING P3$; STRAIN * 100;
PRINT USING P2$; NEWSTRAIN * 100; : PRINT " %
IF CONTROL!(1) <> 2 THEN GOTO 4640
PRINT USING P3$; GAIN(2); : PRINT" cm/volt-sec ";

PRINT USING P4$; MVOLTS(l); : PRINT " volts";
PRINT

PRINT " %
"t;

PRINT " V.Strain= "; : PRINT USING P2$; VOLSTRN * 100; : PRINT " %
PRINT USING P2$; NEWVOLSTRN * 100; : PRINT " % ;

403

ROW = CSRLIN
COLOR 2, 8: LOCATE 21, 20: PRINT H l$: COLOR 3, 8: PRINT H2$
PTRFLAG! =0
VINFLAG = VINREAD 'get an initial input voltage
GOSUB 3260 'get readings and convert to eng.

' Print screen only
LOCATE 1, 1
FOR I = I TO 10: PRINT BLK$: NEXT I
LOCATE 1, 1
PRINT
COLOR 2, 8
PRINT " CURRENT READINGS TARGET VALUES GAIN RATES
CONTROL SIGNALS"
COLOR 3, 8
PRINT " A.Load = "; : PRINT USING P2$; LODE; : PRINT" kg ";

PRINT USING P2$; NEWLOAD; : PRINT " kg
IF CONTROL!(l) <> I THEN GOTO 4550
PRINT USING P3$; GAIN(1); : PRINT " kg/volt-sec ";

PRINT USING P3$; MVOLTS(1); : PRINT " volts";
PRINT

PRINT " A.Stress= "; : PRINT USING P2$; STRESS; : PRINT" MPa
PRINT USING P2$; NEWSTRESS; : PRINT " MPa "

" I;

" I;
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4660 IF CONTROL!(3) <> 2 THEN GOTO 4670
4662 PRINT USING P3$; GAIN(5); : PRINT " cmA3/volt-sec
4664 PRINT USING P3$; MVOLTS(3);: PRINT " volts";
4670 'PRINT
4671 IF OSFLAG = 0 THEN COLOR 2, 8: PRINT "TEST NUMBER: "; : COLOR 3, 8:

PRINT FILENAME$
4674 IF OSFLAG = 1 THEN COLOR 4, 8: PRINT "TEST NUMBER: "; : COLOR 3, 8:

PRINT FILENAME$
4680 RETURN
4699
4700 ' Ko Consolidation *
4701
4710 CLS : GOSUB 4463
4720 ROW=11
4730 COLOR 0, 7: LOCATE ROW, 11
4740 PRINT "Ko Consolidation Parameter Selection"
4750 COLOR 3, 8
4760 PRINT "This algorithm will apply a constant axial strain rate and"
4770 PRINT "adjust the cell pressure to maintain a constant area"
4780 PRINT "Please verify the following values:"
4790 PRINT " - Current specimen height = "; HO - DISP
4800 PRINT " - Current specimen area = "; AREA
4810 PRINT "If these values are not correct you must modify the initial"
4820 PRINT "specimen dimensions in the setup program"
4830 LOCATE 19, 10: PRINT SPACE$(50)
4840 LOCATE 19, 10: COLOR 4, 8: INPUT "Is it okay to continue (yes or no) ", A$
4845 COLOR 3, 8
4850 IF A$ = "no" THEN GOTO 890
4860 IF A$ <> "yes" THEN GOTO 4830
4870 FOR I = ROW + I TO ROW + 9: LOCATE I, 1: PRINT BLK$: NEXT I
4875 LOCATE ROW + 1, 1
4880 PRINT "Enter the axial strain rate (%/hr)"
4890 PRINT" - positive for consolidation"
4900 INPUT" - negative for swelling "; STRAINRATE
4910 MVOLTS(1) = STRAINRATE / 360000! * HO / GAIN(2)
4915 COLOR 20, 8
4920 IF ABS(MVOLTS()) < .05 THEN PRINT "This rate is too slow for the gear setting":

COLOR 3, 8: GOTO 4950
4925 COLOR 20, 8
4930 IF ABS(MVOLTS()) > 4.9 THEN PRINT "This rate is too fast for the gear setting":

COLOR 3, 8: GOTO 4950
4940 GOTO 5010: COLOR 3,8
4950 PRINT "You must change the rate or return to setup program"
4960 LOCATE 19, 10: PRINT SPACE$(50)
4970 LOCATE 19, 10: INPUT "Do you want to change rate (yes or no) ", A$
4980 IF A$ = "no" THEN GOTO 890
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4990 IF A$ <> "yes" THEN GOTO 5010
5000 GOTO 4870
5010 FOR I = ROW + 1 TO ROW + 9: LOCATE I, 1: PRINT BLK$: NEXT I
5020 LOCATE ROW + 1, 1
5025 COLOR 3, 8
5030 INPUT "Enter the final axial EFFECTIVE Stress (ksc) "; NEWSTRESS
5035 NEWSTRESS = NEWSTRESS + BACK
5040 DEL = NEWSTRESS - STRESS
5050 IF DEL * STRAINRATE <0 THEN PRINT " Stress not compatible with rate"
5060 LOCATE 19, 10: PRINT SPACE$(50)
5070 LOCATE 19, 10: INPUT "Is it okay to continue (yes or no) ", A$
5080 IF A$ = "no" THEN GOTO 890
5083
5085 'Prepare to start Ko loading
5086 CONTROL!(1) = 2
5087 CONTROL!(2) = 2 'displacement control
5088 STOPDEVICE! = 1 'keep axial moving
5089 NEWCELL = 0 'for display only
5090 CLS : GOSUB 4450 'setup screen
5091 LOCATE 25, 65: COLOR 19, 8: PRINT "Ko CONSOLIDATION"; : COLOR 3, 8
5093 XMV1 = MVOLTS(1)
5094 PTRFLAG! = 1
5095 DELT = .1 / STRAINRATE * 3600 'sec for .1% strain
5096 LOCATE 16, 57: PRINT "Target rate ="; STRAINRATE; "%/hr"
5105 STRTSTRAIN = STRAIN
5125 GOSUB 4290 'set esc key
5135 STRNO = STRAIN: TO = TIMER
5150 WHILE (ENTERFLAG =0)
5155 MVOLTS(1) = XMV1
5160 MVOLTS(2) = (AREA - AO) * (HO - DISP) / GAIN(5)
5170 GOSUB 2720
5172 IF VINFLAG <> 0 THEN GOTO 5180
5173 TINC = TIMER - TO
5174 IF TINC <= 0 THEN GOTO 5180
5175 LOCATE 17, 57: PRINT "Current rate ="; (STRAIN - STRNO) / TINC

* 360000!
5176 STRNO = STRAIN: TO = TIMER
5180 IF STRAINRATE * (NEWSTRESS - STRESS) <= 0 THEN ENTERFLAG =3
5182 WEND
5183 TIMER OFF
5185 IF ENTERFLAG = I THEN GOSUB 6000: GOTO 5105 'adj. rate
5190 CONTROL!(1) = I 'stress control
5200 CONTROL!(2) = 1
5205 STOPDEVICE! = 0 stop all motors
5210 GOSUB 3110
5215 IF ENTERFLAG = 2 THEN GOTO 890
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5220 GOTO 2054 ' hold stress
5999
6000 'Adjust voltage for constant rate
6005 GOSUB 4470 get current readings
6010 TIMER OFF
6012 IF ABS(STRAIN - STRTSTRAIN) < .0005 THEN GOTO 6020
6015 MVOLTS(1) = MVOLTS(1) * STRAINRATE / 360000! (STRAIN - STRTSTRAIN) *

DELT
6020 STRTSTRAIN = STRAIN
6025 RETURN
6200
6210 '********************* Stress Path Consolidation ***********************
6220
6230 CLS : GOSUB 4463
6240 ROW = CSRLIN + 1
6250 COLOR 0, 7: LOCATE ROW, 11
6260 PRINT "Stress Path Consolidation Parameter selection"
6270 COLOR 3, 8
6280 PRINT "This algorithm will apply a constant axial strain rate and"
6290 PRINT "adjust the cell pressure to follow a linear stress path"
6300 PRINT "Please verify the following values:"
6310 PRINT " - Current specimen height = "; HO - DISP
6320 PRINT " - Current specimen area = "; AREA
6330 PRINT "If these values are not correct you must modify the initial"
6340 PRINT "specimen dimensions in the setup program"
6350 LOCATE 20, 10: PRINT SPACE$(50)
6360 LOCATE 20, 10: COLOR 4, 8: INPUT "Is it okay to continue (yes or no) ", A$
6365 COLOR 3, 8
6370 IF A$ = "no" THEN GOTO 890
6380 IF A$ <> "yes" THEN GOTO 6350
6390 FOR I = ROW + I TO ROW + 9: LOCATE 1, 1: PRINT BLK$: NEXT I
6400 LOCATE ROW + 1, 1
6410 PRINT "Enter the axial strain rate (%/hr):"
6420 PRINT " - positive for consolidation"
6430 INPUT" - negative for swelling "; STRAINRATE
6440 MVTS1 = STRAINRATE / 360000! * HO / GAIN(2)
6445 COLOR 20, 8
6450 IF ABS(MVTS1) < .05 THEN PRINT "This rate is too slow for the gear setting":

COLOR 3, 8: GOTO 6480
6455 COLOR 20, 8
6460 IF ABS(MVTS1) > 4.9 THEN PRINT "This rate is too fast for the gear setting":

COLOR 3, 8: GOTO 6480
6470 GOTO 6540
6480 PRINT "You must change the rate or return to setup program"
6490 LOCATE 19, 10: PRINT SPACE$(50)
6500 LOCATE 19, 10: INPUT "Do you want to change rate (yes or no) ", A$
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6510
6520
6530
6540
6550
6551
6552
6553
6554
6555
6556
6557
6558
6559
6560
6561
6562
6563
6564
6565
6566
6567
6570
6571
6572
6573
6580
6590
6600
6610
6605
6620
6630
6640
6650
6660
6662
6664
6670
6680
6700
6710
6720
6730
6740
6750

'Prepare to start loading
CONTROL!(1) = 2
CONTROL!(2) = I
STOPDEVICE! = I

'displacement control
'stress control
'keep axial moving

NEWBACK = BACK
STRTSTRESS = STRESS
STRTCELL = CELL
CLS : GOSUB 4450 'setup screen
LOCATE 25, 65: COLOR 19, 8: PRINT "Drained STS Path"; : COLOR 3, 8
PTRFLAG! = 1
DELT = .1 / STRAINRATE * 3600 'sec for .1% strain
LOCATE 16, 57: PRINT "Target rate ="; STRAINRATE; "%/hr"
IF DELT > 86400! THEN DELT = 86400!
STRTSTRAIN = STRAIN
GOSUB 4290 'set escape key

407

IF A$ = "no" THEN GOTO 890
IF A$ <> "yes" THEN GOTO 6540
GOTO 6390
FOR I = ROW + I TO ROW + 9: LOCATE I, 1: PRINT BLK$: NEXT I
LOCATE ROW + 1, 1
COLOR 3, 8
INPUT "Enter the final axial EFFECTIVE stress (ksc) "; NEWSTRESS
INPUT "Enter the final radial EFFECTIVE stress (ksc) "; NEWHSTRESS
ALTFLAG = 0
NEWSTRESS = NEWSTRESS + BACK
NEWHSTRESS = NEWHSTRESS + BACK
DELV = NEWSTRESS - STRESS
DELH = NEWHSTRESS - CELL
IF DELV = 0 THEN GOTO 6562
SLOPE = DELH / DELV
IF ABS(SLOPE) < 1.5 THEN GOTO 6570
ALTSLOPE = DELV / DELH
STRESSREF = STRESS - ALTSLOPE * CELL
PRINT : PRINT " Stress slope = "; ALTSLOPE
PRINT" Axial reference stress = "; STRESSREF
ALTFLAG =I

GOTO 6573
CELLREF = CELL - SLOPE * STRESS
PRINT : PRINT" Stress slope = "; SLOPE
PRINT" Horizontal reference stress = "; CELLREF
STPLIMIT = DELV A 2 + DELH A 2
IF DELV * STRAINRATE < 0 THEN PRINT "Stress may not be compatiable with rate"
LOCATE 19, 10: PRINT SPACE$(50)
LOCATE 19, 10: INPUT "Is it okay to continue (yes or no) ", A$
IF A$ = "no" THEN GOTO 890
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6780 STRNO = STRAIN: TO = TIMER
6800 WHILE (ENTERFLAG =0)
6810 MVOLTS(1) = MVTS1
6820 IF ALTFLAG = 0 THEN NEWCELL = CELLREF + SLOPE * STRESS
6825 IF ALTFLAG = I THEN NEWCELL = CELL - (STRESSREF + (ALTSLOPE *

CELL) - STRESS) / ALTSLOPE
6830 GOSUB 2720
6840 IF VINFLAG <> 0 THEN GOTO 6890
6850 TINC = TIMER - TO
6860 IF TINC <= 0 THEN GOTO 6890
6870 LOCATE 17, 57: PRINT "Current rate ="; (STRAIN - STRNO) / TINC

* 360000!
6880 STRNO = STRAIN: TO = TIMER
6890 IF (((STRESS - STRTSTRESS)^A 2 >= DELV A 2) OR ((CELL - STRTCELL)

A 2 >= DELH A 2)) THEN ENTERFLAG = 3
6900 WEND
6905 NEWCELL = NEWHSTRESS
6906 NEWLOAD = (NEWSTRESS - NEWCELL) * AREA
6910 TIMER OFF
6920 IF ENTERFLAG = I THEN GOSUB 7000: GOTO 6740
6930 CONTROL!(1) = 1 'stress control
6940 CONTROL!(2) = 1
6950 STOPDEVICE! = 0 'stop all motors
6960 GOSUB 3110
6970 IF ENTERFLAG = 2 THEN GOTO 890
6980 GOTO 2054 'hold stress
6990
7000 'Adjust voltage for constant ratio
7020 GOSUB 4470 'get current readings
7030 TIMER OFF
7040 IF ABS(STRAIN - STRTSTRAIN)< .0005 THEN GOTO 7060
7050 MVOLTS(1) = MVOLTS(1) * STRAINRATE / 360000! / (STRAIN - STRTSTRAIN)

* DELT
7060 STRTSTRAIN = STRAIN
7070 RETURN
7200
7210 '*********************** Undrained Shear ****************************
7220
7230 CLS : GOSUB 4463
7240 ROW = CSRLIN + 1
7250 COLOR 0, 7: LOCATE ROW, 11
7260 PRINT "Undrained Shear Parameter Selection"
7270 COLOR 3, 8
7280 PRINT "This algorithm will apply a constant axial strain rate,
7290 PRINT "holds the cell pressure constant and turn off back pressure"
7300 PRINT "Please verify the following values:"
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7310 PRINT " - Current specimen height = "; HO - DISP
7320 PRINT " - Current specimen area = "; AREA
7330 PRINT "If these values are not correct you must modify the initial"
7340 PRINT "specimen dimensions in the setup program."
7350 LOCATE 20, 10: PRINT SPACE$(50)
7360 LOCATE 20, 10: COLOR 4, 8: INPUT "Is it okay to continue (yes or no) ", A$:

COLOR 3, 8
7370 IF A$ = "no" THEN GOTO 890
7380 IF A$ <> "yes" THEN GOTO 7350
7390 FOR I = ROW + 1 TO ROW + 10: LOCATE I, 1: PRINT BLK$: NEXT I
7400 LOCATE ROW + 1, 1
7410 PRINT "Enter the axial strain rate (%/hr):"
7420 PRINT " - positive for compression "
7430 INPUT " - negative for extension "; STRAINRATE
7435 INPUT "Enter the name of the file to store voltages:", FILE$
7436 OPEN FILE$ FOR OUTPUT AS #2
7440 MVTS I = STRAINRATE / 360000! * HO / GAIN(2)
7445 COLOR 20, 8
7450 IF ABS(MVTS1) < .01 THEN PRINT "This rate is too slow for the gear setting":

COLOR 3, 8: GOTO 7480
7455 COLOR 20, 8
7460 IF ABS(MVTS1) > 4.9 THEN PRINT "This rate is too fast for the gear setting": COLOR

3, 8: GOTO 7480
7470 GOTO 7540
7480 PRINT "You must change the rate or return to setup program"
7490 LOCATE 19, 10: PRINT SPACE$(50)
7500 LOCATE 19, 10: INPUT "Do you want to change rate (yes or no) ", A$
7510 IF A$ = "no" THEN GOTO 890
7520 IF A$ <> "yes" THEN GOTO 7540
7530 GOTO 7390
7540 FOR I = ROW + I TO ROW + 9: LOCATE I, 1: PRINT BLK$: NEXT I
7550 LOCATE ROW + 1, 1
7555 COLOR 3, 8
7560 INPUT "Enter the axial strain (%) limit:"; STRAINLIMIT
7590 LOCATE 19, 10: PRINT SPACE$(50)
7600 LOCATE 19, 10: INPUT "Is it okay to continue (yes or no) ", A$
7610 IF A$ = "no" THEN GOTO 890
7615
7620 'Prepare to start shearing
7625 IF (STRAINRATE = 12) THEN INTTIME = 18
7626 'INTTIME = 18
7630 CONTROL!(1) = 2 'displacement control
7640 CONTROL!(2) = 1 'stress control
7650 STOPDEVICE! = I 'keep axial motor moving
7655 ZVOLDCDT = VOLTS(VOLDCDTCHANNEL) / VOLTS(VINCHANNEL)
7660 MVOLTS(1) = MVTS1
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7670 CLS : GOSUB 4450 'setup screen
7680 LOCATE 25, 65: COLOR 19, 8: PRINT "Undrained Shear "; COLOR 3, 8
7690 TIME$ = "0:00"
7700 PTRFLAG! = 1
7720 LOCATE 14, 57: PRINT "Target rate ="; STRAINRATE; "%/hr"
7740 STRTSTRAIN = STRAIN
7750 GOSUB 4290 'set esc key
7760 STRNO = STRAIN: TO = TIMER: DCDTSTRNO = DCDTSTRAIN
7765 DERROR = 0!: SUMERROR = 0!
7767 SUMDCDTSR = 0: COUNT = 0
7770 C = .25
7775 GAIN(3)=.006
7780 Ki = 750 'proportional control (P)
7785 K2 = 100 'integration control (I)
7790 K3 = 4000 'derivative control (D)
7795 L = 5.08
7800 WHILE (ENTERFLAG = 0)
7805
7810 'P-I-D Control Algorithm
7820 GOSUB 2730 'takes readings then controls motors
7825 T = TIMER
7830 TINC = T - TO
7835 CURRENT = (STRAIN - STRNO) / TINC * 360000!
7840 DCDTCURRENT = (DCDTSTRAIN - DCDTSTRNO) / TINC * 360000!
7842 IF ((STRAIN - STRTSTRAIN) >= .015 AND (STRAIN - STRTSTRAIN) < .02)

THEN
7843 SUMDCDTSR = SUMDCDTSR + DCDTCURRENT
7844 COUNT = COUNT + 1
7845 AVGDCDTSR = (SUMDCDTSR / COUNT)
7846 END IF
7848 IF (STRAINRATE = 12) THEN
7850 IF (STRAIN - STRTSTRAIN)> .0002 THEN

KI = 1000: K2 = 25: K3 = 500
7851 ELSE
7852 IF (STRAIN - STRTSTRAIN)> .00002 THEN

KI = 1000: K2= 25: K3 = 500
7853 END IF
7855 IF (STRAIN - STRTSTRAIN)> .01 THEN KI = 100: K2 = 12.5: K3 = 100:

INTTIME = 21
7860 IF (STRAIN - STRTSTRAIN) >= .02 THEN L = HO: C = .9 'at 2% strain switch

to DCDT control
7865 IF (STRAIN - STRTSTRAIN)> .025 THEN KI = 20: K2= .025: K3 = 100
7870 DISPT = (STRAINRATE / 360000! * TINC) * L
7880 DISPA = (STRAIN - STRNO) * L
7881 'IF (STRAIN - STRTSTRAIN) >= .02 THEN DISPA = DISPA / STRAINRATE

/AVGDCDTSR)
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7882 PREVERROR = DERROR
7884 DERROR = (DISPT - DISPA)
7886 SUMERROR = (C * SUMERROR) + DERROR
7888 DIFF = (DERROR - PREVERROR)
7890 DELTA = (KI * DERROR) + (K2 * SUMERROR) + (K3 * DIFF)
7900 'IF (STRAIN - STRTSTRAIN) >= .02 THEN DELTA = 0
7902 MVOLTS(1) = MVOLTS(1) + DELTA
7903 IF MVOLTS(1) <= 0 THEN MVOLTS(1)= 0!
7904 STRNO = STRAIN: TO = T: DCDTSTRNO = DCDTSTRAIN
7906
7908 'Print calculation results
7910 LOCATE 11, 57: PRINT "TIME="; TIME$
7912 LOCATE 12, 57: PRINT "INTTIME ="; INTTIME
7914 LOCATE 13, 57: PRINT "VINFLAG ="; VINFLAG
7915 LOCATE 14, 57: PRINT "DCDT Rate ="; DCDTCURRENT
7916 LOCATE 15, 57: PRINT "Current rate ="; CURRENT
7918 LOCATE 16, 57: PRINT "P:"; KI
7920 LOCATE 17, 57: PRINT "I:"; K2
7922 LOCATE 18, 57: PRINT "D:"; K3
7924 LOCATE 19, 57: PRINT "AVG:"; AVGDCDTSR
7926 LOCATE 20, 57: PRINT "Motor Voltage:"
7928 LOCATE 21, 57: PRINT USING P4$; MVOLTS(1): LOCATE 21, 66:

PRINT "volts"
7930 IF STRAIN <= .05 THEN PRINT #2, STRAIN, CURRENT, LODE,

MVOLTS(1)
7940 IF STRAIN >= (STRAINLIMIT / 100) THEN ENTERFLAG =3
8000 WEND
8005 PRINT #2, AVGDCDTSR
8010 TIMER OFF
8020 CLOSE #2
8025 INTTIME = 21
8030 CONTROL!(1) = 1 'stress control
8040 CONTROL!(2) = 1
8050 STOPDEVICE! = 0 'stop all motors
8060 GOSUB 3110 'stops the motors
8070 IF ENTERFLAG = 2 THEN GOTO 890
8080 GOTO 2040 'hold stress
9000
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SUMMARY OF FROZEN TESTING PROGRAM
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Frozen Test Summary. Part 1: Test Conditions

N/A N/A N/A N/A 0.061 No shear data
N/A N/A N/A ' N/A NA o shear data

S -10 -10.51 0.19 0.050 Oscillations
S -10 1046 0A6 d.s66 Poor strain rate control
I .1n .1n a7 n 1k rn n I Ponr strain rata control

IVM -Iu -I.10

M -10 -9.26
M -10 -9.17

-9.12

-9.12
-9.3
-8.85

-U.04

-0.05

-0 .06
-0.05
n nQ

u.ulo uoscurea upper yieta
0.01 Obscured upper yield
0.116
0.22
0.015
0.095 Obscured upper yield
n 1 q! Pnnr qtrnin rqtn cnntrol

23.2 99.3 10
22.5 99.6 10
23.3 100.1 0.5
22.6 99.6 10
22.8 99.7 0.5
21.8 99.2 10
l^n-' no n r-

N/A N/A N/A N/A N/A Lost temp. control
Mr $5 -4.84 .0 0f6
M -5 -4.64 0.03 0.007 Obscured upper yield
M -5 -4,57' -0.06 0.037 Obscured upper yield
M -5 -5.13 0.01 0.039
M -5 -5.10 0.04 0.008
M -10 -9.09 -0.12 0.034 Odd jumps
M -5 -5,42 O.01 0.005
M -5 -5.53 0.04 0.008
M 5 574 4 0 0 0,55
M -5 -5.38 0.02 0.059 No ice caps

N/A N/A N/A
M -2 -2.02

N/A N/A No test data
-0.10 0.053 Low temperature

1

t)
.5
2

2 M
2 M

0.1 S
10 5'

1 M

-10
-10.
-10
10

-10

- --- ---- I
. 11 n n-In I



Frozen Test Summary. Part 1: Test Conditions

FRS212 2075 Quartz 7.219 3.523 70.373 1.932 1.605 117.4 0.6511 20.4 91.1 5 M -5 -5.29 0.04 0.031 2075 Quartz
FRS13 2075Qtuartz 71.7 3 1 56' 97.6 .,03 22.0 92.6 10 IM -5 -516 0.2 on 2075 Quartz
FRS220 2010 Quartz 7.239 3.512 70.122 1.955 1.609 98.0 0.6465 21.5 97.1 0.5 M -10 -9.15 -0.21 0.019

FRS221 2010iQuartz 7z25 2 ,9v A,25 162,9 0v11 21, 97.6 10 M -10 -8.98 -0.26 0.051
FRS222 2010 Quartz 7.222 3.515 70.074 1.969 1.624 102.6 0.6321 21.3 98.4 0.5 S -10 -8.19 -0.22 0.018

ERS24 O qzri, TM 12% 1,602 s5# 5 M.6545 22.1 98.6 10 S 10 -9,33 -0.18 6,115
FRS224 2010 Quartz 7.247 3.516 70.370 1.907 1.531 71.2 0.7308 24.6 98.2 2 M -10 -9.08 -0.11 0.059

F O22 , 4 21,8 99.1 5 M -10 -9.08 .005 0,024
FRS226 2010 Quartz 7.250 3.509 70.093 1.952 1.597 94.0 0.6592 22.2 98.5 5 M -10 -9.39 -0.09 0.067

pp g 1. 24 99Ai 5 M -10 -9, 5 -0.17 0 09

FRS228 2010 Quartz 7.222 3.514 70.047 1.954 1.600 94.9 0.6563 22.1 98.5 2 S -10 -9.15 -0.10 0.053

F4S729 2d uetz 721 B I 1 4, 590 91.5 0.6670 22 98. 5 $ -1b 449 -5 S 00
FRS230 2010 Quartz 7.235 3.512 70.087 1.968 1.617 100.5 0.6386 21.7 99.3 12.5 M -10 -8.87 -0.04 0.033 No load data

,Kf Oufartz .2.12 14 18 0.622 21.0 98.6 12.5 S -10 -8,63 .0. 029 No load data
FRS232 2010 Quartz 7.221 3.519 70.233 1.972 1.625 102.9 0.6312 21.4 99.1 10 M -10 -8.75 -0.11 0.035

F uartz 2.; 141 IOU 0644 19,7 93.8 010 0 - -8,83 -0.05 0.041
FRS242 2010 Quartz 7.223 3.517 70.167 1.928 1.566 83.3 0.6927 23.2 97.7 12.5 S -10 -9.67 0.05 0.107

0 $ 5 84.3 0.6 2, 47,7 12,5 0 -10,45 0 0060
FRS244 2010lQuartz 7.259 3.508 70.152 1.919 1.544 75.7 0.7167 24.3 99.2 12.5 M -5 -5.26 0.02 0.060

F i# < 5 667 0.6821 230 98.5 12.5 M -5 -48 0.02 0,025
FRS246 2010 Quartz 7.264 3.508 70.227 1.946 1.584 89.6 0.6730 22.8 99.2 12.5 S -5 -4.74 0.03 0.069

4 59 916 o066 22.6 991 0.1 M ~10 -9.62 -0.03 -0,09

FRS270 2010 Quartz 7.244 3.511 70.115 1.941 1.576 86.9 0.6816 23.2 99.5 1 M -10 -9.62 -0.02 0.024

j,:R" &%?j 22, 989 '12.5 '1 M 10~ -9,52 >467 0.
FRS272 2010 Quartz 7.234 3.514 70.160 1.858 1 447 39.4 0.8310 28.4 99.6 7.5 M -10 -9.56 -0.05 0.018

FRS234 PMMA 7.226 3.507 69.798 1.081 0.823 N/A 0.4463 31.4 92.6 0.5 M -10 -8.57 0.13 0.038

IR % 4 N 0.6072 4. 5 98A' 0.5 M -10 -8,50 . 0.078



Frozen Test Summary. Part 1: Test Conditions

PMMA 7.249 3.520 70.528 1.089 0.832 N/A 0.4305 31.0
PMMA 7:249 3,514 70283 1,068 0.771 N/A 0,5440 412
PMMA 7.249 3.505 69.953 1.081 0.738 N/A 0.6132 46.5
PMMA 72568 349 #64 1,100 0.784 N/A 0.514 40,3
PMMA 7.220 3.509 69.831 1.092 0.782 N/A 0.5222 39.6
PMMA 7,207 3.18 .a jd f0i 0,812 WA 0.4650 3 4.2
PMMA 7.270 3.513 70.445 1.094 0.793 N/A 0.5013 38.0
PMMA 7.242 ,508 AA 0.5589 42,9
PMMA 7.198 3.508 69.580 1.085 0.749 N/A 0.5899 44.9

PMMA 7.234 3.5069 Mi 092 0.749 N/A, 0.5890 45.'8
PMMA 7.254 3.510 70.188 1.088 0.751 N/A 0.5846 44.8

P MMA 7,250 3,09 i,0f 86 0.745 N/A 0,5679 4311
PC Ice 7.235 3.509 69.978 0.910 N/A N/A N/A N/A
PC Ice 7.211 3,506 6,67 094 N/A N/A N/A N/A
PC Ice 7.257 3.505 70.018 0.912 N/A N/A N/A N/A

PC Ie 7.205 a.1 69,5 0.912 N/A N/A N/A N/A
PC Ice 7.244 3.510 70.089 0.913 N/A N/A N/A N/A
PC Ice 7.31 3,513 70,06 0.9i0 N/A N/A N/A N/A
PC Ice 7.229 3.510 69.942 0.913 N/A N/A N/A N/A
PCice 7211 316 701 0.912 N/A N/A N/A N/A
Glass 7.267 3.507 70.175 1.930 1.618 N/A 0.5517 19.3
Glass ,33 3:506 6.7 ,924 1.642 N/A 0.5283 17.2
Glass 7.228 3.510 69.921 1.927 1.618 N/A 0.5511 19.1
Glass T248 3.517 O 1.91 1.597 N/A 0.5717 20.1
Glass 7.244 3.516 70.318 1.926 1.638 N/A 0.5328 17.6
HP Glass .'197 < 9 ! 1.8 1.550 N/A '0'6189 21.7
HP Glass 7.268 3.511 70.348 1.879 1.539 N/A 0.6306 22.1

P Glass 7-229 341 5) 0& 8 . / .08 20.2
HP Glass 7.188 3.516 69.792 1.868 1.530 N/A 0.6410 22.2
HPRGlass 7.235 3 09 69970 1 903 ,577 N/A 0.5919 20.7
HPR Glass 7.271 3.508 70.254 1.902 1.581 N/A 0.5878 20.3
HPR Glass 7,234 55 702 1,907 1601 N/A 0.5682 19.1
HPR Glass 7.252 3.516 70.400 1.897 1.575 N/A 0.5939 20.5
HPRGla 7,a20 3;A510 6,47a 1 1 1,586 N/A 0.5829 20,5
HPR Glass 7.203 3.518 70.024 1.913 1.592 N/A 0.5763 20.1
HPRGlass 6;980 3.16 67754 1.84 1,544 N/A 0,6261 22.1
HPR Glass 7.183 3.520 69.919 1.880 1.540 N/A 0.6298 22.1
HPR Glass 7.273 3517 <7 1 ,886 1,572 N/A 0.5963 19.9
Glass 7.348 3.510 71.097 1.827 1.482 N/A 0.6730 23.3

HPas 8 $ O 471 18$40 494 N/A .6601 23.2
HP Glass 7.379 3.514 71.556 1.865 1.517 N/A 0.6351 23.0

HPR Glass 7 2 35 3 6 . 1 25 1 478 N/A 0,678 23.95
HPR Glass 7.219 3.513 69.953 1.841 1.486 N/A 0.6688 23.9

I
Note: Tests in italics were not used in analysis

94.2
99.0
99.2

102.0'
99.4
96.9
99.3

101.0
100.0
102.1
100.7
99.7
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
97.1
90.1
95.9
97.5
91.8
97.3
97.0
93,3
95.7
97.0
95.9
93.3
95.6
97.5
96.8
97.7
97.1
92.6
92.8
94.3
97.1
93.1
96.0

10 S -5 -5.17 0.03 0.014
5 S -5 -5,02 0.16 0.025

0.5 M -5 -4.23 0.16 0.082
10 M -5 -4.94 0.09 0.062

0.5 S -5 -4.83 0.11 0.085
10 M -10 -9,44 0.00 0 190

FRS241
FRS247
FRS248
FRS249
FRS250
FRS251
FRS2,74
FRS275
FRS276
FRS277
FRS278
FRS252
FRS253
FRS254
FRS25
FRS256
FRS257
FRS258
FRS259
FRS260
FRS261
FRS262
FRS263
FRS264
FRS265
FRS266
FRS267
FRS268
FRS279
FRS280
FPS281
FRS282
FRS283
FRS284
FRS285
FRS286
FRS2,87
FRS288

FRS290

FRS292

S -5 -4.73
M -.-10' -. 7
M -10 -9.80
M -10 -9.74
S -10 -9.80
S -1o -9.687
S -10 -9.29
M -10 -917
S -10 -9.44

M -10 -9.54
S -5 -4.94

M -5 -5,04
S -5 -4.68
M -5 -4,75
S -10 -8.81

M -10 -9,32
S -10 -9.38

M -10 -9.33
M -10 -9.21
S -10 -9.65
M -10 -9.711
S -10 -9,78
M -10 -9.66
M -10 -10.27
M -10 -10.01
M -10 -9.75
M -10 -10.22
S -10 0,06
S -10 -9.67
M -10 -10.33
S -10 -10.28
M -10 -10,23
M -10 -10.33
M -10 -10,31
M -10 -10.24
M -10 -%1033
M -10 -10.34

-0.03 0.056
-0.07 0.052
-0.02 0.032

0.091
0.056
0.094
0.046
0.*051
0.137
0.046
0.001
0,001
0.014
0,028
0.108
0.040
0.048
0.025
0.022
0.049
0.033
0.034
0.066
0,076
0.105
0.060
0.060
0,180
0.045
0.060
0.039
0.010
0.040
0.040
0.039

-.036
0.050

-0.06
-0.03
-0.09
-0.15
-0.15
-0.04
0.19
0.13
0.11.
0.11
0.08
0.00
0.16*
0.07
0.09
0.05
0.11
0.12
0.21
0.14
0.10
0.02

-0.01
0.08
0,04

-0.05
0.05
0.03
0.01'
0.03
0.04
0.01
0.05,
0.04

10
0.5'
0.5
10.

0.5
10

0.5
0.5
10
10

0.5
0.5
10.
10

0.5
0,5
10
10
10

0.5
0.5
10
10

0.5
0.5
10
10

0.5
10

0.5
0.5
10

0.5
0.5
0.5
0.5
0.5

3 mm Beads
3 mm Beads
3 mm Beads
3 mm Beads
3 mm Beads
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Frozen Test Summary. Part 2: Engineering Properties

FRS170 MFS 61.0 100.29 1.01 -8.85 18.70 12.50 12.14 13.5 4.45 7.38 0.47 10.25 12.51 C Poor -0.373
PRS74 MOS,$% %3 % $ 18.50 12,40 26,8 3,58 7.80 0,25 9.85 19,68 B Poor -0.128
FRS172 MFS 63.2 101.06 0.11 -9.38 21.70 12.00 12.04 27.0 3.60 7.72 0.43 9.77 10.03 B Poor -0.388
" "M Oil- '3 ($45%i 18.00I N/A 25.6 3,50 7,90 ,40 NA N/A N/A Excellent -0.238
FRS174 MFS 60.8 100.48 10.01 -9.33 33.00 12.00 12.02 24.8 3.60 7.22 0.35 12.44 18.63 D Good -0.083

Ftt, 8 2 12O0 12,26 24.9 3,60 7.44 Z# 39 10.3B 15.30 C Good 0.022
FRS176 MFS 53.2 100.51 10.00 -9.36 1.05 1.00 1.00 25.6 2.38 4.18 0.37 8.81 19.73 D Excellent 0.056
RMn 1-0s 5 h0 0,99 27.0 2,68 4.49 0.35 7,02 16 ' .21 CExcelJnt -0,345

FRS178 MFS 58.1 100.64 0.50 -5.20 2.40 1.00 1.06 27.0 1.60 2.53 0.41 5.33 14.82 C Poor -0.094

F M7 27 0 12-57 25.' 205 4:2z8 0A0 6.3 12.'8 C Good -0.334
FRS180 MFS 47.8 100.47 9.99 -4.77 1.85 1.00 1.10 21.8 0.98 2.04 0.40 5.73 18.72 D Poor -0.015

I MOW 380 42;0 12.94 21.0 1,59 3.50 03 8 19,87 D Good -06
FRS182 MFS 49.8 99.74 0.50 -4.97 1.20 1.00 1.02 26.4 1.64 2.63 0.36 4.62 19.35 D Excellent -0.083

FIVM, 1W 41,00 14,0 12,26 25, 2.72 4.40 0 1 742 10,91 C Excent -1154
FRS1B4 MFS N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A

Now( MPS "M 9I 32M 1100 12.16 45.0 2,16 4,40 0133 6.65 124' t' Good -0.194

FRS186 MFS 66.7 99.35 10.00 -4.64 40.00 46.00 13.35 20.8 2.08 3.60 0.20 10.84 19.99 D Good -0.031

FM" f 37,2 18,64 13A44 25A4 1,'60 3.80 0.14 1 024 20,28 D Fair 0.025
FRS192 MFS 67.3 100.08 0.50 -5.13 15.61 12.35 12.17 26.4 1.96 4.40 0.32 7.57 10.06 C Good 0.013

WO 'W A 17.70 195 'g2214 1.71 3.70 0,34 12.10 20.07 0 Good 0.039
FRS194 MFS 70.2 99.73 0.50 -9.09 16.10 12.72 11.92 29.6 3.61 7.32 0.30 10.76 7.23 C Excellent -0.193

82 8 18.2 195 4.29 0,41^ 1123 19,34 D Plir 0.073
FRS206 MFS 86.6 98.00 5.01 -5.53 13.82 12.40 11.95 18.0 2.24 4.48 0.38 10.99 12.41 C Poor 0.054

w 1.9 12,00- 30,6 2.12 ,68 0.27 9.95 11,37 D - Good -0.112
FRS208 MFS 74.5 98.67 1.01 -5.38 17.61 12.13 12.13 27.4 2.11 4.61 0.33 9.13 7.81 C Good -0.160

1. 12,0> N/A N/A 4,23 0,32 12t04 i1,89 D Poor -0,008
FRS214 MFS N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
Fs215i 8,F0 1 , 98; tA' '0.74 12i1 3.2 0.56 1.9p 0t 5 6:14 931 'C Poor -0.225



Frozen Test Summary. Part 2: Engineering Properties

IPHizU MIb /2.1U ".Ud ]U.UU -4.4U 14.i 4 1u.1/ 1c.4. 0.0

FRS219 MF$ 79 99,31 10,00 49 N/A 1.02 1.04 N/A
FRS187 HP MFS 69.5 97.91 0.50 -9.32 1.07 0.97 1.00 26.2
FRS28 HPM S 66,8 99,4 e 4902 0.98 1.00 21. b
FRS189 HP MFS 67.1 103.93 10.00 -4.48 1.55 1.00 1.03 23.5
fl *PS MFS 6.9 1037 -4,32 4.0 0,99 1.00 18.5
FRS195 HP MFS 41.4 98.30 0.50 -9.16 14.10 11.73 11.97 27.6

FRS96 HPMFS 455 -19.12 15 13,80 12.06 15.5
FRS197 HP MFS 47.9 99.28 0.50 -8.62 0.84 0.97 1.00 26.6
FR08 HP MFS 38.6 9 kg,00 f.91 1,40 1.03 22.04 20.2
FRS199 HP MFS 87.8 88.42 0.51 -4.50 14.79 11.93 11.94 33.3
F)&200 HPMFS 98046< 1 10.0 4 44 5.32 .12.31 12,10 24.6
FRS201 HP MFS 76.1 96.77 0.50 -9.50 13.60 11.74 11.92 21.8

2R02 *PMFS 76 5 95,5 10.00 -9;35 1484 12,16 1Q2,00 19.2
FRS203 HP MFS 72.7 98.48 10.00 -9.54 15.04 10.43 12.02 17.6

FtW24 HP MF 53,9 9.94 05 -9;.46 14 77 1.87 12.07 ' 21.6
FRS210 2075 Quartz 91.5 95.90 0.51 -5.33 10.04 12.44 11.58 23.2

21 2075Quartz 109k6 9 4 2.00 -5,44 13.83 13.40 1.7 21.2
FRS212 2075 Quartz 117.4 91.14 5.00 -5.29 12.83 11.53 12.17 22.2

F 23 2075Quartz 7.5 . -516 12,00 12:13 12.2 1  15.4
FRS220 2010 Quartz 98.0 97.15 0.50 -9.15 15.17 12.20 12.20 29.6

PRS 2  10 < 1Ut 9 -8.8 19,55 11294 11.46 f32J
FRS222 2010 Quartz 102.6 98.43 0.50 -8.19 1.05 0.96 1.01 34.2

2OR99 o1t ugrtz 54g, 9 97 1.01 1,00 33.0o

FRS224 2010 Quartz 71.2 98.17 2.01 -9.08 12.77 12.60 11.50 29.2
FR92 12,05 42.06 12.10 25.4

FRS226 2010 Quartz 94.0 98.47 5.00 -9.39 12.37 12.07 12.04 25.0

FR W7 11a 44 11,97 12. 25,0
FRS228 2010 Quartz 94.9 98.53 2.00 -9.15 1.07 1.00 1.00 29.4

F0g96 0,99 1.0 31.4
FRS230 2010 Quartz N/A N/A N/A -8.87 N/A N/A N/A N/A

##N OW2 OA2 _j N/A -N/A N/A N/A
FRS232 2010 Quartz 102.9 99.07 10.00 -8.75 34.20 12.34 12.41 22.0

pR4 10842 29,9 7 1 0 22.4

FRS242 2010 Quartz 83.32 97.71 12.50 -9.67 1.04 0.97 1.00 35.2

1 2#3 P<0,8.4z 8 10A5 13.93 12.09 12.o 21.4

FRS244 2010 Quartz 75.70 99.16 12.50 -5.26 12.51 12.19 12.75 24.4
2$I 2g t 1*'O.irtz 286,9 2$ 44 13,08 11.83 12.21 21.4

FRS246 2010 Quartz 89.58 99.17 12.50 -4.74 2.20 1.00 0.99 23
Ftz 22 1 z 12 -9621* 11.55 12.27 25.5

FRS270 2010 Quartz 86.85 99.48 1.00 -9.62 14.52 11.24 12.26 16.4
7 W6- -M 2 1407 11.92 12.32 24.4

FRS272 2010 Quartz 39.39 99.63 7.50 -9.56 15.48 12.46 12.22 21
S ~12,0 1112602 1219 27

FRS234 PMMA N/A 92.64 0.51 -8.57 13.44 12.55 12.17 4.9
Fit5- P#MMA N«2 « f/A4 9 t 50* 12,92 - 11. 91 12.0 6.0

0.92
N/A

1.56
1.69
0.80
0.75
1.98
3.06
1.42
1.38
1.33
1,75
2.37
2.36
2.74
2,28
3.41
4.38
4.06
4,15
3.49
3;t10
2.29
216
3.41
3,55
3.57
3.94
2.45
2,54
N/A
N/A
4.20
2.34
2.10
3,95
2.35
2.20
1.32

3.9
4.82
3.65
3.86
3,72
2.28
2.90

1.71
0.57
4.03
4.13
2.33
2.41
6.45
7.86
3.68
3.87
4.40
5.29
6.53
8.34
8.47
7.07
9.11
9.,61
9.94

11.89
12.69

6.59
7.5 2

12.18
12.88
13.12
13.34
7.43
8.01
N/A
N/A

12.79
7.28
7.30

13.16
8.01
8.53
4.40

12.17
12.51
13.33
13.22
11.87
5.99
5.71

0.43 6.59
0.08 4,24
0.32 4.89
0.21 9.98
0.16 6.59
0.34 3.30
0.43 6.49
0,34 1L,3
0.34 4.06
0.39 6,57
0.42 5.13

0.37 6.99
0.34 13.25
0.32 N/A
0,35 7.09
0.22 9.11
020 9,62
0.25 9.99
0.24 9.72
0.37 11.90

.75 13.70
0.48 7.75
0.65 1.18
0.41 12.18
0.37 1288
0.43 13.12
0.41 13,34
0.48 8.66
042 9.0
N/A N/A
N/A  N/A

0.56 12.79
0.35 10.56
0.39 9.65
0.44 13.16
0.41 10.33
0.42 12.64
0.36 8.53
0.41 12.17
0.48 12.51
0.44 14.24
0.33 13.22

'V41 11,87
0.35 6.70
0.54 7.07

0

18.13
11,64
3.00

19.9
19.89
6.04
0.50

20.04.
6.22

18.58
2.01

19,44
2.00

13,15
N/A

0,38
0.23
0,20
0.26
0,24
0.43

g79
5.54

0.41
<0,37
0.43
0.41
4.24

N/A
N/A

0.56
6.40
5.90
0.44

11.04
11.92
10.04
0.41
0.48

10,42
0.33
0.41
5.82
4.96

u txceiient
D Poor
C Good
D Excellent
D Excellent
C Fair
A Fair
D Excellent
C Good
D Good
C Good
D Fair
C Excellent
D Excellent
D Good
A Excellent
B Good
B Excellent
B Good
8 Excellent
A Good
D Good
C Good
D Good
A Good
B Excellent
A Fair
8 Excellent
B Good
< Good

N/A N/A
N/A N/A

B Good
C Fair
D Good
B Good
B Excellent
D Excellent
D Fair
B Excellent
B Good
B Excellent
A Excellent
A Exce.llent
D Excellent
D Good.

-U.U02
0.014

-0.280
-0.131
-0.040
-0.142
-0.167
-0.075
-0.226
-0.035
0.124

-0,035
0.016

-0.022
-0.084
-0.069
-0.167
-0.112
-0.025
-0.077
-0.278
-0.359
-0.227
0.174
0.067
0.020

-0.189
-0.114
-0.110
0.077

N/A
N/A

0.182
-0.147
-0.046
-0.025
-0.039
-0.005
-0.013
-0.208
-0.001
0.083

-0.189
0.062

-0.009
0.092



Frozen Test Summary. Part 2: Engineering Properties

PHbl23U FMMA N/A 99.92 10.UU -10.U0 U.9b U.9 1.12 b.b
FRS239, PMMA' N/A 99.22 10,51 -5.27 0.93 1.02 1.03' 5.0
FRS240 PMMA N/A 94.22 10.00 -5.17 0.89 1.09 1.04 4.9
FRS24i RMMA N/A 99.04 5.00 -5.02 1.40 1.01 1.03 4.8
FRS247 PMMA N/A 99.19 0.50 -4.23 8.81 12.13 12.39 4.3
FRS248 PMMA NA 1197 10. 494 11.62 12.21 12.22 4.8
FRS249 PMMA N/A 99.35 0.50 -4.83 2.11 1.05 1.10 4.6
FR$20 MMA N/A 96.9 1 -9,44 1f80 12,11 12.32 5,1
FRS251 PMMA N/A 99.30 10.00 -4.73 1.00 1.19 1.07 4.2
FR74 PAMA N/A 1098 067 1Z37 15.08 12.52 5.2
FRS275 PMMA N/A 100.02 0.50 -9.80 12.24 13.00 12.60 4.88
FRS278 P.M' N/A 1 2.1/ 1 -0 -9.14 1,56 12:40 12,79 5.2
FRS277 PMMA N/A 100.75 0.50 -9.80 0.53 1.00 1.13 5.3
FiS278 PMMA N/A 99,72 000 9.'68, :2.19 0,99 1,08 5.1
FRS252 PC Ice N/A N/A 0.50 -9.29 1.04 0.96 1.07 5.48
FRS2<3 PC Ice N/A N/A1 4 1458 12.59 12.16 5,56
FRS254 PC Ice N/A N/A 9.99 -9.44 1.51 0.88 1.03 5

F;526 5 PIce N/A / 131 119 -12.44 5:'24
FRS256 PC Ice N/A N/A 0.50 -4.94 0.93 1.18 1.11 5.28

F_57 PC Ice N/A N-a 04 16,02 13.9,4 11.96 5.14
FRS258 PC Ice N/A N/A 10.00 -4.68 1.78 1.03 1.26 4.8

F po2 l Pgc A 75 3,50 12.3 12.25 4.5
FRS260 Glass N/A 97.07 0.50 -8.81 1.48 0.98 1.01 26.4

F8S281 Glass 1/ 92 4,28 12,79 12.33 27.2
FRS262 Glass N/A 95.93 10.00 -9.38 1.00 0.97 1.00 26.6
FRS23 Glass 9N/ 14.95 11.90 12.02 28
FRS264 Glass N/A 91.75 10.00 -9.21 13.99 11.84 12.08 25.7

FR~g65 P~t s0,96 1 18 07
FRS266 HP Glass N/A 96.99 0.51 -9.71 13.29 12.60 12.16 5.5
Fman6 W"Are u _9O.8 0,2 118 1.05 5. 6
FRS268 HP Glass N/A 95.66 10.01 -9.66 13.20 12.30 12.39 5.7
FRS279 Owiass N/A 90 -10,27 15,05 11.89 14.34 7
FRS280 HPR Glass N/A 95.86 0.51 -10.01 14.12 11.80 12.12 7.7

FR21 HPR'ass N/A @23, 0 -9.75 12,60 11.97, '12.31 7.5
FRS282 HPR Glass N/A 95.61 10.00 -10.22 13.41 11.96 12.28 7.5
FR283 HPR Gass N/A 9T54 05 10,06 1 28 1.05 0 5.8
FRS284 HPR Glass N/A 96.83 10.00 -9.67 1.35 1.03 1.05 7
IFS25 N/A 97,68 OLY -10.33 12,94 12.78 12.15 8,1
FRS286 HPR Glass N/A 97.13 0.50 -10.28 0.95 1.20 1.08 5.0
F RS287 HPR Gase N/A 9 3 j a M23S 12,09 12.51 12.37 8.0
FRS288 Glass N/A 92.82 0.51 -10.33 12.28 12.69 12.08 25.2

FRS29 HH pRlas e g d y dk 17.19 12.28, 12.20 11.4
FRS290 HP Glass N/A 97.12 0.50 -10.24 16.86 12.27 12.13 12.5

FS1H Gas N , 3 .. ': O 10,73 12,1 21
FRS292 HPR Glass N/A 95.97 0.51 -10.34 16.98 13.25 12.24 21
* Note: Tests in italics were not used in analysis

1,87
1.97
1.20
1.27
1.38
1.95
1.84
1.15
3.56
1.35
2.7

3.85
3,36
2.45

2.3
1.22
2,75
0.74
2.63
0.96
2,57
0.77
1.38
2.25
3,13
2.2
2.8

3.05
0,94

2.8
0.65
2.96
4.85

3.7
3.75
3.54
1,05
0.95
3.3

1.62
3,65
4.03
335
3.75
5,62
4.35

8.09 0.78 8.09 0.78 B Good
8.07 0.71 10.32 10.19 D Fair
5.07 0.64 7.28 10.04 D Excellent
5.57 0.98 9.47 12.53 D Fair
5.33 0.80 5.46 5.12 D Excellent
6.20 0.58 6.20 0.58 B Good
7.67 0.88 10,68 10,45 D Good
4.51 0.67 6.59 10.02 D Excellent

10.54 0.91 12.32 12,40 D Fair
4.83 0.78 8.32 10.12 D Excellent
8.86 0.52 8.86 0,52 C Good
9.93 0.58 9.93 0.58 B Good

10.69 0.83 10.69 0,83 a Good
7.38 0.61 7.83 7.74 D Good
7.54 0.79 8.54 7.88 D Fair
1.64 0.10 2.37 1.39 C Excellent
3,14 0.9, 4.79 1.38 C Excellent
1.60 0.11 2.37 1.53 C Good
2.61 0.07 5.29 1,39 C Good
1.37 0.12 1.68 1.52 C Good
2.712 0.08 3.65 C13 C Excellent
1.32 0.11 1.64 0.92 C Fair
2.21, 0.13 3.57 1.27 C Good
6.67 0.34 11.95 3.41 C Good

10.05 0.35, 12.33 3.30 , C Good
7.57 0.46 18.14 4.96 D Excellent

10,08 0.40 1154 2,00 D Excellent
11.23 0.48 14.79 2.00 D Excellent

3.31 0.34 3.31 0,34 A Good
4.52 0.45 4.52 0.45 A Good
3.04 0,32 3.04 0,32 A Fair
6.90 0.45 6.90 0.45 A Good
5.86 0.35 5.86 0.35 A Excellent
5.65 0.40 5.65 0.40 A Good

10.33 035 11.26 1,24 A Good
11.45 0.65 16.13 6.82 C Good

3.72 0.56 3.72 0,56 A Fair
7.51 0.82 13.53 6.41 D Excellent
6.12 0.32 6.12 0,32 A Excellent
4.37 0.41 4.37 0.41 A Good

10.45 0.64 10.45 0,64 A Good
7.46 0.22 7.46 0.22 A Excellent
4.41 0.28 4.41 0,28 A Good
5.26 0.17 5.26 0.17 A Fair
7.58 0.13 7.51 0.11 A Good
7.51 0.13 7.51 0.13 A Excellent

-0.152
-0.133
0.069
0.001

-0.017
-0.014
-0.045
0.038

-0.007
0.038

-0.004
-0.070
0.026

-0.018
-0.014
-0.041
-0.106
0.030

-0.120
0.000
0.093
0.056
0.079

-0.010
-.021
-0.008
-0.034
-0.018
0.070
0.376
0.006
0.047
0.266
0.518
0.006

-0.234
0.534

-0.084
0.324
0.228
0.050
0.068
0.365
0.130

0.024
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Test Number: FRS 151
Test Date : 07/04/1997
Material : Manchester Fine Sand

Test Conditions:
T = -9.88 C

aY = 1.99 MPa

E = 1.00 %/hr
D = 58.2 %r

e = 0.7174
S. = N/A

ACDT Quality: Fair
20

Test Results:
E = 25.8 GPa

Q 0 = 3.10 MPa

Quy = 4.38 MPa

E = 0.36%

Q = 8.54 MPa

E = 15.08%

E QuY = 0.37%v
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2.0

Test Number : FRS 152
Test Date : 07/25/1997
Material : Manchester Fine Sand

Test Conditions:
T = -9.78 'C

aT = 1.01 MPa

c = 0.97 %/hr

D = 38.8 %

e = 0.7812
S. = 98.98 %

ACDT Quality: Poor
20

Test Results:
E =

Qyo =
28.0 GPa
2.70 MPa

Quy = 4.58 MPa

EUY = 0.43 %

Q = 7.30 MPa

E = 20.00 %

Guy =- 0.52 %v
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Test Number : FRS 160
Test Date : 09/09/1997
Material : Manchester Fine Sand

Test Conditions:
T = -9.67 C

ac = 0.99 MPa

£= 0.97 %/hr

D = 50.7 %r

e = 0.7422
S = 99.52 %

ACDT Quality: Poor
20
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Test Results:
E = 15.2 GPa

Q = 2.60 MPa

Quy = 4.85 MPa

E = 0.34%

Q = 7.52 MPa

E, = 15.02%

E QuY = -0.09%
v
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Test Number: FRS 161
Test Date : 09/14/1997
Material : Manchester Fine Sand

Test Conditions:
T = -8.81 C

c = 1.01 MPa

= 12.20 %/hr

D = 50.4 %

e = 0.7433
Si = 100.43 %

ACDT Quality: Poor
20

2.0

Test Results:
E = 19.0 GPa

Qy0 = 3.35 MPa

Quy = 7.30 MPa

E = 0.60%

Q, = 9.46 MPa

E = 13.12%

E Quy = -0.29%
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Test Number : FRS 162
Test Date : 09/15/1997
Material : Manchester Fine Sand

Test Conditions:
T = -9.18 C
Y = 5.00 MPac

£ = 12.10 %/hr

Dr = 47.6 %

e = 0.7523
S. = 99.77 %

ACDT Quality: Poor
20

2.0

Test Results:
E = 27.8 GPa

Q = 2.60 MPa

Quy = 7.20 MPa

Euy= 0.42%

Q, = 11.50 MPa

E = 18.34%

VQuY =0.01%
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.0
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Test Number: FRS 163
Test Date : 09/23/1997
Material : Manchester Fine Sand

Test Conditions:
T = -9.26 C
cT = 5.00 MPa

, = 12.33 %/hr
D = 63.0 %

e = 0.7016
Si = 99.92 %

ACDT Quality: Poor

20

Test Results:
E = 25.0 GPa

Q = 2.92 MPa

Quy = 7.40 MPa

EU, = 0.42%

Q, = 13.00 MPa

F- = 19.51 %

E Quy= -0.26%
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Test Number: FRS 164
Test Date : 09/26/1997
Material : Manchester Fine Sand

Test Conditions:
T = -9.17 C

= 2.00 MPa

£ = 12.04 %/hr

D = 60.8 %

e = 0.7090
S. = 99.88 %

ACDT Quality: Poor
20

2.

2

0

.0

Test Results:
E = 19.5 GPa

Q 0 = 3.80 MPa

Quy = 7.50 MPa

E = 0.50%

Q, = 11.21 MPa

E, = 15.60%

E vQuY = -0.29%
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Test Number: FRS 166
Test Date : 09/30/1997
Material : Manchester Fine Sand

Test Conditions:
T = -9.12 C
Y = 2.00 MPa

F =12.10 %/hr

Dr = 66.1 %

e = 0.6915
Si = 100.32 %

ACDT Quality: Poor
20

2.0

Test Results:
E = 24.5 GPa

Y 3.50 MPa

Quy = 7.40 MPa

= 0.42%

Q, = 11.36 MPa

E = 16.90%

EQ U= -0.21 %
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2.0

Test Number: FRS 167
Test Date : 10/04/1997
Material : Manchester Fine Sand

Test Conditions:
T =-9.10 C
c= 2.00 MPa

, =12.30 %/hr

D =63.9 %

e = 0.6987
S. = 97.59 %

ACDT Quality: Poor
20

Test Results:
E = 26.5 GPa

Q = 3.00 MPa

QUY = 7.20 MPa

E., = 0.45%

Q = 11.21 MPa

-, = 9.41 %

VQuY=-0.23%
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Test Number: FRS 168
Test Date : 10/16/1997
Material : Manchester Fine Sand

Test Conditions:
T =-9.12 C
(= 0.09 MPa

e =0.98 %/hr

Dr = 60.1 %

e = 0.7114

Si = 100.50 %

ACDT Quality: Poor
20

Test Results:
E = 40.0 GPa

Q = 2.60 MPa

Quy = 4.46 MPa

uy= 0.49%
Qp = 7.21 MPa

E = 10.50%

E QUY = -0.36%
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2.0

Test Number: FRS 169
Test Date : 10/17/1997
Material : Manchester Fine Sand

Test Conditions:
T = -9.34 'C

oC = 9.99 MPa

i= 0.97 %/hr
Dr = 63.9 %

e = 0.6988
S. = 100.66 %

ACDT Quality: Poor
20

Test Results:
E = 27.0 GPa

Q = 1.90 MPa

QUY = 4.38 MPa

E :Y = 0.38%

Q, = 10.23 MPa

E = 19.33%

E Quy = 1.33%
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Test Number: FRS 170
Test Date : 10/24/1997
Material : Manchester Fine Sand

Test Conditions:
T = -8.85 'C
T = 1.01 MPa

= 12.14 %/hr

Dr = 61.0 %

e = 0.7084
S. = 100.29 %

ACDT Quality: Poor
20

2.0

Test Results:
E = 13.5 GPa

Y 4.45 MPa

Quy = 7.38 MPa

EUY = 0.47%

Q, = 10.25 MPa

E = 12.51 %

E Quy = -0.37%
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Test Number: FRS 174
Test Date : 12/15/1997
Material : Manchester Fine Sand

Test Conditions:
T =-9.33 C
a7= 10.01 MPa

F =12.02 %/hr
D =60.8 %

e = 0.7089
S = 100.48 %

ACDT Quality: Good
20

2.0

Test Results:
E = 24.8 GPa

QY0 = 3.60 MPa

Quy = 7.22 MPa

E = 0.35%

Q = 12.44 MPa

E = 18.63%

E QuY = -0.08%
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Test Number: FRS 175
Test Date : 12/16/1997
Material : Manchester Fine Sand

Test Conditions:
T = -9.35 'C

= 10.01 MPaC

= 12.26 %/hr

D = 42.5 %

e = 0.7693
S. = 97.68 %

ACDT Quality: Good
20

Test Results:
E = 24.9 GPa

Y 3.60 MPa

QUY = 7.44 MPa

Euy = 0.39%

Q, = 10.38 MPa

E = 15.30%

EgQuy= 0.02%
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Test Number: FRS 176
Test Date : 01/06/1998
Material : Manchester Fine Sand

Test Conditions:
T = -9.36 C

oc = 10.00 MPa

S= 1.00 %/hr
Dr = 53.2 %

e = 0.7339
Si = 100.51 %

ACDT Quality: Excellent
20

Test Results:
E = 25.6 GPa

Qyo = 2.38 MPa

Quy = 4.18 MPa

es, = 0.37%

Q, = 8.81 MPa

EP = 19.73%

EVQuy 0.06%
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Test Number: FRS 177
Test Date : 01/08/1998
Material : Manchester Fine Sand

Test Conditions:
T = -9.34 *C

7c = 0.50 MPa

= 0.99 %/hr

D = 53.6 %r

e = 0.7328
Si = 100.36 %

ACDT Quality: Excellent
0 5 10 15 20

Axial Strain, Fa [%]

Test Results:
E = 27.0 GPa

Oyo = 2.68 MPa

Quy = 4.49 MPa

Euy = 0.35 %

Q, = 7.02 MPa

E = 16.21 %

E QUY = -0.35%
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Test Number: FRS 180
Test Date : 02/04/1998
Material : Manchester Fine Sand

Test Conditions:
T = -4.77 C
a = 9.99 MPa

, = 1.10 %/hr

D = 47.8 %r

e = 0.7519
Si = 100.47 %

ACDT Quality: Poor

0 5 10 15 20
Axial Strain, Ea [%]

Test Results:
E = 21.8 GPa

Qyo = 0.98 MPa

Quy = 2.04 MPa

e = 0.40%

Q, = 5.73 MPa

E = 18.72%

EQuy= -0.02%
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Test Number: FRS 182
Test Date : 02/24/1998
Material : Manchester Fine Sand

Test Conditions:
T = -4.97 'C

ac =0.50 MPa

E = 1.02 %/hr
D = 49.8 %r

e = 0.7452
Si = 99.74 %

ACDT Quality: Excellent
20

2.

2

.0

.0

Test Results:
E = 26.4 GPa

Qy0 = 1.64 MPa

uy = 2.63 MPa

E = 0.36%

Q, = 4.62 MPa

E = 19.35%

EV QuY= -0.08%
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Test Number: FRS 183
Test Date : 02/27/1998
Material : Manchester Fine Sand

Test Conditions:
T = -4.99 C
a = 0.50 MPa

= 12.26 %/hr

Dr = 68.5 %

e = 0.6836
Si = 105.80 %

ACDT Quality: Excellent
20

Test Results:
E = 25.0 GPa

Q = 2.72 MPa

QUY = 4.40 MPa

EgY = 0.16%

Q = 7.02 MPa

EP = 10.91%

EQ uy= -0.15%
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Test Number: FRS 185
Test Date : 03/03/1998
Material : Manchester Fine Sand

Test Conditions:
T = -4.84 C

aT = 0.50 MPa

, = 12.16 %/hr
Dr = 61.6 %

e = 0.7065
Si = 100.23 %

ACDT Quality: Good

20

Test Results:
E = 45.0 GPa

Q 0 = 2.16 MPa

Quy = 4.40 MPa

e = 0.33%

QP = 6.65 MPa

E = 12.43%

E Quy= -0.19%
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Test Number: FRS 186
Test Date: 03/08/1998
Material : Manchester Fine Sand

Test Conditions:
T = -4.64 C
a = 10.00 MPa

E = 13.35 %/hr

D = 66.7 %

e = 0.6896
S. = 99.35 %

ACDT Quality: Good
20

Test Results:
E = 20.8 GPa

Qyo = 2.08 MPa

Quy = 3.60 MPa

E = 0.20%

Q, = 10.84 MPa

E = 19.99%

EQ uy= -0.03%
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Test Number : FRS 187
Test Date : 03/11/1998
Material: Hydrophobic MFS

Test Conditions: Test Results:

T = -9.32 'C E = 26.2 GPa

e =0.50 MPa Qyo = 1.56 MPa

i = 1.00 %/hr Quy = 4.03 MPa

Dr = 69.5 % Euy= 0.32%

e = 0.6805 Q, = 4.89 MPa

S. = 97.91 % E = 3.00%

ACDT Quality: Good E QUY = -0.28 %
20
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Test Number: FRS 188
Test Date : 03/14/1998
Material : Hydrophobic MFS

Test Conditions:
T = -9.39 C
a = 9.99 MPa

i = 1.00 %/hr

Dr = 66.8 %

e = 0.6891
S. = 99.43 %

ACDT Quality: Excellent

Test Results:
E = 21.0 GPa

Q 0 = 1.69 MPa

Quy = 4.13 MPa

ey = 0.21 %

Q, = 9.98 MPa

E, = 19.90%

EgQuy = -0.13%
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Test Number: FRS 189
Test Date : 03/16/1998
Material: Hydrophobic MFS

Test Conditions: Tes
T = -4.48 C E

ac = 10.00 MPa Qy0
E = 1.03 %/hr Quy
Dr = 67.1 % Euy
e = 0.6884 Q,
Si = 103.93 % EP
ACDT Quality: Excellent E Qu

t Results:
= 23.5 GPa
= 0.80 MPa

= 2.33 MPa

-0.16%

= 6.59 MPa

= 19.89%

Y = -0.04%
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Test Number: FRS 190
Test Date : 03/18/1998
Material : Hydrophobic MFS

Test Conditions:
T = -4.32 C
a = 0.50 MPa

E = 1.00 %/hr

Dr = 66.9 %

e = 0.6889
S. = 103.74 %

ACDT Quality: Fair

Test Results:
E = 18.5 GPa

QY0 = 0.75 MPa

Quy = 2.41 MPa

E = 0.34%

Q, = 3.30 MPa

E = 6.04%

E QuY = -0.14%
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Test Number: FRS 191
Test Date : 03/26/1998
Material : Manchester Fine Sand

Test Conditions:
T = -4.57 C

ac = 10.00 MPa

S= 13.44 %/hr

Dr = 73.8 %

e = 0.6661
Si = 99.60 %

ACDT Quality: Fair
20

2.0

Test Results:
E = 25.4 GPa

Qy0 = 1.60 MPa

Quy = 3.80 MPa

Lily = 0.14%

QP = 10.94 MPa

E, = 20.28%
QUY = 0.02%
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Test Number: FRS 192
Test Date : 04/01/1998
Material : Manchester Fine Sand

Test Conditions:
T = -5.13 C

ac = 0.50 MPa

E = 12.17 %/hr

D = 67.3 %

e = 0.6877
Si = 100.08 %

ACDT Quality: Good
20

Test Results:
E = 26.4 GPa

y= 1.96 MPa

QUY = 4.40 MPa

E = 0.32%

Q, = 7.57 MPa

E = 10.06%

S"QUY= 0.01 %
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Test Number : FRS 193
Test Date : 04/05/1998
Material : Manchester Fine Sand

Test Conditions:
T = -5.10 C
o- = 9.99 MPa

S= 11.95 %/hr
D = 73.0 %

e = 0.6689
Si = 99.61 %

ACDT Quality: Good
20

2.0

Test Results:
E = 22.4 GPa

Q = 1.71 MPa

QUY = 3.70 MPa

EU, = 0.34%

Q, = 12.10 MPa

C = 20.07%

E Quy= 0.04%
v
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0.0

Test Number : FRS 194
Test Date : 04/07/1998
Material : Manchester Fine Sand

Test Conditions:
T = -9.09 *C

= 0.50 MPac

S= 11.92 %/hr
Dr = 70.2 %

e = 0.6779
S. = 99.73 %

ACDT Quality: Excellent

20

Test Results:
E = 29.6 GPa

Q = 3.61 MPa

Quy = 7.32 MPa

EUY = 0.30%

Q = 10.76 MPa

E = 7.23 %

F Quy = -0.19%v
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Test Number : FRS 195
Test Date : 04/12/1998
Material : Hydrophobic MFS

Test Conditions:
T =-9.16 C

a= 0.50 MPa

F =11.97 %/hr

Dr =41.4 %

e = 0.7728
Si = 98.30 %

ACDT Quality: Fair
0 5 10 15 20

Axial Strain, Ea [%]

C-

Test Results:
E = 27.6 GPa

Q = 1.98 MPa

Quy = 6.45 MPa

Euy= 0.43%

Q, = 6.50 MPa

EP = 0.50%

E QUY = -0.17%
v
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Test Number: FRS 196
Test Date : 04/12/1998
Material : Hydrophobic MFS

Test Conditions:
T = -9.12 C
T = 10.00 MPa

£ = 12.06 %/hr

Dr = 45.5 %

e = 0.7594
Si = 99.11 %

ACDT Quality: Excellent
20

2.0

Test Results:
E = 15.5 GPa

Q 0 = 3.06 MPa

Quy = 7.86 MPa

E =0.34%

Q = 11.03 MPa

e = 20.04%

e QUY= -0.08%
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Test Number : FRS 197
Test Date : 04/14/1998
Material : Hydrophobic MFS

Test Conditions:
T = -8.62 C

(c = 0.50 MPa

S= 1.00 %/hr
D = 47.9 %

e = 0.7515
Si = 99.28 %

ACDT Quality: Good
20

Test Results:
E = 26.6 GPa

Qy0 = 1.42 MPa

Quy = 3.68 MPa

E = 0.34%

QP = 4.06 MPa

E = 6.22%

E UY= -0.23 %
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Test Number : FRS 198
Test Date : 04/16/1998
Material: Hydrophobic MFS

Test Conditions:
T = -7.91 C
T = 10.00 MPaC

= 1.04 %/hr

D = 38.6 %

e = 0.7821
S. = 99.65 %

ACDT Quality: Good
20

Test Results:
E = 20.2 GPa

Q0 = 1.38 MPa

Quy = 3.87 MPa

E = 0.39%

Q = 6.57 MPa

E = 18.58%

E QUY= -0.04%
V
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Test Number : FRS 199
Test Date : 04/19/1998
Material: Hydrophobic MFS

Test Conditions:
T =-4.50 C
a = 0.51 MPa

E =11.94 %/hr

Dr =87.8 %

e = 0.6202
S = 88.42 %

ACDT Quality: Good
20

Test Results:
E = 33.3 GPa

Y 1.33 MPa

Quy = 4.40 MPa

e-, = 0.42%

Q, = 5.13 MPa

E, = 2.01 %

EV QUY= 0.12%
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Test Number: FRS 200
Test Date :04/24/1998
Material : Hydrophobic MFS

Test Conditions:
T = -4.78 C

aY = 10.00 MPa

E = 12.10 %/hr

D = 74.6 %

e = 0.6635
Si = 98.01 %

ACDT Quality: Fair
20

2.0

Test Results:
E = 24.6 GPa

y= 1.75 MPa

Quy = 5.29 MPa

uy
0.35 %

11.53 MPa

E = 19.44 %

e Quy = -0.03 %
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Test Number: FRS 201
Test Date : 05/05/1998
Material: Hydrophobic MFS

Test Conditions:
T = -9.50 'C

ac = 0.50 MPa

E = 11.92 %/hr

Dr = 76.1 %

e = 0.6585
S = 96.77 %

ACDT Quality: Excellent
20

Test Results:
E = 21.8 GPa

Qy0 = 2.37 MPa

Quy = 6.53 MPa

E = 0.37%

QP = 6.99 MPa

E = 2.00%

E GuY = 0.02%
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Test Number : FRS 202
Test Date : 05/07/1998
Material: Hydrophobic MFS

Test Conditions:
T = -9.35 C
Y = 10.00 MPa

£ = 12.00 %/hr
Dr =76.5 %

e = 0.6574
S. = 95.95 %

Test Results:
E = 19.2 GPa

Qy0 = 2.36 MPa

Quy = 8.34 MPa

E = 0.34%

Q = 13.25 MPa

E = 13.15%
ACDT Quality: Excellent E 0"'= -0.02 %
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Test Number: FRS 203
Test Date : 05/09/1998
Material: Hydrophobic MFS

Test Conditions:
T = -9.54 'C
a = 10.00 MPa

,= 12.02 %/hr

Dr = 72.7 %

e = 0.6699
Si = 98.48 %

ACDT Quality: Good
10

2.0

Test Results:
E = 17.6 GPa

Q = 2.74 MPa

Quy = 8.47 MPa

e = 0.32%

Q, = 11.06 MPa

E = 2.00%

E uY= -0.08%
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Test Number: FRS 204
Test Date : 05/20/1998
Material: Hydrophobic MFS

Test Conditions:
T =-9.46 C
a = 0.51 MPa

F= 12.07 %/hr

Dr = 53.9 %

e =0.7316
S Q 94.94

ACDT Quality: Excellent

20

Test Results:
E = 21.6 GPa

Qyo = 2.28 MPa

Quy = 7.07 MPa

EU, = 0.35%

Q = 7.07 MPa

E = 0.35%
EVQUY= -0.07%
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Test Number : FRS 205
Test Date : 05/25/1998
Material : Manchester Fine Sand

Test Conditions: Test Re

T = -5.42 C E =

ac = 10.00 MPa Q 0 =

S= 12.08 %/hr uy=

Dr = 78.8 % E

e = 0.6497 Q,
Si = 99.24 % E =

ACDT Quality: Fair EQuy =

0 5 10 15 20
Axial Strain, ca [%J

suits:
18.2 GPa
1.95 MPa

4.29 MPa

0.41 %

11.23 MPa

19.34 %

0.07 %
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Test Number: FRS 206
Test Date : 05/26/1998
Material : Manchester Fine Sand

Test Conditions:
T = -5.53 C
cY = 5.01 MPa

E =11.95 %/hr

Dr = 86.6 %

e = 0.6242
S. = 98.00 %

ACDT Quality: Poor
20

Test Results:
E = 18.0 GPa

= 2.24 MPa

Quy = 4.48 MPa

Euy= 0.38%

Q, = 10.99 MPa

E = 12.41 %

E Quy = 0.05%
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Test Number : FRS 207
Test Date : 05/28/1998
Material : Manchester Fine Sand

Test Conditions:
T = -5.74 C
Y = 2.01 MPa

, = 12.00 %/hr

D = 75.2 %

e = 0.6616
Si = 99.10 %

ACDT Quality: Good
0 5 10 15 20

Axial Strain, Ea [%]

Test Results:
E = 30.6 GPa

Q = 2.12 MPa

Quy = 4.68 MPa

E = 0.27%

Q, = 9.95 MPa

E = 11.37%

E Quy = -0.11 %
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Test Number : FRS 208
Test Date : 05/31/1998
Material: Manchester Fine Sand

Test Conditions: Test Results:

T = -5.38 C E = 27.4 GPa

a = 1.01 MPa Q = 2.11 MPa

i = 12.13 %/hr Quy = 4.61 MPa

D = 74.5 % E = 0.33%

e = 0.6640 Q = 9.13 MPa

Si = 98.67 % E = 7.81 %
ACDT Quality: Good E 0"'= -0.16%
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Axial Strain, a%

Test Number : FRS 209
Test Date : 06/01/1998
Material : Manchester Fine Sand

Test Conditions:
T = -5.34 C
a = 10.00 MPa

i = 12.03 %/hr

Dr = 80.6 %

e = 0.6437
Si = 96.73 %

ACDT Quality: Poor
20

Test Results:
E = N/A

Q 0 = N/A

Quy = 4.23 MPa

egY = 0.32%

Q, = 12.04 MPa

E = 15.89%

E Quy= -0.01 %
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Test Number: FRS 210
Test Date : 06/09/1998
Material : 2075 Industrial Quartz

Test Conditions:
T = -5.33 C
T = 0.51 MPac

= 11.58 %/hr

D = 91.5 %

e = 0.7020
S. = 95.90 %

ACDT Quality: Good
20

.0 0.5 1.0 1.5 2.

F It i I I t I Ii I I I

-

2.0

Test Results:
E = 23.2 GPa

Q = 3.41 MPa

QY= 9.11MPa

F-= 0.22%

Qu = 9.11 MPa

= 0.22%

E -0.17%V
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Test Number : FRS 211
Test Date : 06/22/1998
Material: 2075 Industrial Quartz

Test Conditions:
T = -5.44 C

= 2.00 MPa

= 12.17 %/hr

D = 109.6 %

e = 0.6665
Si = 94.94 %

ACDT Quality: Excellent
8 10

Test Results:
E = 21.2 GPa

y= 4.38 MPa

Quy = 9.61 MPa

e = 0.20%

Q = 9.61 MPa

e = 0.20%

EV uy = -0.11 %
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Test Number: FRS 212
Test Date : 06/16/1998
Material : 2075 Industrial Quartz

Test Conditions:
T = -5.29 C
ac = 5.00 MPa

c = 12.17 %/hr

D = 117.4 %r

e = 0.6511
S. = 91.14 %

ACDT Quality: Good
8 10

Test Results:
E = 22.2 GPa

y= 4.06 MPa

Quy = 9.99 MPa

e = 0.26%

Q, = 9.99 MPa

E = 0.26%

E QuY= -0.03%
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Test Number : FRS 213
Test Date : 06/24/1998
Material : 2075 industrial Quartz

Test Conditions:
T = -5.16 C

aY = 10.00 MPa

= 12.21 %/hr
D = 97.5 %

e = 0.6903
Si = 92.56 %

ACDT Quality: Excellent
8 10

Test Results:
E = 15.4 GPa

Q = 4.15 MPa

Quy = 9.72 MPa

e = 0.24%

Q, = 9.72 MPa

E = 0.24%

E Quy = -0.08 %
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Test Number: FRS 215
Test Date : 06/30/1998
Material : Manchester Fine Sand

Test Conditions:
T = -2.02 *C

a = 0.51 MPa

= 12.15 %/hr
Dr = 82.0 %

e = 0.6391
S. = 98.34 %

ACDT Quality: Poor
20

Test Results:
E = 3.2 GPa

Q = 0.56 MPa

Quy = 1.99 MPa

E = 0.35%

Q, = 6.14 MPa

E = 9.31 %

QUY= -0.23%
v
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Test Conditions:
T = -2.35 'C
c = 0.51 MPa

£ = 12.23 %/hr

D = 72.5 %

e = 0.6705
S. = 97.72 %

ACDT Quality: Fair
0 5 10 15 20

Axial Strain, Ea [%]

Test Results:
E = 13.0 GPa

Q = 1.30 MPa

Quy = 2.05 MPa

E = 0.25%

Q, = 5.43 MPa

E = 11.38%

EV Quy = -0.11 %
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Test Number : FRS 216
Test Date : 07/01/1998
Material: Manchester Fine Sand
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2.0

Test Number: FRS 217
Test Date : 07/02/1998
Material : Manchester Fine Sand

Test Conditions: Test Results:

T = -2.41 'C E = 32.0OGPa

ac = 0.51 MPa Oyo = 0.48 MPa

= 1.07 %/hr uy= 1.47 MPa
D, = 81.5 % EgY = 0.44%

e = 0.6408 Q, = 3.99 MPa

S. = 97.86 % E = 7.66%

ACDT Quality: Good E 0"'= 0.04 %
20
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Test Number : FRS 218
Test Date : 07/05/1998
Material : Manchester Fine Sand

Test Conditions:
T =-2.20 C
a =10.00 MPa

£ =12.20 %/hr

Dr = 72.0 %

e = 0.6723
Si = 99.03 %

Test Results:
E = 3.3 GPa

QY0 = 0.92 MPa

Quy = 1.71 MPa

E., = 0.43 %

QP = 6.59 MPa

E = 18.13 %
ACDT Quality: Excellent E QuY = 0.00 %
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Test Number : FRS 219
Test Date : 07/09/1998
Material: Manchester Fine Sand

Test Conditions:
T = -2.09 C
Y = 10.00 MPa

S= 1.04 %/hr

D = 72.9 %r

e = 0.6692
Si = 99.31 %

ACDT Quality: Poor
20

2.0

Test Results:
E = N/A

Qyo = N/A

Quy = 0.57 MPa

E = 0.08%uy

Q = 4.24 MPa

E = 11.64%

E QuY = 0.01 %
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Test Number: FRS 220
Test Date : 07/13/1998
Material: 2010 Industrial Quartz

Test Conditions:
T = -9.15 C

ac =0.50 MPa

S= 12.20 %/hr

Dr = 98.0 %

e = 0.6465
Si = 97.15 %

ACDT Quality: Good
20

2.0

Test Results:
E = 29.6 GPa

Q = 3.49 MPa

Quy = 11.89 MPa

es, = 0..37%
Qp = 11.89 MPa

E = 0.37%

E Quy = -0.28%
v
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Test Number : FRS 221
Test Date : 07/14/1998
Material : 2010 Industrial Quartz

Test Conditions:
T = -8.98 C
a = 10.00 MPa

- =11.46 %/hr
Dr = 102.9 %

e = 0.6311
S. = 97.61 %

ACDT Quality: Good
8 10

Test Results:
E = 31.2 GPa

Qyo = 3.10 MPa

Quy = 12.69 MPa

es, = 0.75%

Q, = 13.70 MPa

E = 7.79%

E Quy
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Test Number : FRS 222
Test Date : 07/15/1998
Material: 2010 Industrial Quartz

Test Conditions:
T =-8.19 'c

c =0.50 MPa

= 1.01 %/hr

D = 102.6 %

e =0.6321
S. =98.43 %

ACDT Quality: Good
20

0

2.0

Test Results:
E = 34.2 GPa

Qy0 = 2.29 MPa

Quy = 6.59 MPa

es, = 0.48%

Q = 7.75 MPa

e = 5.54%

£ QUY = -0.23%V
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Test Number: FRS 223
Test Date : 07/20/1998
Material : 2010 Industrial Quartz

Test Conditions:
T = -9.33 'C

aT = 10.00 MPa

F = 1.00 %/hr
Dr = 95.5 %

e = 0.6545
S. = 98.57 %

ACDT Quality: Good
20

2.0

Test Results:
E = 33.0 GPa

Q = 2.16 MPa

Quy = 7.52 MPa

EU, = 0.65%

Q = 11.18 MPa

E = 10.95%

eQuY 0.17%
v
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Test Number: FRS 224
Test Date : 07/22/1998
Material: 2010 Industrial Quartz

Test Conditions:
T = -9.08 'C
7 = 2.01 MPa

i= 11.50 %/hr
D = 71.2 %r

e = 0.7308
Si = 98.17 %

ACDT Quality: Good
8 10

Test Results:
E = 29.2 GPa

Q 0 = 3.41 MPa

Quy = 12.18 MPa

E = 0.41 %

Q, = 12.18 MPa

E = 0.41%

EV QUY = 0.07%
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Test Number : FRS 225
Test Date : 07/23/1998
Material : 2010 Industrial Quartz

Test Conditions:
T = -9.08 C
T = 5.00 MPa

S= 12.10 %/hr

Dr = 99.0 %

e = 0.6435
S. = 99.10 %

ACDT Quality: Excellent
8 10

Test Results:
E = 25.4 GPa

Q = 3.55 MPa

Quy = 12.88 MPa

Euy= 0.37%

Q = 12.88 MPa

EP = 0.37%

Q QuY= 0.02%

483

0l

E
0

-L-

I I I I i i i I i i I i



12

10

6

4

2

0

5

4

> 3

c2

1E

0 2 4 6
Axial Strain, Ea [%]

12

10

6

4

0 2

14

14 1

0 2 4 6 8 1

0 2 4 6 8 1

-

0

Cl)
C)

C.)
S

0

5

4

3

2

1

0

-1

0.5 1.0 1.5 2.0

0.0 0.5 1.0 1.5
Axial Strain, ca [%]

Test Number : FRS 226
Test Date : 07/27/1998
Material: 2010 Industrial Quartz

Test Conditions:
T = -9.39 'C
c = 5.0 MPa

, =12.04 %/hr

Dr = 94.0 %

e = 0.6592
Si = 98.47 %

ACDT Quality: Fair
8 10

2.0

Test Results:
E = 25.0 GPa

Q 0 = 3.57 MPa

Quy = 13.12 MPa

E = 0.43%

Q = 13.12 MPa

E = 0.43%

E Quy = -0.19%
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Test Number: FRS 227
Test Date : 08/03/1998
Material : 2010 Industrial Quartz

Test Conditions:
T = -9.55 C
7 = 5.01 MPa

i = 12.05 %/hr
Dr = 93.6 %

e = 0.6605
S. = 99.10 %

ACDT Quality: Excellent
8 10

Test Results:
E = 25.0 GPa

Y 3.94 MPa

Quy = 13.34 MPa

EUY = 0.41 %

Q = 13.34 MPa

E, = 0.41 %

E Quy = -0.11%
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Test Number: FRS 228
Test Date : 08/04/1998
Material: 2010 Industrial Quartz

Test Conditions:
T = -9.15 C
Y = 2.00 MPac

c = 1.00 %/hr
Dr = 94.9 %

e = 0.6563
Si = 98.53 %

ACDT Quality: Good
0 2 4 6 8 10

Axial Strain, F-a [%]

Test Results:
E = 29.4 GPa

Q = 2.45 MPa

Quy = 7.43 MPa

uy= 0.48%

Q, = 8.66 MPa

E = 4.24%

E QUY -0.11%
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Test Number: FRS 229
Test Date: 08/06/1998
Material : 2010 Industrial Quartz

Test Conditions:
T = -9.43 *C
ac = 5.00 MPa

c = 1.00 %/hr

Dr = 91.5 %

e = 0.6670
S. = 98.84 %

ACDT Quality: Good

0 2 4 6 8 10
Axial Strain, Ea [%]

Test Results:
E = 31.4 GPa

Qy0 = 2.54 MPa

Quy = 8.01 MPa

E = 0.42%

Q, = 9.10 MPa

E = 6.12%

Q UY= 0.08%
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Test Number: FRS 232
Test Date : 08/11/1998
Material : 2010 Industrial Quartz

Test Conditions:
T = -8.75 C
5 = 10.00 MPac

e = 12.41 %/hr

Dr = 102.9 %

e = 0.6312
Si = 99.07 %

ACDT Quality: Good
8 10

Test Results:
E = 22.0 GPa

Qy0 = 4.20 MPa

Quy = 12.79 MPa

EUy = 0.56%

Q, = 12.79 MPa

E = 0.56%

EQ uy = 0.18%
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Test Number: FRS 233
Test Date : 08/18/1998
Material : 2010 Industrial Quartz

Test Conditions:
T = -8.83 C

ac = 10.00 MPa

E = 0.99 %/hr

Dr = 108.2 %

e = 0.6144
Si = 93.83 %

ACDT Quality: Fair

0 2 4 6 8 10
Axial Strain, a[%]

0

.0

Test Results:
E = 22.4 GPa

Qy0 = 2.34 MPa

Quy = 7.28 MPa

e., = 0.35%

Q, = 10.56 MPa

E, = 6.39%

E Quy= -0.15%
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Test Number: FRS 234
Test Date : 08/17/1998
Material: PMMA

0 2 4 6 8

0 2 4 6 8 1

.~~~~~~~~~~~~~~~~ ............... ......... ......

8 10

Test Results:
E = 4.9 GPa

Q = 2.28 MPa

Quy = 5.99 MPa

E = 0.35%

QP = 6.70 MPa

E = 5.82%

EV Quy= -0.01 %
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Test Conditions:
T = -8.57 C
a = 0.51 MPaC

£ = 12.17 %/hr

D = N/A

e = 0.4463
S = 92.64 %

ACDT Quality: Excellent
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Test Number : FRS 235
Test Date : 08/18/1998
Material : PMMA

Test Conditions:
T = -8.50 'C
T = 0.51 MPa

S= 12.10 %/hr
D = N/A

e = 0.6072
S. = 98.37 %

ACDT Quality: Good

8 10

Test Results:
E = 5.0 GPa

Oyo = 2.90 MPa

Quy = 5.71 MPa

E = 0.54 %

Q = 7.07 MPa

E p = 4.96 %

E uY= 0.09 %
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Test Number : FRS 236
Test Date : 08/19/1998
Material: PMMA

Test Conditions:
T = -8.76 'C

aY = 0.51 MPa

= 12.27 %/hr

D = N/A

e = 0.4489
Si = 94.60 %

ACDT Quality: Excellent
8 10

Test Results:
E = 4.6 GPa

Q = 3.10 MPa

Quy = 6.83 MPa

E = 0.42%

Q = 6.91 MPa

E = 5.00%

E= 0.19%
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Test Results:
E = 5.1 GPa

Q = 1.87 MPa

Quy = 8.09 MPa

Euy= 0.78%

Q = 8.09 MPa

E = 0.78%

e QuY = -0.15%
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Test Number : FRS 237
Test Date : 09/11/1998
Material: PMMA

Test Conditions:
T = -10.35 C
7 = 0.50 MPac

S= 1.04 %/hr

D = N/A

e = 0.6238
S. = 99.75 %

ACDT Quality: Good

5

4

3

2

1

0

-1

10

8

6

4

2

0

I I I I I I



10

9

8

7

6

5

4

3

2

1

0

I:,

0

(0 2 4 6 8 1

0 2 4 6 8 1

-r-

0

10

9

8

7

6

5

4

3

2

1

0
0

5

4

3

2

1

0

-1

.0 0.5 1.0 1.5 2.

-r

0.0 0.5 1.0 1.5
Axial Strain, Ea [%]

5

4

W> 3

2 0
0

-1

10

0 2 4 6 8 10
Axial Strain, c a[%

2

0

.0

Test Results:
E = 5.6 GPa

Q = 1.97 MPa

Quy = 8.07 MPa

Euy= 0.71%

Q, = 10.32 MPa

E = 10.19%

EV QuY= -0.13%
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Test Number : FRS 238
Test Date : 09/13/1998
Material: PMMA

Test Conditions:
T = -10.06 C
a = 10.00 MPac

E = 1.12 %/hr

D, = N/A

e = 0.5852
Si = 99.92 %

ACDT Quality: Fair
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Test Number: FRS 239
Test Date: 09/16/1998
Material : PMMA

Test Conditions:
T = -5.27 C
T = 0.51 MPa

S= 1.03 %/hr

D = 00.00 %

e = 0.5582
Si = 99.22 %

ACDT Quality: Excellent
8 10

Test Results:
E = 5.0 GPa

Qyo = 1.20 MPa

Quy = 5.07 MPa

E, = 0.64%

Q = 7.28 MPa

E = 10.04%

E QUY= 0.07%v
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Test Number : FRS 240
Test Date : 09/17/1998
Material : PMMA

Test Conditions:
T = -5.17 C

aT = 10.00 MPa

= 1.04 %/hr

Dr = 00.00 %

e = 0.4305

Si = 94.22 %

ACDT Quality: Fair
20

Test Results:
E = 4.9 GPa

Qy0 = 1.27 MPa

Quy = 5.57 MPa

E = 0.98%

QP = 9.47 MPa

E = 12.53%

F Quy = 0.00%
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Test Number : FRS 241
Test Date : 09/22/1998
Material : PMMA

Test Conditions: Test Results:

T = -5.02 C E = 4.8 GPa

aC = 5.00 MPa Q = 1.38 MPa

E = 1.03 %/hr uy= 5.33 MPa

Dr = N/A E = 0.80%

e = 0.5440 Q = 5.46 MPa

Si = 99.04 % E = 5.12%

ACDT Quality: Excellent E Quy= -0.02 %
10
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Test Number: FRS 242
Test Date : 09/29/1998
Material : 2010 Industrial Quartz
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Test Results:
E = 35.2 GPa

Qy0 = 2.10 MPa

Quy = 7.30 MPa

S =0..39%

Q = 9.65 MPa

E = 5.90%
QuY = -0.05%

v

498

Test Conditions:
T = -9.67 C

a7 = 12.50 MPa

E = 1.00 %/hr

Dr = 83.3 %

e = 0.6927
Si = 97.71 %

ACDT Quality: Good
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Test Number : FRS 243
Test Date : 10/06/1998
Material : 2010 Industrial Quartz

Test Conditions:
T = -10.45 C
T = 12.50 MPac

e = 12.05 %/hr

D = 84.3 %

e = 0.6895
S. = 97.67 %

ACDT Quality: Good

8 10

2.0

Test Results:
E = 21.4 GPa

Qyo = 3.95 MPa

Quy = 13.16 MPa

E = 0.44%

Q = 13.16 MPa

E = 0.44%

E Qu= -0.02%v

499

2 4 6 8 1
.3 0o

0.0

(03

V)

U

E

4

3

2

1

0

-1 El I I I t ii i1~~j ~

20

15

10

I-

5

0

I

141 I I I i I i

-'

-



c2

0

0 2 4 6
Axial Strain, Ea [%]

U
V

0)

(1

d1

E

10

9

8

7

6

5

5

4

3

2

1

0

-1
0

-, I . . I ... I...

10

9

8

7

6

5

4

3

2

1

0
0.

2.00.0 0.5 1.0 1.5
Axial Strain, Ea [%]

Test Number: FRS 244
Test Date : 10/13/1998
Material : 2010 Industrial Quartz

Test Conditions:
T = -5.26 *C
a = 12.50 MPa

E = 12.75 %fhr
Dr = 75.7 %

e = 0.7167
Si = 99.16 %

ACDT Quality: Excellent
8 10

Test Results:
E = 24.4 GPa

= 2.35 MPa

Quy = 8.01 MPa

EUY = 0.41%

Q, = 8.01 MPa

EP = 0.41%

EQ _I= -0.04 %
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Test Number : FRS 245
Test Date : 10/14/1998
Material : 2010 Industrial Quartz

Test Conditions:
T = -4.68 'C

ac = 12.50 MPa

£ = 12.21 %/hr
Dr = 86.7 %

e = 0.6821
S = 98.50 %

ACDT Quality: Excellent
20

Test Results:
E = 21.4 GPa

Q = 2.20 MPa

Quy = 8.53 MPa

E., = 0.42%

Q, = 12.64 MPa

E = 11.92%

E Quy
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Test Conditions:
T = -4.74 C
Y = 12.50 MPac

S= 0.99 %/hr

Dr = 89.6 %

e = 0.6730
Si = 99.17 %

ACDT Quality: Fair
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Axial Strain, ca [%]
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Test Results:
E = 23.0 GPa

QY0 = 1.32 MPa

Quy = 4.40 MPa

E = 0.36%

Q, = 8.53 MPa

E = 10.04%

EVQuY = -0.01 %
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Test Number: FRS 246
Test Date : 10/22/1998
Material : 2010 Industrial Quartz
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Test Number: FRS 247
Test Date : 11/04/1998
Material : PMMA

Test Conditions:
T = -4.23 C
a = 0.50 MPa

F= 12.39 %/hr

Dr = N/A

e = 0.6132
S. = 99.19 %

ACDT Quality: Good
8 10

Test Results:
E = 4.3 GPa

Q = 1.95 MPa

Quy = 6.20 MPa

EU, = 0.58%

Q, = 6.20 MPa

E = 0.58%

c QuY= -0.01 %
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Test Number: FRS 248
Test Date : 11/05/1998
Material : PMMA

Test Conditions:
T = -4.94 C

aY = 10.00 MPa

S= 12.22 %/hr

D = 00.00 %

e = 0.5174
S. = 101.97 %

ACDT Quality: Good
8 10

Test Results:
E = 4.8 GPa

Q = 1.84 MPa

Quy = 7.67 MPa

E = 0.88%

Q = 10.68 MPa

E = 10.45%

E Quy= -0.05 %
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Test Number : FRS 249
Test Date : 11/08/1998
Material : PMMA

Test Conditions:
T = -4.83 C
a = 0.50 MPa

e = 1.10 %/hr

D = N/A

e = 0.5222
S. = 99.35 %

ACDT Quality: Excellent
0 2 4 6 8 10

Axial Strain,ca [%]

Test Results:
E = 4.6 GPa

Q 0 = 1.15 MPa

Quy = 4.51 MPa

E = 0.67%

Q = 6.59 MPa

E = 10.02%

EQ UY= 0.04%
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Test Number : FRS 250
Test Date : 11/13/1998
Material: PMMA

Test Conditions:
T = -9.44 C
a = 10.00 MPac

E = 12.32 %/hr

Dr = N/A

e = 0.4650
S. = 96.91 %

ACDT Quality: Fair
20

Test Results:
E = 5.1 GPa
Q = 3.56 MPa

Quy = 10.54 MPa

Euy= 0.91%

Q, = 12.32 MPa

EP = 12.40%

E QuY = -0.01 %
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Test Number : FRS 251
Test Date : 11/15/1998
Material: PMMA

Test Conditions:
T = -4.73 C
a = 10.00 MPaC

S= 1.07 %/hr

D = N/A %r

e = 0.5013
S. = 99.30 %

ACDT Quality: Excellent
8 10

Test Results:
E = 4.2 GPa

= 1.35 MPa

Quy = 4.83 MPa

E = 0.78%

Q, = 8.32 MPa

E = 10.12%

EV QUY = 0.04%
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Test Number: FRS 252
Test Date : 11/28/1998
Material : Polycrystalline Ice

Test Conditions:
T = -9.29 C
(c = 0.50 MPa

E = 1.07 %/hr
Dr = N/A

e = N/A
S = N/A

ACDT Quality: Excellent
10

2.0

Test Results:
E = 5.5 GPa

Qyo = 1.04 MPa

Quy = 1.64 MPa

Euy = 0.10%

Q, = 2.37 MPa

E = 1.39%

E Quy= 0.01 %
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Test Number : FRS 253
Test Date : 11/30/1998
Material : Polycrystalline Ice

Test Conditions:
T = -9.17 C
T = 0.50 MPa

e = 12.16 %/hr

Dr = N/A

e = N/A
S. = N/A

ACDT Quality: Excellent

8 10

Test Results:
E = 5.6 GPa

Qyo = 2.75 MPa

Quy = 3.14 MPa

E.uy = 0.09 %

Q, = 4.79 MPa

E = 1.38 %

eQuY= -0.04 %
v
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Test Number: FRS 254
Test Date : 12/02/1998
Material : Polycrystalline Ice

Test Conditions:
T = -9.44 C
a = 9.99 MPa

E = 1.03 %/hr

Dr = N/A

e = N/A
Si = N/A

ACDT Quality: Good
8 10

2.0

Test Results:
E = 5.0 GPa
Q 0 = 0.74 MPa

Quy = 1.60 MPa

E = 0.11%uy

Q = 2.37 MPa

e = 1.53 %

E QuY 0.03%
v
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Test Number : FRS 255
Test Date : 12/03/1998
Material : Polycrystalline Ice

Test Conditions: Test Results:

T = -9.54 C E = 5.2 GPa

a = 10.00 MPa Qyo = 2.63 MPa

i = 12.44 %/hr Quy = 2.61 MPa

D = N/A E = 0.07%r uy

e = N/A Q = 5.29 MPa

S. = N/A E = 1.39%

ACDT Quality: Good E -uy = -0.01 %
8 10
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Test Number: FRS 256
Test Date : 12/09/1998
Material : Polycrystalline Ice

Test Conditions:
T = -4.94 C

(c = 0.50 MPa

E = 1.11 %/hr

Dr = N/A %

e = N/A

Si = N/A

ACDT Quality: Good

Test Results:
E = 5.3 GPa

Qyo = 0.96 MPa

Quy = 1.37 MPa

uy= 0.12%
Q = 1.68 MPa

E = 1.52%

EQ uY= 0.06%

512

0

5

4

3
S3

2
0

0

-1

10

- 'III'''

LiLI..LiJI~IJmLJt

- I 11111 I 1---T-~~IIIII

I I liii,-

OW

8

6

4

2

0

I



5

4
3

2

(0 2 4 6 8 1

5

-3

'2
V0

0 2 4 6 8 10

w/

0z

0

.
0.0

5

4

3

2

1

0

-1

0.5 1.0 1.5 2.0

0.0 0.5 1.0 1.5
Axial Strain, ea [%]

Test Number: FRS 257
Test Date : 12/14/1998
Material : Polycrystalline Ice

Test Conditions:
T = -5.04 C
a = 0.50 MPa

E = 11.96 %/hr

D = N/A

e = N/A
S. = N/A

ACDT Quality: Excellent
0 2 4 6 8 10

Axial Strain, Ea [%]

2.0

Test Results:
E = 5.1 GPa

Q = 2.57 MPa

Quy = 2.71 MPa

E = 0.08%

Q = 3.65 MPa

E = 1.23%

eQuy = 0.02%
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Test Number: FRS 258
Test Date : 12/15/1998
Material : Polycrystalline Ice

Test Conditions:
T = -4.68 C

ac = 10.0 MPa

L = 1.26 %/hr
Dr = N/A

e = N/A
Si = N/A

ACDT Quality: Fair

8 10

.0

2.0

Test Results:
E = 4.8 GPa

y= 0.77 MPa

Quy = 1.32 MPa

uy =0.11%

Q, = 1.64 MPa

E = 0.92%

EQUY= 0.01 %
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Test Number : FRS 259
Test Date : 12/17/1998
Material : Polycrystalline Ice

Test Conditions:
T = -4.75 *C
cT = 10.0 MPa

= 12.25 %/hr
Dr = N/A

e = N/A
S = N/A

ACDT Quality: Good
8 10

Test Results:
E = 4.5 GPa

Q = 1.38 MPa

Quy = 2.21 MPa

E = 0.13%

QP = 3.57 MPa

F, = 1.27%

EQuy 0.01%
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Test Number: FRS 260
Test Date : 06/05/1999
Material: Glass Beads

Test Conditions:
T = -8.81 C

= 0.50 MPac

S= 1.01 %/hr

D = N/A

e = 0.5517
S. = 97.07 %

ACDT Quality: Good

8 10

Test Results:
E = 26.4 GPa

Qyo = 2.25 MPa

QUY = 6.67 MPa

E-Y = 0.34%

Q, = 11.95 MPa

E = 3.41 %

EVQUY = -0.01%
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Test Number FRS 261
Test Date 06/07/1999
Material Glass Beads

Test Conditions:
T = -9.32 C
a = 0.50 MPa

= 12.33 %/hr
Dr = N/A

e = 0.5283
S. = 90.14 %

ACDT Quality: Good
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2

Test Results:
E = 27.2 GPa

Q 0 = 3.13 MPa

Quy = 10.05 MPa

E = 0.35%

Q, = 12.33 MPa

E = 3.30%

EQ uy= -0.02%
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Test Number: FRS 262
Test Date : 06/09/1999
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Test Results:
E = 26.6 GPa

Qy0 = 2.20 MPa

Quy = 7.57 MPa

Euy
- 0.46 %

Q = 18.14 MPa

E = 4.96 %

EQ uy= -0.01 %
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Material: Glass Beads

Test Conditions:
T = -9.38 C

ac = 10.00 MPa

S= 1.00 %/hr

D = N/A

e = 0.5511
Si = 95.93 %

ACDT Quality: Excellent
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Test Number : FRS 263
Test Date : 06/11/1999
Material : Glass Beads

Test Conditions:
T = -9.33 'C
a = 10.0 MPa

, = 12.02 %/hr

D = N/A

e = 0.5717
S = 97.55 %

Test Results:
E = 28.0 GPa

Y= 2.80 MPa

Quy = 10.08 MPa

E = 0.40%

Q, = 11.54 MPa

E = 2.00%

ACDT Quality: Excellent EQ uy= -0.03 %
10
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Test Results:
E = 25.7 GPa

Q = 3.05 MPa

Quy = 11.23 MPa

e = 0.48%

Q = 14.79 MPa

e = 2.00%

E -"'= -0.02 %
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Test Number: FRS 264
Test Date 06/13/1999
Material Glass Beads

Test Conditions:
T = -9.21 C

aY = 10.00 MPa

= 12.08 %/hr

D = N/A

e = 0.5328
Si = 91.75 %

ACDT Quality: Excellent
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Test Number : FRS 265
Test Date: 06/15/1999
Material: Hydrophobic Glass Beads

Test Conditions:
T = -9.65 C
a = 0.50 MPa

i = 1.07 %/hr

Dr = N/A

e =0.6189
S. = 97.29 %

ACDT Quality: Good

8 10

0

.0

Test Results:
E = 6.0 GPa

Qyo = 0.94 MPa

QUY = 3.31 MPa

E = 0.34%

Q = 3.31 MPa

e = 0..34%

EuY = 0.07%
v
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Test Number : FRS 266
Test Date : 06/19/1999
Material : Hydrophobic Glass Beads

Test Conditions:
T = -9.71 'C
a= 0.51 MPa

E =12.16 %/hr

D =N/A

e = 0.6306
S = 96.99 %

ACDT Quality: Good
8 10

2.0

Test Results:
E = 5.5 GPa

Q 0 = 2.8 MPa

Quy = 4.52 MPa

E = 0.45%

Q, = 4.52 MPa

E = 0.45%

E QuY = 0.38%
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Test Number: FRS 267
Test Date : 06/21/1999
Material : Hydrophobic Glass Beads

Test Conditions:
T = -9.78 C
Y = 10.0 MPa

c= 1.05 %/hr
Dr = N/A

e = 0.6008
S. = 93.26 %

ACDT Quality: Fair
8 10

2.0

Test Results:
E = 5.6 GPa

Q = 0.65 MPa

Quy = 3.04 MPa

EIY = 0.32%

Q, = 3.04 MPa

E = 0.32%

ELQUY= 0.01 %
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Test Number : FRS 268
Test Date : 06/23/1999
Material : Hydrophobic Glass Beads

Test Conditions:
T = -9.66 C

oT = 10.01 MPa

L = 12.39 %/hr
D = N/A %r

e = 0.6410
S = 95.66 %

ACDT Quality: Good
8 10

Test Results:
E = 5.7 GPa

Qy0 = 2.96 MPa

Quy = 6.90 MPa

E = 0.45%

QP = 6.90 MPa

E = 0.45%

E QUY= 0.05%
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Test Number : FRS 269
Test Date : 09/06/1999
Material: 2010 Industrial Quartz

Test Conditions:
T = -9.62 C
T = 0.10 MPa

i = 12.27 %/hr

Dr = 91.6 %

e = 0.6666
Si = 99.15 %

ACDT Quality: Excellent
8 10

Test Results:
E = 25.5 GPa

= 3.90 MPa

Quy = 12.17 MPa

CU, = 0.41%

Q, = 12.17 MPa

E, = 0.41%

E Quy= -0.21 %
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Test Number: FRS 270
Test Date : 09/07/1999
Material : 2010 Industrial Quartz

Test Conditions:
T = -9.62 'C

ac = 1.00 MPa

S= 12.26 %/hr

Dr = 86.9 %

e = 0.6816
Si = 99.48 %

ACDT Quality: Good

8 10

2.0

Test Results:
E = 16.4 GPa

Q = 4.82 MPa

QUY = 12.51 MPa

= 0.48 %

Q, = 12.51 MPa

E = 0.48 %

QuY= 0.00 %
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Test Number: FRS 271
Test Date : 09/08/1999
Material : 2010 Industrial Quartz

Test Conditions:
T = -9.52 C
a = 12.50 MPa

i = 12.32 %/hr

D = 89.7 %

e = 0.6727
S. = 98.95 %

ACDT Quality: Excellent
0 2 4 6 8 10

Axial Strain, a [%]

Test Results:
E = 24.4 GPa

Qyo = 3.65 MPa

Quy = 13.33 MPa

E = 0.44%

Q, = 14.24 MPa

E = 10.42%

E Quy = 0.08 %
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Test Number : FRS 272
Test Date : 09/09/1999
Material : 2010 Industrial Quartz

Test Conditions:
T = -9.56 'C
ac=7.50 MPa

C =12.22 %/hr

Dr =39.4 %

e = 0.8310
Si = 99.63 %

2.0

Test Results:
E = 21.0 GPa

Q = 3.86 MPa

Quy = 13.22 MPa

Euy= 0.33%

Q, = 13.22 MPa

E = 0.33%

ACDT Quality: Excellent E Quy = -0.19 %
8 10
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Test Number : FRS 273
Test Date : 10/06/1999
Material : 2010 Industrial Quartz

Test Conditions:
T = -9.67 C
a = 2.00 MPa

S= 12.10 %/hr

D = 85.4 %

e = 0.6861
Si = 98.62 %

Test Results:
E = 27.0 GPa

Qyo = 3.72 MPa

QUY = 11.87 MPa

E = 0.41%

Q = 11.87 MPa

= 0.41%

ACDT Quality: Excellent Quy= 0.06 %
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Test Number: FRS 275
Test Date : 10/12/1999
Material : PMMA

Test Conditions:
T = -9.80 C
Y = 0.50 MPac

E = 12.60 %/hr

Dr = N/A

e = 0.5899
S. = 100.02 %

ACDT Quality: Good

0 2 4 6 8 10
Axial Strain, Ea [%]

Test Results:
E = 4.9 GPa

Q = 3.85 MPa

Quy = 9.93 MPa

EU, = 0.58%

Q = 9.93 MPa

E = 0.58%

EQ uy = -0.07%
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Test Number: FRS 276
Test Date : 10/13/1999
Material: PMMA

Test Conditions:
T = -9.74 'C

= 10.00 MPa

= 12.79 %/hr

D = N/A

e = 0.5890
Si = 102.11 %

ACDT Quality: Good
8 10

Test Results:
E = 5.2 GPa

Q = 3.36 MPa

Quy = 10.69 MPa

E = 0.83%

Q, = 10.69 MPa

E = 0.83%

E Quy= 0.03%
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Test Number : FRS 277
Test Date : 10/14/1999
Material : PMMA

Test Conditions: Test R

T = -9.80 C E =

oc = 0.50 MPa Qyo =

S= 1.13 %/hr Quy =

Dr = N/A Euy
e = 0.5846 Q,
Si = 100.75 % E =
ACDT Quality: Good EvQuy

esults:
5.3 GPa
2.45 MPa

7.38 MPa

0.61 %

7.83 MPa

7.74 %

-0.02 %
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2.0

Test Number: FRS 278
Test Date : 10/17/1999
Material : PMMA

Test Conditions:
T = -9.68 'C

oc = 10.00 MPa

S= 1.08 %/hr

Dr = N/A

e = 0.5679
S. = 99.72 %

ACDT Quality: Fair
8 10

Test Results:
E = 5.1 GPa

Qy0 = 2.30 MPa

Quy = 7.54 MPa

E = 0..79%

Q, = 8.54 MPa

E, = 7.88%

E QUY= -0.01 %
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Test Number: FRS 279
Test Date : 11/05/1999
Material : Hydrophobic Rough Glass Beads

Test Conditions:
T = -10.27 C
a = 0.51 MPa

= 14.34 %/hr

Dr = N/A

e = 0.5919
S. = 97.01 %

ACDT Quality: Excellent
8 10

Test Results:
E = 7.0 GPa

Y 4.85 MPa

Quy = 5.86 MPa

EU, = 0.35%

Q, = 5.86 MPa

ep = 0.35%

,,Quy= 0.27%
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Test Number: FRS 280
Test Date : 11/11/1999
Material : Hydrophobic Rough Glass Beads

Test Conditions:
T = -10.01 C
a = 0.51 MPa

E = 12.12 %/hr

Dr = N/A

e = 0.5878
S = 95.86%

ACDT Quality: Good
8 10

Test Results:
E = 7.7 GPa

Q = 3.70 MPa

Quy = 5.65 MPa

= 0.40%

Q = 5.65 MPa

F u = 0.40%

E QUY 0.52%
v
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Test Number: FRS 281
Test Date : 11/13/1999
Material : Hydrophobic Rough Glass Beads

Test Conditions:
T = -9.75 'C

aT = 10.00 MPa

- = 12.31 %/hr

Dr = N/A

e = 0.5682
S. = 93.32 %

ACDT Quality: Good
8 10

Test Results:
E = 7.5 GPa

Qy = 3.75 MPa

Quy = 10.33 MPa

EU, = 0.55%

Q, = 11.26 MPa

E = 1.24%

E Quy= 0.01 %
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Axial Strain, Fa [%]

Test Number : FRS 282
Test Date : 11/15/1999
Material : Hydrophobic Rough Glass Beads

0

Test Conditions:
T = -10.22 C

(c = 10.00 MPa

- = 12.28 %/hr

D = N/A

e = 0.5939
Si = 95.61 %

ACDT Quality: Good
0 2 4 6 8 10

Axial Strain, ca [%]

Test Results:
E = 7.5 GPa
Qyo = 3.54 MPa

Quy = 11.45 MPa

Euy = 0.65 %

QP = 16.13 MPa

E = 6.82 %

£ QUY = -0.23 %
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Test Number: FRS 283
Test Date : 11/18/1999
Material : Hydrophobic Rough Glass Beads

Test Conditions:
T = -10.06 C

ac = 0.50 MPa

C = 1.02 %/hr

D = N/A

e = 0.5829
Si = 97.54 %

ACDT Quality: Fair
8 10

Test Results:
E = 5.8 GPa

Qy0 = 1.05 MPa

Quy = 3.72 MPa

E = 0.56%

Q = 3.72 MPa

E = 0.56%

Quy = 0.53 %
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Test Number : FRS 284
Test Date : 11/19/1999
Material : Hydrophobic Rough Glass Beads

Test Conditions:
T = -9.67 C
a = 10.00 MPa

i = 1.05 %/hr
Dr = N/A %

e = 0.5763
Si = 96.83 %

ACDT Quality: Excellent
8 10

Test Results:
E = 7.0 GPa

Y= 0.95 MPa

Quy = 7.51 MPa

E., = 0.82%

QP = 13.53 MPa

E = 6.41 %

E Quy = -0.08 %
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Test Number: FRS 285
Test Date : 12/15/1999
Material : Hydrophobic Rough Glass Beads

Test Conditions:
T = -10.33 C
T = 0.51 MPa

E = 12.15 %/hr

D = N/A

e = 0.6261
S. = 97.68 %

Test Results:
E = 8.1 GPa

Qyo = 3.3 MPa

Quy = 6.12 MPa

E = 0.32%

Q, = 6.12 MPa

E = 0.32%
ACDT Quality: Excellent E QUY = 0.32 %
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Test Number: FRS 286
Test Date: 12/16/1999
Material : Hydrophobic Rough Glass Beads

Test Conditions:
T = -10.28 C

oc = 0.50 MPa

i = 1.08 %/hr

Dr = N/A

e = 0.6298
Si = 97.13 %

ACDT Quality: Good
8 10

Test Results:
E = 5.0 GPa

Qyo = 1.62 MPa

Quy = 4.37 MPa

es, = 0.41 %

QP = 4.37 MPa

E = 0.41 %

e Quy = 0.23 %
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Test Number: FRS 287
Test Date : 12/18/1999
Material : Hydrophobic Rough Glass Beads

Test Conditions:
T =-10.23 C

a= 10.00 MPa

=12.37 %/hr

Dr =N/A

e = 0.5963
S. = 92.63 %

ACDT Quality: Good
8 10

Test Results:
E = 8.0 GPa

Q = 3.65 MPa

Quy = 10.45 MPa

E = 0.64%

Q = 10.45 MPa

E = 0.64%

e uY = 0.05%
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Test Number: FRS 288
Test Date : 01/09/2000
Material : Glass Beads (3 mm)

Test Conditions:
T = -10.33 C
aTC = 0.51 MPa

F = 12.08 %/hr
D = N/A

e = 0.6730
Si = 92.82 %

ACDT Quality: Excellent
0 2 4 6 8 10

Axial Strain, sa [%]

Test Results:
E = 25.2 GPa

Y= 4.03 MPa

Quy = 7.46 MPa

E = 0.22%

Q, = 7.46 MPa

E = 0.22%

Quy = 0.07%
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Test Number : FRS 289
Test Date : 01/10/2000
Material : Hydrophobic

Test Conditions:
T = -10.31 C
T = 0.51 MPa

C 12.20 %/hr

D = N/A

e = 0.6601
S. = 94.31 %

ACDT Quality: Good
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Glass Beads (3 mm)

Test Results:
E = 11.4 GPa

Qyo = 3.35 MPa

Quy = 4.41 MPa

E = 0.28 %

Q, = 4.41 MPa

E, = 0.28 %

QUY = 0.37 %
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Test Results:
E = 12.5 GPa
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Test Number: FRS 291
Test Date : 01/11/2000
Material : Hydrophobic Rough Glass Beads

(3 mm)
Test Conditions:
T = -10.33 C
a = 0.51 MPa

L = 12.15 %/hr

D = N/A

e = 0.6780
S. = 93.08 %

ACDT Quality: Good
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Test Results:
E = 21.0 GPa

Q 0 = 5.62 MPa

Quy = 7.58 MPa

E = 0.11%

Q, = 7.58 MPa

E, = 0.11 %

EvQuy= 0.03%
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ACDT Quality: Excellent E QuY = 0.02 %

8 10

548

- t~-v--v-1-

Test Number : FRS 292
Test Date : 01/13/2000
Material : Hydrophobic Rough Glass Beads

4

3

2

1

0

E

- I,,,,I,,,~l,,,. -

Ii I*I I I I-1

20

15

10

-

5

0

9

7 --

6

5

Cn4

21 -

0
0.0 0.5 1.0 1.5 2.0

0



Appendix E

TRIAXIAL TESTING DATA REDUCTION PROGRAM
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Triaxial Testing Data Reduction Program - "ControlCode"

Option Explicit

Sub AutoOpen()
ForceCompilation 1
ForceCompilation2
ForceCompilation3

End Sub

Sub AboutTriaxo
MsgBox "Triax Reduction Program" + Chr$(13)+ _

" Version 1.30" + Chr$(13) + -

"Written by Kurt Sjoblom" + Chr$(13) + _

" Last Updated 5/12/98", , "About Triax"
'Version 1.22 added choice of parabolic and cyclindrical corrections
'Version 1.30 converted to WINDAP format

End Sub
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Triaxial Testing Data Reduction Program - "ConsolCode"

Option Explicit
Option Base I
DefInt A-Z

Public Pi As Double
Public CellZero As Double
Public CelICalib As Double
Public PoreZero As Double
Public PoreCalib As Double
Public LoadZero As Double
Public LoadCalib As Double
Public DisplacementZero As Double
Public DisplacementCalib As Double
Public VolumeZero As Double
Public VolumeCalib As Double
Public InputVoltage As Double
Public CellInitial As Double
Public PoreInitial As Double
Public LoadInitial As Double
Public DisplacementInitial As Double
Public VolumeInitial As Double

'Correction data
Public InitialDiameter As Double
Public Initiall-eight As Double
Public FilterStripPerimeter As Double
Public PistonArea As Double
Public PistonMass As Double
Public MembraneCorrection As Double
Public FilterStripConstant As Double

'Variables input by user
'Col data
Public DataTimeCol As Integer
Public CellPressCol As Integer
Public PorePressCol As Integer
Public LoadCol As Integer
Public DisplacementCol As Integer
Public VolumeCol As Integer
Public VoltageInCol As Integer

Add Consolidation Sheet

Sub AddConsolSheetO
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Triaxial Testing Data Reduction Program - "ConsolCode"

Sheets.Add Type:="Txconsol"
End Sub

ConsoResultsCalc

Sub ConsolResultsCalcc

Application.ScreenUpdating = True
Pi = (4 * Atn(1))
ActiveWorkbook.PrecisionAsDisplayed = False 'True

Dim a As Double
Dim b As Double
Dim x As Double
Dim N As Integer

'Variables read from input data file
Dim DataTime As Double
Dim CellVoltage As Double
Dim PoreVoltage As Double
Dim LoadVoltage As Double
Dim DisplacementVoltage As Double
Dim VolumeVoltage As Double
Dim Voltageln As Double
Dim CellDaq As Double
Dim PoreDaq As Double
Dim LoadDaq As Double
Dim DCDTDaq As Double
Dim VolumeDaq As Double
Dim InputDaq As Double

'Run time calculated variables
Dim TimeInMinutes As Single
Dim CellPressure As Double
Dim PorePressure As Double
Dim Loads As Double
Dim Displacement As Double
Dim VolumeChange As Double
Dim InitialVolume As Double
Dim InitialArea As Double
Dim AxialStrain As Double
Dim RadialStrain As Double
Dim VolumeStrain As Double
Dim AxialRateofStrain As Double
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Triaxial Testing Data Reduction Program - "ConsolCode"

Dim Area As Double
Dim SpecificGravity As Double
Dim MassofSolids As Double
Dim VoidsRatio As Double
Dim VolumeofSolids As Double
Dim AxialMembraneCorrection As Double
Dim RadialMembraneCorrection As Double
Dim FilterStripCorrection As Double
Dim El As Double
Dim E3 As Double
Dim LnEI As Double
Dim LnE3 As Double
Dim Work As Double
Dim SigmaVertical As Double
Dim SigmaHorizontal As Double
Dim q As Double
Dim p As Double
Dim KO As Double
Dim Phi As Double
Dim DataSheet As String

DataSheet = InputBox("Enter Name of Data Sheet to Calculate.", "Consolidation Data Sheet
Title")

With Worksheets("Tx Consol Results")
CellDaq = .Range("H7").Value
PoreDaq = .Range("H8").Value
LoadDaq = .Range("H9").Value
DCDTDaq = .Range("H10").Value
VolumeDaq = .Range("H1 1").Value
InputDaq = .Range("H12").Value
InputVoltage = .Range("C12").Value
CellInitial = .Range("C7").Value
CellCalib = .Range("E7").Value
PoreInitial = .Range("C8").Value
PoreCalib = .Range("E8").Value
LoadInitial = .Range("C9").Value
LoadCalib = .Range("E9").Value
DisplacementInitial =.Range("C 1 O").Value
DisplacementCalib = .Range("E 1 O").Value
VolumeInitial = .Range("Cl I ").Value
VolumeCalib = .Range("EI 1").Value
InitialHeight = .Range("H16").Value
InitialDiameter = .Range("H17").Value
MembraneCorrection = .Range("C20").Value
FilterStripConstant = .Range("C19").Value
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Triaxial Testing Data Reduction Program - "ConsolCode"

FilterStripPerimeter = .Range("C18").Value
PistonArea = .Range("C16").Value
PistonMass = .Range("C17").Value
SpecificGravity = .Range("C22").Value
MassofSolids = .Range("C23").Value

If SpecificGravity = 0 Or MassofSolids = 0 Then
VolumeofSolids = 0

Else
VolumeofSolids = MassofSolids / SpecificGravity

End If
CellZero = CellInitial / InputVoltage
PoreZero = PoreInitial / InputVoltage
LoadZero = LoadInitial / InputVoltage
DisplacementZero = DisplacementInitial / InputVoltage
VolumeZero = VolumeInitial / InputVoltage
InitialArea = InitialDiameter A 2 / 4 * Pi
InitialVolume = InitialArea * InitialHeight
.Range("H I 8").Value = InitialArea
.Range("H 19").Value = InitialVolume
.Range("D7").Value = CellZero
.Range("D8").Value = PoreZero
.Range("D9").Value = LoadZero
.Range("D10").Value = DisplacementZero
.Range("D 11 ").Value = VolumeZero

End With

Application.ScreenUpdating = False

For x = 2 To 15
Select Case Worksheets(DataSheet).Cells(6, x).Value
Case Is = CellDaq

CellPressCol = x
Case Is = PoreDaq

PorePressCol = x
Case Is = LoadDaq

LoadCol = x
Case Is = DCDTDaq

DisplacementCol = x
Case Is = VolumeDaq

VolumeCol = x
Case Is = InputDaq

VoltageInCol = x
End Select

Next
DataTimeCol = 1
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Triaxial Testing Data Reduction Program - "ConsolCode"

N = 14 'starting row of data

Do

With Worksheets(DataSheet)
DataTime = .Cells(N, DataTimeCol).Value
VoltageIn = .Cells(N, VoltageInCol).Value
CellVoltage = .Cells(N, CellPressCol).Value
PoreVoltage = .Cells(N, PorePressCol).Value
LoadVoltage = .Cells(N, LoadCol).Value
DisplacementVoltage = .Cells(N, DisplacementCol).Value
VolumeVoltage = .Cells(N, VolumeCol).Value

End With

With Worksheets("Tx Consol Results")
TimeInMinutes = DataTime / 60
CellPressure = (CellVoltage / Voltageln - CellZero) * CellCalib
PorePressure = (PoreVoltage / Voltageln - PoreZero) * PoreCalib
Loads = (LoadVoltage / Voltageln - LoadZero) * LoadCalib
Displacement = (DisplacementVoltage / Voltageln - DisplacementZero)
* DisplacementCalib
VolumeChange = (VolumeVoltage / Voltageln - VolumeZero) * VolumeCalib
AxialStrain = Displacement / InitialHeight

VolumeStrain = VolumeChange / InitialVolume
Area = (1 - VolumeStrain) / (1 - AxialStrain) * InitialArea
RadialStrain = 1 - ((1 - VolumeStrain) / (1 - AxialStrain)) A 0.5
AxialMembraneCorrection = (AxialStrain + 2 / 3 * VolumeStrain) *
MembraneCorrection
RadialMembraneCorrection = VolumeStrain / 3 * MembraneCorrection

If VolumeofSolids = 0 Then
VoidsRatio = 0

Else
VoidsRatio = (((I - VolumeStrain) * InitialVolume) - VolumeofSolids) _
/ VolumeofSolids

End If

If AxialStrain < 0 Then
FilterStripCorrection = 0

ElseIf AxialStrain >= 0.02 Then
FilterStripCorrection = FilterStripConstant * FilterStripPerimeter

Else
FilterStripCorrection = AxialStrain / 0.02 * FilterStripConstant *
FilterStripPerimeter

End If
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Triaxial Testing Data Reduction Program - "ConsolCode"

If N = 14 Then
El =0
E3 =0
LnEl =0
LnE3= 0
Work = 0
AxialRateofStrain = 0

Else

El = (1 - (.Cells((N + 13), 16).Value / _
InitialHeight)) / (1 - AxialStrain)

E3 = (I - (1 - ((1 - (.Cells((N + 13), 17)
Value / InitialVolume)) / (1 - (.Cells((N + 13), _
16).Value / InitialHeight))) "10.5)) /
(1 - RadialStrain)

LnEI = Log(E1)
LnE3 = Log(E3)
AxialRateofStrain = ((AxialStrain * 100) - .Cells((N + 13), 2).Value) / _
(TimeInMinutes - .Cells((N + 13), 1).Value) * 60

End If

SigmaVertical = CellPressure * (-1) * PistonArea / Area + _

(Loads + PistonMass - (FilterStripCorrection + _
AxialMembraneCorrection)) / Area + (CellPressure -
PorePressure)

SigmaHorizontal = (CellPressure - PorePressure) - _
RadialMembraneCorrection / Area

q = (SigmaVertical - SigmaHorizontal) / 2
p = (SigmaVertical + SigmaHorizontal) /2
KO = SigmaHorizontal / SigmaVertical
b=q/p
Phi = ArcSin(b)

If N > 14 Then
If El And E3 < 0 Then

Work = .Cells((N + 13), 8).Value
Else

Work = (SigmaVertical + (.Cells((N + 13), 4) _
.Value)) / 2 * LnE1 + (SigmaHorizontal + _
(.Cells((N + 13), 5).Value)) * LnE3 + _
.Cells((N + 13), 8).Value

End If
End If
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Triaxial Testing Data Reduction Program - "ConsolCode"

'Print all values at once to speed up sheet

.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +
.Cells((N +

14),
14),
14),
14),
14),
14),
14),
14),

14),
14),
14),
14),
14),
14),
14),
14),
14),
14),

1).Value = TimeInMinutes
2).Value = AxialStrain * 100
3).Value = VolumeStrain * 100
4).Value = SigmaVertical
5).Value = SigmaHorizontal
6).Value = q
7).Value = p
8).Value = Work
9).Value = KO
10).Value = Phi
I 1).Value = AxialRateofStrain
12).Value = VoidsRatio
13).Value = CellPressure
14).Value = PorePressure
15).Value = Loads
16).Value = Displacement
17).Value = VolumeChange
18).Value = Area

End With

N=N+ I
a = Worksheets(DataSheet).Cells(N, DataTimeCol)

Loop Until a = 0
Worksheets("Tx Consol Results").Range("H20").Value = Area
Worksheets("Tx Consol Results").Range("H24").Formula = "=AVERAGE(K29:K" +

LTrim(Str$(N + 14)) + ")"

End Sub

Function ArcSin(b)
Dim temp As Double

If b> 1 Then
ArcSin=0

Else
temp = Atn((b / Sqr(-b * b + 1)))
ArcSin = temp * 180 / Pi

End If
End Function
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Triaxial Testing Data Reduction Program - "ShearCode"

Option Explicit
Option Base I

Add Shear Sheet

Sub AddShearSheeto
Sheets.Add Type:="Txshear"

Dim AreaCorrectionArray As Variant
AreaCorrectionArray = Array("Cylindrical "Parabolic")

With ActiveSheet.DropDowns(1)
.RemoveAllltems
.List = AreaCorrectionArray
.Placement = xlMoveAndSize
.PrintObject = True

End With
With ActiveSheet.CheckBoxes(1)

.Placement = xlMoveAndSize

.PrintObject = False
End With

End Sub

ShearResultsCalc

Sub ShearResultsCalco

Application.ScreenUpdating = True
Pi = (4 * Atn(1))
ActiveWorkbook.PrecisionAsDisplayed = False 'True

Dim a As Double
Dim b As Double
Dim x As Double
Dim N As Integer
Dim K As Integer

'Variables read from input data file
Dim DataTime As Double
Dim CellVoltage As Double
Dim PoreVoltage As Double
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Triaxial Testing Data Reduction Program - "ShearCode"

Dim LoadVoltage As Double
Dim DisplacementVoltage As Double
Dim InitialDisplacementVoltage As Double
Dim VolumeVoltage As Double
Dim Voltageln As Double
Dim CellDaq As Double
Dim PoreDaq As Double
Dim LoadDaq As Double
Dim DCDTDaq As Double
Dim VolumeDaq As Double
Dim InputDaq As Double

'Run time calculated variables
Dim TimeInMinutes As Single
Dim CellPressure As Double
Dim PorePressure As Double
Dim Loads As Double
Dim Displacement As Double
Dim VolumeChange As Double
Dim InitialArea As Double
Dim InitialVolume As Double
Dim PreShearArea As Double
Dim AxialStrain As Double
Dim AxialRateofStrain As Double
Dim RadialStrain As Double
Dim VolumeStrain As Double
Dim Area As Double
Dim AxialMembraneCorrection As Double
Dim RadialMembraneCorrection As Double
Dim FilterStripCorrection As Double
Dim El As Double
Dim E3 As Double
Dim LnEl As Double
Dim LnE3 As Double
Dim Work As Double
Dim SigmaVertical As Double
Dim SigmaHorizontal As Double
Dim q As Double
Dim p As Double
Dim KO As Double
Dim Phi As Double
Dim PreShearHeight As Double
Dim PreShearVolume As Double
Dim InitialDisplacement As Double
Dim ShearStrain As Double
Dim HorizontalConsolStress As Double
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Triaxial Testing Data Reduction Program - "ShearCode"

Dim VerticalConsolStress As Double
Dim InitialSigmaVertical As Double
Dim InitialSigmaHorizontal As Double
Dim InitialPorePressure As Double
Dim DeltaVerticalStress As Double
Dim DeltaHorizontalStress As Double
Dim Obliquity As Double
Dim MaxObliquity As Double
Dim Eu As Double
Dim SMOD As Double
Dim DENOM As Double
Dim StressIncrement As Double
Dim qlnitial As Double
Dim ShearInducedPorePressure As Double
Dim ExcessPorePressure As Double
Dim DataSheet As String
Dim AParameter As Double
Dim qMax As Double
Dim Drop 1 As DropDown

DataSheet = InputBox("Enter Name of Data Sheet to Calculate.", "Shear Data Sheet Title")

With Worksheets("Tx Shear Results")
CellDaq = .Range("H7").Value
PoreDaq = .Range("H8").Value
LoadDaq = .Range("H9").Value
DCDTDaq = .Range("H10").Value
VolumeDaq .Range("HI I ").Value
InputDaq = .Range("H12").Value
InputVoltage = .Range("C12").Value
CellInitial = .Range("C7").Value
CellCalib = .Range("E7").Value
PoreInitial = .Range("C8").Value
PoreCalib = .Range("E8").Value
LoadInitial = .Range("C9").Value
LoadCalib = .Range("E9").Value
DisplacementInitial = .Range("C 1 0").Value
DisplacementCalib = .Range("E 1 O").Value
VolumeInitial = .Range("C 11 ").Value
VolumeCalib = .Range("E 1 ").Value
InitialHeight = .Range("H16").Value
InitialArea = .Range("H17").Value
MembraneCorrection = .Range("C20").Value
FilterStripConstant = .Range("C19").Value
FilterStripPerimeter = .Range("C1 8").Value
PistonArea = .Range("C16").Value
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Triaxial Testing Data Reduction Program - "ShearCode"

PistonMass = .Range("C 17").Value
CellZero = CellInitial / InputVoltage
PoreZero = PoreInitial / InputVoltage
LoadZero = LoadInitial / InputVoltage
DisplacementZero = DisplacementInitial / InputVoltage
VolumeZero = VolumeInitial / InputVoltage
PreShearArea = .Range("H 18").Value
InitialVolume = InitialArea * InitialHeight
'.Range("H 19").Value = PreShearArea*
.Range("D7").Value = CellZero
.Range("D8").Value = PoreZero
.Range("D9").Value = LoadZero
.Range("D I 0").Value = DisplacementZero
.Range("D1 1").Value = VolumeZero

End With

Application.ScreenUpdating = False

For x = 2 To 15
Select Case Worksheets(DataSheet).Cells(6, x).Value
Case Is = CellDaq

CellPressCol = x
Case Is = PoreDaq

PorePressCol = x
Case Is = LoadDaq

LoadCol = x
Case Is = DCDTDaq

DisplacementCol = x
Case Is = VolumeDaq

VolumeCol = x
Case Is = InputDaq

VoltageInCol = x
End Select

Next
DataTimeCol = 1

N = 14 'starting row of data
With Worksheets(DataSheet)

InitialDisplacementVoltage = .Cells(14, DisplacementCol).Value 'based on starting
row of data
InitialDisplacement = (InitialDisplacementVoltage / .Cells(14, VoltagelnCol) _
- DisplacementZero) * DisplacementCalib

End With

PreShearHeight = InitialHeight - InitialDisplacement
PreShearVolume = PreShearHeight * PreShearArea

564



Triaxial Testing Data Reduction Program - "ShearCode"

With Worksheets("Tx Shear Results")
.Range("H 19").Value = PreShearVolume
HorizontalConsolStress = .Range("H21 ").Value
VerticalConsolStress = .Range("H22").Value

End With
VolumeStrain = (InitialVolume - PreShearVolume) / InitialVolume
qMax =0
MaxObliquity = 0

Do

With Worksheets(DataSheet)
DataTime = .Cells(N, DataTimeCol).Value
Voltageln = .Cells(N, VoltageInCol).Value
CellVoltage = .Cells(N, CellPressCol).Value
PoreVoltage = .Cells(N, PorePressCol).Value
LoadVoltage = .Cells(N, LoadCol).Value
DisplacementVoltage = .Cells(N, DisplacementCol).Value
'VolumeVoltage = .Cells(N, VolumeCol).Value

End With

With Worksheets("Tx Shear Results")
TimeInMinutes = DataTime / 60
CellPressure = (CellVoltage / Voltageln - CellZero) * CellCalib
PorePressure = (PoreVoltage / Voltageln - PoreZero) * PoreCalib
Loads = (LoadVoltage / Voltageln - LoadZero) * LoadCalib
Displacement = (DisplacementVoltage / Voltageln - DisplacementZero) _

* DisplacementCalib
'VolumeChange = (VolumeVoltage / Voltageln - VolumeZero) * VolumeCalib

.Cells((N + 14), 1).Value = TimeInMinutes

.Cells((N + 14), 13).Value = CellPressure

.Cells((N + 14), 14).Value = PorePressure

.Cells((N + 14), 15).Value = Loads

.Cells((N + 14), 16).Value = Displacement - InitialDisplacement
'.Cells((N + 15), 17).Value = VolumeChange

AxialStrain = Displacement / InitialHeight

Check for small strain calculation of axial strains

Select Case xlOn
Case .CheckBoxes(1).Value

ShearStrain = .Cells((N + 14), 2).Value / 100
Case Else
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ShearStrain = (Displacement - InitialDisplacement) / PreShearHeight
.Cells((N + 14), 2).Value = ShearStrain * 100

End Select

Check for calculation of area correction

Set Drop1 = .DropDowns(1)
Select Case Drop 1.List(Drop1 .Value)

Case Is = "Parabolic"
Area = PreShearArea * (-0.25 + Sqr(25 - 20 * ShearStrain - 5 *

ShearStrain A 2) / (4 * (1 - ShearStrain))) A 2
Case Is = "Cylindrical"

Area = (1) / (1 - ShearStrain) * PreShearArea
End Select

Add Radial Strain Stuff Here

RadialStrain = 1 - (1 / (1 - ShearStrain)) A 0.5

AxialMembraneCorrection = (AxialStrain + 2 / 3 * VolumeStrain) *
MembraneCorrection
RadialMembraneCorrection = VolumeStrain / 3 * MembraneCorrection

If AxialStrain < 0 Then
FilterStripCorrection = 0

ElseIf AxialStrain >= 0.02 Then
FilterStripCorrection = FilterStripConstant * FilterStripPerimeter

Else
FilterStripCorrection = AxialStrain / 0.02 * FilterStripConstant *
FilterStripPerimeter

EndIf

If N = 14 Then 'first line of raw data
El =0
E3 = 0
LnE1 =0
LnE3 =0
Work =0
AxialRateofStrain = 0

Else
E l = (1 - (.Cells((N + 13), 16).Value / _
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PreShearHeight)) / (1 - ShearStrain)
E3 = (1 - (1 - (1 / (1 - (.Cells((N + 13), 16).Value / PreShearHeight))) A 0.5))/ _

(1 - RadialStrain)
LnE1 = Log(E1)
LnE3 = Log(E3)
AxialRateofStrain = ((ShearStrain * 100) - .Cells((N + 13), 2).Value) /
(TimeInMinutes - .Cells((N + 13), 1).Value) * 60

End If

.Cells((N + 14), 17).Value = Area

SigmaVertical = CellPressure * (-1) * PistonArea / Area +
(Loads + PistonMass - (FilterStripCorrection + _
AxialMembraneCorrection)) / Area + (CellPressure -
PorePressure)

SigmaHorizontal = (CellPressure - PorePressure) --
RadialMembraneCorrection / Area
q = (SigmaVertical - SigmaHorizontal) / 2

If q > qMax Then
qMax = q

End If
p = (SigmaVertical + SigmaHorizontal) / 2
Obliquity = SigmaVertical / SigmaHorizontal

If Obliquity > MaxObliquity Then
MaxObliquity = Obliquity

End If
KO = SigmaHorizontal / SigmaVertical
b=q/p
Phi = ArcSin(b)

If N > 14 Then 'fist line of raw data

If El And E3 < 0 Then
Work = .Cells((N + 13), 1 1).Value

Else
Work = (SigmaVertical + (.Cells((N + 13), 18)
.Value)) / 2 * LnEl + (SigmaHorizontal + _
(.Cells((N + 13), 19).Value)) * LnE3 + _

.Cells((N + 13), 1 1).Value
End If

End If

.Cells((N + 14), 18).Value = SigmaVertical

.Cells((N + 14), 19).Value = SigmaHorizontal

.Cells((N + 14), 3).Value = q / VerticalConsolStress

.Cells((N + 14), 4).Value = p / VerticalConsolStress
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.Cells((N + 14), 10).Value = Phi

.Cells((N + 14), 1 1).Value = Work

.Cells((N + 14), 20).Value = Obliquity

If N = 14 Then
Eu = 0
InitialSigmaVertical = SigmaVertical
InitialSigmaHorizontal = SigmaHorizontal
InitialPorePressure = PorePressure
qlnitial = q
A_Parameter = 0

Else
DeltaVerticalStress = (SigmaVertical + PorePressure) - (InitialSigmaVertical
+ InitialPorePressure)
DeltaHorizontalStress = (SigmaHorizontal + PorePressure) - (InitialSigmaHorizontal
_ + InitialPorePressure)
SMOD = (2 * DeltaHorizontalStress + DeltaVerticalStress) * (DeltaHorizontalStress

_ - DeltaVerticalStress)
DENOM = 2 * RadialStrain * DeltaHorizontalStress - ShearStrain *

(DeltaHorizontalStress + DeltaVerticalStress)

If DENOM =0 Then
Eu = 0

Else
Eu = SMOD / DENOM

End If

StressIncrement = q - qInitial
ShearInducedPorePressure = (PorePressure - InitialPorePressure) - _
(2 * DeltaHorizontalStress + DeltaVerticalStress) / 3
A_Parameter = ((PorePressure - InitialPorePressure) - DeltaHorizontalStress) -

/ (DeltaVerticalStress - DeltaHorizontalStress)
ExcessPorePressure = (PorePressure - InitialPorePressure) - DeltaHorizontalStress

End If

.Cells((N + 14), 5).Value = ExcessPorePressure / VerticalConsolStress

.Cells((N + 14), 6).Value = ShearInducedPorePressure / VerticalConsolStress

.Cells((N + 14), 7).Value = StressIncrement

.Cells((N + 14), 8).Value = Eu / VerticalConsolStress

.Cells((N + 14), 9).Value = AParameter

.Cells((N + 14), 12).Value = AxialRateofStrain

End With

N=N+1
a = Worksheets(DataSheet).Cells(N, DataTimeCol)
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Loop Until a = 0
With Worksheets("Tx Shear Results")

.Range("H20").Value = Area

.Range("D24").Value = qMax

.Range("D25 ").Value = MaxObliquity

.Range("H23").Formula = "=AVERAGE(L29:L" + LTrim(Str$(N + 13)) + ")"
ForK=28ToN+ 13

.Cells(K, 7).Value = .Cells(K, 7).Value / (qMax - qlnitial)
Next K

End With

End Sub
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