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Abstract
Modern engineering problems often require accurate, reliable, and efficient evaluation of quantities of interest, evaluation of which demands the solution of a partial differential equation. We present in this thesis a technique for the prediction of outputs of interest of parabolic partial differential equations. The essential ingredients are: (i) rapidly convergent reduced-basis approximations — Galerkin projection onto a space $W_N$ spanned by solutions of the governing partial differential equation at $N$ selected points in parameter-time space; (ii) a posteriori error estimation — relaxations of the error-residual equation that provide rigorous and sharp bounds for the error in specific outputs of interest: the error estimates serve a priori to construct our samples and a posteriori to confirm fidelity; and (iii) offline-online computational procedures — in the offline stage the reduced-basis approximation is generated; in the online stage, given a new parameter value, we calculate the reduced-basis output and associated error bound. The operation count for the online stage depends only on $N$ (typically small) and the parametric complexity of the problem; the method is thus ideally suited for repeated, rapid, reliable evaluation of input-output relationships in the many-query or real-time contexts.

We first consider parabolic problems with affine parameter dependence and subsequently extend these results to nonaffine and certain classes of nonlinear parabolic problems. To this end, we introduce a collateral reduced-basis expansion for the nonaffine and nonlinear terms and employ an inexpensive interpolation procedure to calculate the coefficients for the function approximation — the approach permits an efficient offline-online computational decomposition even in the presence of nonaffine and highly nonlinear terms. Under certain restrictions on the function approximation, we also introduce rigorous a posteriori error estimators for nonaffine and nonlinear problems.

Finally, we apply our methods to the solution of inverse and optimal control problems. While the efficient evaluation of the input-output relationship is essential for the real-time solution of these problems, the a posteriori error bounds let us pursue a robust parameter estimation procedure which takes into account the uncertainty due to measurement and reduced-basis modeling errors explicitly (and rigorously). We consider several examples: the nondestructive evaluation of delamination in fiber-reinforced concrete, the dispersion of pollutants in a rectangular domain, the self-ignition of a coal stockpile, and the control of welding quality. Numerical results illustrate the applicability of our methods in the many-query contexts of optimization, characterization, and control.
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Chapter 1

Introduction

1.1 Motivation

The role of numerical simulation in engineering and science has become increasingly important. System or component behavior is often modeled using a set of partial differential equations and associated boundary conditions, the analytical solution to which is generally unavailable. In practice, a discretization procedure such as the finite element method (FEM) is used.

However, as the physical problems become more complex and the mathematical models more involved, current computational methods prove increasingly inadequate, especially in contexts requiring numerous solutions of parametrized partial differential equations for many different values of the parameter. Even for modest-complexity models, the computational cost to solve these problems is prohibitive.

For example, the design, optimization, control, and characterization of engineering components or systems often require repeated, reliable, and real-time prediction of performance metrics, or outputs, “se,” such as heat fluxes or flowrates. These outputs are typically functionals of field variables, “ye,” — such as temperatures or velocities — associated with a parametrized partial differential equation; the parameters, or inputs, “μ,” serve to identify a particular configuration of the component — such as boundary conditions, material properties, and geometry. The relevant system behaviour is thus described by an implicit input-output relationship, “sμ(μ),” evaluation of which demands solution of the underlying partial differential equation (PDE).

Classical approaches such as the finite element method can not typically satisfy the requirements of real-time certified prediction of the outputs of interest. In the finite element method, the infinite dimensional solution space is replaced by a finite dimensional “truth” approximation space of size N. We shall assume — hence the appellation “truth” — that the approximation space is sufficiently rich such that the FEM approximation yμ(μ) (respectively, sμ(μ)) is indistinguishable from the analytic, or exact, solution ye(μ) (respectively, se(μ)). Unfortunately, for any reasonable error tolerance, the dimension N needed to satisfy this condition — even with the application of appropriate (parameter-dependent) adaptive mesh refinement strategies — is typically extremely large, and in particular much too large to provide real-time response.

Our goal is the development of numerical methods that permit the efficient and reliable evaluation of this PDE-induced input-output relationship in real-time or in the limit of many queries — that is, in the design, optimization, control, and characterization contexts. To further motivate our methods and illustrate contexts in which we develop them, we consider several examples.
1.1.1 Application Problems (AP)

AP I: Nondestructive Evaluation of Delamination

Our first example is the nondestructive evaluation (NDE) of civil engineering structures. Fiber-reinforced polymer (FRP) composites are used widely in civil engineering for bridge column seismic retrofits to strengthen concrete and masonry structures, as well as in the rehabilitation of existing infrastructure [44]. FRP composites, which are also widely used in aerospace applications, are two-phase materials consisting of long unidirectional fibers within a polymer matrix. To enhance the structural capacity of the design, layers of FRP composites are bonded to concrete structures using adhesives such as epoxy resins. The success and performance of this reinforcement depends strongly on the quality of the bond between the FRP composite and the substrate. However, the mechanical properties of the composite are affected by environmental aspects such as temperature, moisture, and contaminants. Furthermore, the quality of the bond is influenced by the manufacturing process and the location in which the composite is fabricated; the latter is often "in the field" rather than in a controlled environment. Since debonds or delaminations at the composite-concrete interface often occur, effective quality control — i.e., providing reliable information about the thickness and fiber content of the composite, and the amount, location, and size of defects — is vital to safety. There is thus a need not only for the detection of flaws, but also for accurate characterization of the detected defects.

There exist two major classes of NDE techniques: electromagnetic methods and mechanical vibration methods. Infrared (IR) thermography, which belongs to the former, has been successfully applied to detect flaws in FRP composites bonded to concrete [114] due to the fact that it is sensitive to the presence of defects near the surface and allows for the efficient investigation of large surface areas. In active IR thermography, the structure is actively heated and the surface temperature is monitored using an IR imaging system. The heat transfer in the structure is affected by flaws in the structure, which gives rise to localized hot or cold spots on the surface. The goal is then to infer the location and size of defects from the surface temperature readings. The methods used thus have to be reliable (to guarantee safety) and efficient (to allow for real-time characterization in the field).

A model for a FRP composite bonded to concrete similar to the one discussed in [114] is shown in Figure 1-1. The concrete slab considered has length $l = 60$ and thickness $t_C = 10$, and the FRP layer has thickness $t_{FRP} = 1$. We assume that there exists a delamination of unknown width, $w_D$, centered at $x_1 = 0$ along the composite-concrete interface. The thermal conductivity of concrete is denoted $k_C$, and the thermal conductivity of FRP is denoted $k_{FRP}$; while the former is assumed known (the uncertainty is very small in practice), the latter depends on the direction of the fibers and the fiber content. We also define $\kappa \equiv k_{FRP}/k_C$ to be the ratio of the two thermal conductivities. The (non-dimensionalized) heat flux, $q(t) = \bar{q}(t)t_{FRP}/(k_C(T_{FRP,max} - \bar{T}_0))$, is applied to the surface of the structure, $\Gamma_{top}$, for $t \in [0, 0.5]$; here, $\bar{q}(t)$ is the heat flux, $\bar{T}_0$ is the ambient temperature, and $T_{FRP,max}$ is the maximum allowable temperature of the FRP. The surface temperature is measured for $t \in [0, 10]$ at two locations on the surface: Measurement 1, denoted by $s_1$, is taken over a small region around $x_1 = 0$; and Measurement 2, denoted by $s_2$, is taken over a small region around $x_1 = 14.5$.

The temperature distribution, $T(x, t)$, in FRP and concrete is then governed by the (appropri-
ately) non-dimensionalized unsteady heat or diffusion equations

\[
\frac{\partial T_{\text{FRP}}(x,t)}{\partial t} = -\kappa \nabla^2 T_{\text{FRP}}(x,t), \quad \text{in } \Omega_{\text{FRP}}, \tag{1.1}
\]

\[
\frac{\partial T_{\text{C}}(x,t)}{\partial t} = \nabla^2 T_{\text{C}}(x,t), \quad \text{in } \Omega_{\text{C}}, \tag{1.2}
\]

with initial temperatures \(T_{\text{FRP}}(x,t=0) = 0\) and \(T_{\text{C}}(x,t=0) = 0\); here, \(x = (x_1, x_2)\) is the spatial coordinate, and \(T(x,t) = (T - T_0)/(T_{\text{FRP,max}} - T_0)\) is the non-dimensional temperature, \(T_0\) is the ambient temperature, and \(T_{\text{FRP,max}}\) is the maximum allowable temperature of the FRP. The temperature and heat flux at the composite-concrete interface (excluding the delaminated area) are continuous, i.e.,

\[
T_{\text{FRP}} = T_{\text{C}}, \quad \text{on } \partial \Omega_{\text{FRP}} \cap \partial \Omega_{\text{C}}, \tag{1.3}
\]

\[
-\kappa \nabla T_{\text{FRP}} \cdot n|_{\partial \Omega_{\text{FRP}}} = -\nabla T_{\text{C}} \cdot n|_{\partial \Omega_{\text{C}}}, \quad \text{on } \partial \Omega_{\text{FRP}} \cap \partial \Omega_{\text{C}}. \tag{1.4}
\]

Since the conductivity of air is much larger than that of FRP and concrete, we may impose a homogeneous Neumann boundary condition at the delamination boundary, \(\Gamma_{\text{del}}\),

\[
\nabla T_{\text{FRP}} \cdot n = 0, \quad \text{on } \Gamma_{\text{del}}, \tag{1.5}
\]

\[
\nabla T_{\text{C}} \cdot n = 0, \quad \text{on } \Gamma_{\text{del}}. \tag{1.6}
\]

The heat source \(q(t)\) is reflected in the boundary condition on the surface, given by

\[
-\kappa \nabla T_{\text{FRP}} \cdot n = q(t), \quad \text{on } x_2 = 11, \ x_1 \in [-30, 30]. \tag{1.7}
\]

Finally, we assume that the heat flux on the left and right boundaries is zero ,

\[
\nabla T_{\text{C}} \cdot n = 0, \quad \text{on } x_1 = \pm 30, \ x_2 \in [1, 10], \tag{1.8}
\]

\[
\nabla T_{\text{FRP}} \cdot n = 0, \quad \text{on } x_1 = \pm 30, \ x_2 \in [10, 11]. \tag{1.9}
\]
and that the temperature at the bottom boundary is at ambient level,

$$T_C = 0, \quad \text{on } x_1 \in [-30, 30], \quad x_2 = 0.$$  \hspace{1cm} (1.10)

Note that the dimensions of the domain are chosen such that those boundary conditions (1.8)--(1.10) which result from consideration of only a small section of the slab do not substantially affect the temperature measurements.

From the problem description and the governing equations (1.1)-(1.10) it is evident that the temperature distribution, $T_C(x, t)$ and $T_{FRP}(x, t)$, and hence the measured surface temperatures, $s_1$ and $s_2$, depend on the (known) heat flux, $q(t)$, the (unknown) delamination width $w_{del}$, and the (unknown) ratio of the conductivities, $\kappa$. We can thus identify the input parameter set $\mu = (\mu_1, \mu_2) \equiv (w_{del}, \kappa) \in D \subset \mathbb{R}^{P=2}$, where $D$ is the (input) parameter domain. We assume that the delamination width satisfies $2 \leq w_{del} \leq 20$ and that the ratio of the conductivities satisfies $0.4 \leq \kappa \leq 1.8$; we thus have $D = [2, 20] \times [0.4, 1.8]$.

We note that given the input parameter $\mu$, we directly determine the temperature outputs $s_1(\mu, t)$ and $s_2(\mu, t)$ — this is referred to as the “forward” problem. However, in the characterization context we have to infer the parameter $\mu$ from given measurements of $s_1(\mu, t)$ and $s_2(\mu, t)$ — this is referred to as the “inverse” problem. The solution of the inverse problem is usually obtained in an iterative procedure which requires repeated evaluation of the input-output relationship $s_1(\mu, t)$ and $s_2(\mu, t)$. The computational cost can be prohibitively large if classical discretization and solution approaches, such as finite element methods, are used to solve (1.1)-(1.10). We will return to this problem in Sections 4.7 and 7.5 where we will consider the reduced-basis approximation and solution of the inverse problem, respectively.

**AP II: Dispersion of Pollutants**

In this example we consider the dispersion of a pollutant or contaminant released at a specific location $\Omega_p$ in a two-dimensional domain $\Omega$. We assume that the underlying flow or velocity field, $U = (U_1, U_2)$, is fixed, i.e., the pollutant concentration has no effect on the nature of the flow. A sketch of the flow field is shown in Figure 1-2. The pollutant is released at the (possibly unknown) location $\Omega_p$ and the (nondimensional) concentration of the pollutant, $c$, is measured at eight sensors evenly distributed throughout the domain of interest.

The governing equation for the concentration is the unsteady convection-diffusion equation,

$$\frac{\partial c(x, t)}{\partial t} + U \cdot \nabla c(x, t) = \kappa \nabla^2 c(x, t) + g_{PS}(x) u(t),$$  \hspace{1cm} (1.11)

with initial condition

$$c(x, t = 0) = c_0(x) = 0.$$  \hspace{1cm} (1.12)

Here, $x = (x_1, x_2)$ is the spatial coordinate, $\kappa$ is the (mass) diffusivity, $U$ is the known velocity field which is incompressible ($\nabla \cdot U = 0)^1$, and $u(t)$ is the control input which represents the strength of the pollution source term. Note that we nondimensionalize the concentration $c$ by $c = (c - c_0)/Q$ and the time via $L_c/U_0$; here, $Q = \int \int g_{PS}(x) u(t) \, d\Omega \, dt$, $L_c = 1$ is the characteristic length and $U_0 = 1$ the average velocity. We further note that $\kappa = 1/Pe$, where $Pe$ is the Peclet number.

---

^1The velocity field (provided by K. Veroy [121]) represents a natural convection (steady Navier-Stokes) flow with $Gr = 10^5$ and $Pr = 0$. Note that the solution is unique for these parameter values.
The pollution source, \( g_{PS}(x) \), is modeled as a Gaussian distribution with standard deviation \( \sigma_{PS} \) centered at \( x_{PS} = (x_{1PS}, x_{2PS}) \), given by

\[
g_{PS}(x) = \frac{1}{2\pi(\sigma_{PS})^2} e^{-(x_1-x_{1PS})^2+(x_2-x_{2PS})^2}/(2(\sigma_{PS})^2).
\] (1.13)

The outputs of interest are the concentrations, \( s_i \), \( 1 \leq i \leq 8 \), measured at the eight sensor locations.

From (1.11)-(1.13) it follows that the concentration, \( c(x, t) \), depends on the diffusivity \( \kappa \), the control input \( u(t) \), and the location \( (x_{1PS}, x_{2PS}) \) and standard deviation \( \sigma_{PS} \) of the source term. We can thus identify the input parameter \( \mu = (\mu_1, \mu_2, \mu_3, \mu_4) \equiv (\kappa, x_{1PS}, x_{2PS}, \sigma_{PS}) \in \mathcal{D} \subset \mathbb{R}^{4} \). Given the parameter \( \mu \), we can directly solve the forward problem to determine the output concentrations \( s_i(\mu) \), \( 1 \leq i \leq 8 \). However, inferring the source location from given measurements \( s_i(\mu) \) requires the solution of an inverse problem and is therefore much more complex.

We note that the Reynolds number for the specific application considered here is relatively low. However, problems of a similar kind — usually, considering turbulent flow with higher Reynolds numbers — have recently received a lot of attention in support of Homeland Security [17, 38, 119]. In this context a possible chemical indoor attack (for instance, in airports) is considered. The goal is the development of algorithms and capabilities for the real-time characterization of the unknown source location given the sensor measurement data [17]. First, the airflow is determined from the known location of supply and return vents in the airport. Second, the dispersion of the chemical agent is considered and the location of the source is estimated. Finally, given the known source location, containment and control strategies, or remediation and evacuation efforts have to be executed. Thus, real-time response in estimating the source location is critical for successful countermeasures.

We will revisit this problem several times in this thesis: in Section 4.8.5 we first consider the case where the source location is known and only the diffusivity varies; in Section 5.6 we additionally let the location of the source term vary in a certain region; and in Section 7.6 we discuss the inverse problem: locating the source from the concentration measurements.

**AP III: Self-Ignition of a Coal Stockpile**

For our next example we consider a one-dimensional non-isothermal reaction-diffusion model for the self-ignition of a coal stockpile with Arrhenius type nonlinearity [23, 103, 105]. In practice this problem arises if large piles of coal are stored, e.g., in harbors, over extended periods of time. As the oxygen in the air reacts with the coal, the pile starts to heat up and can eventually self-ignite if certain conditions — e.g., on porosity, oxygen concentration, and coal size — are met. We also
note that similar models are used in combustion theory, biology, and in the description of porous catalysts. This problem is just one of many possible examples in the large class of reaction-diffusion systems [26]. Reaction-diffusion systems are an interesting area of applications because they have inherently many parameters and appear in a large number of real-world applications.

The field variables are the temperature of the reactive medium (here, the coal) normalized by the ambient temperature, $T(x,t) = (T(x,t) - T_\infty)/T_\infty$, and the concentration of the reactant (here, the oxygen in the air) normalized by the concentration of oxygen in the ambient air, $c(x,t) = (c(x,t) - c_\infty)/c_\infty$. The coupled set of equations governing the first order exothermic reaction in the one-dimensional layer of reactive medium through which a gaseous reactant diffuses are given by

$$\frac{\partial T(x,t)}{\partial t} = \nabla^2 T(x,t) + \beta \Phi^2 (c(x,t) + 1) e^{-\gamma/(T(x,t)+1)}, \quad (1.14)$$

$$\frac{\partial c(x,t)}{\partial t} = \text{Le} \nabla^2 c(x,t) - \Phi^2 (c(x,t) + 1) e^{-\gamma/(T(x,t)+1)}, \quad (1.15)$$

with initial conditions

$$T(x,t=0) = T_0 = 0, \quad (1.16)$$

$$c(x,t=0) = c_0 = \frac{1}{(3x+1)^2} - 1. \quad (1.17)$$

Here, $x \in \Omega \subset \mathbb{R}^1$ is the spatial coordinate and $\Omega \equiv [0,1]$ is the spatial domain. A snapshot of the distribution of temperature and concentration for $t > 0$ is shown in Figure 1-3. The boundary conditions are

$$T(x,t)|_{x=0} = 0, \quad T(x,t)|_{x=1} = 0,$$

$$c(x,t)|_{x=0} = 0, \quad \frac{\partial c(x,t)}{\partial x} |_{x=1} = 0. \quad (1.18)$$

Note that $x = 0$ corresponds to the top of the pile at which $T(x,t)$ and $c(x,t)$ are equal to the the ambient temperature and concentration, respectively; and $x = 1$ corresponds to the bottom of the pile at which $T(x,t)$ is equal to the ground (ambient) temperature, and the concentration gradient is zero. The output of interest is the temperature and concentration at $x = 0.2$ denoted by $s_1$ and $s_2$, respectively.

There are several parameters governing the dynamic behavior of the system: the Arrhenius number or activation energy, $\gamma$; the Prater temperature or nondimensional heat of reaction, $\beta$; the Lewis number, $\text{Le}$, which is the ratio of mass and heat diffusivities; and the Thiele modulus, $\Phi$. Note that the Thiele modulus is related to the maximum possible temperature of the system: the temperature satisfies $1 \leq T \leq 1 + \beta$ for Dirichlet boundary conditions and $\text{Le} = 1$. We can thus identify the input parameter $\mu = (\mu_1, \mu_2, \mu_3, \mu_4) = (\gamma, \beta, \text{Le}, \Phi^2) \in \mathcal{D} \subset \mathbb{R}^{P=4}$. (As we will see in Section 6.6.1, the model exhibits a very rich dynamic behavior for certain parameter ranges.)

We analyze and discuss the dynamic behavior of this model in Section 6.6.1.

**AP IV: Control of Welding Quality**

For our last example we look at the control of a gas metal arc welding (GMAW) process [113]. More specifically, we consider bead-on-plate welding of two metal plates being joined together
with a partial penetration weld. A sketch of the joint-section and the welding torch, moving with (nondimensional) velocity $Pe$ over the workpiece, is shown in Figure 1-4. One of the key geometric features for the quality of the weld is the welding depth, $d_w$, since it indicates the strength of the joint. The welding depth is defined as the depth of the joint penetration (through liquefaction and subsequent solidification). However, the welding depth cannot be directly measured for real-time control because (i) it is not directly visible during the welding process, and (ii) the weld pool boundary is a very hot solid-liquid interface. It is thus necessary to estimate the pool depth from quantities which are available for measurements. One such approach is proposed in [111, 112], where surface temperature measurements taken from the back of the workpiece are used in a real-time depth estimation algorithm — acceptable accuracy and speed of the depth estimate for in-process control are achieved.

The depth estimation algorithm employs an inverse three-dimensional analytical heat conduction problem. To this end, the heat flux from the welding arc is modeled as a moving heat source with a dual Gaussian distribution [111]: a top Gaussian heat source — which is largely responsible for the width portion of the pool, and a lateral Gaussian heat source — which causes the “finger penetration” and accounts for the depth portion of the weld [112]. This model results in a good description of the entire weld pool shape and the temperature distribution in the workpiece. For the estimation of only the weld pool depth of moderately thick materials, however, it suffices to consider only the lateral Gaussian heat source.
To model the welding process we restrict our attention to the two-dimensional temperature distribution, \( T(x, t) \), in the joint-section shown in Figure 1-4; here \( T(x, t) \equiv (T(x, t) - T_\infty)/(T_m - T_\infty) \) is the non-dimensionalized temperature, where \( T_\infty \) and \( T_m \) are the ambient and melting temperatures, respectively, and \( x = (x_1, x_2) \in \Omega \equiv [0, 5] \times [0, 1] \) is the non-dimensional spatial coordinate. The melting point of the material is thus obtained for \( T(x, t) = 1 \). We note that the latent heat has only a minor effect and can therefore we neglected [62]. We consider a coordinate system moving with the same velocity as the torch; in this coordinate system, the torch is stationary and the velocity enters as a convective term in the governing equation. The (appropriately) non-dimensionalized governing equation is thus the unsteady convection-diffusion equation

\[
\frac{\partial T(x, t)}{\partial t} + \text{Pe} \frac{\partial T(x, t)}{\partial x_1} = \kappa \nabla^2 T(x, t) + q_w(x) u(t),
\]

with initial condition

\[
T(x, t = 0) = T_0(x) = 0.
\]

Here, \( \text{Pe} = vL_c/\kappa \) is the nondimensional velocity or Peclet number, \( v \) is the velocity of the torch, \( L_c \) is the characteristic length, \( \kappa \) is the thermal diffusivity, and \( u(t) \) is the (nondimensional) heat input. Note that we consider the start-up process and the temperature is thus zero initially. The spatial (Gaussian) distribution of the heat input, centered at the torch position \( x^T \equiv (3.5, 1) \), is given by

\[
q_w(x) = \frac{\eta_w}{2\pi \sigma_w^2} e^{-((x_1-x_1^T)^2+(x_2-x_2^T)^2)/(2\sigma_w^2)},
\]

where \( \eta_w \) is the efficiency and \( \sigma_w \) is the distribution parameter. The outputs of interest, \( s_i(\mu, t), \ i = 1, 2 \), are the temperatures at the two measurement locations 1 and 2, respectively. We assume homogeneous Neumann boundary conditions on \( \Gamma_N \), and homogeneous Dirichlet boundary conditions on \( \Gamma_D \), i.e., the temperature of the workpiece is equal to the ambient temperature sufficiently far upwind from the torch position.

The velocity, \( \text{Pe} \), and total heat input, \( u(t) \), can be controlled during the process while the efficiency, \( \eta_w \), and distribution, \( \sigma_w \), are the system parameters that have to be estimated. Given estimates for \( \eta_w \) and \( \sigma_w \) (and the known inputs \( \text{Pe} \) and \( u(t) \)) we can solve (1.19)–(1.20), search for the isotherm \( T(x, t) = 1 \) \(^2\) (corresponding to the melting temperature), and determine the weld pool depth \( d_w \). We thus identify the parameter \( \mu \equiv (\mu_1, \mu_2) \equiv (\eta_w, \sigma_w) \in \mathcal{D} \subset \mathbb{R}^{P=2} \).

The in-process control of the weld pool depth \( d_w \) hence requires the real-time and reliable solution of the input-output relationship \( s(\mu, t) \) for (i) the online parameter estimation algorithm and (ii) the subsequent control action to obtain the desired weld pool depth \( d_w, d \). We will discuss the parameter estimation as well as control problem in detail in Chapter 8.

1.1.2 Computational Challenge/Thesis Objectives

The applications described above have several common features: first, the governing equations are time-dependent (parabolic) partial differential equations whose dynamic behavior strongly depends on the parameters characterizing the problem; second, the transient behavior of the system (and not only the steady-state case) is crucial for the solution of these problems; and third, the efficient

\(^2\)Note that in the case where an analytic expression for the temperature field \( T(x, t) \) is known, we can (analytically or numerically) solve \( T(x, t) = 1 \) for \( x \) at each time \( t \).
solution of the inverse and/or control problem requires the fast (possibly real-time) and reliable evaluation of the input-output map $\mu \rightarrow s(\mu, t^k)$, $k \in K$.

In actual practice, of course, we do not have access to the analytic solution of these problems and a discretization procedure such as the finite element method is used. The algebraic equations obtained using these procedures are, in general, very high-dimensional and their solution is expensive — applying these methods in the many-query context is thus prohibitive, and real-time solution infeasible.

Our goals are twofold. Our first goal is the development of computational methods that permit accurate, reliable, and rapid evaluation of input-output relationships induced by parabolic partial differential equations in real-time and in the limit of many queries. In particular, we seek to develop techniques for (i) accurate approximation of the relevant outputs of interest; (ii) inexpensive and rigorous error bounds yielding upper and lower bounds for the error in the approximation; and (iii) a computational framework which allows rapid online calculation of the output approximation and associated error bounds.

Our second goal is the application of these computational methods to problems requiring repeated evaluation of these input-output relationships. In particular, we seek to use these techniques to solve representative problems involving the control and characterization of engineered systems. To achieve these goals we pursue the reduced-basis method.

1.2 Earlier Work

1.2.1 Reduced-Basis Method

The reduced-basis method was first introduced in the late 1970s for nonlinear structural analysis [4, 77], and subsequently abstracted and analyzed [9, 16, 37, 85, 98] and extended [43, 48, 83] to a much larger class of parametrized partial differential equations. The reduced-basis method recognizes that the field variable is not, in fact, some arbitrary member of the infinite-dimensional solution space associated with the partial differential equation; rather, it resides, or “evolves,” on a much lower-dimensional manifold induced by the parametric dependence.

The reduced-basis approach as earlier articulated is local in parameter space in both practice and theory. To wit, Lagrangian or Taylor approximation spaces for the low-dimensional manifold are typically defined relative to a particular parameter point; and the associated a priori convergence theory relies on asymptotic arguments in sufficiently small neighborhoods [37]. As a result, the computational improvements — relative to conventional (say) finite element approximation — are often quite modest [85]. Later work [40, 60, 61, 76, 91, 121, 123, 124] differs from these earlier efforts in several important ways: first, global approximation spaces are developed; second, rigorous a posteriori error estimators are introduced; and third, off-line/on-line computational decompositions are exploited (see [9] for an earlier application of this strategy within the reduced-basis context). These three ingredients allow us — for the restricted but important class of “parameter-affine” problems — to reliably decouple the generation and projection stages of reduced-basis approximation, thereby effecting computational economies of several orders of magnitude.

Much progress has been made in a posteriori error estimation for reduced-basis approximations. In particular, a posteriori error bounds have been successfully developed for (i) linear [40, 60, 61, 91, 124] and (ii) at most quadratically nonlinear [76, 121, 123] elliptic partial differential equations that are affine in the parameter. These two assumptions enable the development of very efficient
offline-online computational strategies relevant in the many-query and real-time contexts. The operation count for the online stage — in which, given a new parameter value, we calculate the reduced-basis output and associated error bound — depends only on the dimension of the reduced-basis space (typically small) and on the parametric complexity of the problem, but is independent of the dimension of the underlying “truth” finite element approximation space (typically very large).

The case of non-affine parameter dependence has also been recently addressed. In particular, problems which are locally non-affine — i.e., non-affine only in a small part of the domain — are treated in [110]. More general non-affine problems are addressed in Barrault et al. [15] in which a technique is introduced that recovers the efficient offline-online decomposition even in the presence of general non-affine parameter dependence. In this approach, a (necessarily affine) “collateral” reduced-basis approximation is developed for the non-affine terms. The essential ingredients to this approach are (i) a “good” collateral reduced-basis approximation space, (ii) a stable and inexpensive interpolation procedure by which to determine the approximation, and (iii) an effective a posteriori estimator with which to quantify the newly introduced error terms.

Finally, reduced-basis approximations and error estimators have also been developed in [101, 102] for parabolic partial differential equations in which (i) the temporal forcing or controls are known, and (ii) the outputs of interest are independent of time; see also [56, 86] for an application of the reduced-basis method to initial value problems. However, because of these limiting assumptions this earlier work is, in general, not applicable to the control, optimization, or characterization context. One of the contributions of this thesis is to address and lift these restrictions — thus allowing for a much wider field of applications — and to considerably simplify the methodology developed in [101, 102]. Furthermore, we also extend the theory to consider nonaffine and certain classes of nonlinear problems.

1.2.2 Model Order Reduction

Many model-order reduction techniques for linear time-dependent systems are proposed in the literature: the most well-known are proper orthogonal decomposition (POD or Karhunen-Loève decomposition) [109], balanced truncation [69], and various related hybrid [55, 127] techniques. In POD — probably the most popular model-order reduction technique — time is considered the varying parameter, and “snapshots” of the field variable at different times are obtained from either a numerical or experimental procedure. The optimal approximation space is constructed by applying the singular value decomposition to these vectors, and keeping only the $N$ vectors corresponding to the largest singular values. Since the singular values are related to the “energy” of the system, only the modes preserving the most energy are preserved. The reduced-order model is then obtained by a Galerkin projection onto the space spanned by these vectors. POD has been successfully applied in many fields: turbulent flows [59], fluid structure-interaction [35], non-linear structural mechanics [54], turbo-machinery flows [127]. On the other hand, balanced truncation is a very popular method on control theory. In this approach, the Hankel Singular Values (HSV) of the controllability and observability gramians of the system are computed. The state-space dimensions with low HSVs are truncated, leading to a reduced-order model. For high-dimensional systems, computation of the required gramians is very expensive; combining POD and balanced truncation can overcome this limitation.

A large number of model-order reduction techniques has also been developed in particular to treat nonlinear time-dependent problems [8, 29, 28, 68, 84, 97, 108, 125]. Linearization approaches [125], for example, usually suffer from a lack of efficient representation of the nonlinear
terms, whereas polynomial approximation approaches [84, 29] usually exhibit a fast exponential growth of computational complexity with the degree of the nonlinear approximation order. These two methods are thus quite expensive and do not address strong nonlinearities efficiently; other approaches for highly nonlinear systems (such as piecewise-linearization) have also been proposed [104, 97] but also at the expense of high computational cost and little control over model accuracy.

Furthermore, although a priori error bounds to quantify the error due to model reduction have been derived in the linear case, a posteriori error bounds have not yet been adequately considered even for the linear case, let alone the nonlinear case, for most model-order reduction approaches.

Finally, it is important to note that most model-order reduction techniques focus mainly on reduced-order modeling of dynamical systems in which time is considered the only "variable," the development of reduced-order models for parametric applications is much less common [30, 25].

Our focus is (i) the simultaneous dependence of the field variable (and output) on both time and parameters, and (ii) the introduction of rigorous a posteriori error estimators.

1.2.3 Inverse Problems

Inverse problems are pervasive in engineering and science: ranging from geophysics [115, 128], to ecology [14], image processing [27], heat transfer [18, 19, 2, 80], physiology [11], continuum mechanics [12], medicine (e.g., hyperthermia treatment) [89, 31], and nondestructive evaluation [44]. The objective of the inverse problem is to determine unknown system parameters from observations (or measurements) of the state variables or outputs of the system.

Because of its practical importance, many methods have been developed to solve inverse problems; see [116] for a very recent review. Unfortunately, inverse problems are generally ill-posed and their solution thus difficult. One solution approach employs statistics: the to-be-estimated parameter is considered a random variable with unknown statistics which are estimated using, e.g., Monte Carlo Methods [52, 90] or simulated annealing [99, 100]. Probably the most common approach is to consider inverse problems as an optimization problems: a cost functional is defined to measure the difference between the measurements and the computed outputs from the system model. The parameter estimate is then found by minimizing the cost functional subject to the governing equations being satisfied. However, if the computational cost to solve the governing equations is high — as is the case for partial differential equations — the solution of the optimization problem may become unattainable [34]. Furthermore, regularization techniques are often employed to obtain a well-posed problem. Since the regularization changes the nature of the problem, the regularized solution differs from the original solution and valuable information can be lost.

In [74] a solution method for inverse problems governed by elliptic partial differential equations is proposed which explicitly quantifies the uncertainty in the problem formulation. In Chapter 7, we extend and generalize these ideas to the parabolic case: the outputs are then functions of time and measurements are taken at several discrete points in time. We consider several application and present numerical results that show the validity and indeed very good performance of this approach.
1.3 Scope

1.3.1 Thesis Contributions

In this thesis we focus on the development of reduced-basis output bound methods and associated a posteriori error estimation for parametrized parabolic partial differential equations. We improve and extend on earlier work [101, 102] in this field in several directions.

First, we consider a new class of problems and output families — we rigorously treat (a) temporal forcing/control inputs that are not known a priori (often a problem within the model reduction context) and (b) outputs, or functionals of the time-dependent field variable, that are also (scalar) functions of (discrete) time. We thus need to develop a new a posteriori error estimation procedure that provides rigorous bounds for the error in the energy norm and in the output at all (discrete) points in time. This generalization allows us to treat a much wider class of applications.

Second, based on our new a posteriori error bounds, we propose a “greedy” adaptive procedure to optimally construct the parameter-time sample set. This sampling procedure can help avoid ill-conditioning of the reduced-order model — a problem that easily occurs for a random sample set without a priori knowledge of the temporal forcing (e.g., given a periodic forcing in time only samples within one period should be chosen). Furthermore, under the assumption of linear time-invariance (LTI), we follow an impulse approach to construct our basis. The resulting reduced-basis approximation is then valid for all control input histories and the method applicable to (say) optimal control.

Third, we extend the methodology to treat nonaffine and (certain classes of) nonlinear problems. To this end, we will employ an empirical interpolation method introduced earlier [15] to approximate the nonaffine and nonlinear terms. We will introduce a posteriori error bounds which are rigorous under certain conditions on the function approximation, and offline-online computational procedures which are valid even in the presence of nonaffine and highly nonlinear terms.

Finally, we apply our methods to inverse and optimal control problems representative of applications requiring repeated and rapid evaluations of the outputs of interest. We illustrate how reduced-basis methods lend themselves naturally to existing solution methods, and how they allow the development of new methods (e.g. quantifying the uncertainty in the solution of inverse problems) which would have been intractable with conventional methods.

1.3.2 Thesis Outline

In Chapter 2 we introduce the necessary mathematical background and give a short overview of the finite element method. We also present a short review of the empirical interpolation method for nonaffine coefficient functions. In Chapter 3 we summarize the reduced-basis method formulation and associated a posteriori error estimation for linear coercive elliptic problems.

Linear parabolic problems with affine parameter dependence are discussed in Chapter 4. We develop reduced-basis approximations and associated a posteriori error estimation and adjoint procedures for symmetric as well as nonsymmetric problems. We also propose a new greedy adaptive procedure to “optimally” construct the parameter-time sample set. In Chapter 5 we relax the condition on affine parameter dependence and extend the results from Chapter 4 to problems with nonaffine parameter dependence. We particularly focus on a posteriori error estimation and on efficient offline-online computational procedures. We extend our results to nonlinear parabolic problems in Chapter 6. Since nonlinear problems do not allow the same generality as linear prob-
lems, we focus on a certain class of problems with monotonic nonlinearity. At the end of this chapter we apply the proposed method to a particular nonlinear reaction-diffusion system.

In Chapter 7 we then apply the method developed in this thesis to several parameter identification problems. We first briefly discuss solution techniques for inverse problems and summarize a new method to characterize the uncertainty in the parameter estimation. The application of the proposed method to an optimal control problem is considered in Chapter 8. Our specific example is the control of welding quality, which combines parameter estimation and control techniques.

Finally, in Chapter 9 we summarize our work and conclude with some suggestions for future work.
Chapter 2

Preliminaries

2.1 Introduction

This chapter serves to provide some necessary background information for the work to follow. In Section 2.2 we review the basis function spaces used throughout this thesis; in Section 2.3 we introduce our “truth” approximation which is the point of departure for the reduced-basis method; and in Section 2.4 we review the empirical interpolation method introduced in [15] which is an essential building block for our discussion of nonaffine and nonlinear problems in Chapters 5 and 6.

2.2 Function Spaces

In this section, we introduce some notation and review some basic definitions that will be used in the following. The summary provided here is largely based on [71, 102]. To begin, let \( \Omega \subset \mathbb{R}^d, \ d = 1, \ldots, 3 \) be an open bounded domain with Lipschitz-continuous boundary \( \partial \Omega \); we denote the closed domain by \( \overline{\Omega} \).

We can then define the following function spaces:

2.2.1 Spaces of Continuous Functions

Definition 1. Let \( k \) a non-negative integer. The space \( C^k(\overline{\Omega}) \) is then defined as

\[
C^k(\overline{\Omega}) = \{ v \mid D^\alpha v \text{ is bounded and uniformly continuous on } \Omega, \ \forall \alpha \text{ s.t. } 0 \leq |\alpha| \leq k \};
\]

where, for given multi-index \( \alpha \equiv (\alpha_1, \ldots, \alpha_d), \alpha_i \geq 0, 1 \leq i \leq d, \)

\[
D^\alpha = \frac{\partial^{|\alpha|}}{\partial x_1^{\alpha_1} \cdots \partial x_d^{\alpha_d}}; \quad |\alpha| = \sum_{i=1}^{d} \alpha_i.
\]

Then \( C^k(\overline{\Omega}) \) is a Banach space (i.e., a complete normed linear space) with a norm

\[
\|v\|_{C^k(\overline{\Omega})} = \max_{0 \leq |\alpha| \leq k} \sup_{x \in \Omega} |D^\alpha v(x)|.
\]
We recall that $C_0^\infty(\Omega)$ is the space of continuous, infinitely differentiable functions with compact support, i.e., vanishing outside a bounded open set $\Omega' \subset \Omega$.

2.2.2 Lebesgue Spaces

**Definition 2.** Let $p \geq 1$. The Lebesgue space $L^p(\Omega)$ is then defined as

$$L^p(\Omega) \equiv \{ v \mid \|v\|_{L^p(\Omega)} < \infty \}$$

where

$$\|v\|_{L^p(\Omega)} \equiv \left( \int_\Omega |v|^p \, dx \right)^{\frac{1}{p}}, \quad 1 \leq p < \infty,$$

$$\|v\|_{L^\infty(\Omega)} \equiv \text{ess sup}_{x \in \Omega} |v(x)|, \quad p = \infty.$$  

We note that Lebesgue spaces are also Banach spaces. Here (and in subsequent chapters), "$\int_\Omega$" denotes the Lebesgue integral, and that, in theory, $v$ is not a function but rather an (equivalence) class of functions that differ over a set of measure zero. Finally, the essential supremum of a function $v$, $\text{ess sup}_{x \in \Omega} v(x)$, is defined as the greatest lower bound $C_{\text{max}}$ of the set of all constants $C$, such that $|v(x)| \leq C$ “almost everywhere” on $\Omega$.

2.2.3 Hilbert Spaces

**Definition 3.** Let $k$ be a non-negative integer. The Hilbert space $H^k(\Omega)$ is then defined as

$$H^k(\Omega) \equiv \{ v \mid D^\alpha v \in L^2(\Omega), \forall \alpha \text{ s.t. } |\alpha| \leq k \},$$

with associated inner product

$$(w, v)_{H^k(\Omega)} \equiv \sum_{|\alpha| \leq k} \int_\Omega D^\alpha w \, D^\alpha v \, dx,$$

and induced norm

$$\|v\|_{H^k(\Omega)} \equiv \left( \sum_{|\alpha| \leq k} \int_\Omega |D^\alpha v|^2 \, dx \right)^{\frac{1}{2}}.$$

Hilbert spaces, which are the natural generalization of Euclidean spaces in the functional setting, will be used extensively in the subsequent chapters. We note that $L^2(\Omega) (\equiv H^0(\Omega))$ is the only Lebesgue space that is a Hilbert space. Finally, since the Hilbert norm is induced by an inner-product, the Cauchy-Schwarz inequality holds:

$$| (w, v)_{H^k(\Omega)} | \leq \|w\|_{H^k(\Omega)} \|v\|_{H^k(\Omega)}.$$

2.2.4 Sobolev Spaces

**Definition 4.** Let $k$ be a non-negative integer and $p \geq 1$. The Sobolev space $W^{k,p}(\Omega)$ is then defined as

$$W^{k,p}(\Omega) = \{ v \mid D^\alpha v \in L^p(\Omega), \forall \alpha \text{ s.t. } |\alpha| \leq k \};$$
the Sobolev spaces are Banach spaces with norms

\[ \|v\|_{W^{k,p}(\Omega)} = \left( \sum_{|\alpha| \leq k} \int_{\Omega} |D^\alpha v|^p \, dx \right)^{1/p}, \quad 1 \leq p < \infty, \]
\[ \|v\|_{W^{k,\infty}(\Omega)} = \max \text{ess sup}_{x \in \Omega} |D^\alpha v(x)|, \quad p = \infty. \]

The Sobolev spaces are the natural setting for the variational formulation of partial differential equations. The case \( k = 0 \) for which \( W^{0,p}(\Omega) \equiv L^p(\Omega) \) (and hence the Lebesgue spaces are included in the Sobolev spaces), and the case \( p = 2 \) which corresponds to a family of Hilbert Spaces, are of particular interest. Finally, we note that the derivatives here should be interpreted in the proper distributional sense [46].

2.2.5 Dual Hilbert Spaces

\textbf{Definition 5.} Given a functional \( f \), Hilbert space \( Y \), and associated inner product and norm, \( (\cdot, \cdot)_Y \) and \( \| \cdot \|_Y \), respectively, we define the corresponding dual space \( Y' \) as

\[ Y' = \{ f \mid \|f\|_{Y'} < \infty \}, \]

where the dual norm \( \| \cdot \|_{Y'} \) is given by

\[ \|f\|_{Y'} = \sup_{v \in Y} \frac{f(v)}{\|v\|_Y}. \quad (2.1) \]

The space \( Y' \) is also a Hilbert space, and for \( Y = H^k(\Omega) \), we denote \( Y' = H^{-k}(\Omega) \); in general:

\[ H^k(\Omega) \subset \cdots \subset H^1(\Omega) \subset H^0(\Omega) \subset H^{-1}(\Omega) \subset \cdots \subset H^{-k}(\Omega). \]

From the Riesz representation theorem we know that for every \( f \in Y' \) there exists a unique \( u_f^Y \in Y \) such that

\[ (u_f^Y, v)_Y = f(v), \quad \forall v \in Y. \]

It follows from the Cauchy-Schwarz inequality applied to the \( Y \)-inner product that

\[ \|f\|_{Y'} = \sup_{v \in Y} \frac{(u_f^Y, v)_Y}{\|v\|_Y} = \|u_f^Y\|_Y. \]

This result is widely used in subsequent chapters.

2.3 “Truth” Approximation

In general, solving a partial differential equation exactly is difficult: a closed form solution is often unavailable. Classical discretization methods (such as the finite element method or the finite difference method) are therefore employed to obtain numerical approximations to the exact solution.

The point of departure for the methods presented in this thesis is the “truth” approximation — a numerical approximation that is sufficiently accurate such that the resulting approximate
solution is "indistinguishable" from the exact solution. We now describe how we obtain such an
approximation and introduce associated notation.

2.3.1 Exact Problem: A Simple Example
To begin, we consider, for the sake of illustration, the (linear) partial differential equation
\[
\frac{\partial^2 y(x, t)}{\partial x^2} = \frac{\partial y(x, t)}{\partial t}, \quad x \in \Omega \equiv [0,1[, \ t \in I \equiv [0,t_f],
\]
with initial condition
\[
y(x,0) = y_0(x), \quad x \in \Omega,
\]
and boundary conditions
\[
y(0,t) = 0, \quad t \in I; \\
\frac{\partial y(1,t)}{\partial x} = 1, \quad t \in I;
\]
(2.2) represents (say) the one-dimensional heat equation. Equations (2.2)–(2.4) are called the strong
form of the initial-boundary-value problem.

2.3.2 Temporal Discretization: Finite Difference Approximation
Throughout this thesis, we directly consider a time-discrete framework associated to the time
interval \(I \equiv [0,t_f] (\bar{I} \equiv [0,t_f])\). We divide \(I\) into \(K\) subintervals of equal length \(\Delta t = t_f/K\) and
define \(t_k = k\Delta t, 0 \leq k \leq K \equiv t_f/\Delta t\); for notational convenience, we also introduce \(K \equiv \{1, \ldots, K\}\),
and \(I \equiv \{t_0, \ldots, t_K\}\). Clearly, our results must be stable as \(\Delta t \to 0, K \to \infty\).

We now employ a finite difference scheme to our initial-boundary-value problem. In particular,
we approximate the time-derivative of a function \(g\) at time \(t_k\) by a first-order difference:
\[
\frac{\partial g(t_k)}{\partial t} \approx \frac{1}{\Delta t} \left( g(t_k^+) - g(t_k^-) \right).
\]
(2.6)

Our finite-difference approximation, \(y(x,t_k), k \in K\), then satisfies
\[
\frac{y(x,t_k) - y(x,t_{k-1})}{\Delta t} = \frac{\partial^2 y(x,t_k)}{\partial x^2}, \quad x \in \Omega, \ \forall \ k \in K,
\]
with initial condition
\[
y(x,0) = y_0(x), \quad x \in \Omega,
\]
(2.7)
and boundary conditions
\[
y(0,t_k) = 0, \ \forall \ k \in K, \\
\frac{\partial y(1,t_k)}{\partial x} = 1, \ \forall \ k \in K;
\]
(2.8)
(2.9)
(2.10)
It can be shown that this Euler-Backward scheme is unconditionally stable [94].
Note that we can also employ higher-order schemes such as Crank-Nicolson; details for the Crank-Nicolson scheme are summarized in Appendix B. There are also other time-discretization methods (aside from finite difference methods) which may be employed for time-dependent problems [51, 94, 117]. For example, if the finite element method is used for the spatial discretization, the discontinuous Galerkin method often lends itself well to the time discretization because of its variational origin. It was first introduced in the context of time-dependent problems in [50] and further analyzed in [63, 106]. The discontinuous Galerkin method has also been successfully applied to reduced-basis approximations of parabolic PDEs [101, 102]. However, finite difference methods are also widely used [42] and are the method of choice employed in this thesis.

2.3.3 Spatial Discretization: Finite Element Approximation

In this section, we provide a brief overview of the finite element method as applied to our simple one-dimensional example (2.7)–(2.10). Detailed treatment of the finite element method for partial differential equations may be found in [94], for example.

Variational or Weak Form

We now derive the weak form of the problem (2.7)–(2.10). In this and the following sections, we shall omit the dependence on the spatial variable, $x$; we thus write $y^e(t^k)$ for $y^e(x, t^k)$.

To begin, we multiply (2.7) by an arbitrary function $v (v(x))$ and integrate over the domain $\Omega$ to obtain

$$\frac{1}{\Delta t} \int_\Omega v \left( y^e(t^k) - y^e(x, t^{k-1}) \right) = \int_\Omega v \frac{\partial^2 y^e(t^k)}{\partial x^2}. \quad (2.11)$$

Integrating the right-hand side by parts, we have

$$\frac{1}{\Delta t} \int_\Omega v \left( y^e(t^k) - y^e(t^{k-1}) \right) = \int_\Omega \frac{\partial}{\partial x} \left( v \frac{\partial y^e(t^k)}{\partial x} \right) - \int_\Omega \frac{\partial v}{\partial x} \frac{\partial y^e(t^k)}{\partial x}. \quad (2.12)$$

Rearranging terms and applying Green’s Theorem, we obtain

$$\frac{1}{\Delta t} \int_\Omega v \left( y^e(t^k) - y^e(t^{k-1}) \right) + \int_\Omega \frac{\partial v}{\partial x} \frac{\partial y^e(t^k)}{\partial x} = \left[ v \frac{\partial y^e(t^k)}{\partial x} \right]_{x=1}^{x=0}. \quad (2.13)$$

From the boundary conditions (2.4) and (2.5), we have

$$\frac{1}{\Delta t} \int_\Omega v \left( y^e(t^k) - y^e(t^{k-1}) \right) + \int_\Omega \frac{\partial v}{\partial x} \frac{\partial y^e(t^k)}{\partial x} = v|_{x=1} - v|_{x=0} \frac{\partial y^e(0, t^k)}{\partial x} \bigg|_{x=0}. \quad (2.14)$$

It then follows that

$$m(y^e(t^k), v) + \Delta t a(y^e(t^k), v) = m(y^e(t^{k-1}), v) + \Delta t f(v), \quad \forall v \in Y^e, \quad (2.15)$$

where the function space $Y^e$ is given by

$$Y^e \equiv \{ v \in H^1(\Omega) \mid v(0) = 0 \}, \quad (2.16)$$

and the linear form, $f \in Y^e'$, and bilinear forms, $a: Y^e \times Y^e \rightarrow \mathbb{R}$ and $m: Y^e \times Y^e \rightarrow \mathbb{R}$, are
Equation (2.15) is the weak form of (2.7)–(2.10); the weak form is the point of departure for the finite element method, which will be discussed in the following section.

**Triangulation**

We now decompose the domain \( \Omega \) into a collection of \( J \) elements (in this one-dimensional case, segments; in general, simplices), \( T^j_h, 1 \leq j \leq J \). Such a decomposition, which we denote \( T_h \) is known as a triangulation of \( \Omega \); an example is shown in Figure 2-1(a). Note that the elements are open (i.e., the \( T^j_h \) exclude the nodes) and satisfy \( T^j_h \cap T^j'_h = \emptyset \) for \( j \neq j' \); furthermore, the union of the (closure of the) elements reconstitutes the original domain, that is,

\[
\bar{\Omega} = \bigcup_{T_h \in T_h} \bar{T}_h,
\]

where \( T_h \) refers to any particular member of the triangulation \( T_h \). In general, the sizes of the elements in a mesh are different; here, the subscript “\( h \)” denotes the maximum diameter over all elements.

![Figure 2-1](image)

**Figure 2-1:** (a) Triangulation of the domain \( \Omega = [0, 1] \); and (b) nodal basis functions \( \phi_i(x), 1 \leq i \leq N \), for \( Y \).

**Finite Element Approximation**

We now define the “truth” finite element approximation space \( Y \subset Y^e \) as

\[
Y = \{ v \in X \mid v|_{T^j_h} \in P_1(T^j_h), 1 \leq j \leq J \};
\]

in other words, \( Y \) is the space of functions which are linear over each element. We note that any element \( v \) of \( Y \) may be written as

\[
v(x) = \sum_{n=1}^{N} v_n \phi_n(x),
\]
where $\mathcal{N}$ is the dimension of $Y$, the $\phi_n(x), n = 1, \ldots, \mathcal{N}$ form a basis for $Y$, and the coefficients $L \equiv [v_1, \ldots, v_N]^T \in \mathbb{R}^N$ are unique. For our one-dimensional example, (2.7)–(2.10), $\mathcal{N} = J$, and we take the $\phi_n(x)$ to be the hat functions shown in Figure 2.1(b).

We may now define our “truth” finite element approximation to $y^s(t^k)$ of (2.15): we calculate

$$y(t^k) \in Y \text{ which satisfies}$$

$$m(y(t^k), v) + \Delta t a(y(t^k), v) = m(y(t^{k-1}), v) + \Delta t f(v), \quad \forall v \in Y, \ k \in K. \quad (2.21)$$

It can be shown that as $h \to 0$ (and therefore $\mathcal{N} \to \infty$), $y(x, t^k) \to y^s(t^k), \forall k \in K$; we assume that $Y$ is sufficiently rich that $y(x, t^k)$ is sufficiently close to $y^s(t^k), \forall k \in K$. The truth approximation of the form (2.21) is the point of departure for the reduced-basis method. The reduced-basis approximation shall be built upon the truth approximation, and the reduced-basis error will thus be evaluated with respect to $y(t^k) \in Y$.

**Discrete Equations**

We note that since $y(x, t^k) \in Y$, we can express $y(x, t^k)$ in terms of the basis functions $\phi_j(x)$:

$$y(x, t^k) = \sum_{j=1}^{\mathcal{N}} y_j(t^k) \phi_j(x), \quad (2.22)$$

where the coefficients $L = y_j(t^k) \in \mathbb{R}^N$ associated with the basis functions $\phi_n(x), n = 1, \ldots, \mathcal{N}, \forall k \in K$. Substituting (2.22) into (2.21), and choosing for the test functions $v = \phi_i(x)$, we obtain the algebraic system of equations

$$M y(t^k) + \Delta t A y(t^k) = M y(t^{k-1}) + \Delta t F, \quad (2.23)$$

where

$$M_{ij} = m(\phi_j, \phi_i), \quad 1 \leq i, j \leq \mathcal{N}$$

$$A_{ij} = a(\phi_j, \phi_i), \quad 1 \leq i, j \leq \mathcal{N}$$

$$F_i = f(\phi_i), \quad 1 \leq i \leq \mathcal{N}. \quad (2.24)$$

**2.4 Empirical Interpolation Method**

**2.4.1 Coefficient-Function Approximation**

We begin by summarizing the results in [15]. We consider the problem of approximating a given $\mu$-dependent function of sufficient regularity, $g(\cdot; \mu) \in L^\infty(\Omega), \forall \mu \in \mathcal{D}$, by a reduced-basis expansion $g_M(\cdot; \mu)$. To this end, we introduce the sample sets

$$S_M^g \equiv \{\mu_1^g \in \mathcal{D}, \ldots, \mu_M^g \in \mathcal{D}\}, \quad 1 \leq M \leq M_{\max}, \quad (2.25)$$

and associated reduced-basis spaces

$$W_M^g = \text{span} \ \{\zeta_m \equiv g(x; \mu_m^g), 1 \leq m \leq M\}, \quad 1 \leq M \leq M_{\max}. \quad (2.26)$$
in which our approximation \( g_M \) shall reside. Note that the sample sets and therefore the reduced-basis spaces are, by definition, nested: \( S_1^q \subset S_M^q \subset S_{M_{\max}}^q \), and \( W^q_1 \subset W^q_M \subset W^q_{M_{\max}} \). We also introduce the best approximation

\[
 g^*_M(\cdot; \mu) \equiv \arg \min_{\varepsilon \in W^q_M} \| g(\cdot; \mu) - z \|_{L^\infty(\Omega)}
\]  

(2.27)

and the associated error

\[
 \varepsilon^*_M(\mu) \equiv \| g(\cdot; \mu) - g^*_M(\cdot; \mu) \|_{L^\infty(\Omega)}. \]

(2.28)

The construction of \( S_M^q \) and \( W_M^q \) is based on a greedy algorithm. To begin, we select our first sample point to be \( p = \arg \max_{x \in \Xi} g(\cdot; p) \| \Lambda Q \), and define \( S = i(\mu) \), and \( W_0 = \text{span} \{ 1 \} \), where \( \Xi \) is a suitably fine parameter sample over \( \mathbb{D} \). Then, for \( M \geq 2 \), we set \( \mu_M^q = \arg \max_{\mu \in \Xi} \varepsilon^*_{M-1}(\mu) \), and define \( S^q_M = S^q_M \cup \mu_M^q \), \( \xi_M = g(\mu_M^q) \), and \( W^q_M = \text{span} \{ \xi_m, 1 \leq m \leq M \} \). In essence, \( W_M^q \) comprises basis functions on the parametrically induced manifold \( M^q \equiv \{ g(\cdot; \mu) \mid \mu \in \mathbb{D} \} \). Thanks to our truth approximation, solving for \( g^*_1(\cdot; p) \) and hence \( \varepsilon^*_M(\mu) \) is a standard linear program.

Before we proceed, we note that the evaluation of \( \varepsilon^*_M(\mu), 1 \leq M \leq M_{\max} \), requires the solution of a linear program for each parameter sample in \( \Xi \); the computational cost involved thus depends strongly on the size of \( \Xi \) as well as on \( M_{\max} \). In the parabolic case this cost may become prohibitively large — at least in our current implementation — if the function \( g \) is itself time-varying either through (i) an explicit dependence on time, or (ii) an implicit dependence on time in nonlinear problems, where \( g \) is a function of the time-dependent field variable \( u(t, t_k) \). In these cases the parameter sample \( \Xi \) is in effect replaced by the parameter-time sample \( \Xi^q = \Xi \times I \), i.e., the number of samples in \( \Xi \) is multiplied by the number of timesteps \( K \); even for modest \( K \) the computational cost can be very high. We thus propose an alternative way of constructing \( S_M^q \): we simply replace the \( L(\Omega) \)-norm in our best approximation by the \( L^2(\Omega) \)-norm, where \( L^2(\Omega) \) is the space of functions square integrable over \( \Omega \) — our next sample point is thus based on \( p = \arg \max_{x \in \Xi} \varepsilon^*_{M-1}(\mu) \) — which is relatively inexpensive to evaluate; the computational cost is \( O(MN) + O(M^3) \): we first solve for the coefficients \( \lambda_{M-1, m}(\mu), 1 \leq m \leq M - 1 \), from \( ((Z^{M-1})^T Z^{M-1}) \lambda_{M-1}(\mu) = (Z^{M-1})^T g(\cdot; \mu) \), where \( Z^{M-1} = [\xi_1 \ldots \xi_{M-1}] \), and then evaluate the norm \( \| g(\cdot; \mu) - Z^{M-1} \lambda_{M-1}(\mu) \|_{L^2(\Omega)} \). Although the following analysis is not rigorous for this alternative (or “surrogate”) construction of \( S_M^q \), we in fact obtain very similar convergence results in practice (see Section 2.4.3).

We begin the analysis of our greedy procedure with the following Lemma.

**Lemma 1.** Suppose that \( M_{\max} \) is chosen such that the dimension of \( M^q \) exceeds \( M_{\max} \); then the space \( W_M^q \) is of dimension \( M \).

**Proof.** It directly follows from our hypothesis on \( M_{\max} \) that \( \varepsilon_0 \equiv \varepsilon^*_M(\mu_{M_{\max}}^2) > 0 \); our “arg max” construction then implies \( \varepsilon^*_{M-1}(\mu_M^2) \geq \varepsilon_0 \), \( 2 \leq M \leq M_{\max} \), since \( \varepsilon^*_{M-1}(\mu_M^2) \geq \varepsilon^*_M(\mu_M^2) \). We now prove Lemma 1 by induction. Clearly, \( \dim(W^q_1) = 1 \). Assume \( \dim(W^q_{M-1}) = M - 1 \); then if \( \dim(W^q_M) \neq M \), we have \( g(\cdot; \mu_M^2) \in W^q_{M-1} \) and thus \( \varepsilon^*_M(\mu_M^2) = 0 \); however, the latter contradicts \( \varepsilon^*_M(\mu_M^2) \geq \varepsilon_0 > 0 \). \[\square\]

We now construct nested sets of interpolation points \( T_M = \{ t_1, \ldots, t_M \}, 1 \leq M \leq M_{\max} \). We first set \( t_1 = \arg \max_{\mu \in \Xi} \xi_1(\mu) \), \( q_1 = \xi_1(\mu) / \xi_1(t_1), B_{11} = 1 \). Then for \( M = 2, \ldots, M_{\max} \), we solve the linear system

\[
 \sum_{j=1}^{M-1} \sigma_j^{M-1} q_j(t_i) = \xi_M(t_i), 1 \leq i \leq M - 1,
\]

and set \( r_M(x) = \xi_M(x) - \sum_{i=1}^{M-1} \sigma_i q_i(x) \).
\[
\sum_{j=1}^{M-1} \sigma_j^{M-1} q_j(x), \quad t_M = \text{arg ess sup}_{x \in \Omega} |r_M(x)|, \quad q_M(x) = r_M(x)/r_M(t_M), \quad \text{and } B^M_{ij} = q_j(t_i),
\]
1 \leq i, j \leq M. It remains to demonstrate

**Lemma 2.** The construction of the interpolation points is well-defined, and the functions \(\{q_1, \ldots, q_M\}\) form a basis for \(W^2_M\).

**Proof.** We shall proceed by induction. Clearly, we have \(W^0_1 = \text{span} \{q_1\}\). Next we assume \(W^0_{M-1} = \text{span} \{q_1, \ldots, q_{M-1}\}\); if (i) \(|r_M(t_M)| > 0\) and (ii) \(B^{M-1}_M\) is invertible, then our construction may proceed and we may form \(W^0_M = \text{span} \{q_1, \ldots, q_M\}\). To prove (i), we observe that \(|r_M(t_M)| \geq \varepsilon^*_M(\mu^0_M) \geq \varepsilon_0 > 0\) since \(\varepsilon^*_M(\mu^0_M)\) is the error associated with the best approximation. To prove (ii), we just note by the construction procedure that \(B^{M-1}_{ij} = r_j(t_i)/r_j(t_j) = 0\) for \(i < j\); that \(B^{M-1}_{ij} = r_j(t_i)/r_j(t_j) = 1\) for \(i = j\); and that \(|B^{M-1}_{ij}| = |r_j(t_i)/r_j(t_j)| \leq 1\) for \(i > j\) since \(t_i = \text{arg ess sup}_{x \in \Omega} |r_1(x)|, 1 \leq i \leq M\). Hence, \(B^{M-1}_M\) is lower triangular with unity diagonal. \(\square\)

**Lemma 3.** For any \(M\)-tuple \((\alpha_i)_{i=1}^M\) of real numbers, there exists a unique element \(w \in W^0_M\) such that \(w(t_i) = \alpha_i, 1 \leq i \leq M\).

**Proof.** Since the functions \(\{q_1, \ldots, q_M\}\) form a basis for \(W^0_M\) (Lemma 2), any member of \(W^0_M\) can be expressed as \(w = \sum_{j=1}^M q_j(x) \kappa_j\). Recalling that \(B^M\) is invertible, we may now consider the particular function \(w\) corresponding to the choice of coefficients \(\kappa_j, 1 \leq j \leq M\), such that \(B^M_{ij} \kappa_j = \alpha_i, 1 \leq i \leq M\); but since \(B^M_{ij} = q_j(t_i), \quad w(t_i) = \sum_{j=1}^M q_j(t_i) \kappa_j = \sum_{j=1}^M B^M_{ij} \kappa_j = \alpha_i, 1 \leq i \leq M\), which hence proves existence. To prove uniqueness, we need only consider two possible candidates and again invoke the invertibility of \(B^M\). \(\square\)

It remains to develop an efficient procedure for obtaining a good collateral reduced-basis expansion \(g_M(x; \mu)\). Based on the approximation space \(W^2_M\) and set of interpolation points \(T_M\), we can readily construct an approximation to \(g(x; \mu)\). Indeed, our coefficient function approximation is the interpolant of \(g\) over \(T_M\) as provided for from Lemma 3:

\[
g_M(x; \mu) = \sum_{m=1}^M \varphi_M m(\mu) q_m(x), \quad (2.29)
\]

where \(\varphi_M(\mu) \in \mathbb{R}^M\) is given by

\[
\sum_{j=1}^M B^M_{ij} \varphi_M j(\mu) = g(t_i; \mu), \quad 1 \leq i \leq M; \quad (2.30)
\]

note that \(g_M(t_i; \mu) = g(t_i; \mu), 1 \leq i \leq M\). We define the associated error as

\[
\varepsilon_M(\mu) \equiv \|g(\cdot; \mu) - g_M(\cdot; \mu)\|_{L^\infty(\Omega)}. \quad (2.31)
\]

### 2.4.2 Error Analysis

**A Priori Stability: Lebesgue Constant**

To begin, we define a "Lebesgue constant" [93] \(\Lambda_M = \sup_{x \in \Omega} \sum_{m=1}^M |V^M_m(x)|\). Here, the \(V^M_m(x) \in W^0_M\) are characteristic functions satisfying \(V^M_m(t_i) = \delta_{mn}\), the existence and uniqueness of which is guaranteed by Lemma 3. It can be shown that
Lemma 4. The characteristic functions $V_m^M$ are a basis for $W_M$. And the two bases $q_m$, $1 \leq m \leq M$, and $V_m^M$, $1 \leq m \leq M$, are related by

$$q_i(x) = \sum_{j=1}^{M} B_{j,i} M V_j^M(x), \quad 1 \leq i \leq M. \quad (2.32)$$

Proof. We first consider $x = t_n$, $1 \leq n \leq M$, and note that $\sum_{j=1}^{M} B_{j,i} M V_j^M(t_n) = \sum_{j=1}^{M} B_{j,i} M \delta_{jn} = B_{n,i} M = q_i(t_n)$, $1 \leq i \leq M$; it thus follows from Lemma 3 that (2.32) holds. It further follows from Lemma 2 and from Lemma 3 that any $w \in W_M^2$ can be uniquely expressed as $w = \sum_{i=1}^{M} \kappa_i q_i(x) = \sum_{i=1}^{M} \kappa_i (\sum_{j=1}^{M} B_{j,i} M V_j^M(x)) = \sum_{i=1}^{M} (\sum_{j=1}^{M} \kappa_i B_{j,i} M V_j^M(x)) = \sum_{j=1}^{M} \alpha_j V_j^M(x)$, where $\alpha_j = w(t_j)$, $1 \leq j \leq M$; thus the $V_j^M$, $1 \leq j \leq M$, form a (“nodal”) basis for $W_M^0$. \[\square\]

We observe that $\Lambda_M$ depends on $W_M^2$ and $T_M$, but not on $\mu$ nor on our choice of basis for $W_M^2$. We can further prove

Lemma 5. The interpolation error $\varepsilon_M(\mu)$ satisfies $\varepsilon_M(\mu) \leq \varepsilon^*_M(\mu)(1 + \Lambda_M)$, $\forall \mu \in \mathcal{D}$.

Proof. We first introduce $\varepsilon^*_M(x; \mu) = g(x; \mu) - g_M^*(x; \mu)$ and $g_M(x; \mu) - g_M^*(x; \mu) = \sum_{m=1}^{M} \kappa_m(\mu) q_m(x)$. It then follows that

$$\varepsilon^*_M(t_i; \mu) = (g(t_i; \mu) - g_M(t_i; \mu)) + (g_M(t_i; \mu) - g_M^*(t_i; \mu))$$

$$= \sum_{m=1}^{M} B_{i,m} \kappa_m(\mu), \quad 1 \leq i \leq M. \quad (2.33)$$

Furthermore, from the definition of $\varepsilon_M(\mu)$ and $\varepsilon^*_M(\mu)$, and the triangle inequality, we obtain

$$\varepsilon_M(\mu) = \|g(\cdot; \mu) - g_M(\cdot; \mu)\|_{L^\infty(\Omega)}$$

$$= \|g(\cdot; \mu) - g_M^*(\cdot; \mu) + g_M^*(\cdot; \mu) - g_M(\cdot; \mu)\|_{L^\infty(\Omega)}$$

$$\leq \varepsilon^*_M(\mu) + \|g_M(\cdot; \mu) - g_M^*(\cdot; \mu)\|_{L^\infty(\Omega)}.$$ 

The desired result

$$\varepsilon_M(\mu) - \varepsilon^*_M(\mu) \leq \|g_M(\cdot; \mu) - g_M^*(\cdot; \mu)\|_{L^\infty(\Omega)}$$

$$= \|\sum_{k=1}^{M} \sum_{m=1}^{M} B_{k,m} \kappa_m(\mu) V_k^M(x)\|_{L^\infty(\Omega)}$$

$$= \|\sum_{i=1}^{M} \varepsilon^*_M(t_i; \mu) V_i^M(x)\|_{L^\infty(\Omega)}$$

$$\leq \varepsilon^*_M(\mu) \Lambda_M$$

then immediately follows from (2.32), (2.33), and $|\varepsilon^*_M(t_i; \mu)| \leq \varepsilon^*_M(\mu)$, $1 \leq i \leq M$. \[\square\]

We can further show

Proposition 1. The Lebesgue constant $\Lambda_M$ satisfies $\Lambda_M \leq 2^M - 1$. 40
Proof. We first recall two crucial properties of the matrix $B^M$: (i) $B^M$ is lower triangular with unity diagonal — $q_m(t_m) = 1$, $1 \leq m \leq M$, and (ii) all entries of $B^M$ are of modulus no greater than unity — $\|q_m\|_{L^\infty(\Omega)} \leq 1$, $1 \leq m \leq M$. Hence, from (2.32) we can write

$$|V^M_m(x)| = \left| q_m(x) - \sum_{i=m+1}^M B^M_{1m} V^M_i(x) \right| \leq 1 + \sum_{i=m+1}^M |V^M_i(x)|, \quad 1 \leq m \leq M - 1.$$  

It follows that, starting from $|V^M_M(x)| = |q_M(x)| \leq 1$, we can deduce $|V^M_{M+1-m}(x)| \leq 1 + |V^M_M(x)| + \ldots + |V^M_{M+2-m}(x)| \leq 2^{m-1}$, $2 \leq m \leq M$, and thus obtain $\sum_{m=1}^M |V^M_m(x)| \leq 2^M - 1$. \hfill \square

Proposition 1 is very pessimistic and of little practical value (though $\epsilon^*_M(\mu)$ does often converge sufficiently rapidly that $\epsilon^*_M(\mu) 2^M \to 0$ as $M \to \infty$); this is not surprising given analogous results in the theory of polynomial interpolation [93]. However, Proposition 1 does provide some notion of stability.

**A Posteriori Error Estimation**

Given an approximation $g_M(x; \mu)$ for $M \leq M_{\text{max}} - 1$, we define $\mathcal{E}_M(x; \mu) = \hat{\epsilon}_M(\mu) q_{M+1}(x)$, where $\hat{\epsilon}_M(\mu) \equiv |g(t_{M+1}; \mu) - g_M(t_{M+1}; \mu)|$. In general, $\epsilon_M(\mu) \geq \hat{\epsilon}_M(\mu)$, since $\epsilon_M(\mu) = ||g(\cdot; \mu) - g_M(\cdot; \mu)||_{L^\infty(\Omega)} \geq |g(x; \mu) - g_M(x; \mu)|$ for all $x \in \Omega$, and thus also for $x = t_{M+1}$. However, we can prove

**Proposition 2.** If $g(\cdot; \mu) \in W^g_{M+1}$, then (i) $g(x; \mu) - g_M(x; \mu) = \pm \mathcal{E}_M(x; \mu)$ (either $\mathcal{E}_M(x; \mu)$ or $-\mathcal{E}_M(x; \mu)$), and (ii) $||g(\cdot; \mu) - g_M(\cdot; \mu)||_{L^\infty(\Omega)} = \hat{\epsilon}_M(\mu)$.

**Proof.** By our assumption $g(\cdot; \mu) \in W^g_{M+1}$, there exists $\kappa(\mu) \in \mathbb{R}^{M+1}$ such that $g(x; \mu) - g_M(x; \mu) = \sum_{m=1}^{M+1} \kappa_m(\mu) q_m(x)$. We now consider $x = t_i, 1 \leq i \leq M + 1$, and arrive at

$$\sum_{m=1}^{M+1} \kappa_m(\mu) q_m(t_i) = g(t_i; \mu) - g_M(t_i; \mu), \quad 1 \leq i \leq M + 1.$$  

(2.34)

It thus follows that $\kappa_m(\mu) = 0, 1 \leq m \leq M$, since $g(t_i; \mu) - g_M(t_i; \mu) = 0, 1 \leq i \leq M$ and the matrix $q_m(t_i)(= B^M_{1m})$ is lower triangular, and that $\kappa_{M+1}(\mu) = g(t_{M+1}; \mu) - g_M(t_{M+1}; \mu)$ since $q_{M+1}(t_{M+1}) = 1$; this concludes the proof of (i). The proof of (ii) then directly follows from $q_{M+1} \in L^\infty(\Omega)$.

Of course, in general $g(\cdot; \mu) \notin W^g_{M+1}$, and hence our estimator $\hat{\epsilon}_M(\mu)$ is indeed a lower bound; however, if $\epsilon_M(\mu) \to 0$ very fast, we expect that the effectivity,

$$\eta_M(\mu) \equiv \frac{\hat{\epsilon}_M(\mu)}{\epsilon_M(\mu)},$$  

(2.35)

shall be close to unity. Furthermore, the estimator is very inexpensive — one additional evaluation of $g(\cdot; \mu)$ at a single point in $\Omega$.  
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2.4.3 Numerical Exercise 1: Approximation of a Nonaffine Function

Problem Formulation

We consider the nonaffine function

\[ G(x; \mu) = \frac{1}{\sqrt{(x_1 - \mu_1)^2 + (x_2 - \mu_2)^2}} \]  

for \( x = (x_1, x_2) \in \Omega = [0, 1]^2 \) and \( \mu \in D = [-1, -0.01]^2 \). We choose for \( \Xi^\varnothing \) a deterministic grid of \( 40 \times 40 \) parameter points over \( D \) and we take \( \mu_1^0 = (-0.01, -0.01) \). Next, we pursue the empirical interpolation procedure described in Section 2.4.1 to construct \( S_{M}^\varnothing, W_{M}^\varnothing, T_{M}, \) and \( B_{M}^\varnothing, \) \( 1 \leq M \leq M_{\text{max}}, \) for \( M_{\text{max}} = 51 \). We note that the parameter points in \( S_{M}^\varnothing, \) shown in Figure 2-2(a), are mainly distributed around the corner \((-0.01, -0.01)\) of the parameter domain; and that the interpolation points in \( T_{M}, \) plotted in Figure 2-2(b), are largely allocated around the corner \((0, 0)\) of the physical domain \( \Omega \).

Numerical Results

We now introduce a parameter test sample \( \Xi_{\text{Test}}^\varnothing \) of size \( Q_{\text{Test}} = 25, \) and define

\[ \epsilon_{M,\text{max}}^* = \max_{\mu \in \Xi_{\text{Test}}^\varnothing} \epsilon_{M}^*(\mu), \]  

\[ \bar{\eta}_{M} = Q_{\text{Test}}^{-1} \sum_{\mu \in \Xi_{\text{Test}}^\varnothing} \frac{\epsilon_{M}(\mu)}{\epsilon_{M}^*(\mu)(1 + \Lambda_{M})} \]  

\[ \bar{\eta}_{M} = Q_{\text{Test}}^{-1} \sum_{\mu \in \Xi_{\text{Test}}^\varnothing} \eta_{M}(\mu); \]  

\[ \]
here $\eta_M(\mu)$ is the effectivity defined in (2.35), and $\kappa_M$ is the condition number of $B^M$. We present in Table 2.1 $\varepsilon^*_{M,\text{max}}, \overline{\rho}_M, \Lambda_M, \overline{\eta}_M$, and $\kappa_M$ as a function of $M$. We observe that $\varepsilon^*_{M,\text{max}}$ converges rapidly with $M$; that the Lebesgue constant provides a reasonably sharp measure of the interpolation-induced error; that the Lebesgue constant grows very slowly — $\varepsilon_M(\mu)$ is only slightly larger than the min-max result $\varepsilon^*_M(\mu)$; that the error estimator effectivity is reasonably close to unity; and that $B^M$ is quite well-conditioned for our choice of basis. (For the non-orthogonalized basis $\xi_m, 1 \leq m \leq M$, the condition number of $B^M$ will grow exponentially with $M$.) These results are expected since the given function $G(x; \mu)$ is quite regular and smooth in the parameter $\mu$.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$\varepsilon^*_{M,\text{max}}$</th>
<th>$\overline{\rho}_M$</th>
<th>$\Lambda_M$</th>
<th>$\overline{\eta}_M$</th>
<th>$\kappa_M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>$8.30 \times 10^{-2}$</td>
<td>0.68</td>
<td>1.76</td>
<td>0.17</td>
<td>3.65</td>
</tr>
<tr>
<td>16</td>
<td>$4.22 \times 10^{-3}$</td>
<td>0.67</td>
<td>2.63</td>
<td>0.10</td>
<td>6.08</td>
</tr>
<tr>
<td>24</td>
<td>$2.68 \times 10^{-4}$</td>
<td>0.49</td>
<td>4.42</td>
<td>0.28</td>
<td>9.19</td>
</tr>
<tr>
<td>32</td>
<td>$5.64 \times 10^{-5}$</td>
<td>0.48</td>
<td>5.15</td>
<td>0.20</td>
<td>12.86</td>
</tr>
<tr>
<td>40</td>
<td>$3.66 \times 10^{-6}$</td>
<td>0.54</td>
<td>4.98</td>
<td>0.60</td>
<td>18.37</td>
</tr>
<tr>
<td>48</td>
<td>$6.08 \times 10^{-7}$</td>
<td>0.37</td>
<td>7.43</td>
<td>0.29</td>
<td>20.41</td>
</tr>
</tbody>
</table>

Table 2.1: NE 1: $\varepsilon^*_{M,\text{max}}, \overline{\rho}_M, \Lambda_M, \overline{\eta}_M$, and $\kappa_M$ as a function of $M$.

Using the $L^2(\Omega)$-norm surrogate in our best approximation we can construct $S_M^0$ much less expensively than using the $L^\infty(\Omega)$-norm. We present in Table 2.2 numerical results obtained from this alternative construction of $S_M^0$. The results are very similar to those in Table 2.1, which implies that the approximation quality of our empirical interpolation approach is relatively insensitive to the choice of norms exploited in constructing the sample.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$\varepsilon^*_{M,\text{max}}$</th>
<th>$\overline{\rho}_M$</th>
<th>$\Lambda_M$</th>
<th>$\overline{\eta}_M$</th>
<th>$\kappa_M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>$1.18 \times 10^{-1}$</td>
<td>0.66</td>
<td>2.26</td>
<td>0.23</td>
<td>3.82</td>
</tr>
<tr>
<td>16</td>
<td>$3.96 \times 10^{-3}$</td>
<td>0.45</td>
<td>4.86</td>
<td>0.81</td>
<td>7.58</td>
</tr>
<tr>
<td>24</td>
<td>$3.83 \times 10^{-4}$</td>
<td>0.43</td>
<td>3.89</td>
<td>0.28</td>
<td>13.53</td>
</tr>
<tr>
<td>32</td>
<td>$3.92 \times 10^{-5}$</td>
<td>0.45</td>
<td>7.07</td>
<td>0.47</td>
<td>16.60</td>
</tr>
<tr>
<td>40</td>
<td>$4.10 \times 10^{-6}$</td>
<td>0.43</td>
<td>6.40</td>
<td>0.25</td>
<td>18.84</td>
</tr>
<tr>
<td>48</td>
<td>$6.59 \times 10^{-7}$</td>
<td>0.30</td>
<td>8.86</td>
<td>0.18</td>
<td>21.88</td>
</tr>
</tbody>
</table>

Table 2.2: NE 1: $\varepsilon^*_{M,\text{max}}, \overline{\rho}_M, \Lambda_M, \overline{\eta}_M$, and $\kappa_M$ as a function of $M$; here $S_M^0$ is constructed using the $L^2(\Omega)$-norm as a surrogate for the $L^\infty(\Omega)$-norm.
Chapter 3

Reduced-Basis Method for Elliptic Problems

3.1 Introduction

In this chapter, we present a more detailed discussion of the reduced-basis output approximation method for linear coercive elliptic problems. We focus particularly on the global approximation spaces, a priori convergence theory, and the assumption of affine parameter dependence.

We begin by stating the most general problem (and all necessary hypotheses) to which the techniques we develop will apply.

3.2 Abstraction

3.2.1 "Exact" Problem Statement

We consider a suitably regular (smooth) domain $\Omega \subset \mathbb{R}^d, d = 1, 2, \text{ or } 3$ with Lipschitz-continuous boundary $\partial \Omega$, and associated (infinite-dimensional) Hilbert space $Y^e$ satisfying $H_0^1(\Omega) \subset Y^e \subset (H^{-1}(\Omega))^d$. The inner product and norm associated with $Y^e$ are given by $(\cdot, \cdot)_{Y^e}$ and $|| \cdot ||_{Y^e} \equiv (\cdot, \cdot)_{Y^e}^{1/2}$, respectively. The corresponding dual space of $Y^e$ is denoted $Y^e'$. We also define a parameter set $\mathcal{D} \subset \mathbb{R}^P$, a particular point in which will be denoted $\mu$.

Our "exact" problem may then be stated as: Given a parameter $\mu \in \mathcal{D} \subset \mathbb{R}^P$, we evaluate the output of interest,

$$s^e(\mu) = \ell(y^e(\mu));$$  \hspace{1cm} (3.1)

here the field variable, $y^e(\mu) \in Y^e$, satisfies the weak form of the $\mu$-parametrized linear elliptic partial differential equation

$$a(y^e(\mu), v; \mu) = f(v), \quad \forall v \in Y^e.$$  \hspace{1cm} (3.2)

The form $a(\cdot, \cdot; \mu) : Y^e \times Y^e \to \mathbb{R}$ is bilinear — i.e., linear in the first and second argument; and $f$ is a bounded linear functional.

Note that $\Omega$ is a reference domain and hence does not depend on the parameter.
3.2.2 “Truth” Finite Element Approximation

In actual practice, we replace \( Y^c \) with a “truth” finite element approximation space \( Y \subset Y^c \) of finite (but large) dimension \( N \) — as discussed in the last chapter. Note that the inner product and norm associated with \( Y, \langle \cdot, \cdot \rangle_Y \) and \( \| \cdot \|_Y \equiv \langle \cdot, \cdot \rangle_Y^{1/2} \), respectively, are inherited from \( Y^c \). Our “truth” finite element approximation \( y(\mu) \in Y \) to \( y^c(\mu) \) is then defined as the Galerkin projection of \( y^c(\mu) \) onto \( Y \):

\[
a(y(\mu), v; \mu) = f(v), \quad \forall v \in Y;
\]

our output approximation is then given by

\[
s(\mu) = \ell(y(\mu)).
\]

We shall assume — hence the appellation “truth” — that the finite element discretization is sufficiently rich such that \( y(\mu) \) and \( y^c(\mu) \) (and hence \( s(\mu) \) and \( s^c(\mu) \)) are indistinguishable. The reduced-basis approximation shall be built upon our “truth” finite element approximation, and the reduced-basis error will thus be evaluated with respect to \( y(\mu) \in Y \) and \( s(\mu) \). Clearly, our methods must remain computationally efficient and stable as \( N \to \infty \).

We now make several assumptions on the well-posedness and the nature of the parametric dependence of our problem.

3.2.3 Well-posedness

We first assume that the bilinear form \( a(\cdot, \cdot; \mu) \) is continuous,

\[
\gamma_a(\mu) \equiv \sup_{v \in Y} \frac{a(v, v; \mu)}{\|v\|_Y^2} \leq \gamma_a^0 < \infty, \quad \forall \mu \in \mathcal{D};
\]

coercive,

\[
\alpha_a(\mu) \equiv \inf_{v \in Y} \frac{a(v, v; \mu)}{\|v\|_Y^2} \geq \alpha_a^0 > 0 \quad \forall \mu \in \mathcal{D};
\]

and symmetric, \( a(w, v; \mu) = a(v, w; \mu), \quad \forall w, v \in Y, \quad \forall \mu \in \mathcal{D} \) and that the linear functionals \( f \) and \( \ell \) are bounded. Note that the coercivity constant \( \alpha_a(\mu) \) and continuity constant \( \gamma_a(\mu) \) are functions of \( \mu \).

3.2.4 Affine Parameter Dependence

We shall now make certain assumptions on the parametric dependence of our problem. In particular, we shall suppose that, for some finite (preferably small) integer \( Q_a \), \( a(\cdot, \cdot; \mu) \) may be expressed as

\[
a(w, v; \mu) = \sum_{q=1}^{Q_a} \Theta_a^q(\mu) a^q(w, v), \quad \forall w, v \in Y, \quad \forall \mu \in \mathcal{D},
\]

where the functions \( \Theta_a^q(\mu): \mathcal{D} \to \mathbb{R} \) depend on \( \mu \), but the bilinear forms \( a^q(\cdot, \cdot): Y \times Y \to \mathbb{R} \) are independent of \( \mu \). This assumption of affine parameter dependence is crucial for the computational efficiency of our method. Finally, for simplicity of exposition, we assume that the linear forms \( f \) and \( \ell \) do not depend on the parameter; however, (affine) parameter dependence is readily admitted.
3.3 Reduced-Basis Approximation

3.3.1 Critical Observation: Dimension Reduction

The reduced-basis method recognizes that the field variable $y(\mu)$ is not an arbitrary member of the $N$-dimensional solution space $Y$ ($N \gg 1$) associated with the partial differential equation; rather, it resides, or “evolves,” on a much lower-dimensional and typically very smooth manifold $\mathcal{M} = \{y(\mu) | \mu \in \mathcal{D}\}$ induced by the parametric dependence [91]. In the case of a single parameter ($P = 1$), for instance, $y(\mu)$ describes a one-dimensional filament that winds through $Y$; this is illustrated in Figure 3-1(a).

![Figure 3-1: (a) Low-dimensional solution manifold $\mathcal{M}$ induced by the parametric dependence; and (b) dimension reduction obtained by restricting attention to $\mathcal{M}$.](image)

The finite element approximation space $Y$ is thus much too general — $Y$ includes many functions that do not reside on the manifold of interest. Hence, to approximate $y(\mu)$, we need not represent every single function in $Y$, but rather only those which lie on $\mathcal{M}$. This observation presents a clear opportunity: we can effect significant (in many cases, Draconian) dimension reduction and therefore considerable computational economies if we restrict attention to the parameter-induced low-dimensional solution manifold. We may therefore pre-compute $N$ “points” $y(\mu_n), n = 1, \ldots, N$ along $\mathcal{M}$ as shown in Figure 3-1(b), and approximate $y(\mu_{\text{new}})$ by taking an appropriate linear combination of the sample points $y(\mu_n)$. We now make these ideas more precise.

3.3.2 Formulation

We first introduce a set of nested samples in parameter space,

$$S_N = \{\mu_1 \in \mathcal{D}, \ldots, \mu_N \in \mathcal{D}\}, \quad 1 \leq N \leq N_{\text{max}},$$

such that $S_1 \subset S_N \subset S_{N_{\text{max}}}$. We then define the associated Lagrangian [85] reduced-basis approximation space as

$$W_N = \text{span}\{\zeta_n \equiv y(\mu_n) | 1 \leq n \leq N\}, \quad 1 \leq N \leq N_{\text{max}},$$

Note that the assumption of affine parameter dependence can be relaxed; see [15, 121] for extensions to problems exhibiting non-affine parameter dependence or nonlinearities.
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where \( y(\mu_n) \in Y \) is the solution to (3.3) for \( \mu = \mu_n \). Note that, by construction, \( W_1 \subseteq W_N \subseteq W_{N_{\text{max}}} \).

Our reduced-basis approximation \( y_N(\mu) \) is then obtained by a standard Galerkin projection: for any \( \mu \in D \), \( y_N(\mu) \in W_N \) satisfies
\[
a(y_N(\mu), v; \mu) = f(v), \quad \forall v \in W_N;
\]
our output approximation is then
\[
s_N(\mu) = f(y_N(\mu)).\tag{3.11}
\]
Since \( \mathcal{M} \) is low-dimensional and smooth, we thus anticipate that \( y_N(\mu) \rightarrow y(\mu) \) very rapidly, and therefore we may choose \( N \ll \mathcal{N} \). We now attempt to qualify our claim.

### 3.3.3 A Priori Convergence Theory

We consider here the rate at which \( y_N(\mu) \) and \( s_N(\mu) \) converge to \( y(\mu) \) and \( s(\mu) \), respectively.

**Optimality**

To begin, it is standard to demonstrate the optimality of \( y_N(\mu) \) in the sense that
\[
\|y(\mu) - y_N(\mu)\|_Y \leq \sqrt{\frac{\gamma_0(\mu)}{\alpha_0(\mu)}} \inf_{w_N \in W_N} \|y(\mu) - w_N\|_Y. \tag{3.12}
\]
To prove (3.12), we first note from (3.3) and (3.10) that
\[
a(y(\mu) - y_N(\mu)), v; \mu) = 0, \quad \forall v \in W_N. \tag{3.13}
\]
It then follows that for any \( w_N = u_N + v_N \in W_N \) \((v_N \neq 0)\),
\[
a(y(\mu) - w_N, y(\mu) - w_N; \mu) = a(y(\mu) - y_N(\mu), y(\mu) - y_N(\mu) - v_N, y(\mu) - y_N(\mu) - v_N; \mu)
\]
\[
= a(y(\mu) - y_N(\mu), y(\mu) - y_N(\mu) - v_N, y(\mu) - y_N(\mu) - v_N; \mu) - 2a(y(\mu) - y_N(\mu), v_N, v_N; \mu) + a(v_N, v_N; \mu)
\]
\[
= a(y(\mu) - y_N(\mu), y(\mu) - y_N(\mu); \mu) + a(v_N, v_N; \mu)
\]
\[
> a(y(\mu) - y_N(\mu), y(\mu) - y_N(\mu); \mu) \quad \text{(3.14)}
\]
from the symmetry of \( a \), Galerkin orthogonality (3.13), and coercivity (3.6). Furthermore, from (3.6), (3.14), and (3.7), we have
\[
\alpha_0(\mu) \|y(\mu) - y_N(\mu)\|_Y^2 \leq a(y(\mu) - y_N(\mu), y(\mu) - y_N(\mu); \mu)
\]
\[
= \inf_{w_N \in W_N} a(y(\mu) - w_N, y(\mu) - w_N; \mu)
\]
\[
\leq \gamma_0(\mu) \inf_{w_N \in W_N} \|y(\mu) - w_N\|_Y^2. \tag{3.15}
\]
This concludes the proof.
Furthermore, for the case of compliance, \( \ell = f \), we have
\[
|s(\mu) - s_N(\mu)| = |\ell(y(\mu) - y_N(\mu))|
\]
\[
= |a(y(\mu), y(\mu) - y_N(\mu); \mu)|
\]
\[
= |a(y(\mu) - y_N(\mu), y(\mu) - y_N(\mu); \mu)|
\]
\[
\leq \gamma_a(\mu)||y(\mu) - y_N(\mu)||_Y^2
\]
\[
\leq \frac{\gamma_a^2(\mu)}{\alpha_a(\mu)} \inf_{w_N \in W_N} ||y(\mu) - w_N||_Y^2
\]
(3.16)
from (3.4), (3.11), (3.3), the symmetry of \( a \), Galerkin orthogonality (3.13), (3.7), and (3.15). The output approximation, \( s_N(\mu) \), thus converges to \( s(\mu) \) as the square of the error in \( y_N(\mu) \).

We observed in Section 3.3.1 that the parametrically induced manifold \( \mathcal{M} \) is typically low-dimensional, and note that \( \mathcal{M} \) is smooth under our hypotheses on stability and continuity — we consider the detailed proof for the parabolic case in Section 4.3.2. We thus expect that the best approximation will converge to \( y(\mu) \) very rapidly, and hence \( N \) may be chosen small.

### 3.3.4 Offline-Online Computational Procedure

The arguments of Sections 3.3.1 and 3.3.3 suggest that to obtain an accurate reduced-basis approximation \( y_N(\mu) \), \( N \) need not be very large. We now develop off-line/on-line computational procedures that exploit this dimension reduction and enable us to evaluate our approximations in real-time.

We first note that since \( y_N(\mu) \in W_N \), there exists a unique set of coefficients \( y_{Nj}(\mu) \), \( 1 \leq j \leq N \), such that
\[
y_N(\mu) = \sum_{j=1}^{N} y_{Nj}(\mu) \zeta_j.
\]
(3.17)
We then choose as test functions in (3.10) \( v = \zeta_i, i = 1, \ldots, N \); it then follows from (3.10) that \( y_N(\mu) = [y_{N1}(\mu), \ldots, y_{NN}(\mu)]^T \in \mathbb{R}^N \) satisfies
\[
A_N(\mu)y_N(\mu) = F_N
\]
(3.18)
where \( A_N(\mu) \in \mathbb{R}^{N \times N} \) and \( F_N \in \mathbb{R}^N \) are given by \( A_{Ni,j}(\mu) = a(\zeta_i, \zeta_j; \mu), 1 \leq i, j \leq N \), and \( F_N = f(\zeta_i), 1 \leq i \leq N \), respectively; note that \( A_N(\mu) \) is symmetric positive-definite.

Invoking the affine decomposition (3.7) we obtain
\[
A_{Ni,j}(\mu) = \sum_{q=1}^{Q_a} \Theta_{ij}^q(\mu) a^q(\zeta_i^q, \zeta_j^q);
\]
(3.19)
we may therefore write
\[
A_N(\mu) = \sum_{q=1}^{Q_a} \Theta(\mu) A_N^q,
\]
(3.20)
where the parameter independent quantities matrices \( A_N^q \in \mathbb{R}^{N \times N} \), are given by
\[
A_{Ni,j}^q = a^q(\zeta_i, \zeta_j), \quad 1 \leq i, j \leq N, \quad 1 \leq q \leq Q_a.
\]
(3.21)
Our output approximation can then be evaluated as

\[
s_N(\mu) = \sum_{j=1}^{N} y_{N,j}(\mu) \ell(\zeta_j)
\]

\[
= \sum_{j=1}^{N} y_{N,j}(\mu) L_{N,j},
\]

(3.22)

where

\[
L_{N,j} \equiv \ell(\zeta_j), \quad 1 \leq j \leq N.
\]

(3.23)

We now observe that the \(A'_N\) and \(L_N\) are independent of the parameter \(\mu\); we may thus pursue an offline-online computational strategy.

In the offline stage — performed once — we compute the \(\zeta_i, 1 \leq i \leq N_{\text{max}}\): this requires \(N_{\text{max}}\) expensive finite element solves; we then form and store \(L_{N,j}, 1 \leq j \leq N_{\text{max}}\) and \(A'_{N,i,j}, 1 \leq i, j \leq N_{\text{max}}, 1 \leq q \leq Q\): this requires \(O(QN_{\text{max}}^2)\) operations and \(O(QN_{\text{max}}^2)\) storage.

In the online stage — performed many times, for each new value of \(\mu\), we perform the summation (3.20) for \(A_N(\mu)\): this requires \(O(QN^2)\) operations; we then solve (3.18) for the reduced-basis coefficients \(y_{N,j}(\mu), j \in \mathbb{N}\): this requires \(O(N^3)\) operations; and finally we evaluate the output approximation from (3.22): this requires \(O(N)\) operations.

The essential point is that, as required in the many-query or real-time contexts, the online complexity depends only on \(Q\) and \(N\) and is independent of \(N\), the dimension of the underlying “truth” finite element approximation space. Since \(N \ll N_{\text{max}}\), we expect — and often realize — significant (orders-of-magnitude) computational economies relevant to classical discretization approaches.

Finally, we note that classical model-order reduction techniques, such as modal decomposition [36] and POD [7], require the evaluation of a new set of eigenmodes or basis functions — and thus a return to the (very fine) “truth” approximation — for each new parameter value encountered. In contrast, reduced-basis methods need not invoke the “truth” approximation in the online stage, and are therefore far more efficient in evaluating input-output relationships in the limit of many queries.

### 3.4 A Posteriori Error Estimation

A posteriori error estimation procedures are very well developed for classical approximations of, and solution procedures for, (say) partial differential equations [20, 81, 1] and algebraic systems [33]. However, until quite recently, there has been essentially no way to rigorously, quantitatively, sharply, and efficiently assess the accuracy of reduced-basis approximations.

As a result, for any given new \(\mu\), the reduced-basis solution \(y_N(\mu)\) typically raises many more questions than it answers. Is there even a solution \(y(\mu)\) near \(y_N(\mu)\)? Is \(|s(\mu) - s_N(\mu)| \leq \epsilon_{\text{tol}}\), where \(\epsilon_{\text{tol}}\) is the maximum acceptable error? Is a crucial feasibility condition \(s(\mu) \leq S\) (say, in a constrained optimization exercise) satisfied — not just for the reduced-basis approximation, \(s_N(\mu)\), but also for the “true” output, \(s(\mu)\)? If these questions cannot be affirmatively answered, we may propose the wrong — and unsafe or infeasible — action in the deployed context. A fourth question is also important: Is \(N\) too large, \(|s(\mu) - s_N(\mu)| \ll \epsilon_{\text{tol}}\), with an associated steep \(O(N^3)\) penalty on computational efficiency? An overly conservative approximation may jeopardize the real-time
response and associated action — with corresponding detriment to the deployed systems.

We may also consider the approximation properties and efficiency of the parameter samples and associated reduced-basis approximation spaces, \( S_N \) and \( W_N, 1 \leq N \leq N_{\text{max}} \). Do we satisfy our global "acceptable error level" condition, \( |s(\mu) - s_N(\mu)| \leq \varepsilon_{\text{tol}}, \forall \mu \in \mathcal{D}, \) for (close to) the smallest possible value of \( N \)? And a related question: For our given tolerance \( \varepsilon_{\text{tol}} \), are the reduced-basis stiffness matrices (or, in the nonlinear case, Newton Jacobians) as well-conditioned as possible — given that by construction \( W_N \) will be increasingly colinear with increasing \( N \)? If the answers are not affirmative, then our reduced-basis approximations are more expensive (and unstable) than necessary — and perhaps too expensive to provide real-time response.

In short, the pre-asymptotic and essentially ad hoc or empirical nature of reduced-basis discretizations, the strongly superlinear scaling (with \( N \)) of the reduced-basis online complexity, and the particular needs of deployed real-time systems virtually demand rigorous a posteriori error estimators. Absent such certification, we must either err on the side of computational pessimism — and compromise real-time response — or err on the side of computational optimism — and risk sub-optimal, infeasible, or potentially unsafe decisions.

In [60, 91], and [121, 122, 123], a family of rigorous error estimators for reduced-basis approximation of a wide class of elliptic partial differential equations is introduced (see also [68] for an alternative approach). As in almost all error estimation contexts, the enabling (trivial) observation is that, whereas a 100% error in the field variable \( y(\mu) \) or output \( s(\mu) \) is clearly unacceptable, a 100% or even larger (conservative) error in the error is tolerable and not at all useless; we may thus pursue "relaxations" of the equation governing the error and residual that would be bootless for the original equation governing the field variable \( y(\mu) \).

We now present further details for the particular case of elliptic linear problems with exact affine parameter dependence (3.7): the truth solution satisfies (3.3) and (3.4), and the corresponding reduced-basis approximation satisfies (3.10) and (3.11).

### 3.4.1 Formulation

#### Error Bounds

To begin, we assume we are given a positive lower bound \( \tilde{\alpha}_a(\mu) \) for the coercivity constant \( \alpha_a(\mu) \):

\[
\alpha_a(\mu) \geq \tilde{\alpha}_a(\mu) > 0, \quad \forall \mu \in \mathcal{D}.
\]  

(3.24)

We next introduce the dual norm of the residual

\[
\varepsilon_N(\mu) \equiv \|R(\cdot; \mu)\|_{Y'} = \sup_{v \in Y} \frac{R(v; \mu)}{\|v\|_{Y'}},
\]

(3.25)

where

\[
R(v; \mu) \equiv f(v) - a(y_N(\mu), v; \mu), \quad \forall v \in Y,
\]

(3.26)

is the residual associated to \( y_N(\mu) \). We also specify the inner product \( (w, v)_Y \equiv a(w, v; \mu_{\text{ref}}) \) for some reference value(s) \( \mu_{\text{ref}} \). We then define our "energy" error bound

\[
\Delta_N(\mu) \equiv \frac{\varepsilon_N(\mu)}{\tilde{\alpha}_a(\mu)},
\]

(3.27)
the effectivity of which is given by
\[ \eta_N(\mu) = \frac{\Delta_N(\mu)}{\|e(\mu)\|_Y}. \] (3.28)

We may then state

**Proposition 3.** For the error bound \( \Delta_N(\mu) \) of (3.27), the effectivity satisfies [91, 123]

\[ 1 \leq \eta_N(\mu) \leq \frac{\gamma_\alpha(\mu)}{\hat{\alpha}_\alpha(\mu)}, \quad \forall \mu \in \mathcal{D}. \] (3.29)

for all \( 1 \leq N \leq N_{\text{max}} \).

**Proof.** Given our reduced-basis primal solution \( y_N(\mu) \), it is readily derived that the error \( e(\mu) = y(\mu) - y_N(\mu) \in Y \) satisfies

\[ a(e(\mu), v; \mu) = R(v; \mu), \quad \forall v \in Y. \] (3.30)

Furthermore, we note from standard duality arguments that

\[ \varepsilon_N(\mu) = \|\hat{e}(\mu)\|_Y, \] (3.31)

where \( \hat{e}(\mu) \) is given by

\[ (\hat{e}(\mu), v)_Y = R(v; \mu), \quad \forall v \in Y. \] (3.32)

We then note that

\[ \alpha_\alpha(\mu)\|e(\mu)\|_Y^2 \leq a(e(\mu), e(\mu); \mu) \]
\[ = (\hat{e}(\mu), e(\mu))_Y \]
\[ \leq \|\hat{e}(\mu)\|_Y\|e(\mu)\|_Y \] (3.33)

from (3.6), (3.32), and the Cauchy-Schwarz inequality; and

\[ \|\hat{e}(\mu)\|_Y^2 = a(e(\mu), \hat{e}(\mu); \mu) \]
\[ \leq \gamma_\alpha(\mu)\|\hat{e}(\mu)\|_Y\|e(\mu)\|_Y \] (3.34)

from (3.30), (3.32) and (3.5). The desired result directly follows from (3.33), (3.34), (3.28), (3.31), and (3.24). \( \square \)

From the left inequality of (3.29), we deduce that \( \|e(\mu)\|_Y \leq \Delta_N(\mu), \forall \mu \in \mathcal{D} \), and hence that \( \Delta_N(\mu) \) is a rigorous upper bound for the true error\(^3\) measured in the \( \| \cdot \|_Y \) norm — this provides certification: feasibility and “safety” are guaranteed. From the right inequality, we deduce that \( \Delta_N(\mu) \) overestimates the true error by at most \( \gamma_\alpha(\mu)/\hat{\alpha}_\alpha(\mu) \),\(^4\) independent of \( N \) — this relates to efficiency: an overly conservative error bound will be manifested in an unnecessarily large \( N \) and unduly expensive RB approximation, or (even worse) an overly conservative or expensive decision or action “in the field.”

\(^3\)Note however that these error bounds are relative to our underlying “truth” approximation, \( y(\mu) \in Y \), not to the exact solution, \( y^e(\mu) \in Y^e \).

\(^4\)The upper bound on the effectivity can be large. In many cases, this effectivity bound is in fact quite pessimistic; in many other cases, the effectivity (bound) may be improved by judicious choice of (multi-point) inner product \( (\cdot, \cdot)_Y \) — in effect, a “bound conditioner” [124].
We can now define a (simple) error bound for the output of interest in Proposition 4. For $\Delta_N(\mu)$ of (3.27),

$$|s(\mu) - s_N(\mu)| \leq \Delta_N^*(\mu), \quad \forall \mu \in \mathcal{D},$$

(3.35)

where

$$\Delta_N^*(\mu) \equiv \|\ell\|_{Y^*} \Delta_N(\mu).$$

(3.36)

Proof. We note that

$$|s(\mu) - s_N(\mu)| = |\ell(e(\mu))|$$

$$= \frac{\|\ell(e(\mu))\|}{\|e(\mu)\|_Y} \|e(\mu)\|_Y$$

$$\leq \sup_{v \in Y} \frac{\ell(v)}{\|v\|_Y} \|e(\mu)\|_Y$$

(3.37)

The result directly follows from the (3.4), (3.11), (2.1) and Proposition 3.

We note that this output bound — although very easy and efficient to evaluate — might not provide very sharp bounds and is thus not very useful in actual practice; this will also become evident from the numerical results. However, we can obtain a more rapid convergence of the reduced-basis output approximation as well as a sharper bound by introducing a dual (or adjoint) problem. We will discuss the adjoint formulation in detail in Chapter 4 in the parabolic case.

Offline-Online Procedure

The real challenge in a posteriori error estimation is not the presentation of these rather classical results, but rather the development of efficient computational approaches for the evaluation of the necessary constituents. In our particular deployed context, “efficient” translates to “online complexity independent of $N$,” and “necessary constituents” translates to “dual norm of the primal residual, $e^*_N(\mu) \equiv \|R(\cdot; \mu)\|_{Y^*}$, and lower bound for the coercivity constant, $\alpha_\sigma(\mu)$.” We now turn to these issues.

The Dual Norm of the Residual

To begin, we note from duality (3.31), (3.32), our reduced-basis expansion (3.17), and our assumption of affine parameter dependence (3.7), that $\hat{e}(\mu)$ satisfies

$$(\hat{e}(\mu), v)_Y = f(v) - \sum_{q=1}^Q \sum_{n=1}^N \Theta^q(\mu) y_N n(\mu) a^q(\zeta_n, v), \quad \forall v \in Y.$$ (3.38)

It then follows from linear superposition that we may write $\hat{e}(\mu) \in Y$ as

$$\hat{e}(\mu) = \mathcal{F} + \sum_{q=1}^Q \sum_{n=1}^N \Theta^q(\mu) y_N n(\mu) A^q_\sigma,$$
where $F \in Y$ and $\mathcal{A}_n^q \in Y$ satisfy

\begin{align}
(F, v)_Y &= f(v), \quad \forall v \in Y, \quad (3.39) \\
(\mathcal{A}_n^q, v)_Y &= -a^q(\zeta_n, v), \quad \forall v \in Y, \quad n \in N, \quad 1 \leq q \leq Q, \quad (3.40)
\end{align}

respectively; note that (3.39),(3.40) are simple parameter-independent (scalar or vector) Poisson, or Poisson-like, problems. It thus follows that

\begin{align}
\| \hat{e}(\mu) \|^2_Y &= (F, F)_Y + \sum_{q=1}^{Q} \sum_{n=1}^{N} \Theta^q(\mu) y_{N,n}(\mu) \{ 2(F, \mathcal{A}_n^q)_Y \\
&\quad + \sum_{q'=1}^{Q} \sum_{n'=1}^{N} \Theta^{q'}(\mu) y_{N,n'}(\mu) (\mathcal{A}_n^q, \mathcal{A}_{n'}^{q'})_Y \}. \quad (3.41)
\end{align}

The critical observation [60, 91] is that the expression (3.41) — which we relate to the requisite dual norm of the residual through (3.31) — is the sum of products of parameter-dependent (simple, known) functions and parameter-independent inner products. The offline-online decomposition is now clear.

In the offline stage — performed once — we first solve (3.39), (3.40) for $F$ and $\mathcal{A}_n^q$, $1 \leq n \leq N_{\text{max}}$, $1 \leq q \leq Q$; we then evaluate and save the relevant parameter-independent inner products $(F, F)_Y$, $(\mathcal{A}_n^q, \mathcal{A}_{n'}^{q'})_Y$, $1 \leq n, n' \leq N_{\text{max}}$, $1 \leq q, q' \leq Q$. Note that all quantities computed in the offline stage are independent of the parameter $\mu$.

In the online stage — performed many times, for each new value of $\mu$ “in the field” — we simply evaluate the sum (3.41) in terms of the $\Theta^q(\mu)$, $y_{N,n}(\mu)$ and the precalculated and stored (parameter-independent) $(\cdot, \cdot)_Y$ inner products. The operation count for the online stage is only $O(Q^2 N^2)$ — again, the essential point is that the online complexity is independent of $N$, the dimension of the underlying truth finite element approximation space. We further note that, unless $Q$ is quite large, the online cost associated with the calculation of the dual norm of the residual is commensurate with the online cost associated with the calculation of $s_N(\mu)$.

**Lower Bound for the Coercivity Parameter**

Obviously, from the definition (3.6), we may readily obtain by a variety of techniques effective upper bounds for $\alpha(\mu)$; however, lower bounds are much more difficult to construct. We do note that in the case of symmetric coercive operators we can often determine $\hat{\alpha}(\mu)$ “by inspection.” In particular, we define our “minimum coefficient” coercivity lower bound [60, 124] in

\begin{align}
\hat{\alpha}(\mu) &= \left( \min_{q \in \{1, \ldots, Q\}} \frac{\Theta^q(\mu)}{\Theta^q(\mu)} \right) \alpha(\mu), \quad \forall \mu \in D. \quad (3.42)
\end{align}

**Lemma 6.** Assume that $a(w, v; \mu)$ is given by (3.7) where $\Theta^q(\mu) > 0$, $\forall \mu \in D$, and $a^q(v, v) \geq 0$, $\forall v \in Y$, $1 \leq q \leq Q$. Then, given $\bar{\mu} \in D$,

\begin{align}
\hat{\alpha}(\mu) = \left( \min_{q \in \{1, \ldots, Q\}} \frac{\Theta^q(\mu)}{\Theta^q(\mu)} \right) \alpha(\mu), \quad \forall \mu \in D. \quad (3.42)
\end{align}
Proof. We note that for any \( \mu \in \mathcal{D} \),

\[
\alpha_a(\mu) = \inf_{v \in \mathcal{Y}} \frac{a(v, v; \mu)}{\|v\|_\mathcal{Y}}
\]

\[
= \inf_{v \in \mathcal{Y}} \frac{\sum_{q=1}^{Q_a} \Theta^q(\mu) a^q(v, v)}{\|v\|_\mathcal{Y}}
\]

\[
= \inf_{v \in \mathcal{Y}} \frac{\sum_{q=1}^{Q_a} \left( \Theta^q(\mu) - \Theta^q(\bar{\mu}) \right) a^q(v, v)}{\|v\|_\mathcal{Y}}
\]

\[
\geq \left( \min_{q \in \{1, \ldots, Q\}} \frac{\Theta^q(\mu)}{\Theta^q(\bar{\mu})} \right) \inf_{v \in \mathcal{Y}} \frac{\sum_{q=1}^{Q_a} \Theta^q(\bar{\mu}) a^q(v, v)}{\|v\|_\mathcal{Y}}
\]

\[
= \left( \min_{q \in \{1, \ldots, Q\}} \frac{\Theta^q(\mu)}{\Theta^q(\bar{\mu})} \right) \alpha_a(\bar{\mu})
\]

\[
= \hat{\alpha}_a(\mu). \tag{3.43}
\]

Finally, we note that the choice of the \( Y \)-norm and associated bound conditioner does affect the quality of the error bound. The effectivity at a parameter value \( \mu \) close to \( \bar{\mu} \) in (3.42) will, in general, be smaller than for a value \( \mu \) farther away from \( \bar{\mu} \) — in fact, for \( \mu = \bar{\mu} \) the effectivity is one. If the parameter domain \( \mathcal{D} \) is large, multi-point bound conditioners can be introduced to exploit this fact [124].

3.5 Construction of Samples: A “Greedy” Algorithm

Our error estimation procedures also allow us to pursue more rational constructions of our parameter samples \( S_N \) (and hence spaces \( W_N \)) [123]. We denote the smallest error tolerance anticipated as \( \epsilon_{\text{tol}, \min} \) — this must be determined \emph{a priori} offline; we then permit \( \epsilon_{\text{tol}} \in [\epsilon_{\text{tol}, \min}, \infty] \) to be specified online. We also introduce \( \Xi_F \in \mathcal{D}^n_F \), a very fine random sample over the parameter domain \( \mathcal{D} \) of size \( n_F \gg 1 \).

We first consider the offline stage. We assume that we are given a sample \( S_N \), and hence space \( W_N \) and associated reduced-basis approximation (procedure to determine) \( W^N(\mu), \forall \mu \in \mathcal{D} \). We then calculate

\[
\mu^*_N = \arg \max_{\mu \in \Xi_F} \Delta_N(\mu);
\]

here \( \Delta_N(\mu) \) is our “online” error bound (3.27) that, in the limit of \( n_F \to \infty \) queries, may be evaluated (on average) in \( O(N^2 Q^3) \) operations; we next append \( \mu^*_N \) to \( S_N \) to form \( S_{N+1} \), and hence \( W^N_{N+1} \). We now continue this process until \( N = N_{\text{max}} \) such that \( \epsilon^*_N = \epsilon_{\text{tol}, \min} \), where \( \epsilon^*_N \equiv \Delta_N(\mu^*_N), 1 \leq N \leq N_{\text{max}} \).

In the online stage, given any desired \( \epsilon_{\text{tol}} \in [\epsilon_{\text{tol}, \min}, \infty] \) and any new value of \( \mu \in \mathcal{D} \) “in the field,” we first choose \( N \) from a pre-tabulated array such that \( \epsilon^*_N \equiv \Delta_N(\mu^*_N) = \epsilon_{\text{tol}} \). We next calculate \( y_N(\mu) \) and \( \Delta_N(\mu) \), and then verify that — and if necessary, subsequently increase \( N \) such
that — the condition $\Delta_N(\mu) \leq \epsilon_{\text{tol}}$ is indeed satisfied. (We should not and do not rely on the finite sample $\Xi_F$ for either rigor or sharpness.)

The crucial point is that $\Delta_N(\mu)$ is an accurate and “online-inexpensive” — $O(1)$ effectivity and $N$-independent asymptotic complexity — surrogate for the true (very-expensive-to-calculate) error $\|y(\mu) - y_N(\mu)\|_Y$. This surrogate permits us to (i) offline — here we exploit low average cost — perform a much more exhaustive ($n_F \gg 1$) and hence meaningful search for the best samples $S_N$ and hence most rapidly uniformly convergent spaces $W_N$, $^5$ and (ii) online — here we exploit low marginal cost — determine the smallest $N$, and hence the most efficient approximation, for which we rigorously achieve the desired accuracy.

\footnote{We may in fact view our offline sampling process as a (greedy, parameter space, “$L^\infty(D)$”) variant of the POD economization procedure $[108]$ in which — thanks to $\Delta_N(\mu)$ — \textit{we need never construct} the “rejected” snapshots.}
Chapter 4

Linear Parabolic Equations

4.1 Introduction

In Chapter 3 we discussed the reduced-basis method and associated a posteriori error estimation for linear coercive elliptic problems with affine parameter dependence. In this chapter, we will extend these results to parabolic problems with affine parameter dependence [41]. The essential new ingredient is the presence of time in the formulation and solution of the problem — we shall “simply” treat time as an additional, albeit special, parameter. In the first part of this chapter we focus on symmetric problems: we introduce the reduced-basis method and associated a posteriori error estimation, and we propose adjoint procedures that provide rigorous and sharp bound for the error in specific outputs of interest. We then develop a new greedy adaptive procedure to “optimally” construct the parameter-time sample set. Finally, we extend our results to non-symmetric problems, such as the convection-diffusion equation. Based on the assumption of affine parameter dependence, we develop offline-online computation procedures by construction rather similar to the elliptic case. Problems with nonaffine parameter dependence are addressed in Chapter 5.

4.2 Abstract Formulation

We first recall the Hilbert spaces $Y^e \equiv H^1_0(\Omega)$ or, more generally, $H^1_0(\Omega) \subset Y^e \subset H^1(\Omega)$ — and $X^e \equiv L^2(\Omega)$, where $H^1(\Omega) \equiv \{ v \mid v \in L^2(\Omega), \nabla v \in (L^2(\Omega))^d \},$ $H^1_0(\Omega) \equiv \{ v \mid v \in H^1(\Omega), v|_{\partial \Omega} = 0 \}$, and $L^2(\Omega)$ is the space of square integrable functions over $\Omega$ [94]; here $\Omega$ is a bounded domain in $\mathbb{R}^d$ with Lipschitz continuous boundary $\partial \Omega$. The inner product and norm associated with $Y^e (X^e)$ are given by $(\cdot, \cdot)_{Y^e}$ $(\cdot, \cdot)_{X^e}$ and $\| \cdot \|_{Y^e} = (\cdot, \cdot)^{1/2}_{Y^e}$ $(\| \cdot \|_{X^e} = (\cdot, \cdot)^{1/2}_{X^e}$ ) respectively; for example, $(w, v)_{Y^e} \equiv \int_\Omega \nabla w \cdot \nabla v + \int_\Omega w v$, $\forall w, v \in Y^e$, and $(w, v)_{X^e} \equiv \int_\Omega w v$, $\forall w, v \in X^e$.

4.2.1 Primal Problem

We may now introduce the “exact” (superscript e) — more precisely, semi-discrete — problem: given a parameter $\mu \in D \subset \mathbb{R}^p$, we evaluate the (here, single) output of interest

$$s^e(\mu, t^k) = \ell(y^e(\mu, t^k)), \quad \forall k \in \mathbb{K},$$

(4.1)
where the field variable, \( y^\mu(t^k, t^k) \in Y^e, \forall k \in \mathbb{K}, \) satisfies the weak form of the \( \mu \)-parametrized parabolic PDE [14]

\[
m(y^\mu(t^k), v; \mu) + \Delta t \ a(y^\mu(t^k), v; \mu) = m(y^\mu(t^{k-1}), v; \mu) + \Delta t \ b(v; \mu) u(t^k),
\]

\[
\forall v \in Y^e, \forall k \in \mathbb{K}, \quad (4.2)
\]

with initial condition (say) \( y^\mu(t^0) = y_0(\mu) = 0. \) Here \( \mu \) and \( \mathcal{D} \) are the input and input domain; \( a(\cdot, \cdot; \mu) \) and \( b(\cdot; \mu) \) are \( Y^e \)-continuous bilinear and linear forms, respectively; \( m(\cdot, \cdot; \mu) \) and \( \ell(\cdot) \) are \( X^e \)-continuous bilinear and linear forms, respectively; and \( u(t^k) \) denotes the (here, single) control input at time \( t = t^k. \)

We next introduce a reference finite element approximation space \( Y \subseteq Y^e (\subset X^e) \) of very large dimension \( N; \) we further define \( X \equiv X^e. \) Note that \( Y \) and \( X \) shall inherit the inner product and norm from \( Y^e \) and \( X^e, \) respectively. Our reference (or “truth”) finite element approximation \( y(\mu, t^k) \in Y \) to the semi-discrete problem (4.2) is then given by

\[
m(y(\mu, t^k), v; \mu) + \Delta t \ a(y(\mu, t^k), v; \mu) = m(y(\mu, t^{k-1}), v; \mu) + \Delta t \ b(v; \mu) u(t^k),
\]

\[
\forall v \in Y, \forall k \in \mathbb{K}, \quad (4.3)
\]

with initial condition \( y(\mu, t^0) = 0; \) we then evaluate the output \( s(\mu, t^k) \in R \) from

\[
s(\mu, t^k) = \ell(y(\mu, t^k)), \quad \forall k \in \mathbb{K}. \quad (4.4)
\]

We shall assume — hence the appellation “truth” — that the discretization is sufficiently rich such that \( y(\mu, t^k) \) and \( y^\mu(t^k, t^k) \) and hence \( s(\mu, t^k) \) and \( s^\mu(t^k, t^k) \) are indistinguishable. The reduced-basis approximation shall be built upon our reference finite element approximation, and the reduced-basis error will thus be evaluated with respect to \( y(\mu, t^k) \in Y. \) Clearly, our methods must remain computationally efficient and stable as \( N \to \infty. \)

We shall make the following assumptions. First, we assume that the bilinear forms \( a(\cdot, \cdot; \mu) \) and \( m(\cdot, \cdot; \mu) \) are symmetric, \( a(v, w; \mu) = a(w, v; \mu), \forall w, v \in Y, \forall \mu \in \mathcal{D}, \) and \( m(v, w; \mu) = m(w, v; \mu), \forall w, v \in X, \forall \mu \in \mathcal{D}. \) For the sake of well-posedness, we assume that \( a \) and \( m \) are continuous,

\[
a(v, w; \mu) \leq \gamma_a(\mu) \|w\|_Y \|v\|_Y \leq \gamma_0^a \|w\|_Y \|v\|_Y, \quad \forall w, v \in Y, \forall \mu \in \mathcal{D}, \quad (4.5)
\]

\[
m(v, w; \mu) \leq \gamma_m(\mu) \|w\|_X \|v\|_X \leq \gamma_0^m \|w\|_X \|v\|_X, \quad \forall w, v \in Y, \forall \mu \in \mathcal{D}; \quad (4.6)
\]

and coercive,

\[
0 < \alpha_0^a \leq \alpha_a(\mu) = \inf_{v \in Y} \frac{a(v, v; \mu)}{\|v\|_Y^2}, \quad \forall \mu \in \mathcal{D}, \quad (4.7)
\]

\[
0 < \alpha_0^m \leq \alpha_m(\mu) = \inf_{v \in Y} \frac{m(v, v; \mu)}{\|v\|_X^2}, \quad \forall \mu \in \mathcal{D}. \quad (4.8)
\]

(We (plausibly) suppose that \( \gamma_0^a, \gamma_0^m, \alpha_0^a, \) and \( \alpha_0^m \) may be chosen independent of \( N. \)) We also require that the linear forms \( b(\cdot; \mu) : Y \to R \) and \( \ell(\cdot) : Y \to R \) be bounded with respect to \( \| \cdot \|_Y \) and \( \| \cdot \|_X, \) respectively. It thus follows that a solution to (4.3) exists and is unique [94].

Second, we shall assume that \( a, \) \( m, \) and \( b \) depend affinely on the parameter \( \mu \) and can be
expressed as

\[ a(w, v; \mu) = \sum_{q=1}^{Q_a} \Theta^q_a(\mu) a^q(\mu), \quad \forall w, v \in Y, \quad \forall \mu \in D, \quad (4.9) \]

\[ m(w, v; \mu) = \sum_{q=1}^{Q_m} \Theta^q_m(\mu) m^q(w, v), \quad \forall w, v \in Y, \quad \forall \mu \in D, \quad (4.10) \]

\[ b(v; \mu) = \sum_{q=1}^{Q_b} \Theta^q_b(\mu) b^q(v), \quad \forall v \in Y, \quad \forall \mu \in D, \quad (4.11) \]

for some (preferably) small integers \( Q_{a,m,b} \). Here, the functions \( \Theta^q_{a,m,b}(\mu) : D \to \mathbb{R} \) depend on \( \mu \), but the continuous forms \( a^q, m^q, \) and \( b^q \) do not depend on \( \mu \). This affine parameter dependence is crucial for the computational efficiency of the proposed method; however, in Chapter 5 and Chapter 6 we extend the method to the nonaffine and nonlinear case, respectively (for a discussion of nonaffine and nonlinear elliptic problems, see [15, 121]). For simplicity of exposition, we assume that the linear form \( \ell \) does not depend on the parameter; however, (affine) parameter dependence is readily admitted.

Third, and finally, we require that all linear and bilinear forms are independent of time — the system is thus linear time-invariant (LTI). This is true for many physical problems governed by parabolic PDEs, with the most notable exception of deforming domains. We point out that an important application which often satisfies all of our assumptions is the classical heat equation [94]; we shall provide a detailed example in Section 4.2.4.

We note that the method presented here easily extends to nonzero initial conditions with affine parameter dependence and to multiple control inputs and outputs. We will comment on the extension to nonzero initial conditions in Section 4.5.2. The extension to nonsymmetric problems such as the convection-diffusion equation is discussed in Section 4.8.

### 4.2.2 Dual Problem

To ensure rapid convergence of the reduced-basis output approximation we introduce a dual (or adjoint) problem which shall evolve backward in time [20]. Invoking the LTI property we can express the adjoint for the output at time \( t_L, 1 \leq L \leq K \), as \( \psi_L(\mu, t^k) = \Psi(\mu, t^{K-L+k}), 1 \leq k \leq L \), where \( \Psi(\mu, t^k) \in Y \) satisfies

\[ m(v, \Psi(\mu, t^k); \mu) + \Delta t a(v, \Psi(\mu, t^k); \mu) = m(v, \Psi(\mu, t^{k+1}); \mu), \quad \forall v \in Y, \quad \forall k \in \mathbb{K}, \quad (4.12) \]

with final condition

\[ m(v, \Psi(\mu, t^{K+1}); \mu) \equiv \ell(v), \quad \forall v \in Y. \quad (4.13) \]

Thus, to obtain \( \psi_L(\mu, t^k), 1 \leq k \leq L, \forall L \in \mathbb{K} \), we solve once for \( \Psi(\mu, t^k), \forall k \in \mathbb{K} \), and then appropriately shift the result — we do not need to solve \( K \) separate dual problems. A sketch of the shifting property is presented in Figure 4-1. The primal problem, \( y(\mu, t^k) \), shown on top evolves forward in time from \( t^0 \) to \( t^K \), whereas the dual problems, \( \psi_L(\mu, t^k), \forall L \in \mathbb{K} \), evolve backward in time from \( t^L \) to \( t^1 \). On the bottom of the sketch we show \( \Psi(\mu, t^k) \) evolving backward from \( t^K \) to \( t^1 \). The blue and green brackets signify how \( \Psi(\mu, t^k) \) is related to the \( \psi_L(\mu, t^k), \forall L \in \mathbb{K} \), through
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4.2.3 Impulse Response

The reduced-basis subspace shall be developed as the span of solutions \( y(\mu, t^k) \) of our "truth" approximation (4.3) at selected points in parameter-time space. In many cases, however, the input \( u(t^k) \) will not be known in advance and thus we cannot solve for \( y(\mu, t^k) \) — one such example is the optimal control problem described in the Introduction. In such situations, fortunately, we may appeal to the LTI hypothesis to justify an impulse approach, as we now describe.

We first note that the solution of any LTI system can be written as the convolution of the impulse response with the control input (Duhamel's Principle): for any control input \( u(t^k), \forall k \in \mathbb{K} \), we can obtain \( y(\mu, t^k), \forall k \in \mathbb{K} \), from

\[
y(\mu, t^k) = \sum_{j=1}^{k} g(\mu, t^{k-j+1}) u(t^j), \quad \forall k \in \mathbb{K},
\]

where the impulse response, \( g(\mu, t^k) \), is the solution of (4.3) for a unit impulse control input \( u(t^k) = \delta_{tk}, \forall k \in \mathbb{K} \). Equation (4.14) simply states that \( y(\mu, t^k) \) is a linear combination of the impulse response \( g(\mu, t^j), 1 \leq j \leq k \); it is thus sufficient that the reduced-basis subspace approximates well the (parameter-dependent) impulse response. It still remains to select which basis functions to retain, i.e., to determine the "best" sampling points in parameter-time space for the basis; we
4.2.4 Numerical Exercise 2: Design of a Heat Shield

We now turn to a particular numerical example related to transient heat conduction. We consider the design of a heat shield, one segment of which is shown in Figure 4-2. The domain $\Omega$, a typical point of which is $(x_1, x_2)$, is thus given by $\Omega = \{(0, 10] \times [0, 4]\} \cup \{(1, 3] \times [1, 3]\} \cup \{(4, 6] \times [1, 3]\} \cup \{(7, 9] \times [1, 3]\}$. The left boundary, $\partial \Omega_{\text{out}} (x_1 = 0)$, is exposed to a hot temperature (here normalized to unity) for $t \in [0, t_f]$; the right boundary as well as the top and bottom boundaries are insulated. The internal boundaries $\partial \Omega_{\text{in}}$ — corresponding to the surfaces of the three square cooling channels $[1, 3] \times [1, 3], [4, 6] \times [1, 3]$, and $[7, 9] \times [1, 3]$ — are exposed to a (normalized) zero-temperature air flow. The (non-dimensionalized) heat transfer coefficients for the non-insulated boundaries $\partial \Omega_{\text{out}}$ and $\partial \Omega_{\text{in}}$ are given by the Biot numbers $B_i_{\text{out}}$ and $B_i_{\text{in}}$, respectively. Our input parameter is hence $\mu \equiv (\mu_{(1)}, \mu_{(2)}) \equiv (B_{\text{out}}, B_{\text{in}}) \in \mathcal{D} = [0.01, 0.5] \times [0.001, 0.1] \subset \mathbb{R}^{p=2}$. Our output is the average temperature of the structure, which serves as a surrogate for the maximum possible temperature of the (to-be-protected) right boundary for $t \in [0, \infty[$.

![Figure 4-2: NE 2: One segment of the heat shield.](image)

The underlying partial differential equation is the heat (diffusion) equation. The (appropriately non-dimensionalized) governing equation for the temperature $y(\mu, t^k) \in Y$ is thus (4.3), where $Y \subset Y^c \equiv H^1(\Omega)$ is a linear finite element truth approximation subspace of dimension (exploiting symmetry) $N = 1396$ shown in Figure 4-3. The bilinear and linear forms are given by $m(w, v; \mu) = \int_{\Omega} wv$, $a(w, v; \mu) = \int_{\Omega} \nabla w \cdot \nabla v + \mu(1) \int_{\partial \Omega_{\text{out}}} w v + \mu(2) \int_{\partial \Omega_{\text{in}}} w v$, and $b(v; \mu) = \mu(1) \int_{\partial \Omega_{\text{out}}} v$; these forms admit obvious affine representations (4.9)-(4.11) with $Q_m = 1$, $Q_a = 3$, and $Q_b = 1$. The output can be written in the form (4.4), $s(\mu, t^k) = \ell(y(\mu, t^k))$, $v \in \mathbb{K}$, where $\ell(v) = |\Omega|^{-1} \int_{\Omega} v$ is clearly a very smooth functional. We shall consider the time interval $\bar{I} = [0, 20]$ and a timestep $\Delta t = 0.2$; we thus have $K = 100$.

![Figure 4-3: NE 2: Finite element truth approximation mesh.](image)
In Figures 4-4 and 4-5 we show the temperature variation over the heat shield at different points in time and for different parameter combinations. We first note that for larger values of $\mu(1)$ the temperature is, overall, much higher than for smaller values of $\mu(1)$. Also, for larger values of $\mu(2)$ more heat is removed through the first cooling channel; for smaller values of $\mu(2)$, however, the heat penetrates deeper into the structure and the temperature tends to be higher and more uniform over the heat shield.

![Figure 4-4](image)

(a)

![Figure 4-5](image)

(b)

Figure 4-4: NE 2: Temperature in the heat shield at $t = t^{10} = 2$ and $t = t^{100} = 20$ over the domain $\Omega$ for (a) $\mu = (0.5, 0.001)$ and (b) $\mu = (0.5, 0.1)$.

### 4.3 Reduced-Basis Approximation

#### 4.3.1 Formulation

We first introduce the nested sample sets $S_{N_{pr}}^{pr} = \{\tilde{\mu}^{pr}_1 \in \tilde{D}, \ldots, \tilde{\mu}^{pr}_N \in \tilde{D}\}$, $1 \leq N_{pr} \leq N_{pr,\text{max}}$, and $S_{N_{du}}^{du} = \{\tilde{\mu}^{du}_1 \in \tilde{D}, \ldots, \tilde{\mu}^{du}_N \in \tilde{D}\}$, $1 \leq N_{du} \leq N_{du,\text{max}}$, where $\tilde{\mu} \equiv (\mu, t^k)$ and $\tilde{D} \equiv D \times I$; note that the samples must reside in the parameter-time space, $\tilde{D}$. Here, $N_{pr}$ and $N_{du}$ are the dimensions...
Figure 4-5: NE 2: Temperature in the heat shield at $t = t^{10} = 2$ and $t = t^{100} = 20$ over the domain $\Omega$ for (a) $\mu = (0.01, 0.001)$ and (b) $\mu = (0.01, 0.1)$. 
of the reduced basis space for the primal and dual variables, respectively; in general, $S_{N_{pr}}^{pr} \neq S_{N_{du}}^{du}$ and in fact $N_{pr} \neq N_{du}$. We then define the associated nested Lagrangian [85] reduced-basis spaces

$$W_{N_{pr}}^{pr} = \text{span}\{\zeta_{n}^{pr} = y(\mu_{n}^{pr}), 1 \leq n \leq N_{pr}\}, \quad 1 \leq N_{pr} \leq N_{pr,max}, \quad (4.15)$$

and

$$W_{N_{du}}^{du} = \text{span}\{\zeta_{n}^{du} = \Psi(\mu_{n}^{du}), 1 \leq n \leq N_{du}\}, \quad 1 \leq N_{du} \leq N_{du,max}, \quad (4.16)$$

where $y(\mu_{n}^{pr})$ is the solution of (4.3) at time $t = t_{k}^{pr}$ for $\mu = \mu_{n}^{pr}$ and $\Psi(\mu_{n}^{du})$ is the solution of (4.12) at time $t = t_{k}^{du}$ for $\mu = \mu_{n}^{du}$.

Our reduced-basis approximation $y_N(\mu, t^k)$ to $y(\mu, t^k)$ is then obtained by a standard Galerkin projection: given $\mu \in \mathcal{D}$, $y_N(\mu, t^k) \in W_{N_{pr}}^{pr}, \forall \, k \in \mathbb{K}$, satisfies

$$m(y_N(\mu, t^k), v; \mu) + \Delta t \, a(y_N(\mu, t^k), v; \mu) = m(y_N(\mu, t^{k-1}), v; \mu) + \Delta t \, b(v; \mu) \, u(t^k),$$

$$\forall \, v \in W_{N_{pr}}^{pr}, \quad (4.17)$$

with initial condition $y_N(\mu, t^0) = 0$. Similarly, we obtain the dual reduced-basis approximation $\Psi_N(\mu, t^k) \in W_{N_{du}}^{du}$ to $\Psi(\mu, t^k)$ as the solution of

$$m(v, \Psi_N(\mu, t^k); \mu) + \Delta t \, a(v, \Psi_N(\mu, t^k); \mu) = m(v, \Psi_N(\mu, t^{k+1}); \mu), \quad \forall \, v \in W_{N_{du}}^{du}, \forall \, k \in \mathbb{K}, \quad (4.18)$$

with final condition

$$m(v, \Psi_N(\mu, t^{K+1}); \mu) = \ell(v), \quad \forall \, v \in W_{N_{du}}^{du}, \quad (4.19)$$

Finally, we evaluate the output estimate, $s_N(\mu, t^k)$, from

$$s_N(\mu, t^k) \equiv \ell(y_N(\mu, t^k)) + \sum_{k'=1}^{k} R^{pr}(\Psi_N(\mu, t^{K-k+k'}); \mu, t^{k'}) \Delta t, \quad \forall \, k \in \mathbb{K}, \quad (4.20)$$

where

$$R^{pr}(v; \mu, t^k) \equiv b(v; \mu) \, u(t^k) - a(y_N(\mu, t^k), v; \mu) - \frac{1}{\Delta t} m(y_N(\mu, t^k) - y_N(\mu, t^{k-1}), v; \mu), \quad \forall \, v \in Y, \forall \, k \in \mathbb{K}, \quad (4.21)$$

is the primal residual. Note that here $N \equiv (N_{pr}, N_{du})$.

The critical observation is that the field variable $y(\mu, t^k), \forall \, k \in \mathbb{K}$, is not, in fact, some arbitrary member of the very high dimensional finite element space $Y$; rather, it resides, or “evolves,” on a much lower dimensional manifold — in effect, a $P + 1$ dimensional manifold — induced by the parametric and temporal dependence. Thus, by restricting our attention to this manifold, we can adequately approximate the field variable by a space of dimension $N_{pr}, N_{du} \ll N$. In the next section we will show that the field variable is indeed smooth in $\mu$ which may be deduced from the equation for the sensitivity derivatives — the stability and continuity properties of the partial differential operator are crucial. Note, however, that the proposed method does not require great regularity of the field variable in $x$; hence non-smooth domains (sharp corners) pose no impediment.
to rapid convergence. This observation is fundamental to our approach, and is the basis of our approximation; we confirm the rapid convergence in Section 4.6.

4.3.2 A Priori Convergence Theory

We consider here the rate at which \( y_N(\mu, t^k) \) converges to \( y(\mu, t^k) \). The results for the dual variable are very similar and therefore omitted.

**Proposition 5.** Assume that the “truth” solution \( y(\mu, t^k) \) and the corresponding reduced-basis solution \( y_N(\mu, t^k) \) satisfy (4.3) and (4.17), respectively. The error, \( e_{pr}(\mu, t^k) = y(\mu, t^k) - y_N(\mu, t^k) \), is bounded

\[
\alpha_m(\mu) \|e_{pr}(\mu, t^k)\|_X^2 + \alpha_a(\mu) \Delta t \sum_{k'=1}^{k} \|e_{pr}(\mu, t^{k'})\|_Y^2 \\
\leq \left\langle \sum_{k'=1}^{k} \sum_{k'=1}^{k'} \gamma_a(\mu) \Delta t \|y(\mu, t^{k'}) - w_N(t^{k'})\|_Y^2 \right\rangle \\
\quad \times \left\langle \sum_{k'=1}^{k} \sum_{k'=1}^{k'} \gamma_a(\mu) \Delta t \|y(\mu, t^{k'}) - w_N(t^{k'})\|_Y^2 \right\rangle
\]

(4.22)

Before presenting the proof, we note that in the case of a non-zero initial condition, \( y(\mu, t^0) \neq 0 \), the additional term \( \gamma_m(\mu) \|y(\mu, t^0) - y_N(\mu, t^0)\|_X^2 \) — representing the error due to the initial condition — will usually appear on the right hand side of (4.22). However, if \( y(\mu, t^0) \in W_{pr}^m \), the initial condition error, \( y(\mu, t^0) - y_N(\mu, t^0) \), is identically zero for all \( \mu \in D \) even for \( y(\mu, t^0) \neq 0 \), and (4.22) remains unchanged.

**Proof.** From (4.3) and (4.17) it directly follows that the error, \( e_{pr}(\mu, t^k) = y(\mu, t^k) - y_N(\mu, t^k) \), satisfies

\[
m(e_{pr}(\mu, t^k), v; \mu) + \Delta t a(e_{pr}(\mu, t^k), e_{pr}(\mu, t^k); \mu) = m(e_{pr}(\mu, t^{k-1}), v; \mu), \quad \forall v \in W_{pr}^m \tag{4.23}
\]

with initial condition \( e_{pr}(\mu, t^0) = y(\mu, t^0) - y_N(\mu, t^0) = 0 \), since \( y(\mu, t^0) = y_N(\mu, t^0) = 0 \) by assumption. Let \( w_N(t^k) \in W_{pr}^m \) be the projection of \( y(\mu, t^k) \) with respect to the “m” scalar product and choose \( v = w_N(t^k) - y_N(\mu, t^k) = e_{pr}(\mu, t^k) - (y(\mu, t^k) - w_N(t^k)) \) in (4.23). We then obtain

\[
m(e_{pr}(\mu, t^k) - e_{pr}(\mu, t^{k-1}), e_{pr}(\mu, t^k); \mu) + \Delta t a(e_{pr}(\mu, t^k), e_{pr}(\mu, t^k); \mu) \\
= m(e_{pr}(\mu, t^k) - e_{pr}(\mu, t^{k-1}), y(\mu, t^k) - w_N(t^k); \mu) + \Delta t a(e_{pr}(\mu, t^k), y(\mu, t^k) - w_N(t^k); \mu),
\]

or again

\[
m(e_{pr}(\mu, t^k), e_{pr}(\mu, t^k); \mu) - m(e_{pr}(\mu, t^{k-1}), e_{pr}(\mu, t^{k-1}); \mu) \\
+ m(e_{pr}(\mu, t^k) - e_{pr}(\mu, t^{k-1}), e_{pr}(\mu, t^k) - e_{pr}(\mu, t^{k-1}); \mu) + 2 \Delta t a(e_{pr}(\mu, t^k), e_{pr}(\mu, t^k); \mu) \\
= 2 m(y(\mu, t^k) - w_N(t^k) - (y(\mu, t^{k-1}) - w_N(t^{k-1})), y(\mu, t^k) - w_N(t^k); \mu) \\
+ 2 \Delta t a(e_{pr}(\mu, t^k), y(\mu, t^k) - w_N(t^k); \mu),
\]

(4.24)
since \( m(z, y(\mu, t^k) - w_N(t^k)) = 0, \forall z \in W_{Npr}^\mu \). We next note that

\[
2 \ m(y(\mu, t^k) - w_N(t^k)) - (y(\mu, t^{k-1}) - w_N(t^{k-1})), y(\mu, t^k) - w_N(t^k); \mu)
\]

\[
= m(y(\mu, t^k) - w_N(t^k), y(\mu, t^k) - w_N(t^k); \mu)
\]

\[
- m(y(\mu, t^{k-1}) - w_N(t^{k-1}), y(\mu, t^{k-1}) - w_N(t^{k-1}); \mu)
\]

\[
+ m(y(\mu, t^k) - w_N(t^k) - (y(\mu, t^{k-1}) - w_N(t^{k-1})),

y(\mu, t^k) - w_N(t^k) - (y(\mu, t^{k-1}) - w_N(t^{k-1})); \mu)
\]

\[
\leq m(y(\mu, t^k) - w_N(t^k), y(\mu, t^k) - w_N(t^k); \mu)
\]

\[
- m(y(\mu, t^{k-1}) - w_N(t^{k-1}), y(\mu, t^{k-1}) - w_N(t^{k-1}); \mu)
\]

\[
+ m(e_{pr}(\mu, t^k) - e_{pr}(\mu, t^{k-1}), e_{pr}(\mu, t^k) - e_{pr}(\mu, t^{k-1}); \mu),
\]

(4.25)

where the last inequality follows since the projection gives the minimum distance, and

\[
2 \ \Delta t \ a(e_{pr}(\mu, t^k), y(\mu, t^k) - w_N(t^k); \mu)
\]

\[
= \Delta t \ a(e_{pr}(\mu, t^k), e_{pr}(\mu, t^k); \mu)
\]

\[
+ \Delta t \ a(y(\mu, t^k) - w_N(t^k), y(\mu, t^k) - w_N(t^k); \mu) - \Delta t \ a(v, v; \mu)
\]

\[
\leq \Delta t \ a(e_{pr}(\mu, t^k), e_{pr}(\mu, t^k); \mu) + \Delta t \ a(y(\mu, t^k) - w_N(t^k), y(\mu, t^k) - w_N(t^k); \mu),
\]

(4.26)

where we used the symmetry and coercivity of \( a \). From (4.24), (4.25), and (4.26) it thus follows that

\[
m(e_{pr}(\mu, t^k), e_{pr}(\mu, t^k); \mu) - m(e_{pr}(\mu, t^{k-1}), e_{pr}(\mu, t^{k-1}); \mu) + \Delta t \ a(e_{pr}(\mu, t^k), e_{pr}(\mu, t^k); \mu)
\]

\[
\leq m(y(\mu, t^k) - w_N(t^k), y(\mu, t^k) - w_N(t^k); \mu)
\]

\[
- m(y(\mu, t^{k-1}) - w_N(t^{k-1}), y(\mu, t^{k-1}) - w_N(t^{k-1}); \mu)
\]

\[
+ \Delta t \ a(y(\mu, t^k) - w_N(t^k), y(\mu, t^k) - w_N(t^k); \mu).
\]

(4.27)

The desired results directly follows by summing from 1 to \( k \) and invoking the coercivity and continuity of the bilinear forms \( a \) and \( m \).

Proposition 5 states that \( y_N(\mu, t^k) \) is the best approximation among all members of \( W_{Npr}^\mu \) in the sense of (4.22). However, only if the field variable \( y(\mu, t^k) \) is indeed smooth in \( \mu \) can we expect a rapid convergence of our reduced-basis approximation. We want to obtain an approximation of sufficient accuracy for only modest \( N_{pr} \) — this is crucial for our method since a small value of \( N_{pr} \) is vital for the computational efficiency.

We will deduce the smoothness of \( y(\mu, t^k) \) from the equation for the sensitivity derivatives. As a preliminary result, however, we have to prove that \( y(\mu, t^k) \) is bounded: choosing \( v = y(\mu, t^k) \) in (4.3) we have

\[
m(y(\mu, t^k), y(\mu, t^k); \mu) + \Delta t \ a(y(\mu, t^k), y(\mu, t^k); \mu)
\]

\[
= m(y(\mu, t^{k-1}), y(\mu, t^{k-1}); \mu) + \Delta t \ b(y(\mu, t^k); \mu) u(t^k), \ \forall k \in \mathbb{K},
\]

(4.28)

where \( y(\mu, t^0) = 0 \) by assumption. We now invoke the Cauchy-Schwarz inequality for the cross
term \( m(y(\mu, t^{k-1}), y(\mu, t^k); \mu) \) to obtain
\[
m(y(\mu, t^k), y(\mu, t^k); \mu) + \Delta t \ a(y(\mu, t^k), y(\mu, t^k); \mu) \\
\leq m^{\frac{1}{2}}(y(\mu, t^k), y(\mu, t^k); \mu) m^{\frac{1}{2}}(y(\mu, t^{k-1}), y(\mu, t^{k-1}); \mu) \\
+ \Delta t \ ||b(\cdot; \mu)||_Y \ ||u(t^k)|| \ ||y(\mu, t^k)||_Y, \quad \forall k \in \mathbb{K}. \quad (4.29)
\]

We now recall the identity (for \( c \in \mathbb{R}, \ d \in \mathbb{R}, \ \rho \in \mathbb{R}_+ \))
\[
2 \ |c| \ |d| \leq \frac{1}{\rho^2} c^2 + \rho^2 \ d^2,
\]
which we apply twice: first, choosing \( c = m^{\frac{1}{2}}(y(\mu, t^k), y(\mu, t^k); \mu) \), \( d = m^{\frac{1}{2}}(y(\mu, t^{k-1}), y(\mu, t^{k-1}); \mu) \), and \( \rho = 1 \), we obtain
\[
2 \ m^{\frac{1}{2}}(y(\mu, t^k), y(\mu, t^k); \mu) \ m^{\frac{1}{2}}(y(\mu, t^{k-1}), y(\mu, t^{k-1}); \mu) \\
\leq m(y(\mu, t^{k-1}), y(\mu, t^{k-1}); \mu) + m(y(\mu, t^k), y(\mu, t^k); \mu), \quad (4.31)
\]
and second, choosing \( c = ||b(\cdot; \mu)||_Y \ |u(t^k)| \), \( d = ||y(\mu, t^k)||_Y \), and \( \rho = \alpha_a(\mu)^{\frac{1}{2}} \) we have
\[
2 \ ||b(\cdot; \mu)||_Y \ |u(t^k)| \ ||y(\mu, t^k)||_Y \leq \frac{1}{\alpha_a(\mu)} \ ||b(\cdot; \mu)||_Y^2 \ |u(t^k)|^2 + \alpha_a(\mu) \ ||y(\mu, t^k)||_Y^2. \quad (4.32)
\]
Combining (4.29), (4.31), and (4.32), and invoking (4.7), we obtain
\[
m(y(\mu, t^k), y(\mu, t^k); \mu) - m(y(\mu, t^{k-1}), y(\mu, t^{k-1}); \mu) \\
+ \Delta t \ a(y(\mu, t^k), y(\mu, t^k); \mu) \leq \frac{\Delta t}{\alpha_a(\mu)} ||b(\cdot; \mu)||_Y^2 \ |u(t^k)|^2 \quad \forall k \in \mathbb{K}, \quad (4.33)
\]
We now perform the sum from \( k' = 1 \) to \( k \) and recall that \( y(\mu, t^0) = 0 \), leading to
\[
|||y(\mu, t^k)|||^{pr} \leq \frac{\Delta t}{\alpha_a(\mu)} \sum_{k'=1}^{k} ||b(\cdot; \mu)||_Y^2 \ |u(t^k)|^2, \quad \forall k \in \mathbb{K}, \quad (4.34)
\]
where the spatio-temporal energy norm, \( ||| \cdot |||^{pr} \), is defined as
\[
|||v(\mu, t^k)|||^{pr} \equiv \left( m(v(\mu, t^k), v(\mu, t^k); \mu) + \sum_{k'=1}^{k} a(v(\mu, t^{k'}), v(\mu, t^{k'}); \mu) \Delta t \right)^{\frac{1}{2}}, \quad \forall v \in Y. \quad (4.35)
\]
Thus, since \( ||b(\cdot; \mu)||_Y \) is bounded by assumption, \( y(\mu, t^k) \) is bounded in the energy norm as long as the control input \( u(t^k) \) remains bounded.

We now turn to the sensitivity derivatives. To begin, we take the derivative of (4.3) with respect
to the parameter $\mu$ twice. We first obtain
\[ m(y(\mu, t^k), v; \mu) + \Delta t \ a(y(\mu, t^k), v; \mu) = m(y(\mu, t^{k-1}), v; \mu) + \Delta t \ b(\mu; v) \ u(t^k) \]
\[ - \left[ m(y(\mu, t^k) - y(\mu, t^{k-1}); v; \mu) - \Delta t \ a(y(\mu, t^k), v; \mu) \right], \quad \forall v \in \mathcal{Y} \]  
(4.36)

with initial condition $y(\mu, t^0) = 0$, and taking the second derivative results in
\[ m(y(\mu, t^k), v; \mu) + \Delta t \ a(y(\mu, t^k), v; \mu) = m(y(\mu, t^{k-1}), v; \mu) + \Delta t \ b(\mu; v) \ u(t^k) \]
\[ - 2 \left\{ m(y(\mu, t^k) - y(\mu, t^{k-1}); v; \mu) + \Delta t \ a(y(\mu, t^k), v; \mu) \right\} \]
\[ - \left\{ m(y(\mu, t^k) - y(\mu, t^{k-1}); v; \mu) + \Delta t \ a(y(\mu, t^k), v; \mu) \right\}, \quad \forall v \in \mathcal{Y} \]  
(4.37)

with initial condition $y(\mu, t^0) = 0$. From the assumption of affine parameter dependence (4.9) it follows that
\[ a(\mu, v; \mu) = \sum_{q=1}^{Q_a} \frac{\partial^2 \Theta(\mu)}{\partial \mu^q} a^q(\mu, v; \mu), \quad \forall w, v \in \mathcal{Y}, \forall \mu \in \mathcal{D}, \]  
(4.38)
\[ a(\mu, v; \mu) = \sum_{q=1}^{Q_m} \frac{\partial^2 \Theta(\mu)}{\partial \mu^q} m^q(\mu, v; \mu), \quad \forall w, v \in \mathcal{Y}, \forall \mu \in \mathcal{D}. \]  
(4.39)

A similar result follows for the bilinear form $m$ and the linear form $b$ from (4.10) and (4.11), respectively. We shall also make the assumption that the bilinear forms $a^q(\cdot, \cdot)$, $q = 1, \ldots, Q_a$ and $m^q(\cdot, \cdot)$, $q = 1, \ldots, Q_m$ are continuous, i.e.,
\[ a^q(\mu, v; \mu) \leq \gamma_a^q(\mu) \|w\|_Y \|v\|_Y \leq \gamma_a^q \|w\|_Y \|v\|_Y, \quad \forall w, v \in \mathcal{Y}, \forall \mu \in \mathcal{D}, \quad q = 1, \ldots, Q_a \]  
(4.40)
\[ m^q(\mu, v; \mu) \leq \gamma_m^q(\mu) \|w\|_X \|v\|_X \leq \gamma_m^q \|w\|_X \|v\|_X, \quad \forall w, v \in \mathcal{Y}, \forall \mu \in \mathcal{D}, \quad q = 1, \ldots, Q_m \]  
(4.41)

We first prove the boundedness of $y(\mu, t^k)$: choosing $v = y(\mu, t^k)$ in (4.36) we obtain
\[ m(y(\mu, t^k), y(\mu, t^k); \mu) + \Delta t \ a(y(\mu, t^k), y(\mu, t^k); \mu) \]
\[ = m(y(\mu, t^{k-1}), y(\mu, t^k); \mu) + \Delta t \ b(\mu; \mu) \ u(t^k) \]
\[ - \left\{ m(y(\mu, t^k) - y(\mu, t^{k-1}); y(\mu, t^k); \mu) + \Delta t \ a(y(\mu, t^k), y(\mu, t^k); \mu) \right\}. \]  
(4.42)

We now invoke the Cauchy-Schwarz inequality for the cross-term $m(y(\mu, t^{k-1}), y(\mu, t^k); \mu)$ which results in
\[ 2 \ m(y(\mu, t^{k-1}), y(\mu, t^k); \mu) \leq \ 2 \ m^{1/2}(y(\mu, t^{k-1}), y(\mu, t^k); \mu) \ m^{1/2}(y(\mu, t^{k-1}), y(\mu, t^k); \mu) \]
\[ \leq \ m(y(\mu, t^{k-1}), y(\mu, t^k); \mu) + m(y(\mu, t^k); y(\mu, t^k); \mu) \]  
(4.43)

where the second step follows (4.30) with $\rho = 1$, $c = m^{1/2}(y(\mu, t^{k-1}), y(\mu, t^k); \mu)$, and $d =$
\[ m^{1/2}(y_\mu(\mu, t^k), y_\mu(\mu, t^k); \mu). \] From (4.42) and (4.43) we then obtain

\[
m(y_\mu(\mu, t^k), y_\mu(\mu, t^k); \mu) - m(y_\mu(\mu, t^{k-1}), y_\mu(\mu, t^{k-1}); \mu) + 2\Delta t a(y_\mu(\mu, t^k), y_\mu(\mu, t^k); \mu) + 2\Delta t b_\mu(y_\mu(\mu, t^k); \mu) u(t^k) + 2m_\mu(y_\mu(t^k) - y(\mu, t^{k-1}), y_\mu(\mu, t^k); \mu) + 2\Delta t a_\mu(y_\mu(t^k), y_\mu(\mu, t^k); \mu) \]

From the continuity (4.40) of \( a^q \) and (4.38) it follows that

\[
\left| a_\mu(y(\mu, t^k), y_\mu(\mu, t^k); \mu) \right| = \left| \sum_{q=1}^{\mathcal{Q}_n} \frac{\partial \Theta_\mu^q(\mu)}{\partial \mu} a^q(y(\mu, t^k), y_\mu(\mu, t^k)) \right| \leq \left| \sum_{q=1}^{\mathcal{Q}_n} \frac{\partial \Theta_\mu^q(\mu)}{\partial \mu} \gamma^q_\mu(\mu) \right| \| y(\mu, t^k) \| \| y_\mu(\mu, t^k) \| / y; \quad (4.45)
\]

similarly, from the continuity (4.41) of \( m^q \) and the affine decomposition (4.10) we obtain

\[
\left| m_\mu(y(\mu, t^k) - y(\mu, t^{k-1}), y_\mu(\mu, t^k); \mu) \right| = \left| \sum_{q=1}^{\mathcal{Q}_m} \frac{\partial \Theta_\mu^q(\mu)}{\partial \mu} m^q(y(\mu, t^k) - y(\mu, t^{k-1}), y_\mu(\mu, t^k)) \right| \leq \left| \sum_{q=1}^{\mathcal{Q}_m} \frac{\partial \Theta_\mu^q(\mu)}{\partial \mu} \gamma^q_\mu(\mu) \right| \times \| y(\mu, t^k) - y(\mu, t^{k-1}) \|_x \| y_\mu(\mu, t^k) \|_x; \quad (4.46)
\]

We now apply (4.30) thrice: first, with \( \rho = \epsilon_b, c = \| b_\mu(\cdot; \mu) \|_y |u(t^k)|, \) and \( d = \| y_\mu(\mu, t^k) \|_y; \) second, with \( \rho = \epsilon_a, c = \sum_{q=1}^{\mathcal{Q}_n} \frac{\partial \Theta_\mu^q(\mu)}{\partial \mu} \| y_\mu(\mu, t^k) \|_y, \) and \( d = \| y_\mu(\mu, t^k) \|_y; \) and third, with \( \rho = \epsilon_m \sqrt{\Delta t}, c = \sum_{q=1}^{\mathcal{Q}_m} \frac{\partial \Theta_\mu^q(\mu)}{\partial \mu} \left| m_\mu(y(\mu, t^k) - y(\mu, t^{k-1}) \right|_x, \) and \( d = \| y_\mu(\mu, t^k) \|_x. \) We thus
obtain from (4.44)-(4.46) after summing from \(k' = 1\) that

\[
m(y_\mu(\mu, t^k), y_\mu(\mu, t^k); \mu) + 2 \Delta t \sum_{k'=1}^{k} a(y_\mu(\mu, t^{k'}), y_\mu(\mu, t^{k'}); \mu)
\]

\[
\leq \frac{\Delta t}{\epsilon_b} \sum_{k'=1}^{k} \|b_\mu(\cdot; \mu)\|_Y^2 \|u(t^{k'})\|^2 + \epsilon_a^2 \Delta t \sum_{k'=1}^{k} \|y_\mu(\mu, t^{k'})\|^2_Y
\]

\[
+ \frac{1}{\epsilon_m^2} \epsilon_a^2 \Delta t \sum_{k'=1}^{k} \left( \sum_{q=1}^{Q_m} \frac{\partial \Theta_m^q(\mu)}{\partial \mu} \gamma_m^q(\mu) \right)^2 \|y(\mu, t^{k'}) - y(\mu, t^{k'-1})\|^2_X
\]

\[
+ \epsilon_m^2 \Delta t \sum_{k'=1}^{k} \|y_\mu(\mu, t^{k'})\|^2_Y
\]

\[
+ \epsilon_a^2 \Delta t \sum_{k'=1}^{k} \|y_\mu(\mu, t^{k'})\|^2_Y. \tag{4.47}
\]

From the Poincaré-Friedrich’s inequality, \( \|v\|_X \leq C_{PF} \|v\|_Y \), choosing \( \epsilon_b, \epsilon_a, \) and \( \epsilon_m \) such that \( \epsilon_b^2 + C_{PF} \epsilon_a^2 + \epsilon_m^2 = \alpha_\mu(\mu), \epsilon_{a,b,m} > 0 \), and invoking (4.5), we finally obtain

\[
\|y_\mu(\mu, t^k)\|^2_{pr} = m(y_\mu(\mu, t^k), y_\mu(\mu, t^k); \mu) + \sum_{k'=1}^{k} a(y_\mu(\mu, t^{k'}), y_\mu(\mu, t^{k'}); \mu)
\]

\[
\leq \frac{\Delta t}{\epsilon_b} \sum_{k'=1}^{k} \|b_\mu(\cdot; \mu)\|_Y^2 \|u(t^{k'})\|^2 + \epsilon_a^2 \Delta t \sum_{k'=1}^{k} \left( \sum_{q=1}^{Q_m} \frac{\partial \Theta_m^q(\mu)}{\partial \mu} \gamma_m^q(\mu) \right)^2 \|y(\mu, t^{k'})\|^2_Y
\]

\[
+ \epsilon_m^2 \Delta t \sum_{k'=1}^{k} \left( \sum_{q=1}^{Q_m} \frac{\partial \Theta_m^q(\mu)}{\partial \mu} \gamma_m^q(\mu) \right)^2 \|y(\mu, t^{k'}) - y(\mu, t^{k'-1})\|^2_X. \tag{4.48}
\]

It thus follows that the derivative of \(y(\mu, t^k)\) with respect to the parameter \(\mu\) is bounded. A similar result can be derived for the second derivative, \(y_{\mu\mu}(\mu, t^k)\), by starting from (4.37) with \(v = y_{\mu\mu}(\mu, t^k)\) and following the same steps as above — the field variable \(y(\mu, t^k)\) is indeed smooth in \(\mu\) and we can expect a rapid convergence of our reduced-basis approximation.

### 4.3.3 Offline-Online Computational Procedure

In this section we develop offline-online computational procedures in order to fully exploit the dimension reduction of the problem [9, 48, 60, 91]. We first express \(y_N(\mu, t^k)\) and \(\Psi_N(\mu, t^k)\) as

\[
y_N(\mu, t^k) = \sum_{n=1}^{N_{pr}} y_{Nn}(\mu, t^k) c_{n}^{pr}, \tag{4.49}
\]
and
\[ \Psi_N(\mu, t^k) = \sum_{n=1}^{N_{du}} \Psi_{Nn}(\mu, t^k) \zeta_n^{du}, \]
respectively. We then choose as test functions \( v = \zeta_n^{pr}, 1 \leq n \leq N_{pr} \), for the primal problem (4.17) and \( v = \zeta_n^{du}, 1 \leq n \leq N_{du} \), for the dual problem (4.18). (We prefer Galerkin over Petrov-Galerkin for purposes of stability.)

It then follows from (4.17) that \( y_N(\mu, t^k) = [y_{N1}(\mu, t^k) \ y_{N2}(\mu, t^k) \ \cdots \ y_{NN_{pr}}(\mu, t^k)]^T \in \mathbb{R}^{N_{pr}} \) satisfies
\[ (M_N^p(\mu) + \Delta t \ A_N^p(\mu)) y_N(\mu, t^k) = M_N^p(\mu) y_N(\mu, t^{k-1}) + \Delta t \ B_N^p(\mu) u(t^k), \quad \forall \ k \in \mathbb{K}, \]
(4.51)
with initial condition \( y_{Nn}(\mu, t^0) = 0, 1 \leq n \leq N_{pr} \). Here, \( M_N^p(\mu) \in \mathbb{R}^{N_{pr} \times N_{pr}} \) and \( A_N^p(\mu) \in \mathbb{R}^{N_{pr} \times N_{pr}} \) are SPD matrices with entries \( M_{N,n,i,j}^p(\mu) = m(\zeta_i^{pr}, \zeta_j^{pr}; \mu), 1 \leq i, j \leq N_{pr} \), and \( A_{N,n,i,j}^p(\mu) = a(\zeta_i^{pr}, \zeta_j^{pr}; \mu), 1 \leq i, j \leq N_{pr} \), respectively; and \( B_N^p(\mu) \in \mathbb{R}^{N_{pr}} \) is the control vector with entries \( B_{N,i}^p(\mu) = b(\zeta_i^{pr}; \mu), 1 \leq i \leq N_{pr} \).

Invoking the affine decomposition (4.9)-(4.11) we obtain
\[ M_{N,i,j}^p(\mu) = m(\zeta_i^{pr}, \zeta_j^{pr}; \mu) = \sum_{q=1}^{Q_m} \Theta_{m,q}^p(\mu) m^q(\zeta_i^{pr}, \zeta_j^{pr}), \]
(4.52)
\[ A_{N,i,j}^p(\mu) = a(\zeta_i^{pr}, \zeta_j^{pr}; \mu) = \sum_{q=1}^{Q_a} \Theta_{a,q}^p(\mu) a^q(\zeta_i^{pr}, \zeta_j^{pr}), \]
(4.53)
\[ B_{N,i}^p(\mu) = b^q(\zeta_i^{pr}; \mu) = \sum_{q=1}^{Q_b} \Theta_{b,q}^p(\mu) b^q(\zeta_i^{pr}), \]
(4.54)
which can be written as
\[ M_N^p(\mu) = \sum_{q=1}^{Q_m} \Theta_q^p m^q M_N^{pq}, \quad A_N^p(\mu) = \sum_{q=1}^{Q_a} \Theta_q^p A_N^{pq}, \quad B_N^p(\mu) = \sum_{q=1}^{Q_b} \Theta_q^p B_N^{pq}, \]
(4.55)
where the parameter independent quantities \( M_N^{pq} \in \mathbb{R}^{N_{pr} \times N_{pr}}, A_N^{pq} \in \mathbb{R}^{N_{pr} \times N_{pr}}, \) and \( B_N^{pq} \in \mathbb{R}^{N_{pr}} \) are given by
\[ M_{N,n,i,j}^{pq} = m^q(\zeta_i^{pr}, \zeta_j^{pr}), 1 \leq i, j \leq N_{pr,\text{max}}, 1 \leq q \leq Q_m, \]
(4.56)
\[ A_{N,n,i,j}^{pq} = a^q(\zeta_i^{pr}, \zeta_j^{pr}), 1 \leq i, j \leq N_{pr,\text{max}}, 1 \leq q \leq Q_a, \]
(4.56)
\[ B_{N,i}^{pq} = b^q(\zeta_i^{pr}), 1 \leq i \leq N_{pr,\text{max}}, 1 \leq q \leq Q_b, \]
respectively.

A similar computational procedure for the dual problem (4.18)-(4.19) and the residual correction term in (4.20) can also be developed. The details of this derivation and the definitions of the necessary quantities are summarized in Appendix A.

The offline-online decomposition is now clear. In the offline stage — performed only once — we first solve for the \( \zeta_n^{pr}, 1 \leq n \leq N_{pr,\text{max}} \) and \( \zeta_n^{du}, 1 \leq n \leq N_{du,\text{max}} \); we then compute and store the \( \mu \)-independent quantities in (4.56) for the primal problem, (A.3) for the dual problem, and (A.6)
for the output estimate. The computational cost is therefore $O(K(N_{pr,max} + N_{du,max}))$ solutions of the underlying $N$-dimensional “truth” finite element approximation and $O((N_{pr,max}^2 + N_{du,max}^2 + N_{pr,max} N_{du,max})(Q_a + Q_m))$ $N$-inner products; the storage requirements are also $O((N_{pr,max}^2 + N_{du,max}^2 + N_{pr,max} N_{du,max})(Q_a + Q_m))$.

In the online stage — performed many times, for each new parameter value $\mu$ — we first assemble the reduced-basis matrices (4.55), (A.2), and (A.5); this requires $O((N_{pr}^2 + N_{du}^2 + N_{pr} N_{du})(Q_a + Q_m))$ operations. We then solve the primal and dual problem for $y_N(\mu, t^k)$ and $\Psi_N(\mu, t^k)$, respectively; since the reduced-basis matrices are in general full, the operation count (based on LU factorization and our LTI assumption) is $O(N_{pr}^3 + N_{du}^3 + K(N_{pr}^2 + N_{du}^2))$. Finally, given $y_N(\mu, t^k)$ and $\Psi_N(\mu, t^k)$ we evaluate the output estimate $s_N(\mu, t^k)$ from (A.4) at a cost of $O(2k N_{pr} N_{du})$; note that the calculation of all outputs $s_N(\mu, t^k)$, $\forall \mu \in \mathcal{K}$, requires $O(K(K + 1)N_{pr} N_{du})$ operations.

Thus, as required in the many-query or real-time contexts, the online complexity is independent of $N$, the dimension of the underlying “truth” finite element approximation space. Since $N_{pr}, N_{du} \ll N$ we expect significant computational savings in the online stage relative to classical discretization and solution approaches.

Finally, we note that classical model-order reduction techniques, such as modal decomposition [36] and POD [7], require the evaluation of a new set of eigenmodes or basis functions — and thus a return to the (very fine) “truth” approximation — for each new parameter value encountered. In contrast, reduced-basis methods do not need to return to the “truth” approximation in the online stage, and are therefore far more efficient in evaluating input-output relationships for many different parameter values.

### 4.4 A Posteriori Error Estimation

From Section 4.3 we know that we can efficiently obtain the output estimate, $s_N(\mu, t^k)$, for the output of interest, $s(\mu, t^k)$: the online complexity depends only on $N_{pr}$ and $N_{du}$, the dimensions of the reduced-basis spaces for the primal and dual variable, respectively. However, we do not yet know if $s_N(\mu, t^k)$ is indeed a good approximation to $s(\mu, t^k)$, i.e., is $|s(\mu, t^k) - s_N(\mu, t^k)| \leq e_{\text{tol}}$, where $e_{\text{tol}}$ is a maximum acceptable error? Or conversely, is our approximation “too good,” i.e., is $|s(\mu, t^k) - s_N(\mu, t^k)| \ll e_{\text{tol}}$ — that is, is $N_{pr}$ or $N_{du}$ too large, with associated detriment to the online efficiency? It should also be evident that the approximation properties do not only depend on the size of $N_{pr}$ and $N_{du}$, but also on the choice of the sampling sets $S_{N_{pr}}$ and $S_{N_{du}}$, and associated reduced-basis spaces $W_{N_{pr}}$ and $W_{N_{du}}$.

We thus need to develop rigorous a posteriori error estimators which will help us to (i) assess the error introduced by our reduced-basis approximation (relative to the “truth” finite element approximation); and (ii) devise an “optimal” and efficient procedure for selecting the sample sets $S_{N_{pr}}$ and $S_{N_{du}}$. Surprisingly, a posteriori error estimation for reduced-basis approximations has received very little attention in the past. A family of rigorous error estimators for reduced-basis approximations of a wide class of elliptic PDEs is introduced in [60, 91, 121, 122, 123]; we will now extend these ideas to time-dependent (parabolic) partial differential equations. Our approach here is a simplification and generalization of earlier efforts in this direction [102].

We remark that the development of the error bounds presented below is not limited to the reduced-basis approximation described in this paper: with suitable hypotheses, we may consider “any” stable ODE or PDE system and associated reduced-order model.
4.4.1 Preliminaries

To begin, we assume that we are given positive lower bounds for the coercivity constants, $\alpha_a(\mu)$ and $\alpha_m(\mu) : \mathcal{D} \rightarrow \mathbb{R}^+$ satisfies

$$\alpha_a(\mu) \geq \hat{\alpha}_a(\mu) \geq \hat{\alpha}_a^0 > 0, \quad \forall \mu \in \mathcal{D},$$

and $\alpha_m(\mu) : \mathcal{D} \rightarrow \mathbb{R}^+$ satisfies

$$\alpha_m(\mu) \geq \hat{\alpha}_m(\mu) \geq \hat{\alpha}_m^0 > 0, \quad \forall \mu \in \mathcal{D};$$

(4.57)

(4.58)

various recipes for this construction can be found in [91, 124]. We next introduce the dual norm of the primal residual

$$\varepsilon_{N_{pr}}^{\text{pr}}(\mu, t^k) \equiv \sup_{v \in \mathcal{Y}} \frac{R_{pr}(v; \mu, t^k)}{\|v\|_{\mathcal{Y}}}, \quad \forall k \in K,$$

(4.59)

and the dual norm of the dual residual

$$\varepsilon_{N_{du}}^{\text{du}}(\mu, t^k) \equiv \sup_{v \in \mathcal{Y}} \frac{R_{du}(v; \mu, t^k)}{\|v\|_{\mathcal{Y}}}, \quad \forall k \in K,$$

(4.60)

where

$$R_{du}(v; \mu, t^k) \equiv -a(v, \Psi_N(\mu, t^k); \mu) - \frac{1}{\Delta t} m(v, \Psi_N(\mu, t^k) - \Psi_N(\mu, t^{k+1}); \mu), \quad \forall v \in \mathcal{Y}, \forall k \in K,$$

(4.61)

is the dual residual. We also specify the inner products

$$(v, w)_Y \equiv a(v, w; \mu_{\text{ref}(s)}), \quad \forall v, w \in \mathcal{Y},$$

(4.62)

and

$$(v, w)_X \equiv m(v, w; \mu_{\text{ref}(s)}), \quad \forall v, w \in \mathcal{Y},$$

(4.63)

for some constant reference value(s) $\mu_{\text{ref}(s)}$, and recall that $\| \cdot \|_Y = (\cdot, \cdot)_Y^{1/2}$, $\| \cdot \|_X = (\cdot, \cdot)_X^{1/2}$.

We now present and prove the bounding properties for the errors in the primal variable, the dual variable, and the output estimate. Throughout this section we assume that the "truth" solutions $y(\mu, t^k)$ and $\Psi(\mu, t^k)$ satisfy (4.3) and (4.12), respectively, and the corresponding reduced-basis approximations $y_N(\mu, t^k)$ and $\Psi_N(\mu, t^k)$ satisfy (4.17) and (4.18), respectively. We emphasize that our error bounds are very classical, based entirely on standard stability results invoked in a priori analyses [94]; the critical new ingredient — tailored to the reduced-basis context — is the offline-online computational procedure of Section 4.4.4

4.4.2 Error Bound Formulation

Primal Variable

We obtain the following result for the error in the primal variable.

**Proposition 6.** Let $e^{pr}(\mu, t^k) \equiv y(\mu, t^k) - y_N(\mu, t^k)$ be the error in the primal variable and define
the “spatio-temporal” energy norm

$$
||v(\mu, t^k)||^{pr} = \left( m(v(\mu, t^k), v(\mu, t^k); \mu) + \sum_{k' = 1}^{k} a(v(\mu, t^{k'}), v(\mu, t^{k'}); \mu) \Delta t \right)^{\frac{1}{2}}, \quad \forall \nu \in Y. \quad (4.64)
$$

The error in the primal variable is then bounded by

$$
||e^{pr}(\mu, t^k)||^{pr} \leq \Delta_{N_{pr}}^{pr}(\mu, t^k), \quad \forall \mu \in D, \forall k \in K, \quad (4.65)
$$

where the error bound $\Delta_{N_{pr}}^{pr}(\mu, t^k)$ is defined as

$$
\Delta_{N_{pr}}^{pr}(\mu, t^k) \equiv \left( \frac{\Delta t}{\alpha_d(\mu)} \sum_{k' = 1}^{k} e_{N_{pr}}^{pr}(\mu, t^{k'})^2 \right)^{\frac{1}{2}}, \quad (4.66)
$$

and $e_{N_{pr}}^{pr}(\mu, t^k)$ is the dual norm of the primal residual defined in (4.59).

**Proof.** We immediately derive from (4.3) and (4.21) that $e^{pr}(\mu, t^k) = y(\mu, t^k) - y_N(\mu, t^k)$ satisfies

$$
m(e^{pr}(\mu, t^k), v; \mu) + \Delta t a(e^{pr}(\mu, t^k), v; \mu) = m(e^{pr}(\mu, t^{k-1}), v; \mu) + \Delta t R^{pr}(v; \mu),
$$

$$
\forall v \in V, \forall k \in K, \quad (4.67)
$$

where $e^{pr}(\mu, t^0_0) = 0$ since $y(\mu, t^0) = y_N(\mu, t^0) = 0$ by assumption. We now choose $v = e^{pr}(\mu, t^k)$, invoke the Cauchy-Schwarz inequality for the cross term $m(e^{pr}(\mu, t^{k-1}), e^{pr}(\mu, t^k); \mu)$, and apply (4.59) to obtain

$$
m(e^{pr}(\mu, t^k), e^{pr}(\mu, t^k); \mu) + \Delta t a(e^{pr}(\mu, t^k), e^{pr}(\mu, t^k); \mu)
$$

$$
\leq m^{\frac{1}{2}}(e^{pr}(\mu, t^k), e^{pr}(\mu, t^k); \mu) m^{\frac{1}{2}}(e^{pr}(\mu, t^{k-1}), e^{pr}(\mu, t^{k-1}); \mu)
$$

$$
+ \Delta t e_{N_{pr}}^{pr}(\mu, t^k) ||e^{pr}(\mu, t^k)||_Y, \quad \forall k \in K. \quad (4.68)
$$

We now recall the identity (for $c \in \mathbb{R}$, $d \in \mathbb{R}$, $\rho \in \mathbb{R}_+$)

$$
2 \ |c| \ |d| \leq \frac{1}{\rho^2} c^2 + \rho^2 d^2, \quad (4.69)
$$

which we apply twice: first, choosing

$$
c = m^{\frac{1}{2}}(e^{pr}(\mu, t^k), e^{pr}(\mu, t^k); \mu),
$$

$$
d = m^{\frac{1}{2}}(e^{pr}(\mu, t^{k-1}), e^{pr}(\mu, t^{k-1}); \mu),
$$

and $\rho = 1$, we obtain

$$
2 m^{\frac{1}{2}}(e^{pr}(\mu, t^k), e^{pr}(\mu, t^k); \mu) m^{\frac{1}{2}}(e^{pr}(\mu, t^{k-1}), e^{pr}(\mu, t^{k-1}); \mu)
$$

$$
\leq m(e^{pr}(\mu, t^{k-1}), e^{pr}(\mu, t^{k-1}); \mu) + m(e^{pr}(\mu, t^k), e^{pr}(\mu, t^k); \mu); \quad (4.70)
$$
and second, choosing \( c = \varepsilon_{\mathcal{N}_{\text{pr}}}^p(\mu, t^k) \), \( d = \|e_{\text{pr}}(\mu, t^k)\|_Y \), and \( \rho = \alpha_0(\mu)^{\frac{1}{2}} \) we have

\[
2 \varepsilon_{\mathcal{N}_{\text{pr}}}^p(\mu, t^k) \|e_{\text{pr}}(\mu, t^k)\|_Y \leq \frac{1}{\alpha_0(\mu)} \varepsilon_{\mathcal{N}_{\text{pr}}}^p(\mu, t^k)^2 + \alpha_0(\mu) \|e_{\text{pr}}(\mu, t^k)\|_Y^2. \tag{4.71}
\]

Combining (4.68), (4.70), and (4.71), and invoking (4.7) and (4.57), we obtain

\[
m(e_{\text{pr}}(\mu, t^k), e_{\text{pr}}(\mu, t^k); \mu) - m(e_{\text{pr}}(\mu, t^{k-1}), e_{\text{pr}}(\mu, t^{k-1}); \mu) + \Delta t \ a(e_{\text{pr}}(\mu, t^k), e_{\text{pr}}(\mu, t^k); \mu) \leq \frac{\Delta t}{\alpha_0(\mu)} \varepsilon_{\mathcal{N}_{\text{pr}}}^p(\mu, t^k)^2, \quad \forall k \in \mathbb{K}, \tag{4.72}
\]

We now perform the sum from \( k' = 1 \) to \( k \) and recall that \( e_{\text{pr}}(\mu, t^0) = 0 \), leading to

\[
m(e_{\text{pr}}(\mu, t^k), e_{\text{pr}}(\mu, t^k); \mu) + \sum_{k' = 1}^{k} \Delta t \ a(e_{\text{pr}}(\mu, t^{k'}), e_{\text{pr}}(\mu, t^{k'}); \mu) \leq \frac{\Delta t}{\alpha_0(\mu)} \sum_{k' = 1}^{k} \varepsilon_{\mathcal{N}_{\text{pr}}}^p(\mu, t^{k'})^2, \quad \forall k \in \mathbb{K}, \tag{4.73}
\]

which is the result stated in Proposition 6.

\[\Box\]

**Dual Variable**

Before proceeding with the error bounds for the dual variable we have to pay special attention to the final condition of the dual problem. The primal error at time zero, \( e_{\text{pr}}(\mu, t^0) \), vanishes (for our zero initial conditions) and therefore does not contribute to the error bound. For the dual problem, however, the error at the final time \( t^{K+1} \), \( e_{\text{du}}(\mu, t^{K+1}) \equiv \Psi(\mu, t^{K+1}) - \Psi_{\text{N}}(\mu, t^{K+1}) \) is in general nonzero since \( \Psi(\mu, t^{K+1}) \) is not necessarily a member of \( \mathcal{W}_{\text{du}} \). Instead, we obtain from (4.13) that \( e_{\text{du}}(\mu, t^{K+1}) \) satisfies

\[
m(v, e_{\text{du}}(\mu, t^{K+1}); \mu) = R_{\Psi f}(v; \mu), \quad \forall v \in Y, \tag{4.74}
\]

where

\[
R_{\Psi f}(v; \mu) \equiv \ell(v) - m(v, \Psi_{\text{N}}(\mu, t^{K+1}); \mu), \quad \forall v \in Y, \tag{4.75}
\]

is the residual associated to the final condition. It can be shown that \( e_{\text{du}}(\mu, t^{K+1}) \) satisfies the following bound [91, 123].

**Lemma 7.** The error \( e_{\text{du}}(\mu, t^{K+1}) \equiv \Psi(\mu, t^{K+1}) - \Psi_{\text{N}}(\mu, t^{K+1}) \) is bounded by

\[
\|e_{\text{du}}(\mu, t^{K+1})\|_X \leq \Delta \varepsilon_{\mathcal{N}_{\text{du}}}^f(\mu) \equiv \frac{\varepsilon_{\mathcal{N}_{\text{du}}}^f(\mu)}{\alpha_m(\mu)}, \tag{4.76}
\]

where

\[
\varepsilon_{\mathcal{N}_{\text{du}}}^f(\mu) = \sup_{v \in Y} \frac{R_{\Psi f}(v; \mu)}{\|v\|_X} \tag{4.77}
\]

is the dual norm of the residual associated to the final condition. \( \Box \)
It directly follows from Lemma 7 and (4.74) that
\[ m(e^{du}(\mu, t^{K+1}), e^{du}(\mu, t^{K+1}); \mu) = R^{\Psi_{f}}(e^{du}(\mu, t^{K+1}); \mu) \leq \varepsilon_{N_{du}}^{\Psi_{f}}(\mu) ||e^{du}(\mu, t^{K+1})||_{Y} \]
\[ \leq \hat{\alpha}_{m}(\mu) \Delta_{N_{du}}^{\Psi_{f}}(\mu). \] (4.78)

Note that for the special case in which the bilinear form \( m \) is parameter-independent, we can guarantee that \( \Psi(\mu, t^{K+1}) \) is a member of \( W^{du}_{N_{du}} \) and thus \( e^{du}(\mu, t^{K+1}) \) is identically zero.

We are now ready to prove the bounding property for the dual problem.

**Proposition 7.** Let \( e^{du}(\mu, t^{k}) \equiv \Psi(\mu, t^{k}) - \Psi_{N}(\mu, t^{k}) \) be the error in the dual variable and define
\[ |||v(\mu, t^{k})|||_{du} \equiv \left( m(v(\mu, t^{k}), v(\mu, t^{k}); \mu) + \sum_{k' = k}^{K} a(v(\mu, t^{k'}), v(\mu, t^{k'}); \mu) \Delta t \right)^{\frac{1}{2}}. \] (4.79)

The error in the dual variable is then bounded by
\[ |||e^{du}(\mu, t^{k})|||_{du} \leq \Delta_{N_{du}}^{du}(\mu, t^{k}), \quad \forall \mu \in D, \forall k \in \mathbb{K}, \] (4.80)
where the error bound \( \Delta_{N_{du}}^{du}(\mu, t^{k}) \) is defined as
\[ \Delta_{N_{du}}^{du}(\mu, t^{k}) = \left( \frac{\Delta t}{\hat{\alpha}_{a}(\mu)} \sum_{k' = k}^{K} \varepsilon_{N_{du}}^{du}(\mu, t^{k'})^{2} + \hat{\alpha}_{m}(\mu) \Delta_{N_{du}}^{\Psi_{f}}(\mu) \right)^{\frac{1}{2}}, \] (4.81)
and \( \varepsilon_{N_{du}}^{du}(\mu, t^{k}) \) is the dual norm of the dual residual defined in (4.60).

**Proof.** We immediately derive from (4.12) and (4.61) that \( e^{du}(\mu, t^{k}) = \Psi(\mu, t^{k}) - \Psi_{N}(\mu, t^{k}) \) satisfies
\[ m(v, e^{du}(\mu, t^{k}); \mu) + \Delta t a(v, e^{du}(\mu, t^{k}); \mu) = m(v, e^{du}(\mu, t^{k+1}); \mu) + \Delta t R^{du}(v; \mu), \quad \forall v \in Y, \forall k \in \mathbb{K}, \] (4.82)
with final condition \( m(v, e^{du}(\mu, t^{K+1}); \mu) = R^{\Psi_{f}}(v; \mu), \quad \forall v \in Y. \) Choosing \( v = e^{du}(\mu, t^{k}) \), invoking the Cauchy-Schwarz inequality, and applying (4.60) we obtain
\[ m(e^{du}(\mu, t^{k}), e^{du}(\mu, t^{k}); \mu) + \Delta t a(e^{du}(\mu, t^{k}), e^{du}(\mu, t^{k}); \mu) \leq m^{\frac{1}{2}}(e^{du}(\mu, t^{k+1}), e^{du}(\mu, t^{k+1}); \mu) \] \[ + \Delta t \varepsilon_{N_{du}}^{du}(\mu, t^{k}) ||e^{du}(\mu, t^{k})||_{Y}, \forall k \in \mathbb{K}. \] (4.83)

We now apply (4.69) twice: first, with
\[ c = m^{\frac{1}{2}}(e^{du}(\mu, t^{k+1}), e^{du}(\mu, t^{k+1}); \mu), \]
\[ d = m^{\frac{1}{2}}(e^{du}(\mu, t^{k}), e^{du}(\mu, t^{k}); \mu), \]
and \( \rho = 1 \); and second, with \( c = \varepsilon_{N_{du}}^{du}(\mu, t^{k}), d = ||e^{du}(\mu, t^{k})||_{Y}, \) and \( \rho = \hat{\alpha}_{a}(\mu) \frac{1}{2} \). Invoking (4.7)
and (4.57), we arrive at
\[
m(e^{du}(\mu, t^k), e^{du}(\mu, t^k); \mu) - m(e^{du}(\mu, t^{k+1}), e^{du}(\mu, t^{k+1}); \mu)
+ \Delta t a(e^{du}(\mu, t^k), e^{du}(\mu, t^k); \mu) \leq \frac{\Delta t}{\Delta \alpha(\mu)} e^{nu}(\mu, t^k)^2, \quad \forall k \in \mathbb{K},
\]
(4.84)

We now perform the sum from \(k' = k\) to \(K\) and invoke (4.78) to obtain
\[
m(e^{du}(\mu, t^k), e^{du}(\mu, t^k); \mu) + \sum_{k'=k}^{K} \Delta t a(e^{du}(\mu, t^{k'}), e^{du}(\mu, t^{k'}); \mu)
\leq \frac{\Delta t}{\Delta \alpha(\mu)} \sum_{k'=k}^{K} e^{nu}(\mu, t^{k'}), \quad \forall k \in \mathbb{K},
\]
(4.85)
which is the result stated in Proposition 7.

Output Bound

Finally, the error bound for the output estimate is given in the following proposition.

**Proposition 8.** Let the output of interest, \(s(\mu, t^k)\), and the reduced-basis output estimate, \(s_N(\mu, t^k)\), be given by
\[
s(\mu, t^k) = \ell(y(\mu, t^k)), \quad \forall \mu \in \mathcal{D}, \quad \forall k \in \mathbb{K},
\]
(4.86)

and
\[
s_N(\mu, t^k) = \ell(y_N(\mu, t^k)) + \sum_{k'=1}^{k} R^{pr}(\Psi_N(\mu, t^{K-k+k'}); \mu, t^{k'})) \Delta t, \quad \forall \mu \in \mathcal{D}, \quad \forall k \in \mathbb{K},
\]
(4.87)
respectively. The error in the output of interest is then bounded by
\[
|s(\mu, t^k) - s_N(\mu, t^k)| \leq \Delta_N(\mu, t^k), \quad \forall \mu \in \mathcal{D}, \quad \forall k \in \mathbb{K},
\]
(4.88)
where the output bound \(\Delta_N(\mu, t^k)\) is defined as
\[
\Delta_N(\mu, t^k) = \Delta^{pr}_{N_{pr}}(\mu, t^k) \Delta^{nu}_{N_{nu}}(\mu, t^{K-k+1}),
\]
(4.89)
and \(\Delta^{pr}_{N_{pr}}(\mu, t^k)\) and \(\Delta^{nu}_{N_{nu}}(\mu, t^k)\) are defined in Propositions 6 and 7, respectively.

**Proof.** To begin, we recall the definition of the dual problem for the output at time \(t^L, L \in \mathbb{K}\), given by
\[
m(v, \psi_L(\mu, t^k); \mu) + \Delta t a(v, \psi_L(\mu, t^k); \mu) = m(v, \psi_L(\mu, t^{k+1}); \mu),
\]
\[
\forall v \in Y, \quad (K) \geq L \geq k \geq 1,
\]
(4.90)
with final condition \(m(v, \psi_L(\mu, t^{l+1}); \mu) = \ell(v), \forall v \in Y\). We now choose \(v = e^{pr}(\mu, t^k) = \)
\[ y(\mu, t^k) - y_N(\mu, t^k) \text{ in (4.90) and sum from } k = 1 \text{ to } L, \text{ to obtain} \]
\[ \sum_{k'=1}^{L} m(e^{pr}(\mu, t^{k'}), \psi_L(\mu, t^{k'}) - \psi_L(\mu, t^{k'-1}); \mu) + \sum_{k'=1}^{L} \Delta t \cdot a(e^{pr}(\mu, t^{k'}), \psi_L(\mu, t^{k'}); \mu) = 0. \quad (4.91) \]

This equation can be rewritten in the form
\[ \sum_{k'=1}^{L} m(e^{pr}(\mu, t^{k'}), \psi_L(\mu, t^{k'}) - e^{pr}(\mu, t^{k'-1}), \psi_L(\mu, t^{k'}); \mu) = m(e^{pr}(\mu, t^L), \psi_L(\mu, t^{L+1}); \mu) \]
\[ + \sum_{k'=1}^{L} \Delta t \cdot a(e^{pr}(\mu, t^{k'}), \psi_L(\mu, t^{k'}); \mu) = 0, \quad (4.92) \]

where we used the fact that \( e^{pr}(\mu, t^0) = 0 \). We now note from the final condition of the dual problem that \( m(e^{pr}(\mu, t^L), \psi_L(\mu, t^{L+1}); \mu) = \ell(e^{pr}(\mu, t^L)) \) to obtain
\[ \ell(e^{pr}(\mu, t^L)) = \sum_{k'=1}^{L} m(e^{pr}(\mu, t^{k'}), \psi_L(\mu, t^{k'}) - e^{pr}(\mu, t^{k'-1}), \psi_L(\mu, t^{k'}); \mu) + \sum_{k'=1}^{L} \Delta t \cdot a(e^{pr}(\mu, t^{k'}), \psi_L(\mu, t^{k'}); \mu). \quad (4.93) \]

We next choose \( v = \psi_L(\mu, t^k) \) in the error equation for the primal variable, (4.67), and sum from \( k = 1 \) to \( L \), to find
\[ \sum_{k'=1}^{L} m(e^{pr}(\mu, t^{k'}), \psi_L(\mu, t^{k'}) - e^{pr}(\mu, t^{k'-1}), \psi_L(\mu, t^{k'}); \mu) + \sum_{k'=1}^{L} \Delta t \cdot a(e^{pr}(\mu, t^{k'}), \psi_L(\mu, t^{k'}); \mu) \]
\[ = \sum_{k'=1}^{L} R^{pr}(\psi_L(\mu, t^{k'}); \mu, t^{k'}) \Delta t. \quad (4.94) \]

From (4.93) and (4.94) we thus obtain
\[ \ell(e^{pr}(\mu, t^L)) = \sum_{k'=1}^{L} R^{pr}(\psi_L(\mu, t^{k'}); \mu, t^{k'}) \Delta t. \quad (4.95) \]
\[ = \sum_{k'=1}^{L} R^{pr}(\Psi(\mu, t^{K-L+k'}); \mu, t^{k'}) \Delta t. \quad (4.96) \]
From the definition of $s(\mu, t^k)$ and $s_N(\mu, t^k)$, and (4.96) we now obtain

$$s(\mu, t^k) - s_N(\mu, t^k) = \ell(e^{pr}(\mu, t^k)) - \sum_{k'=1}^{k} R^{pr}(\Psi_N(\mu, t^{K-k+k'}); \mu, t^{k'}) \Delta t$$

(4.97)

$$= \sum_{k'=1}^{k} R^{pr}(\Psi(\mu, t^{K-k+k'})) - \Psi_N(\mu, t^{K-k+k'}) \Delta t$$

(4.98)

$$= \sum_{k'=1}^{k} R^{pr}(e^{du}(\mu, t^{K-k+k'}); \mu, t^{k'}) \Delta t.$$  

(4.99)

Invoking (4.59) and the Cauchy-Schwarz inequality we arrive at

$$|s(\mu, t^k) - s_N(\mu, t^k)| \leq \sum_{k'=1}^{k} e_N^{pr}(\mu, t^{k'}) \|e^{du}(\mu, t^{K-k+k'})\|_Y \Delta t$$

(4.100)

$$\leq \left( \sum_{k'=1}^{k} e_N^{pr}(\mu, t^{k'})^2 \Delta t \right)^{\frac{1}{2}} \left( \sum_{k'=1}^{k} \|e^{du}(\mu, t^{K-k+k'})\|_Y^2 \Delta t \right)^{\frac{1}{2}}.$$  

(4.101)

Let us first bound the second term on the right hand side. From (4.7) and the fact that $\alpha_a(\mu) \leq \alpha_a(\mu), \forall \mu \in D$, we obtain

$$\|e^{du}(\mu, t^{K-k+k'})\|_Y^2 \leq \frac{1}{\alpha_a(\mu)} a(e^{du}(\mu, t^{K-k+k'}), e^{du}(\mu, t^{K-k+k'}); \mu), \forall \mu \in D.$$  

(4.102)

Performing the sum from $k' = 1$ to $k$ leads to

$$\sum_{k'=1}^{k} \|e^{du}(\mu, t^{K-k+k'})\|_Y^2 \Delta t \leq \frac{1}{\alpha_a(\mu)} \sum_{k'=1}^{k} a(e^{du}(\mu, t^{K-k+k'}), e^{du}(\mu, t^{K-k+k'}); \mu) \Delta t$$

(4.103)

$$= \frac{1}{\alpha_a(\mu)} \sum_{k'=K-k+1}^{K} a(e^{du}(\mu, t^{k'}), e^{du}(\mu, t^{k'}); \mu) \Delta t$$

(4.104)

$$\leq \frac{1}{\alpha_a(\mu)} \left( \sum_{k'=K-k+1}^{K} a(e^{du}(\mu, t^{k'}), e^{du}(\mu, t^{k'}); \mu) \Delta tight)$$

$$+ m(e^{du}(\mu, t^{K-k+1}), e^{du}(\mu, t^{K-k+1}); \mu)$$

(4.105)

$$= \frac{1}{\alpha_a(\mu)} \left( \|e^{du}(\mu, t^{K-k+1})\|_{du}^2 \right).$$

(4.106)

where the second inequality follows from the coercivity of $m(\cdot, \cdot; \mu)$ and the last equality from the definition (4.79) of the $\|\cdot\|_{du}$-norm. Finally, inserting (4.107) into (4.101) and invoking (4.80) and (4.66), we obtain

$$|s(\mu, t^k) - s_N(\mu, t^k)| \leq \Delta^{pr}_{N^{pr}}(\mu, t^k) \Delta^{du}_{N^{du}}(\mu, t^{K-k+1}),$$

(4.108)
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which is the result stated in Proposition 8.

4.4.3 An Alternative (Simpler) Output Bound

We note from (4.89) that, using the dual formulation, we obtain a square effect in the output bound since $\Delta_N^s(\mu, t^k)$ is the product of the primal and dual error bounds. We will observe this effect also in the numerical results in Section 4.6.2. This desirable effect, however, comes with the additional complexity and computational effort of the dual formulation. To avoid this additional effort, we can also define a “simple” output approximation, $\hat{s}_N(\mu, t^k)$, and corresponding output bound, $\hat{\Delta}_N^s(\mu, t^k)$, which does not require the dual formulation and — in certain cases — still results in a satisfactory convergence rate of the output approximation and sharpness of the output bound. We state the result in

**Proposition 9.** Let the output of interest, $s(\mu, t^k)$, and the (simple) output estimate, $\hat{s}_N(\mu, t^k)$, be given by

$$s(\mu, t^k) = \ell(y(\mu, t^k)), \quad \forall \mu \in D, \forall k \in K,$$

and

$$\hat{s}_N(\mu, t^k) = \ell(y_N(\mu, t^k)), \quad \forall \mu \in D, \forall k \in K,$$

respectively. The error in the output of interest is then bounded by

$$|s(\mu, t^k) - \hat{s}_N(\mu, t^k)| \leq \hat{\Delta}_N^s(\mu, t^k), \quad \forall \mu \in D, \forall k \in K,$$

where the (simple) output bound $\hat{\Delta}_N^s(\mu, t^k)$ is defined as

$$\hat{\Delta}_N^s(\mu, t^k) \equiv \frac{1}{\hat{\alpha}_m(\mu)} \sup_{v \in Y} \frac{\ell(v)}{\|v\|_X} \Delta_N^{pr}(\mu, t^k), \quad \forall \mu \in D, \forall k \in K,$$

and $\hat{\alpha}_m(\mu)$ is the lower bound for the coercivity constant $\alpha_m(\mu)$ defined in (4.58).

**Proof.** From (4.109) and (4.110) we obtain

$$|s(\mu, t^k) - \hat{s}_N(\mu, t^k)| = |\ell(y(\mu, t^k)) - \ell(y_N(\mu, t^k))|$$

$$= |\ell(e^{pr}(\mu, t^k))| \leq \sup_{v \in Y} \frac{\ell(v)}{\|v\|_X} \|e^{pr}(\mu, t^k)\|_X,$$

from which the result immediately follows since $\hat{\alpha}_m(\mu)\|e^{pr}(\mu, t^k)\|_X \leq m(e^{pr}(\mu, t^k), e^{pr}(\mu, t^k), \mu)^{1/2} \leq \Delta_N^{pr}(\mu, t^k), \quad \forall \mu \in D, \forall k \in K$. We note that we can only bound the $X$-norm of the error $e^{pr}(\mu, t^k)$ by the error bound $\Delta_N^{pr}(\mu, t^k)$ at any given time $t^k$. We thus obtain the requirement that $\|\ell\|_X$ has to be bounded, otherwise the upper bound in (4.113) does not exist.

We note that — given $y_N(\mu, t^k) —$ the computational cost to evaluate $\hat{s}_N(\mu, t^k), \forall k \in K,$ is only $O(KN_{pr})$ whereas the computational cost to evaluate $s_N(\mu, t^k), \forall k \in K,$ using the primal-dual formulation is $O(K(K + 1)N_{pr}N_{du})$. If $K$ is of the order of $N_{pr}$ or $N_{du}$ or if several outputs of interest have to be evaluated — which is often the case in practice — employing the simple bound

---

1In actual practice, of course, the primal and dual problem should be solved in parallel; they only “interact” through the residual correction term for the output estimate.
is computationally more efficient; we return to this discussion, and a comparison of both output estimates and bounding properties, in Sections 4.7.2 and 4.8.5.

4.4.4 Offline-Online Computational Procedure

We now turn to the development of offline-online computational procedures for the calculation of $\Delta_{N_{pr}}^{pr}(\mu, t^k)$, $\Delta_{N_{du}}^{du}(\mu, t^k)$, and $\Delta_{N}^{N}(\mu, t^k)$. The necessary computations for the offline and online stages—by construction rather similar to the elliptic case [91]—are detailed in Appendix A. Here, we only summarize the computational costs involved.

The computational cost in the offline stage is (to leading order) $O((N_{pr,max} + N_{du,max})(Q_a + Q_m))$ solutions of the underlying “truth” finite element approximation and $O((N_{pr,max}^2 + N_{du,max}^2)(Q_a^2 + Q_a Q_m + Q_m^2))$ $N$-inner products; the storage requirement is $O((N_{pr,max}^2 + N_{du,max}^2)(Q_a^2 + Q_a Q_m + Q_m^2))$. In the online stage—given a new parameter value $\mu$ and associated reduced-basis solutions $y_N(\mu, t^k)$ and $\Psi_N(\mu, t^k), \forall k \in \mathbb{K}$—the computational cost to evaluate $\Delta_{N}^{N}(\mu, t^k), \forall k \in \mathbb{K}$, is $O(K(N_{pr}^2 + N_{du}^2)(Q_a^2 + Q_a Q_m + Q_m^2))$. Thus, all online calculations needed are independent of $N$.

4.5 Adaptive Sampling Procedure

Our error estimation procedures not only allow us to determine the accuracy of the output estimate but also to pursue a more rational construction of the sampling set $S_{N_{pr}}^{pr}$ (and $S_{N_{du}}^{du}$) and associated reduced-basis space $W_{N_{pr}}^{pr}$ (and $W_{N_{du}}^{du}$). The crucial point is that the error bound $\Delta_{N_{pr}}^{pr}(\mu, t^k)$ (respectively, $\Delta_{N_{du}}^{du}(\mu, t^k)$) is an accurate surrogate for the true error $|||y(\mu, t^k) - y_N(\mu, t^k)|||_{pr}$ (respectively, $|||\Psi(\mu, t^k) - \Psi_N(\mu, t^k)|||_{du}$) that can be very efficiently calculated in the limit of many queries. We may thus perform an exhaustive search over the parameter-time space to find the best sample sets $S_{N_{pr}}^{pr}$ (and $S_{N_{du}}^{du}$); in essence, a snapshot procedure in which only the snapshots retained must actually be evaluated.

The sampling procedure for the primal and dual problem is very similar; we thus focus on the primal problem and comment only briefly on the dual problem. Also recall that the control input sequence $u(t^k)$ is assumed to be known—either a prescribed function or the impulse (see Section 4.2.3).

4.5.1 Greedy Algorithm

To begin, we assume that we are given a sample set $S_{N_{pr}}^{pr}$ and associated reduced-basis space $W_{N_{pr}}^{pr}$. We then choose the next sampling point based on the following two steps: first, we search in parameter space and select the parameter value $\mu^*$ for which $\Delta_{N_{pr}}^{pr}(\mu, t^k)$ is maximized,

$$\mu^* = \arg \max_{\mu \in \mathcal{P}} \Delta_{N_{pr}}^{pr}(\mu, t^k); \quad (4.114)$$

we then select the timestep $t^{k*}$ for which the temporal rate of change of $\Delta_{N_{pr}}^{pr}(\mu, t^k)$ is largest,

$$t^{k*} = \arg \max_{t^k \in \mathbb{I}} (\Delta_{N_{pr}}^{pr}(\mu^*, t^k) - \Delta_{N_{pr}}^{pr}(\mu^*, t^{k-1})). \quad (4.115)$$

$^2$Note that $\Delta_{N_{pr}}^{pr}(\mu, t^k)$ is a nondecreasing sequence in $k$ and the maximum therefore always occurs at $k = K$. 81
Here, $\Xi_F \in (\mathcal{D})^{n_F}$ is a random parameter test sample of size $n_F$; since the marginal cost to evaluate $\Delta_{N_{pr}}^\psi(\mu, t^{K})$ is small, the random sample can be very large, i.e., $n_F \gg 1$. We then append $\tilde{\mu}^* = (\mu^*, t^{k^*})$ to $S_{N_{pr}}^\psi$ to form $S_{N_{pr}+1}^\psi$, and hence $W_{N_{pr}+1}^\psi$, and update the reduced-basis approximation and error estimation procedure accordingly. We repeat this process until the maximum error bound at the final time $t^K$ over $\Xi_F$ is less than a desired (most stringent anticipated) error tolerance $\epsilon_{tol, min}$; this determines $N_{pr, max}$.

We note that our sample selection process is not truly optimal: given the prescribed error tolerance $\epsilon_{tol, min}$, there are undoubtedly parameter samples with fewer than $N_{pr, max}$ points that suffice. Unfortunately, the latter can only be identified by prohibitively (combinatorially) expensive calculation, and thus we must resort to heuristic approaches. Our particular heuristic, described above, is of the "greedy" [21] variety: we focus on just the next sample point and just the currently largest error with no regard to more global objectives. In actual practice, as we shall see in Section 4.6.1, this carpe diem philosophy indeed leads to good samples; but we are not able to characterize the degree of sub-optimality relative to truly optimal samples.

We elaborate on three refinements. First, we invoke a normalized error bound for the sampling procedure to avoid dependence on the magnitude of the forcing term (the control input): in particular, we normalize with respect to $||y_N(\mu, t^{K})||^p$, which can be calculated online in only $O(KN_{pr}^2)$ operations. Second, we are careful to orthonormalize the basis functions $\zeta_n^{p_t}$ with respect to the $(\cdot, \cdot)_Y$ inner product by (say) Gram-Schmidt: this guarantees, for example, that the condition number of the reduced-basis matrix $A_N(\mu)$ is bounded from above by $\frac{2}{\alpha^2}$ for all $N$. Third, as regards initialization, we simply set $\mu_1 = \mu_{min}$ and choose $\zeta_1^{p_t} = y(\mu_1, t^k) \neq 0$ for some small $k$, i.e., we select $\zeta_1^{p_t} = y(\mu_1, t^1)$ for $u(t^1) \neq 0$. This choice has a simple justification: the adaptive sampling procedure is likely to select samples corresponding to transient behaviour which, in most cases — and certainly for the impulse input — occurs during the first few timesteps (also see the numerical results in Figure 4-6).

The Dual Problem

From our previous discussion in Section 4.4.2 we know that the dual error at time $t^{K+1}$, $e^{\psi}_{du}(\mu, t^{K+1})$, may not necessarily be zero if the bilinear form $m$ depends on $\mu$. We thus need to guarantee that the final condition, $\psi(\mu, t^{K+1})$, is sufficiently represented in $W_{N_{du}}^{d_u}$ for all $\mu \in \mathcal{D}$. We can guarantee this by either (i) considering only the "elliptic" problem 4.13 and generating a basis for $\psi(\mu, t^{K+1})$ first before proceeding with the greedy algorithm described above, i.e., until $\Delta^\psi_{N_{du}}(\mu) \leq \epsilon_{tol, min}^{ell}$, where $\epsilon_{tol, min}^{ell}$ is a desired error tolerance; or (ii) simply combining these two procedures, i.e., for each new $\mu^*$ selected, we first check if $\Delta^\psi_{N_{du}}(\mu) \leq \epsilon_{tol, min}^{ell}$ is satisfied — if it is satisfied, we proceed with 4.115, if it is not satisfied, we append $(\mu^*, t^{K+1})$ to $S_{N_{du}}^\psi$ and continue with the search for the next sample.

4.5.2 Extensions

The extension of the adaptive procedure to the case of multiple control inputs is straightforward. If the control inputs are given, the sampling algorithm can directly be applied; however, if the control inputs are unknown, e.g., in the optimal control context, we can simply adjust the impulse approach. We begin with an impulse in the first control input — all other control inputs are set to zero — and generate the basis using the standard algorithm. When the adaptive procedure
terminates, we set the first control input to zero and the second control input to the impulse and restart the adaptive sampling — initialized to the already existing sample set \( S_{N_{pr}} \) and associated reduced-basis space \( W_{N_{pr}}^{pr} \). In effect, the multiple control input scenario simply adds an “outer loop” to the standard algorithm.

We may also consider nonzero initial conditions. In the case of a parameter-independent nonzero initial condition, we simply set \( \zeta_{1}^{pr} = y_0 \) and apply the standard algorithm. For (affinely) parameter-dependent initial conditions \( y_0(\mu) \) we may write

\[
y_0(\mu) = \sum_{q=1}^{Q_y} \Theta_{y}^{q}(\mu) y_{0}^{q}, \quad \forall \mu \in \mathcal{D},
\]

where the \( y_{0}^{q} \in \mathcal{Y}, 1 \leq q \leq Q_y \), are given members of \( \mathcal{Y} \); only the functions \( \Theta_{y}^{q}(\mu) : \mathcal{D} \rightarrow \mathbb{R}, 1 \leq q \leq Q_y \) depend on \( \mu \). In this case we initialize \( W_{N_{pr}}^{pr} \) to span\( \{ y_{0}^{q} \} \) and then apply the standard sampling algorithm of Section 4.5.1 (with initial condition \( y_0(\mu) \)). In both these cases we retain the condition \( e_{pr}(\mu, t^0) = 0 \).

Note that the case of multiple control inputs with nonzero initial conditions is a straightforward combination of the previous two cases. We first generate a reduced-basis for the nonzero initial condition (with zero control input); given this basis, we then further adapt to the control inputs using the impulse approach (for zero initial condition).

### 4.5.3 Backup Procedure

At this point we need to clarify that our proposed adaptive sampling procedure is not foolproof, i.e., the method can fail by possibly selecting a new sample point \( \tilde{\mu}^* = (\mu^*, t^*) \) which already is a member of \( S_{N_{pr}}^{pr} \). In this case we cannot, of course, append \( \tilde{\mu}^* \) to \( S_{N_{pr}}^{pr} \) since this would directly result in a singular reduced-basis system. We note that this problem does not appear for elliptic problems because the true error and the error bound are (theoretically) zero for all \( \mu \in \mathcal{S} \). For parabolic problems, however, this is no longer the case due to the time-dependence. The reason for this is twofold: first, even the actual error \( ||e_{pr}(\mu, t^k)||_{pr} \) is nonzero for \( \tilde{\mu} = (\mu, t^k) \in S_{N_{pr}}^{pr} \); and second, in our adaptive sampling procedure we base our decision on the error bound, \( \Delta_{N_{pr}}^{pr}(\mu, t^k) \), which serves as a surrogate for the actual error — even if the temporal rate of change of \( ||e_{pr}(\mu, t^k)||_{pr} \) is small, the temporal rate of change of \( \Delta_{N_{pr}}^{pr}(\mu, t^k) \) itself can be much larger and result in a “false” timestep decision \( t^* \) in (4.115).

If our standard procedure fails, we thus revert to a backup routine to select the timestep \( t^* \). We first introduce a small random sample set \( \Xi_{test}^1 \) in time. Then, for each \( t_{test}^j \) in \( \Xi_{test}^1 \) we append \( \tilde{\mu}_{test}^j = (\mu^*, t_{test}^j) \) to \( S_{N_{pr}}^{pr} \) to form \( S_{N_{pr}}^{pr,j} \), and hence \( W_{N_{pr}}^{pr,j} \), update the reduced-basis approximation and error estimation procedure accordingly, and calculate the error bound \( \Delta_{N_{pr}}^{pr,j}(\mu^*, t^K) \) at the final time \( t^K \). We then choose the timestep \( t_{test}^j \) that results in the largest reduction of the error bound, i.e., we set

\[
t^* = \arg \min_{t_j \in \Xi_{test}^1} \Delta_{N_{pr}}^{pr,j}(\mu^*, t^K).
\]

The idea behind this approach is simple: were we to append \( \tilde{\mu}_{test}^j \) to \( S_{N_{pr}}^{pr} \), the new error bound at the final time would be \( \Delta_{N_{pr}}^{pr,j}(\mu^*, t^K) \) — we simply select that timestep \( t_{test}^j \) in \( \Xi_{test}^1 \) that reduces the
error bound at $t^K$ by the largest amount.

4.6 Results for Numerical Exercise 2

We now present numerical results for the example introduced in Section 4.2.4. We first define the inner product $(w, v) \gamma = \int_{\Omega} \nabla w \cdot \nabla v + 0.01 \int_{\partial \Omega_{\text{ext}}} w v + 0.001 \int_{\partial \Omega_{\text{in}}} w v$, corresponding to (4.62) for $\mu_{\text{ref}} = (0.01, 0.001)$; from the bilinear form $a$ in Section 4.2.4 it follows that we may choose $a_2(\mu) = 1$ in (4.57). Note that the bilinear form $m$ happens to be parameter-independent in this example, and thus $e_{\text{du}}(\mu, t^{K+1}) = 0$ here. We thus have no (computational) need for $(\cdot, \cdot)_{X}$. We recall that the time interval is $I = [0, 20]$, the timestep $\Delta t = 0.2$, and $K = 100$.

4.6.1 Adaptive Sampling Procedure

Before discussing the convergence properties we present numerical results for our adaptive sampling procedure. For purposes of illustration, we construct a reduced-basis space for the (one-)parameter set $D_1 \equiv [0.01] \times [0.001, 0.1]$, i.e., we assume $\mu_{(1)} = 0.01$ is fixed. We initialize the procedure with $S^1_{\text{pr}} = (\mu(2), \min = 0.001, \hat{t}^1)$ and set the desired error tolerance (for the primal energy norm) to $\varepsilon_{\text{tol}, \min} = 1 \times 10^{-3}$. We plot and tabulate the resulting sample set $S^N_{\text{pr}}$ in $\mu(2)-t^k$ space in Figure 4-6; we need $N_{\text{pr}} = 15$ basis functions to obtain the desired accuracy. We note that for this problem the adaptive sampling procedure selects all the samples on the $\mu(2) = 0.001$ axis before selecting any other samples. Also, samples taken from only near the extreme parameter values (minimum and maximum) in $D_1$ are sufficient to guarantee the desired tolerance everywhere in $D_1$; in general, this is not the case.

4.6.2 Convergence Results

We now present convergence results for the full two-parameter numerical example. The primal and dual samples in $\mathcal{D} = D \times 1$ are constructed according to the adaptive sampling procedure in Section 4.5; we obtain $N_{\text{pr, max}} = 22$ and $N_{\text{du, max}} = 21$ for $\varepsilon_{\text{tol, min}} = 1 \times 10^{-3}$. We first define the effectivity associated to the primal and dual error bounds as

$$\eta^{\text{pr}}(\mu, t^k) \equiv \frac{\Delta^{\text{pr}}_{\text{pr}}(\mu, t^k)}{\| e^{\text{pr}}(\mu, t^k) \|_{\text{pr}}}$$

and

$$\eta^{\text{du}}(\mu, t^k) \equiv \frac{\Delta^{\text{du}}_{\text{du}}(\mu, t^k)}{\| e^{\text{du}}(\mu, t^k) \|_{\text{du}}}.$$  (4.119)

respectively. Similarly, the effectivity for the output bound is defined as

$$\eta^{*}(\mu, t^k) = \frac{\Delta^{\text{du}}_{*}(\mu, t^k)}{| s(\mu, t^k) - s_N(\mu, t^k) |}.$$  (4.120)

The effectivity serves as a measure of rigour and sharpness of the error bounds: we have $\eta^{\text{pr}}(\mu, t^k) \geq 1$, $\forall \mu \in \mathcal{D}$, since $\Delta^{\text{pr}}(\mu, t^k)$ is a true upper bound to the error in the $\| \cdot \|_{\text{pr}}$-norm; and ideally we would like $\eta^{\text{pr}}(\mu, t^k) \approx 1$, $\forall \mu \in \mathcal{D}$, so as to obtain a sharp bound for the error. (Similar arguments apply to the dual and to the output.)
Figure 4-6: NE 2: Sample set $S_{N_{pr}}^{pr}$ for $D_1 = [0.01] \times [0.001, 0.1]$ and $N_{pr} = 15.$
In Table 4.1(a) we present, as a function of $N_{pr} (= N_{du})$, $\epsilon_{\max, rel}^pr$, $\Delta_{\max, rel}^pr$, and $\overline{\eta}^pr$: $\epsilon_{\max, rel}^pr$ is the maximum over $\Xi_{\text{Test}}$ of $||y(\mu, t^k) - y_N(\mu, t^k)||$, $\Delta_{\max, rel}^pr$ is the maximum over $\Xi_{\text{Test}}$ of $\Delta_{\max, rel}^pr(\mu, t^k)/||y(\mu, t^k)||$, $\overline{\eta}^pr$ is the average over $\Xi_{\text{Test}} \times \mathbb{I}$ of $\Delta_{\max, rel}^pr(\mu, t^k)/||y(\mu, t^k)||$. Here $\Xi_{\text{Test}} \in (D)^{400}$ is a random input sample of size 400; $\mu_y \equiv \arg \max_{\Xi_{\text{Test}}} ||y(\mu, t^k)||$. We also present in 4.1(b), as a function of $N_{pr}(= N_{du}), E_{\max, rel}$, $\max_{\text{rel}}$, and $e_{\max, rel}$ is the maximum over $\Xi_{\text{Test}}$ of $|s(\mu, t^k) - s_N(\mu, t^k)|$, $\Delta_{\max, rel}$ is the maximum over $\Xi_{\text{Test}}$ of $\Delta_N^s(\mu, t^k)/|s(\mu, t^k)|$, and $\overline{\eta}^s$ is the average over $\Xi_{\text{Test}}$ of $\Delta_N^s(\mu, t^k)/|s(\mu, t^k)|$. Here $\mu_s \equiv \arg \max_{\Xi_{\text{Test}}} |s(\mu, t^k)|$ (note the output grows with time), and $t_{\eta}(\mu) \equiv \arg \max_{\Xi_{\text{Test}}} |s(\mu, t^k)| - s_N(\mu, t^k)|$. We observe very rapid convergence of the reduced-basis approximation. Furthermore, as we may expect, $\Delta_N^s(\mu, t^k)$ converges roughly as the square of $\Delta_{N_{pr}}^pr(\mu, t^k)$; we see that for only $N_{pr} = N_{du} = 8$ the error in the output is less than one percent. Also, the effectivities are very good: $O(1)$ for the primal error bound, and $O(10)$ for the output bound; note the latter are worse than the former as our bound cannot take into account any correlation between the primal and dual error. (We do not at present have good a priori upper bounds for the effectivities; see [91] for treatment of the elliptic case.)

In Table 4.2 we present, as a function of $N_{pr} (= N_{du})$, the online computational times to calculate $s_N(\mu, t^k)$ and $\Delta_N^s(\mu, t^k)$, $\forall k \in K$. The values are normalized with respect to the computational time for the direct calculation of the truth approximation output $s(\mu, t^k) = \ell(\mu, t^k)$, $\forall k \in K$. We note that even for the largest value of $N_{pr} (= N_{du})$ the calculation of $s_N(\mu, t^k)$ and $\Delta_N^s(\mu, t^k)$ is approximately 100 times faster than the direct calculation of $s(\mu, t^k)$. The actual average run-time to compute $s_N(\mu, t^k)$ and $\Delta_N^s(\mu, t^k)$ in MATLAB 6.5 on a 750 MHz Pentium III varies from 0.041 sec. (for $N_{pr} = N_{du} = 4$) to 0.061 sec. (for $N_{pr} = N_{du} = 20$). (The growth with $N_{pr}$ is less than expected due to memory-access issues.) We emphasize that the reduced-basis entry does not include the extensive offline computations — and is thus only meaningful in the real-time or many-query contexts.

We can now define lower and upper output bounds

$$s_N^-(\mu, t^k) = s_N(\mu, t^k) - \Delta_N^s(\mu, t^k) \leq s(\mu, t^k) \leq s_N(\mu, t^k) + \Delta_N^s(\mu, t^k) = s_N^+(\mu, t^k). \quad (4.121)$$

We know that $s_N^+(\mu, t^k)$ (respectively, $s_N^-(\mu, t^k)$) are certifiably upper (respectively, lower) bounds for the true output $s(\mu, t^k)$ — see Proposition 8; that these bounds are accurate — see Table 4.1; and that these bounds may be evaluated very fast online — see Table 4.2. The bounds may thus serve to ensure a feasible design, a "good" design, and a fast design process or real-time decision [79].

### 4.7 AP I: Nondestructive Evaluation of Delamination

With the theory developed thus far we are ready to consider the reduced-basis approximation for the delamination problem introduced in Section 1.1.1. The sketch of the FRP reinforced concrete slab is shown in Figure 1-1. We first exploit symmetry and consider only the half-width of the slab ($x_1 \geq 0$) for our truth approximation. We also note that the geometry of the slab depends on the delamination width $w_{\text{del}}$; we treat the geometric variation in an indirect way by performing an affine geometric mapping (see [120] for a detailed discussion of affine mappings) from the parameter

---

3For example, to honor an optimal-control constraint of the form $s(\mu, t^k) \leq T_{\text{max}}$ we may conservatively impose $s_N^+(\mu, t^k) \leq T_{\text{max}}$. 
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Table 4.1: NE 2: Convergence rate and effectivities for the output, $N_p = N_{du}$.

<table>
<thead>
<tr>
<th>$N_p$</th>
<th>$\epsilon_{\text{max,rel}}^p$</th>
<th>$\Delta_{\text{max,rel}}^p$</th>
<th>$\bar{\eta}^p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3.19E-01</td>
<td>1.37E+00</td>
<td>5.44</td>
</tr>
<tr>
<td>8</td>
<td>4.71E-02</td>
<td>5.93E-02</td>
<td>1.84</td>
</tr>
<tr>
<td>12</td>
<td>1.12E-02</td>
<td>1.15E-02</td>
<td>1.04</td>
</tr>
<tr>
<td>16</td>
<td>1.23E-03</td>
<td>1.24E-03</td>
<td>1.02</td>
</tr>
<tr>
<td>20</td>
<td>1.60E-04</td>
<td>1.62E-04</td>
<td>1.04</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N_p$</th>
<th>$\epsilon_{\text{max,rel}}^s$</th>
<th>$\Delta_{\text{max,rel}}^s$</th>
<th>$\bar{\eta}^s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1.40E-02</td>
<td>2.15E+00</td>
<td>97.5</td>
</tr>
<tr>
<td>8</td>
<td>1.19E-03</td>
<td>1.07E-02</td>
<td>49.9</td>
</tr>
<tr>
<td>12</td>
<td>1.59E-04</td>
<td>7.42E-04</td>
<td>5.95</td>
</tr>
<tr>
<td>16</td>
<td>1.73E-06</td>
<td>1.22E-05</td>
<td>16.8</td>
</tr>
<tr>
<td>20</td>
<td>3.10E-08</td>
<td>1.30E-07</td>
<td>22.5</td>
</tr>
</tbody>
</table>

Table 4.2: NE 2: Online computational times (normalized with respect to the time to solve for $s(\mu, t^k), \forall k \in K$).

<table>
<thead>
<tr>
<th>$N_p$</th>
<th>$\nu_N(\mu, t^k), \forall k \in K$</th>
<th>$\Delta_N^s(\mu, t^k), \forall k \in K$</th>
<th>$s(\mu, t^k), \forall k \in K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3.00E-03</td>
<td>3.11E-03</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>3.59E-03</td>
<td>3.20E-03</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>4.19E-03</td>
<td>3.28E-03</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>4.77E-03</td>
<td>3.36E-03</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>5.57E-03</td>
<td>3.48E-03</td>
<td>1</td>
</tr>
</tbody>
</table>

dependent solution domain to a fixed reference domain $\Omega$ with $\mu_{1, \text{ref}} = 5$, shown in Figure 4-7. The reference domain $\Omega$, a typical point in which is $(x_1, x_2)$, is then given by $\Omega = [0, 30] \times [0, 11]$. By dividing $\Omega$ into 10 subdomains, $\Omega_i$, $1 \leq i \leq 10$, we only have to consider the geometric variations in regions $\Omega_2$, $\Omega_3$, $\Omega_7$, and $\Omega_8$ — the remaining regions do not vary with the delamination width $w_{\text{del}}$. We define the outputs, i.e., the surface temperatures at the two measurement points, to be the average temperatures over the “fictitious” regions $\Omega_6$ and $\Omega_{10}$ of size $|\Omega_6| = 0.125$ and $|\Omega_{10}| = 0.5$, respectively. We note that these regions are introduced for easier reference only, the affine mapping does not require a distinction between the regions $\Omega_9$ and $\Omega_{10}$ and the regions $\Omega_5$ and $\Omega_6$, respectively. The delamination is indicated by the magenta horizontal line, $\Gamma_{\text{del}}$, between the domains $\Omega_1$, $\Omega_2$ and $\Omega_5$, $\Omega_7$, respectively. Note that the delamination is modeled as having zero width and homogeneous Neumann boundary conditions on the surface. We assume homogeneous Neumann boundary conditions on $\Gamma_N$ and homogeneous Dirichlet boundary conditions on $\Gamma_D$.

We next identify the input parameter set $4 \mu = (\mu_1, \mu_2) \equiv (w_{\text{del}}/2, \kappa) \in D = [1, 10] \times [0.4, 1.8] \subset \mathbb{R}^{P = 2}$, where $\kappa \equiv k_{\text{FRP}} / k_C$, and derive the time-discrete weak form of the governing equations (1.1)-(1.10). The temperature distribution $T(\mu, t^k) \in Y$ in the FRP-concrete slab then satisfies (4.3) with initial condition $T(\mu, t^0) = 0$, where $Y \subset Y^e \equiv \{ v \mid v \in H^1(\Omega), v = 0 |_{\Gamma_D} \}$ is a linear finite element truth approximation subspace of dimension $N = 5603$. The truth approximation mesh and a zoom on the delamination are shown in Figure 4-8. It can be shown that the bilinear and linear forms $a, m,$ and $b$ admit the affine representation (4.9)-(4.11) with $Q_a = 10$, $Q_m = 3$, $Q_b = 3$, respectively; we summarize these terms in detail in Appendix C. We also define the inner product $(w, v)_Y \equiv a(w, v; \mu_{\text{ref}})$ and $(w, v)_X \equiv m(w, v; \mu_{\text{ref}})$, corresponding to (4.62) and (4.63) for $\mu_{\text{ref}} = (5, 1.2)$, respectively. We immediately observe from the definitions of the $a^q, m^q,$ and

\footnote{Because of symmetry, we consider only the half-width of the delamination as our parameter}
Figure 4-7: AP I: Reference domain $\Omega = \bigcup_{1 \leq i \leq 10} \Omega^i$.

$\theta^2_{a,m}(\mu)$ listed in Appendix C that the necessary conditions from Lemma 6 are satisfied; we may thus choose $\hat{\alpha}_a(\mu) = \min_{1 \leq q \leq Q_a}(\Theta^2_a(\mu)/\Theta^2_a(\mu_{ref}))$ and $\hat{\alpha}_m(\mu) = \min_{1 \leq q \leq Q_m}(\Theta^2_m(\mu)/\Theta^2_m(\mu_{ref}))$ in (4.57) and (4.58), respectively. The two outputs, $s_1(\mu, t^k) = \ell_1(T(\mu, t^k))$, $\forall k \in \mathbb{K}$ and $s_2(\mu, t^k) = \ell_2(T(\mu, t^k))$, $\forall k \in \mathbb{K}$, can be written in the form (4.4), where $\ell_1(v) = |\Omega^6|^{-1} \int_{\Omega^6} v$ and $\ell_2(v) = |\Omega^{10}|^{-1} \int_{\Omega^{10}} v$. We shall consider the time interval $\bar{t} = [0, 10]$ and a timestep $\Delta t = 5 \times 10^{-2}$; we thus have $K = 200$.

We briefly return to our previous discussion concerning the set of admissible output functionals $\ell$. We remarked in the proof of the simple output bound (4.112) that the output functional $\ell$ has to be bounded with respect to $\| \cdot \|_X$. This requirement is the reason why we define the output here to be the average temperature over a small patch: as $N \to \infty$, the dual norms of the outputs functionals $\|\ell_1\|_X$ and $\|\ell_2\|_X$ tend to $|\Omega_6|^{-\frac{1}{2}}$ and $|\Omega^{10}|^{-\frac{1}{2}}$, respectively — the dual norms thus blow up as the size of the regions $\Omega_6$ and $\Omega^{10}$ goes to zero. Since our methods must remain stable as $N \to \infty$ we do have to choose a (small) finite area for our output measurement.

We first present numerical results for the truth approximation. We assume that the surface is exposed to the heat source $u(t^k) = q(t^k) = 1$ for $1 \leq k \leq 10$ and $u(t^k) = q(t^k) = 0$ for $k \geq 11$, corresponding to the heat being applied for $t \in [0, 0.5]$. We show in Figure 4-9 snapshots of the temperature distribution over $\Omega$ at four timesteps for $\mu = (5, 1)$. The temperature reaches its peak on the top surface for $t^{10}$. At this point the heat turns off and the temperature evens out in the structure; we observe that the FRP cools down much slower on top of the delamination. We also present, in Figure 4-20(a), the thermal signal $s_1(\mu, t^k) - s_2(\mu, t^k)$, $\forall k \in \mathbb{K}$, for $\mu_2 = 1$ fixed as a function of $\mu_1$. The thermal signal is defined as the difference between the surface temperature on top of the delamination and the surface temperature on top of the undamaged structure. In actual practice, the thermal signal should be normalized with respect to some measure of either $s_1(\mu, t^k)$ or $s_2(\mu, t^k)$, e.g., the maximum output $\max_{u \in \Theta} s_1,2(\mu, t^k)$. We then avoid the dependence on the magnitude of the heat input which may be hard to determine in practice — and thus cause significant difficulty. We note that the thermal signal is more pronounced with increasing width of the delamination. We also plot in Figure 4-20(b) the thermal signal for $\mu_1 = 3$ fixed and varying
4.7.1 Reduced-Basis Approximation

We next generate the sample set $S_{N_{pr}}^{pr}$ and associated reduced basis space $W_{N_{pr}}^{pr}$ according to the adaptive sampling procedure described in Section 4.5. We initialize the procedure with $\mu_{1}^{pr} = (5, 1.2)$ and $t_{k}^{pr} = 1 \Delta t$ and set the desired error tolerance (for the relative error in the energy norm) to $\epsilon_{tol,min} = 1 \times 10^{-4}$. We sample on a random parameter test sample $\Xi_{F} \in (\mathcal{D})^{400}$ of size 400 — we need $N_{pr,max} = 217$ basis functions to obtain the desired accuracy. We also generate the sample sets $S_{N_{du,1}}^{du,1}$ and $S_{N_{du,2}}^{du,2}$ and associated reduced-basis spaces $W_{N_{du,1}}^{du,1}$ and $W_{N_{du,2}}^{du,2}$ for the two dual problems corresponding to the two output functionals $\ell_{1}(v)$ and $\ell_{2}(v)$, respectively; we obtain, for $\epsilon_{tol,min} = 1 \times 10^{-4}$, $\mu_{1}^{du} = (5, 1.2)$, and $t_{k}^{du} = 201 \Delta t$: $N_{du,1,max} = 169$ and $N_{du,2,max} = 135$.

We plot the sample sets $S_{N_{pr}}^{pr}$ and $S_{N_{du,1}}^{du,1}$ in $\mu - t^{k}$-space in Figure 4-11(a) and (b), respectively (the color of the sample points is associated with the magnitude of $\mu_{2}$ so as to better identify the location in three-dimensional parameter-time space). The sample sets reflect the transients occurring at small $k$ for the primal problem and at large $k$ for the dual problem. We also note that the samples are largely located along the “boundary” of the parameter domain $\mathcal{D}$.

4.7.2 Numerical Results

We now present convergence results and error bounds for the primal problem, the two dual problems, and the output estimates. In Table 4.3 we present, as a function of $N_{pr}$, the maximum relative error in the energy norm $\epsilon_{max,rel}^{pr}$, the maximum relative error bound $\Delta^{pr}_{max,rel}$, and the average effectivity $\bar{\eta}^{pr}$: $\epsilon_{max,rel}^{pr}$ is the maximum over $\Xi_{Test}$ of $\frac{||e^{pr}(\mu, t^{K})||_{pr}}{||y(\mu, t^{K})||}$, $\Delta^{pr}_{max,rel}$ is
Figure 4-9: AP I: Temperature distribution for $\mu = (5, 1)$ at (a) $t = t^{10}$, (b) $t^{20}$, (c) $t^{40}$, and (d) $t^{60}$.

Figure 4-10: AP I: Thermal Signal for (a) $\mu_2 = 1$ as a function of $\mu_1$ and (b) for $\mu_1 = 3$ as a function of $\mu_2$. 
the maximum over $\Xi_{\text{test}}$ of $\Delta_{N_{pr}}^\text{pr}(\mu, t^k)/||y(\mu, t^k)||$, and $\bar{\eta}^{pr}$ is the average over $\Xi_{\text{test}} \times I$ of $\Delta_{N_{pr}}^\text{pr}(\mu, t^k)/||y(\mu, t^k) - y_N(\mu, t^k)||$, where $\mu_y \equiv \arg \max_{\mu \in \Xi_{\text{test}}} ||y(\mu, t^k)||$. Here $\Xi_{\text{test}} \in (D)^{121}$ is an input sample of size 121 (a regular $11 \times 11$ grid). We also present in Table 4.4(a) and (b) the corresponding results for the two dual problem: we tabulate, as a function of $N_{du}$, $c_{\text{max,rel}}^{du}, \Delta_{\text{max,rel}}^{du}$, and $\bar{\eta}^{du}$ (the definitions of these quantities are similar to the ones for the primal problem). We observe that the primal and dual error converge rapidly and that the bounds are very sharp; the effectivities are $O(1)$ for all values of $N_{pr}$ and $N_{du}$. We also note that both dual problems require less basis functions than the primal problem to obtain the desired accuracy. Furthermore, we also obtain a smaller $N_{du,max}$ for the dual problem corresponding to the second output, $s_2$, because the influence of the parameter $\mu_1$ on the dual problem is smaller for this output functional.

We next present in Table 4.5(a) and (b), as a function of $N_{pr} = N_{du}$, the convergence rates

<table>
<thead>
<tr>
<th>$N_{pr}$</th>
<th>$c_{\text{max,rel}}^{pr}$</th>
<th>$\Delta_{\text{max,rel}}^{pr}$</th>
<th>$\bar{\eta}^{pr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>8.09E-02</td>
<td>3.18E-01</td>
<td>2.74</td>
</tr>
<tr>
<td>40</td>
<td>2.71E-02</td>
<td>8.01E-02</td>
<td>2.77</td>
</tr>
<tr>
<td>60</td>
<td>1.02E-02</td>
<td>2.01E-02</td>
<td>2.58</td>
</tr>
<tr>
<td>80</td>
<td>5.02E-03</td>
<td>8.40E-03</td>
<td>2.83</td>
</tr>
<tr>
<td>100</td>
<td>1.68E-03</td>
<td>2.91E-03</td>
<td>2.50</td>
</tr>
<tr>
<td>120</td>
<td>7.40E-04</td>
<td>1.71E-03</td>
<td>2.45</td>
</tr>
<tr>
<td>140</td>
<td>4.37E-04</td>
<td>8.56E-04</td>
<td>2.32</td>
</tr>
<tr>
<td>160</td>
<td>2.13E-04</td>
<td>4.84E-04</td>
<td>2.21</td>
</tr>
<tr>
<td>180</td>
<td>1.30E-04</td>
<td>3.16E-04</td>
<td>2.18</td>
</tr>
<tr>
<td>200</td>
<td>9.55E-05</td>
<td>2.70E-04</td>
<td>2.20</td>
</tr>
</tbody>
</table>

Table 4.3: AP I: Convergence rate and effectivities for primal problem.
and error bounds for the two outputs. To this end, we define the maximum relative output error $\epsilon_{\text{max,rel}}^s$, the maximum relative output bound $\Delta_{\text{max,rel}}^s$, and the average output effectivity $\bar{\eta}^s$: $\epsilon_{\text{max,rel}}^s$ is the maximum over $\Xi_{\text{Test}}$ of $|y_m(\mu) - y_{\text{N}}(\mu, t_\eta(\mu))|/s_{\text{max}}$, $\Delta_{\text{max,rel}}^s$ is the maximum over $\Xi_{\text{Test}}$ of $\Delta_N(\mu, t_k^s)/s_{\text{max}}$, and $\bar{\eta}^s$ is the average over $\Xi_{\text{Test}}$ of $\Delta_N(\mu, t_\eta(\mu))/|y_m(\mu) - y_{\text{N}}(\mu, t_\eta(\mu))|$. Here $t_\eta(\mu) \equiv \arg\max_{t_k \in \Xi} |y_m(\mu, t_k) - y_{\text{N}}(\mu, t_k)|$ and $s_{\text{max}} \equiv \max_{t_k \in \Xi} \max_{\mu \in \Xi_{\text{Test}}} |y_m(\mu, t_k)|$. We also plot $\epsilon_{\text{max,rel}}^s$ and $\Delta_{\text{max,rel}}^s$ as a function of $N_{\text{pr}}$ and $N_{\text{du}}$ for output 1 and 2 in Figures 4-12 and 4-13, respectively. We first observe that the output error and output bound converges roughly as the square of the primal and dual errors and error bounds, respectively. We only need $N_{\text{pr}} = N_{\text{du}} = 50$ to obtain an accuracy in the output bound for output 1 of approximately 1%; for output 2 even $N_{\text{pr}} = N_{\text{du}} = 30$ is sufficient. However, the output effectiveness are considerably large, $O(100)$, for all values of $N_{\text{pr}}$ and $N_{\text{du}}$ — in fact, the effectiveness are much larger than we may anticipate. We note, however, that the output effectiveness are generally worse than the effectiveness for the energy bound because our output bound cannot take into account any correlation between the primal and dual error (see [74] for a discussion in the elliptic context).

We further see from Figure 4-15 that the error (and bound) decreases for fixed $N_{\text{du}}$ as $N_{\text{pr}}$ increases; similarly, for fixed $N_{\text{pr}}$ the error (and bound) decreases as $N_{\text{du}}$ increases. Note that we can obtain a specific desired accuracy in the output bound for different combinations of $N_{\text{pr}}$ and $N_{\text{du}}$. We may thus select values for $N_{\text{pr}}$ and $N_{\text{du}}$ so as to minimize the computation cost involved to obtain a desired accuracy.

We now consider numerical results for the simple bound of Proposition 9. We present in Table 4.6(a) and (b), as a function of $N_{\text{pr}}$, $\epsilon_{\text{max,rel}}^s$, $\Delta_{\text{max,rel}}^s$, and $\bar{\eta}^s$; these quantities are defined with respect to the simple output estimate, $\hat{\Delta}_N(\mu, t_k^s)$, and simple output bound, $\hat{\Delta}_N(\mu, t_k^s)$. The convergence rate of the output error and output bound is now “only” of the order of $\epsilon_{\text{max,rel}}^s$ and $\Delta_{\text{max,rel}}^s$. The output effectivities are also worse than for the primal-dual formulation. For an accuracy of 1% in the output bound we would now require $N_{\text{pr}} = 180$.

We note that, if our interest lies in sharp output bounds and small effectiveness, we could also adopt the approach taken in [121], i.e., we define the output estimate

$$\hat{\Delta}_N(\mu, t_k^s) = \ell(y_N(\mu, t_k^s)), \quad \forall \mu \in D, \forall k \in K,$$

Table 4.4: AP I: Convergence rate and effectivities for dual problem corresponding to (a) output 1 and (b) output 2.

<table>
<thead>
<tr>
<th>$N_{\text{du}}$</th>
<th>$\epsilon_{\text{max,rel}}^s$</th>
<th>$\Delta_{\text{max,rel}}^s$</th>
<th>$\bar{\eta}^s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.20 E-01</td>
<td>7.46 E-01</td>
<td>2.62</td>
</tr>
<tr>
<td>40</td>
<td>5.23 E-02</td>
<td>9.69 E-02</td>
<td>2.94</td>
</tr>
<tr>
<td>60</td>
<td>1.36 E-02</td>
<td>2.23 E-02</td>
<td>2.56</td>
</tr>
<tr>
<td>80</td>
<td>3.30 E-03</td>
<td>5.39 E-03</td>
<td>2.61</td>
</tr>
<tr>
<td>100</td>
<td>1.74 E-03</td>
<td>2.27 E-03</td>
<td>2.29</td>
</tr>
<tr>
<td>120</td>
<td>6.45 E-04</td>
<td>9.00 E-04</td>
<td>2.25</td>
</tr>
<tr>
<td>140</td>
<td>1.51 E-04</td>
<td>3.77 E-04</td>
<td>2.13</td>
</tr>
<tr>
<td>160</td>
<td>8.18 E-05</td>
<td>1.41 E-04</td>
<td>2.09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N_{\text{du}}$</th>
<th>$\epsilon_{\text{max,rel}}^s$</th>
<th>$\Delta_{\text{max,rel}}^s$</th>
<th>$\bar{\eta}^s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>5.10 E-02</td>
<td>2.03 E-01</td>
<td>3.05</td>
</tr>
<tr>
<td>40</td>
<td>7.66 E-03</td>
<td>1.73 E-02</td>
<td>2.65</td>
</tr>
<tr>
<td>60</td>
<td>1.93 E-03</td>
<td>3.57 E-03</td>
<td>2.37</td>
</tr>
<tr>
<td>80</td>
<td>5.75 E-04</td>
<td>1.03 E-03</td>
<td>2.39</td>
</tr>
<tr>
<td>100</td>
<td>1.89 E-04</td>
<td>3.18 E-04</td>
<td>2.36</td>
</tr>
<tr>
<td>120</td>
<td>7.97 E-05</td>
<td>1.25 E-04</td>
<td>2.25</td>
</tr>
</tbody>
</table>
Table 4.5: AP I: Convergence rates and effectivities for (a) output 1 and (b) output 2.

<table>
<thead>
<tr>
<th>$N_{pr}$</th>
<th>$N_{du}$</th>
<th>$\varepsilon_{max, rel}$</th>
<th>$\Delta_{max, rel}$</th>
<th>$\bar{\eta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>20</td>
<td>1.78E-02</td>
<td>1.23E+00</td>
<td>174</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.75E-03</td>
<td>3.85E-02</td>
<td>260</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>1.67E-04</td>
<td>2.24E-03</td>
<td>189</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
<td>7.57E-06</td>
<td>2.43E-04</td>
<td>268</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>6.21E-07</td>
<td>3.21E-05</td>
<td>222</td>
</tr>
<tr>
<td>120</td>
<td>120</td>
<td>1.34E-07</td>
<td>6.84E-06</td>
<td>212</td>
</tr>
<tr>
<td>140</td>
<td>140</td>
<td>3.36E-08</td>
<td>1.82E-06</td>
<td>210</td>
</tr>
<tr>
<td>160</td>
<td>160</td>
<td>8.64E-09</td>
<td>4.14E-07</td>
<td>384</td>
</tr>
</tbody>
</table>

Table 4.6: AP I: Convergence rate and effectivities using simple bounds for (a) output 1 and (b) output 2.

<table>
<thead>
<tr>
<th>$N_{pr}$</th>
<th>$N_{du}$</th>
<th>$\varepsilon_{max, rel}$</th>
<th>$\Delta_{max, rel}$</th>
<th>$\bar{\eta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>20</td>
<td>7.53E-04</td>
<td>2.72E-01</td>
<td>817</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>8.32E-05</td>
<td>3.59E-03</td>
<td>636</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>7.82E-06</td>
<td>2.35E-04</td>
<td>242</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
<td>1.07E-06</td>
<td>2.21E-05</td>
<td>324</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>7.96E-08</td>
<td>3.34E-06</td>
<td>274</td>
</tr>
<tr>
<td>120</td>
<td>120</td>
<td>6.02E-09</td>
<td>8.30E-07</td>
<td>258</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N_{pr}$</th>
<th>$N_{du}$</th>
<th>$\varepsilon_{max, rel}$</th>
<th>$\Delta_{max, rel}$</th>
<th>$\bar{\eta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>20</td>
<td>9.22E-03</td>
<td>1.81E+01</td>
<td>1379</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>2.56E-03</td>
<td>4.38E+00</td>
<td>1185</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>1.55E-03</td>
<td>1.02E+00</td>
<td>1220</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
<td>9.79E-04</td>
<td>3.32E-01</td>
<td>1321</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.95E-04</td>
<td>1.95E-01</td>
<td>813</td>
</tr>
<tr>
<td>120</td>
<td>120</td>
<td>1.99E-04</td>
<td>8.66E-02</td>
<td>619</td>
</tr>
<tr>
<td>140</td>
<td>140</td>
<td>9.37E-05</td>
<td>4.44E-02</td>
<td>479</td>
</tr>
<tr>
<td>160</td>
<td>160</td>
<td>3.45E-05</td>
<td>2.02E-02</td>
<td>459</td>
</tr>
<tr>
<td>180</td>
<td>180</td>
<td>2.33E-05</td>
<td>7.55E-03</td>
<td>391</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>1.56E-05</td>
<td>6.44E-03</td>
<td>780</td>
</tr>
</tbody>
</table>
and corresponding output bound

\[ \tilde{\Delta}_N^N(\mu, t^k) \equiv \Delta_{N_{pr}}^N(\mu, t^k) \Delta_{N_{du}}^N(\mu, t^{K-k+1}) + \left| \sum_{k'=1}^{k} R_{pr}^N(\Psi_N(\mu, t^{K-k+k'}); \mu, t^{k'}) \Delta t \right| \]  

(4.123)

where \( \Delta_{N_{pr}}^N(\mu, t^k) \) and \( \Delta_{N_{du}}^N(\mu, t^k) \) are defined in Propositions 6 and 7, respectively. It is then easy to show that

\[ |s(\mu, t^k) - \tilde{s}_N(\mu, t^k)| \leq \tilde{\Delta}_N^N(\mu, t^k), \quad \forall \mu \in \mathcal{D}, \forall k \in \mathcal{K}. \]  

(4.124)

Note that we also require the dual problem following this approach. However, we employ the residual correction term to increase the sharpness of the output bound instead of the accuracy of the output estimate. We present in Table 4.7, as a function of \( N_{pr} \) and \( N_{du} \), the maximum relative output error \( \varepsilon_{max,rel}^N \), maximum relative output bound \( \Delta_{max,rel}^N \), and average output effectiveness \( \eta_{av} \) obtained for this formulation. We observe that the convergence rate of the output error and bound is slower than for the standard primal-dual formulation, but the output effectivities are extremely good, \( O(1) \) almost throughout. Due to the slower convergence rate, however, we still require approximately \( N_{pr} = N_{du} = 50 \) to obtain an accuracy of 1% in the error bound for output 1 and \( N_{pr} = N_{du} = 30 \) for output 2. Thus, in terms of the size of \( N_{pr} \) and \( N_{du} \) there is no gain in choosing this formulation over the standard primal-dual approach.

Finally, we present in Table 4.8, as a function of \( N_{pr}(= N_{du}) \), the online computational time to calculate \( s_N(\mu, t^k) \) and \( \tilde{s}_N(\mu, t^k) \), \( \forall k \in \mathcal{K} \), for output 1. The values are normalized with respect to the computational time for the direct calculation of the truth approximation output \( s(\mu, t^k) = \ell(u(\mu, t^k)), \forall k \in \mathcal{K}. \) We note that the time to compute \( s_N(\mu, t^k) \) dominates the time to compute \( \tilde{s}_N(\mu, t^k) \) for small values of \( N_{pr} = N_{du} \). This is due to the \( K^2 \)-complexity of evaluating the residual correction term. Since \( K \) is not too large in the present example we still obtain computational savings of a factor of 125 for \( N_{pr} = N_{du} = 50 \) (corresponding to an accuracy in the output bound of 1%). The average actual run-time for the output estimate and output bound in
MATLAB 6.5 on a 750 MHz Pentium III is 0.5 sec.

We should note, however, that a large number of timesteps often results because of the requirement that the (discrete) time integration be accurate — and thus $\Delta t$ be small. For the time history of the output estimate $s_N(\mu, t_k)$ itself, on the other side, a coarser time grid often suffices. Evaluating the output estimate, $s_N(\mu, t_k)$, at only every (say) 10th timestep, decreases the computational cost by a factor of 10, i.e., the complexity is $O(K(K + 4 - 1)N_{pr}N_{du}/10)$.

We thus define $K = \{10, 20, 30, \ldots, K\}$ and present in Table 4.9 the online computational times to calculate $s_N(\mu, t_k)$, $\forall k \in K$, and $\Delta s_N(\mu, t_k)$, $\forall k \in K$, i.e., we evaluate the output estimate, $s_N(\mu, t_k)$, only at every 10th timestep. The online time to calculate $\Delta s_N(\mu, t_k)$ remains unchanged, but we observe — especially for small $N_{pr} = N_{du}$ — up to $O(5)$ reduction in computational effort to evaluate $s_N(\mu, t_k)$, $\forall k \in K$. (The savings are not quite $O(10)$ here because the size of $K$ is moderate; in Section 4.8.5 we will consider an example where $K$ is larger resulting in savings of very close to $O(10)$.) We recall that we require $N_{pr} = N_{du} = 50$ for an accuracy in the output bound of 1%: in this case, the overall savings compared to the direct calculation of the truth approximation $s(\mu, t_k)$, $\forall k \in K$, are now almost a factor of 800. Also, the average actual run-time in MATLAB 6.5 on a 750 MHz Pentium III now decreases to only 0.18 sec.

Finally, we compare these results with the online computational times to calculate the simple output estimate and output bound, $s_N(\mu, t_k)$ and $\Delta s_N(\mu, t_k)$, $\forall k \in K$. For the same value of $N_{pr}$ these values are smaller since the computation does not involve the solution of the dual problem. In order to make a valid comparison, however, we need to compare the computational efficiency at a fixed accuracy: we thus recall that we required $N_{pr} = 180$ to obtain an accuracy of 1% in the output bound (corresponding to $N_{pr} = N_{du} = 50$) — the resulting computational savings are then only of the order of 30, the average run-time is 1.87 sec.

At this point we should also recall that, in the case of multiple outputs, each output requires a separate dual problem. The computational complexity of the primal-dual formulation thus increases with the number of outputs, while the computational complexity of the primal-only approach is (effectively) independent of the number of outputs. In applications with a large number of outputs
Table 4.7: AP I: Convergence rate and effectivities for output estimate and output bound defined in (4.122) and (4.123), respectively: (a) output 1 and (b) output 2.

<table>
<thead>
<tr>
<th>(N_{pr})</th>
<th>(N_{du})</th>
<th>(e_{\max,rel}^\delta)</th>
<th>(\Delta_{\max,rel}^\delta)</th>
<th>(\bar{\eta}^\delta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>20</td>
<td>6.76E-02</td>
<td>1.24E+00</td>
<td>12.3</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.44E-02</td>
<td>4.23E-02</td>
<td>3.88</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>3.34E-03</td>
<td>5.08E-03</td>
<td>1.68</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
<td>1.43E-03</td>
<td>1.57E-03</td>
<td>1.18</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>3.71E-04</td>
<td>3.84E-04</td>
<td>1.07</td>
</tr>
<tr>
<td>120</td>
<td>120</td>
<td>9.81E-05</td>
<td>9.98E-05</td>
<td>1.05</td>
</tr>
<tr>
<td>140</td>
<td>140</td>
<td>4.59E-05</td>
<td>4.61E-05</td>
<td>1.01</td>
</tr>
<tr>
<td>160</td>
<td>160</td>
<td>2.34E-05</td>
<td>2.35E-05</td>
<td>1.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(N_{pr})</th>
<th>(N_{du})</th>
<th>(e_{\max,rel}^\delta)</th>
<th>(\Delta_{\max,rel}^\delta)</th>
<th>(\bar{\eta}^\delta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>20</td>
<td>9.22E-03</td>
<td>2.82E-01</td>
<td>1.92</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>2.56E-03</td>
<td>4.61E-03</td>
<td>2.40</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>1.55E-03</td>
<td>1.64E-03</td>
<td>1.30</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
<td>9.79E-04</td>
<td>9.87E-04</td>
<td>1.06</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.95E-04</td>
<td>1.97E-04</td>
<td>1.02</td>
</tr>
<tr>
<td>120</td>
<td>120</td>
<td>1.99E-04</td>
<td>1.99E-04</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 4.8: AP I: Online computational times to calculate \(s_N(\mu, t^k)\) and \(\Delta_N^\delta(\mu, t^k)\) for all \(k \in K\) (normalized with respect to the time to solve for \(s(\mu, t^k), \forall k \in K\)).

<table>
<thead>
<tr>
<th>(N_{pr} = N_{du})</th>
<th>(s_N(\mu, t^k), \forall k \in K)</th>
<th>(\Delta_N^\delta(\mu, t^k), \forall k \in K)</th>
<th>(s(\mu, t^k), \forall k \in K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>3.11E-03</td>
<td>9.78E-04</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>5.22E-03</td>
<td>1.54E-03</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>7.90E-03</td>
<td>2.34E-03</td>
<td>1</td>
</tr>
<tr>
<td>80</td>
<td>9.49E-03</td>
<td>3.88E-03</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>1.48E-02</td>
<td>9.98E-03</td>
<td>1</td>
</tr>
<tr>
<td>120</td>
<td>2.01E-02</td>
<td>1.74E-02</td>
<td>1</td>
</tr>
<tr>
<td>140</td>
<td>2.55E-02</td>
<td>3.21E-02</td>
<td>1</td>
</tr>
<tr>
<td>160</td>
<td>3.10E-02</td>
<td>4.36E-02</td>
<td>1</td>
</tr>
</tbody>
</table>

the primal-only approach may therefore be advantageous, despite the larger value of \(N_{pr}\) required to obtain a desired accuracy.

4.8 Nonsymmetric Problems: Convection-Diffusion Equation

We now relax the assumption of symmetry on the bilinear form \(a(\cdot, \cdot; \mu)\), permitting treatment of a wider class of problems. A representative example is the unsteady convection-diffusion equation, where the presence of the convective term renders the operator nonsymmetric. We will see that most results directly carry over from the symmetric to the nonsymmetric case; we therefore focus on the differences and refer back to the symmetric case whenever possible.

We note that the time-discretization deserves more attention when solving convection-diffusion equations. The Euler-Backward scheme, although employed in this section for simplicity, can introduce too much numerical diffusion for certain problems and should not be used for pure advection problems solved over long timescales. However, it also has desirable “stability” advantages, e.g., errors are always damped. The Crank-Nicolson scheme, on the other side, is neutrally stable and introduces no numerical damping. The disadvantage of this method is that perturbations or
Table 4.9: AP I: Online computational times to calculate $s_N(A, t^k)$ and $(\text{normalized with respect to the time to solve for } s(t, t^k), V_k c K)$.

<table>
<thead>
<tr>
<th>$N_{pr} = N_{du}$</th>
<th>$s_N(\mu, t^k)$, $\forall k \in K$</th>
<th>$\Delta^*_N(\mu, t^k)$, $\forall k \in K$</th>
<th>$s(\mu, t^k), \forall k \in K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>6.90 E-04</td>
<td>9.78 E-04</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>9.70 E-04</td>
<td>1.54 E-03</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>1.31 E-03</td>
<td>2.34 E-03</td>
<td>1</td>
</tr>
<tr>
<td>80</td>
<td>1.82 E-03</td>
<td>3.88 E-03</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>2.97 E-03</td>
<td>9.98 E-03</td>
<td>1</td>
</tr>
<tr>
<td>120</td>
<td>5.59 E-03</td>
<td>1.74 E-02</td>
<td>1</td>
</tr>
<tr>
<td>140</td>
<td>9.28 E-03</td>
<td>3.21 E-02</td>
<td>1</td>
</tr>
<tr>
<td>160</td>
<td>1.23 E-02</td>
<td>4.36 E-02</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.10: AP I: Online computational times to calculate $\hat{s}_N(\mu, t^k)$ and $\hat{\Delta}^*_N(\mu, t^k)$ (normalized with respect to the time to solve for $s(\mu, t^k), \forall k \in K$).

<table>
<thead>
<tr>
<th>$N_{pr}$</th>
<th>$\hat{s}_N(\mu, t^k)$, $\forall k \in K$</th>
<th>$\hat{\Delta}^*_N(\mu, t^k)$, $\forall k \in K$</th>
<th>$s(\mu, t^k), \forall k \in K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>2.10 E-04</td>
<td>4.52 E-04</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>3.97 E-04</td>
<td>6.36 E-04</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>6.73 E-04</td>
<td>8.75 E-04</td>
<td>1</td>
</tr>
<tr>
<td>80</td>
<td>1.08 E-03</td>
<td>1.33 E-03</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>2.05 E-03</td>
<td>3.70 E-03</td>
<td>1</td>
</tr>
<tr>
<td>120</td>
<td>4.37 E-03</td>
<td>6.20 E-03</td>
<td>1</td>
</tr>
<tr>
<td>140</td>
<td>6.44 E-03</td>
<td>1.20 E-02</td>
<td>1</td>
</tr>
<tr>
<td>160</td>
<td>8.24 E-03</td>
<td>1.65 E-02</td>
<td>1</td>
</tr>
<tr>
<td>180</td>
<td>1.06 E-02</td>
<td>2.09 E-02</td>
<td>1</td>
</tr>
<tr>
<td>200</td>
<td>1.41 E-02</td>
<td>2.68 E-02</td>
<td>1</td>
</tr>
</tbody>
</table>
round-off errors are not damped, and too large a timestep can result in a phenomenon referred to as “ringing.” The time-discretization scheme chosen thus depends on the specific problem at hand, for a further discussion see [42].

4.8.1 Abstract Formulation

We directly consider the “truth” approximation here: given a parameter \( \mu \in \mathcal{D} \subseteq \mathbb{R}^P \), we evaluate the output of interest

\[
s(\mu, t^k) = \ell(y(\mu, t^k)), \quad \forall k \in \mathbb{K}.
\]

(4.125)

where the field variable, \( y(\mu, t^k) \), satisfies

\[
m(y(\mu, t^k), v; \mu) + \Delta t a_{CD}(y(\mu, t^k), v; \mu) = m(y(\mu, t^{k-1}), v; \mu) + \Delta t b(v; \mu) u(t^k), \quad \forall v \in \mathcal{Y}, \forall k \in \mathbb{K},
\]

(4.126)

with initial condition (say) \( y(\mu, t^0) = y_0(\mu) = 0 \). Here, \( a_{CD}(\cdot, \cdot; \mu) \) and \( b(\cdot; \mu) \) are \( \mathcal{Y} \)-continuous bilinear and linear forms, respectively; \( m(\cdot, \cdot; \mu) \) and \( \ell(\cdot) \) are \( \mathcal{X} \)-continuous bounded bilinear and linear forms, respectively; and \( u(t^k) \) denotes the control input at time \( t^k \).

We shall make the following assumption. First, we assume that the bilinear form \( m(\cdot, \cdot; \mu) \) is symmetric, \( m(v, w; \mu) = m(w, v; \mu), \forall w, v \in \mathcal{X}, \forall \mu \in \mathcal{D} \), and satisfies the continuity and coercivity conditions (4.6) and (4.8), respectively. We also require that the linear forms \( b(\cdot; \mu) : \mathcal{Y} \rightarrow \mathbb{R} \) and \( \ell(\cdot) : \mathcal{Y} \rightarrow \mathbb{R} \) be bounded with respect to \( \| \cdot \|_\mathcal{Y} \) and \( \| \cdot \|_\mathcal{X} \), respectively. We also assume that the bilinear form \( a_{CD}(\cdot, \cdot; \mu) \) is continuous,

\[
a_{CD}(v, v; \mu) \leq \gamma_\mu(\mu)\|v\|_\mathcal{Y}\|v\|_\mathcal{Y} \leq \gamma^0_\mu \|v\|_\mathcal{Y}\|v\|_\mathcal{Y}, \quad \forall v, v \in \mathcal{Y}, \forall \mu \in \mathcal{D},
\]

(4.127)

and coercive,

\[
0 < \alpha^0_\mu \leq \alpha_\mu(\mu) = \inf_{v \in \mathcal{Y}} \frac{a_{CD}(v, v; \mu)}{\|v\|_\mathcal{Y}^2}, \quad \forall \mu \in \mathcal{D}.
\]

(4.128)

(We plausibly suppose that \( \gamma^0_\mu, \alpha^0_\mu \), may be chosen independent of \( \mathcal{N} \).) It thus follows that a solution to (4.126) exists and is unique [94].

We note that we do not require the bilinear form \( a_{CD} \) to be symmetric anymore. However, we point out that \( a_{CD} \) can always be written in the form

\[
a_{CD}(w, v; \mu) = a^D(w, v; \mu) + a^C(w, v; \mu), \quad \forall w, v \in \mathcal{Y}, \forall \mu \in \mathcal{D},
\]

(4.129)

where \( a^D(\cdot, \cdot; \mu) \) is symmetric, \( a^D(w, v; \mu) = a^D(v, w; \mu), \forall w, v \in \mathcal{X}, \forall \mu \in \mathcal{D} \), and \( a^C(\cdot, \cdot; \mu) \) is skew-symmetric, \( a^C(v, v; \mu) = 0, \forall v \in \mathcal{X}, \forall \mu \in \mathcal{D} \). It directly follows that

\[
a_{CD}(v, v; \mu) = a^D(v, v; \mu) + a^C(v, v; \mu) = a^D(v, v; \mu), \quad \forall v \in \mathcal{Y}, \forall \mu \in \mathcal{D};
\]

(4.130)

thus, only the symmetric part \( a^D \) will enter into the coercivity (4.128). This results will be useful for our a posteriori error estimation procedure to follow.

We shall assume that \( a_{CD}, m, \) and \( b \) depend affinely on the parameter \( \mu \), i.e., \( m \) and \( b \) can be expressed in the form of (4.10) and (4.11), respectively; and \( a_{CD} \) can be written as

\[
a_{CD}(w, v; \mu) = \sum_{q=1}^{Q_{a_{CD}}} \Theta^q_{a_{CD}}(\mu) a_{CD}^q(w, v), \quad \forall w, v \in \mathcal{Y}, \forall \mu \in \mathcal{D},
\]

(4.131)
for some (preferably) small integer $Q_{CD}$. Here, the function $\Theta_{CD}(\mu) : \mathcal{D} \to \mathbb{R}$ depends on $\mu$, but the continuous forms $a_{CD}$ do not depend on $\mu$. Finally, we also require that all linear and bilinear forms are independent of time — the system is thus linear time-invariant (LTI).

**Dual Problem**

To ensure rapid convergence of the reduced-basis output approximation we also introduce a dual problem in the nonsymmetric case — which shall evolve backward in time [20]. Invoking the LTI property we can express the adjoint for the output at time $t^L$, $1 \leq L \leq K$, as $\psi_L(\mu, t^k) = \Psi(\mu, t^{K-L+k})$, $1 \leq k \leq L$, where $\Psi(\mu, t^k) \in Y$ satisfies

$$m(v, \Psi(\mu, t^k); \mu) + \Delta t \ a_{CD}(v, \Psi(\mu, t^k); \mu) = m(v, \Psi(\mu, t^{k+1}); \mu), \quad \forall v \in Y, \ \forall k \in \mathbb{K},$$

with final condition

$$m(v, \Psi(\mu, t^{K+1}); \mu) \equiv \ell(v), \quad \forall v \in Y.$$  \hfill (4.132)

Again, to obtain $\psi_L(\mu, t^k)$, $1 \leq k \leq L$, $\forall \ L \in \mathbb{K}$, we solve once for $\Psi(\mu, t^k)$, $\forall k \in \mathbb{K}$, and then appropriately shift the result — we do not need to solve $K$ separate dual problems.

**Conservation Form**

Before we introduce the reduced-basis approximation we have to comment on the specific choice of the weak form for convection-diffusion equations — these problems are an important class of applications since they widely appear in fluid dynamics; we already mentioned one such example in the Introduction in (1.11). To this end, we first consider the “exact” problem

$$\frac{y^e(t^k) - y^e(t^{k-1})}{\Delta t} + U \cdot \nabla y^e(t^k) = \frac{1}{Pe} y^e(t^{k-1}) + g(x) u(t^k), \quad \forall k \in \mathbb{K},$$

with initial condition (say) $y^e(t^0) = 0$. Here, $y^e \in Y^e$ is the field variable and $Y^e$ is an appropriate Hilbert space; $g(x) u(t^k)$ represent the source term; $U$ is the velocity field; and $Pe$ is the Peclet number. The Peclet number, $Pe = U_0 L_c/\kappa$, represents the ratio between the strength of the advective and diffusive process, where $U_0$ is the average velocity, $L_c$ is the characteristic length, and $\kappa$ the diffusivity.

We shall require that the (exact) velocity field is incompressible, i.e, $\nabla \cdot U = 0$. However, in actual practice (and for our truth finite element discretization) we introduce a (piecewise-polynomial) approximation, $\tilde{U}$, to the exact velocity field $U$ which may only be approximately divergence-free. In general, we do not obtain $\nabla \cdot \tilde{U} = 0$ pointwise, and thus the specific form of the weak form of (4.134) is important in determining the lower bound for the coercivity constant $\alpha_0(\mu)$ and guaranteeing that (4.130) is satisfied [42]. More specifically, we require the convective term, $\tilde{U} \cdot \nabla w$, be written in conservation form, that is

$$a^C(w, v; \tilde{U}) = \int_{\Omega} v (\tilde{U} \cdot \nabla w) + \frac{1}{2} \int_{\Omega} v w \left( \nabla \cdot \tilde{U} \right).$$

It is then easy to show that the bilinear form $a^C(\cdot, \cdot; \tilde{U})$ is skew-symmetric for (i) a contained flow, that is $(\mathbf{n} \cdot \tilde{U}) = 0$ everywhere on the boundary, where $\mathbf{n}$ is the unit outward normal, or (ii) a flow
with Dirichlet boundary conditions. We have

\[ a^C(v; v; \bar{U}) = \int_\Omega v (\bar{U} \cdot \nabla v) + \frac{1}{2} \int_\Omega v^2 (\nabla \cdot \bar{U}) \]

\[ = \frac{1}{2} \int_\Omega \bar{U} \cdot \nabla v^2 + \frac{1}{2} \int_\Omega v^2 (\nabla \cdot \bar{U}) \]

\[ = \frac{1}{2} \int_\Omega \nabla \cdot (\bar{U} v^2) - \frac{1}{2} \int_\Omega v^2 (\nabla \cdot \bar{U}) + \frac{1}{2} \int_\Omega v^2 (\nabla \cdot \bar{U}) \]

\[ = \frac{1}{2} \int_\Gamma (\mathbf{n} \cdot \bar{U}) v^2 = 0, \quad \forall v \in \mathcal{Y}. \tag{4.136} \]

We will thus employ the conservation form (4.135) in our numerical examples to follow. Note that we implicitly assume here (and in the examples to follow) that all quadratures are performed exactly.

We remarked earlier that the Peclet number, Pe, represents the ratio between the strength of the advective and diffusive process: for Pe \( \ll 1 \) the flow is diffusion-dominated, whereas for Pe \( \gg 1 \) the flow is advection-dominated. In the applications considered in this thesis the Peclet number varies in the range \( 1 \leq \text{Pe} \leq 100 \); for certain ranges of the parameter values, small diffusivities (usually), the problems we consider are thus advection-dominated — this is also the reason why Crank-Nicolson is the preferred time-integration scheme. We do not, however, consider stabilization methods, such as bubble functions, for the convection terms here.

### 4.8.2 Reduced-Basis Approximation

We first introduce the nested sample sets \( S_{N_{pr}}^{pr} = \{ \tilde{\mu}_{1}^{pr} \in \tilde{\mathcal{D}}, \ldots, \tilde{\mu}_{N_{pr}}^{pr} \in \tilde{\mathcal{D}} \}, 1 \leq N_{pr} \leq N_{pr,max}, \) and \( S_{N_{du}}^{du} = \{ \tilde{\mu}_{1}^{du} \in \tilde{\mathcal{D}}, \ldots, \tilde{\mu}_{N_{du}}^{du} \in \tilde{\mathcal{D}} \}, 1 \leq N_{du} \leq N_{du,max}, \) where \( \tilde{\mu} \equiv (\mu, t^k) \) and \( \tilde{\mathcal{D}} = \mathcal{D} \times \Gamma. \) We then define the associated nested Lagrangian \[85\] reduced-basis spaces

\[ W_{N_{pr}}^{pr} = \text{span}\{ \tilde{\zeta}_{n}^{pr} \equiv y(\tilde{\mu}_{n}^{pr}), 1 \leq n \leq N_{pr} \}, \quad 1 \leq N_{pr} \leq N_{pr,max}, \tag{4.137} \]

and

\[ W_{N_{du}}^{du} = \text{span}\{ \tilde{\zeta}_{n}^{du} \equiv \Psi(\tilde{\mu}_{n}^{du}), 1 \leq n \leq N_{du} \}, \quad 1 \leq N_{du} \leq N_{du,max}, \tag{4.138} \]

where \( y(\tilde{\mu}_{n}^{pr}) \) is the solution of (4.126) at time \( t = t^{k^p_{pr}} \) for \( \mu = \mu_{n}^{pr} \) and \( \Psi(\tilde{\mu}_{n}^{du}) \) is the solution of (4.132) at time \( t = t^{k^d_{du}} \) for \( \mu = \mu_{n}^{du}. \)

Our reduced-basis approximation \( y_N(\mu, t^k) \) to \( y(\mu, t^k) \) is then obtained by a standard Galerkin projection: given \( \mu \in \mathcal{D}, y_N(\mu, t^k) \in W_{N_{pr}}^{pr} \) satisfies

\[ m(y_N(\mu, t^k), v; \mu) + \Delta t \ a^{CD}(y_N(\mu, t^k), v; \mu) = m(y_N(\mu, t^{k-1}), v; \mu) + \Delta t \ b(v; \mu) \ u(t^k), \]

\[ \forall v \in W_{N_{pr}}^{pr}, \forall k \in \mathbb{K}, \tag{4.139} \]

with initial condition \( y_N(\mu, t^0) = 0. \) Similarly, we obtain the reduced-basis approximation \( \Psi_N(\mu, t^k) \in W_{N_{du}}^{du} \) to \( \Psi(\mu, t^k) \) as the solution of

\[ m(v, \Psi_N(\mu, t^k); \mu) + \Delta t \ a^{CD}(v, \Psi_N(\mu, t^k); \mu) = m(v, \Psi_N(\mu, t^{k+1}); \mu), \]

\[ \forall v \in W_{N_{du}}^{du}, \forall k \in \mathbb{K}, \tag{4.140} \]
with final condition
\[ m(v, \Psi_N(\mu, t^{K+1}); \mu) \equiv \ell(v), \quad \forall \, v \in W_{N_{du}}. \tag{4.141} \]

Finally, we evaluate the output estimate, \( s_N(\mu, t^k) \), from

\[ s_N(\mu, t^k) \equiv \ell(y_N(\mu, t^k)) + \sum_{k'=1}^k R^D(\Psi_N(\mu, t^{K-k+k'}); \mu, t^{k'+1}) \Delta t, \quad \forall \, k \in \mathbb{K}, \tag{4.142} \]

where

\[ R^D(v; \mu, t^k) \equiv b(v; \mu) u(t^k) - a^{CD}(y_N(\mu, t^k), v; \mu) - \frac{1}{\Delta t} m(y_N(\mu, t^k) - y_N(\mu, t^{k-1}), v; \mu), \quad \forall \, v \in Y, \, \forall \, k \in \mathbb{K}, \tag{4.143} \]

is the primal residual.

**A Priori Convergence Theory**

We consider here the rate at which \( y_N(\mu, t^k) \) converges to \( y(\mu, t^k) \). The proof for the dual variable is very similar and therefore omitted.

**Proposition 10.** Assume that the “truth” solution \( y(\mu, t^k) \) and the corresponding reduced-basis solution \( y_N(\mu, t^k) \) satisfy (4.126) and (4.139), respectively. The error, \( e_{pr}(\mu, t^k) = y(\mu, t^k) - y_N(\mu, t^k) \), is bounded by

\[ \alpha_m(\mu) \| e(\mu, t^k) \|^2_X + \alpha_a(\mu) \Delta t \sum_{k'=1}^k \| e(\mu, t^{k'}) \|^2_Y \leq \inf_{w_N(t^k) \in W_N} \left\{ \gamma_m(\mu) \| y(\mu, t^k) - w_N(t^k) \|^2_X + \frac{\gamma_a(\mu)^2}{\alpha_a(\mu)} \Delta t \| y(\mu, t^k) - w_N(t^k) \|^2_Y \right\} \]

\[ + \sum_{k'=1}^k \inf_{w_N(t^{k'}) \in W_N} \frac{\gamma_a(\mu)^2}{\alpha_a(\mu)} \Delta t \| y(\mu, t^{k'}) \|^2_Y. \tag{4.144} \]

Before turning to the proof, we note that we obtain the additional factor \( \gamma_a(\mu)/\alpha_a(\mu) \) in the nonsymmetric case as compared to the symmetric case of Proposition 5. Since this factor is greater than one, we expect a slower convergence of our reduced-basis approximation (and, in turn, a larger \( N_{pr} \) and \( N_{du} \) required to obtain a desired accuracy) for nonsymmetric problems. We confirm this observation numerically in Section 4.8.5 (see Figure 4-23).

**Proof.** It directly follows from (4.126) and (4.139) that \( e_{pr}(\mu, t^k) = y(\mu, t^k) - y_N(\mu, t^k) \) satisfies

\[ m(e_{pr}(\mu, t^k), v; \mu) + \Delta t a^{CD}(e_{pr}(\mu, t^k), v; \mu) = m(e_{pr}(\mu, t^{k-1}), v; \mu), \quad \forall \, v \in W_{N_{pr}}. \tag{4.145} \]

with initial condition \( e_{pr}(\mu, t^0) = y(\mu, t^0) - y_N(\mu, t^0) = 0 \), since \( y(\mu, t^0) = y_N(\mu, t^0) \) by assumption. We next let \( w_N(t^k) \in W_{N_{pr}} \) be the projection of \( y(\mu, t^k) \) with respect to the “m” scalar product and choose \( v \equiv w_N(t^k) - y_N(\mu, t^k) \equiv e_{pr}(\mu, t^k) - (y(\mu, t^k) - w_N(t^k)) \) in (4.145). The treatment of the bilinear form \( m \) follows directly the proof of Proposition 5 for the symmetric case.
For the bilinear form $a^{CD}$ we obtain

$$2 \Delta t \ a^{CD}(\varepsilon^{pr}(\mu, t^k), y(\mu, t^k) - w_N(t^k); \mu)$$

$$\leq 2 \Delta t \ \gamma_\alpha(\mu) \|\varepsilon^{pr}(\mu, t^k)\|_Y \|y(\mu, t^k) - w_N(t^k)\|_Y$$

$$\leq \frac{\gamma_\alpha(\mu)^2}{\alpha(\mu)} \Delta t \ |y(\mu, t^k) - w_N(t^k)|_Y^2 + \alpha(\mu) \Delta t \ |\varepsilon^{pr}(\mu, t^k)|_Y^2,$$

(4.148)

where we used the continuity of $a^{CD}$ and invoked (4.30) with $c = \gamma_\alpha(\mu) \|y(\mu, t^k) - w_N(t^k)\|_Y$, $d = \|\varepsilon^{pr}(\mu, t^k)\|_Y$, and $\rho = \alpha(\mu)$. We can then write

$$m(\varepsilon^{pr}(\mu, t^k), \varepsilon^{pr}(\mu, t^k); \mu) - m(\varepsilon^{pr}(\mu, t^{k-1}), \varepsilon^{pr}(\mu, t^{k-1}); \mu) + 2 \Delta t \ a^{CD}(\varepsilon^{pr}(\mu, t^k), \varepsilon^{pr}(\mu, t^k); \mu)$$

$$\leq m(y(\mu, t^k) - w_N(t^k), y(\mu, t^k) - w_N(t^k); \mu)$$

$$- m(y(\mu, t^{k-1}) - w_N(t^{k-1}), y(\mu, t^{k-1}) - w_N(t^{k-1}); \mu)$$

$$+ \frac{\gamma_\alpha(\mu)^2}{\alpha(\mu)} \Delta t \ |y(\mu, t^k) - w_N(t^k)|_Y^2 + \alpha(\mu) \Delta t \ |\varepsilon^{pr}(\mu, t^k)|_Y^2.$$

(4.149)

The desired results directly follows by summing from 1 to $k$ and invoking the coercivity and continuity of the bilinear forms $a^{CD}$ and $m$.

As in Section 4.3.2, we can also prove the boundedness of $y(\mu, t^k)$ (and $y(\mu, t^k)$) for the nonsymmetric problem (4.126). The proof follows the same lines as in the symmetric case and is therefore omitted (we invoke the coercivity, continuity, and affine decomposition for the bilinear form $a^{CD}$ and require a condition similar to (4.40) for the bilinear forms $a^{CD q}$, $1 \leq q \leq Q_{a^{CD}}$).

**Offline-Online Computational Procedure**

The offline-online computation decomposition and the corresponding operation counts for the primal and dual problems is equivalent to the procedure discussed in Section 4.3.3. We only recall that — given a new parameter value $\mu$ — the online cost to evaluate the output estimate $s_N(\mu, t^k), \forall k \in K$ is $O(N_{pr}^3 + N_{du}^3 + K N_{pr}^2 + N_{du}^2 + K(K+1)N_{pr}N_{du})$ and thus independent of $N$.

**4.8.3 A Posteriori Error Estimation**

We now turn to the a posteriori error estimation for the nonsymmetric problem. To begin, we define — similar to (4.57) and (4.58) — positive lower bounds $\alpha_\alpha(\mu) : \mathcal{D} \to \mathbb{R}_+$ and $\alpha_m(\mu) : \mathcal{D} \to \mathbb{R}_+$ for the coercivity constants $\alpha_\alpha(\mu)$ in (4.128) and $\alpha_m(\mu)$ in (4.8), respectively. We also introduce the dual norm of the primal residual (4.143)

$$\varepsilon_{N_{pr}}^{pr}(\mu, t^k) \equiv \sup_{v \in Y} \frac{R^{pr}(v; \mu, t^k)}{|v|_Y}, \quad \forall k \in K,$$

(4.150)

and the dual norm of the dual residual

$$\varepsilon_{N_{du}}^{du}(\mu, t^k) \equiv \sup_{v \in Y} \frac{R^{du}(v; \mu, t^k)}{|v|_Y}, \quad \forall k \in K,$$

(4.151)
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where
\[ R_{du}(v,\mu, t^k) \equiv -a_C(v, \Psi_N(\mu, t^k); \mu) - \frac{1}{\Delta t} m(v, \Psi_N(\mu, t^k) - \Psi_N(\mu, t^{k+1}); \mu), \quad \forall v \in Y, \forall k \in K, \] (4.152)
is the dual residual in the nonsymmetric case. We also specify the inner products
\[ (v, w)_Y \equiv a_D(v, w; \mu_{\text{ref}(s)}), \quad \forall v, w \in Y, \] (4.153)
and
\[ (v, w)_X \equiv m(v, w; \mu_{\text{ref}(s)}), \quad \forall v, w \in Y, \] (4.154)
for some constant reference value(s) \( \mu_{\text{ref}(s)} \), and recall that \( \| \cdot \|_X = (\cdot, \cdot)_X^{1/2}, \| \cdot \|_Y = (\cdot, \cdot)_Y^{1/2} \).

We note that, because of the skew-symmetry of \( a_C \), the definition of the \( Y \)-norm and the lower bound for the coercivity constant only refer to the symmetric part \( a_D^\text{s} \). Thus, only the affine decomposition of \( a_D(v, w; \mu) \) is important for the choice of our bound conditioner in Lemma 6.

We now present the bounding properties for the errors in the primal variable, the dual variable, and the output estimate. The error bounds are indeed equivalent — taking into account that the primal and dual residuals are different now — to the results presented in Section 4.4.2. Throughout this section we assume that the “truth” solutions \( y(\mu, t^k) \) and \( \Psi(\mu, t^k) \) satisfy (4.126) and (4.132), respectively, and the corresponding reduced-basis approximations \( y_N(\mu, t^k) \) and \( \Psi_N(\mu, t^k) \) satisfy (4.139) and (4.140), respectively.

**Proposition 11.** Let \( e_{pr}(\mu, t^k) \equiv y(\mu, t^k) - y_N(\mu, t^k) \) be the error in the primal variable and define the “spatio-temporal” energy norm
\[ \| v(\mu, t^k) \|_{pr}^2 \equiv \left( m(v(\mu, t^k), v(\mu, t^k); \mu) + \sum_{k'=1}^{K} a_D(v(\mu, t^{k'}), v(\mu, t^{k'}); \mu) \Delta t \right)^{1/2}, \quad \forall v \in Y. \] (4.155)
The error in the primal variable is then bounded by
\[ \| e_{pr}(\mu, t^k) \|_{pr}^2 \leq \Delta_{N_{pr}}^\text{pr}(\mu, t^k), \quad \forall \mu \in D, \forall k \in K, \] (4.156)
where the error bound \( \Delta_{N_{pr}}^\text{pr}(\mu, t^k) \) is defined as
\[ \Delta_{N_{pr}}^\text{pr}(\mu, t^k) \equiv \left( \frac{\Delta t}{\alpha_a(\mu)} \sum_{k'=1}^{K} \epsilon_{N_{pr}}^\text{pr}(\mu, t^{k'})^2 \right)^{1/2}, \] (4.157)
and \( \epsilon_{N_{pr}}^\text{pr}(\mu, t^k) \) is the dual norm of the primal residual defined in (4.150).

**Proof.** The proof directly follows from Proposition 6 and (4.130).

**Proposition 12.** Let \( e_{du}(\mu, t^k) \equiv \Psi(\mu, t^k) - \Psi_N(\mu, t^k) \) be the error in the dual variable and define
\[ \| v(\mu, t^k) \|_{du}^2 \equiv \left( m(v(\mu, t^k), v(\mu, t^k); \mu) + \sum_{k'=k}^{K} a_D(v(\mu, t^{k'}), v(\mu, t^{k'}); \mu) \Delta t \right)^{1/2}. \] (4.158)
The error in the dual variable is then bounded by

$$|||e^{du}(\mu, t^k)|||^{du} \leq \Delta_{N_{du}}^{du}(\mu, t^k), \quad \forall \mu \in \mathcal{D}, \forall k \in \mathcal{K}, \quad (4.159)$$

where the error bound $\Delta_{N_{du}}^{du}(\mu, t^k)$ is defined as

$$\Delta_{N_{du}}^{du}(\mu, t^k) \equiv \left( \frac{\Delta t}{\partial a(\mu)} \sum_{k'=k}^K \varepsilon_{N_{du}}^{du}(\mu, t^{k'})^2 + \alpha_m(\mu) \Delta_{N_{ds}}^{\Psi_t}(\mu)^2 \right)^{1/2}, \quad (4.160)$$

and $\varepsilon_{N_{du}}^{du}(\mu, t^k)$ is the dual norm of the dual residual defined in (4.151).

Proof. The proof directly follows from Proposition 7 and (4.130).

For the output bound we obtain the following results.

Proposition 13. Let the output of interest, $s(\mu, t^k)$, and the reduced-basis output estimate, $s_N(\mu, t^k)$, be given by

$$s(\mu, t^k) = \ell(y(\mu, t^k)), \quad \forall \mu \in \mathcal{D}, \forall k \in \mathcal{K}, \quad (4.161)$$

and

$$s_N(\mu, t^k) = \ell(y_N(\mu, t^k)) + \sum_{k'=1}^k R^{pr}(\Psi_N(\mu, t^{K-k+k'}); \mu, t^{k'}) \Delta t, \quad \forall \mu \in \mathcal{D}, \forall k \in \mathcal{K}, \quad (4.162)$$

respectively. The error in the output of interest is then bounded by

$$|s(\mu, t^k) - s_N(\mu, t^k)| \leq \Delta_N^s(\mu, t^k), \quad \forall \mu \in \mathcal{D}, \forall k \in \mathcal{K}, \quad (4.163)$$

where the output bound $\Delta_N^s(\mu, t^k)$ is defined as

$$\Delta_N^s(\mu, t^k) \equiv \Delta_{N_{pr}}^{pr}(\mu, t^k) \Delta_{N_{du}}^{ds}(\mu, t^{K-k+1}), \quad (4.164)$$

and $\Delta_{N_{pr}}^{pr}(\mu, t^k)$ and $\Delta_{N_{du}}^{ds}(\mu, t^k)$ are defined in Propositions 11 and 12, respectively.

Proof. The proof follows directly from Proposition 8 and (4.130).

Finally, we note that the simple output approximation, $\hat{s}_N(\mu, t^k)$, and corresponding bound, $\hat{\Delta}_N^s(\mu, t^k)$, according to Proposition 9 also holds for the nonsymmetric problem.

**Offline-Online Computational Procedure**

The offline-online computational decomposition directly follows our previous discussion in Section 4.4.4 and in Appendix A; also see Appendix B for the necessary computations if the Crank-Nicolson scheme is used. We therefore only summarize the computational costs involved in the online stage; that is — given a new parameter value $\mu$ and associated reduced-basis solutions $y_N(\mu, t^k)$ and $\Psi_N(\mu, t^k), \forall k \in \mathcal{K}$ — the computational cost to evaluate $\Delta_N^s(\mu, t^k), \forall k \in \mathcal{K}$, is $O(K(N_{pr}^2 + N_{du}^2)(Q_a^2 + Q_aQ_m + Q_m^2))$. Again, all online calculations needed are independent of $N$. 
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4.8.4 Numerical Exercise 3: Banks and Kunisch

We now turn to a particular numerical example of a convection-diffusion equation. We consider a one-dimensional model for brain transport discussed in [14], where the authors use this problem as a test case for their parameter estimation algorithms. In this section, we focus on generating the reduced-basis approximation for this model and discuss the sampling procedure and convergence results. In Section 7.4 we return to this example and employ our reduced-basis approximation to solve the parameter estimation problem.

The transport system, defined on the one-dimensional domain $\Omega = [0, 1]$, is given by

$$\frac{\partial y}{\partial t} = qu_{xx} + q_{2} u_{x} - q_{2},$$

with initial conditions

$$y(0, x) = -2x^2 + 2x,$$

and homogeneous Dirichlet boundary conditions, $y(t, 0) = y(t, 1) = 0$. The outputs of interest is the average values of $y$ over a small domain centered at the points $x = 0.25, 0.5, 0.75$ as a function of time $t$, where $t \in I = [0, 1]$. The system response is influenced by two parameters, the diffusivity $q_{1}$ and the velocity (and forcing) $q_{2}$. We assume that $q_{1}$ varies in the range $0.1 < q_{1} < 1$, and that $q_{2}$ satisfies $0.5 < q_{2} < 5$. Our input parameter is hence $p = (\mu_{1}, \mu_{2}) = (q_{1}, q_{2}) \in D = [0.1, 1] \times [0.5, 5] \subset \mathbb{R}^{D=2}$.

We next consider the time-discrete “truth” approximation of (4.165). The weak form of the governing equation for $y(\mu, t^k) \in Y$ is (4.126), where $Y \subset Y^{\infty} \equiv H_{0}^{1}(\Omega)$ is a linear finite element truth approximation subspace of dimension $M = 800$, and $u(t^k) = 1$, $\forall k \in K$. The bilinear forms are given by $m(w, v) = \int_{\Omega} w v$, $a_{CD}(w, v; \mu) = \mu_{1} \int_{\Omega} w_x v_x - \mu_{2} \int_{\Omega} w_x v$, and $b(v; \mu) = -\mu_{2} \int_{\Omega} v$; the bilinear forms admit the obvious affine representations (4.10), (4.11), and (4.131) with $Q_{m} = 1$, $Q_{b} = 1$, and $Q_{a_{CD}} = 2$. Also note that the bilinear $a_{CD}$ satisfies (4.129) with $a^{D}(w, v; \mu) = \mu_{1} \int_{\Omega} w_x v_x$ and $a_{C}(w, v; \mu) = \mu_{2} \int_{\Omega} w_x v$. We also define the inner products $(w, v)_{X} = \int_{\Omega} w v$ and $(w, v)_{Y} = \int_{\Omega} w_x v_x$, corresponding to (4.153) for $\mu_{1} = 1$; we may hence choose (see Lemma 6) $\delta_{a}(\mu) = \mu_{1}$ in (4.57). Note that the bilinear form $m$ happens to be parameter-independent in this example, and thus $\epsilon^{dt}(\mu, t_{K+1}) = 0$ here. We have three outputs, $s_{q}(\mu, t^k) = \ell_{q}(y(\mu, t^k))$, $1 \leq q \leq 3$, can be written in the form (4.125), where $\ell_{q}(v) = |\Omega|^{-1} \int_{\Omega} v$, $1 \leq q \leq 3$, and $\Omega^{D} = [0.245, 0.255]$, $\Omega^{I_{2}} = [0.495, 0.505]$, and $\Omega^{I_{1}} = [0.745, 0.755]$. We note that $\ell_{q}(v) \in X$, $1 \leq q \leq 3$, since the outputs are integrals over small regions. We choose a discrete timestep $\Delta t = 0.01$ for the time interval $I = [0, 1]$; we thus have $K = 100$.

Reduced-Basis Approximation

We generate the sample set $S^{pr}_{N_{pr}}$ and associated reduced basis space $W^{pr}_{N_{pr}}$ according to the adaptive sampling procedure described in Section 4.5. Since the initial condition is nonzero, we initialize the procedure with $\epsilon^{\text{init}} = y_{0}$ and set the desired error tolerance (for the relative error in the energy norm) to $\epsilon_{tol, min} = 1 \times 10^{-4}$. We sample on a random parameter test sample $\Xi_{P} \in (\mathcal{D})^{1000}$ of size 1600. We plot and tabulate the resulting sample set $S^{pr}_{N_{pr}}$ in $\mu_{1} - \mu_{2} - t^{k}$-space in Figure 4-14 — we need $N_{pr, max} = 16$ basis functions to obtain the desired accuracy. We note that although $K = 100$, only basis functions within the first 30 timesteps are selected. Furthermore, we observe that the samples are not distributed uniformly over $\mathcal{D} \times I$. Instead, more samples are (adaptively) chosen in the “difficult” parameter range — for small diffusivities $\mu_{1}$ and large velocities $\mu_{2}$.
Table 4.11: NE 3: Convergence rate and effectivities for primal problem.

<table>
<thead>
<tr>
<th>Npr</th>
<th>ε^pr max,rel</th>
<th>Δ^pr max,rel</th>
<th>η^pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>4.54 E -01</td>
<td>7.39 E -01</td>
<td>1.31</td>
</tr>
<tr>
<td>6</td>
<td>5.22 E -02</td>
<td>6.08 E -02</td>
<td>1.15</td>
</tr>
<tr>
<td>9</td>
<td>2.20 E -03</td>
<td>2.69 E -03</td>
<td>1.12</td>
</tr>
<tr>
<td>12</td>
<td>2.85 E -04</td>
<td>3.76 E -04</td>
<td>1.08</td>
</tr>
<tr>
<td>15</td>
<td>8.51 E -05</td>
<td>1.09 E -04</td>
<td>1.24</td>
</tr>
</tbody>
</table>

Table 4.12: NE 3: Convergence rate and effectivities for dual problem corresponding to output 1.

<table>
<thead>
<tr>
<th>Ndu</th>
<th>ε^du max,rel</th>
<th>Δ^du max,rel</th>
<th>η^du</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>6.03 E -01</td>
<td>1.78 E +00</td>
<td>2.22</td>
</tr>
<tr>
<td>6</td>
<td>3.97 E -01</td>
<td>1.18 E +00</td>
<td>1.66</td>
</tr>
<tr>
<td>9</td>
<td>1.31 E -01</td>
<td>2.26 E -01</td>
<td>1.26</td>
</tr>
<tr>
<td>12</td>
<td>8.88 E -02</td>
<td>1.10 E -01</td>
<td>1.12</td>
</tr>
<tr>
<td>15</td>
<td>7.45 E -03</td>
<td>8.67 E -03</td>
<td>1.08</td>
</tr>
<tr>
<td>18</td>
<td>3.16 E -03</td>
<td>3.99 E -03</td>
<td>1.08</td>
</tr>
<tr>
<td>21</td>
<td>2.72 E -04</td>
<td>3.50 E -04</td>
<td>1.04</td>
</tr>
<tr>
<td>24</td>
<td>5.47 E -05</td>
<td>6.54 E -05</td>
<td>1.03</td>
</tr>
</tbody>
</table>

We also generate reduced-basis spaces for the three dual problems corresponding to the three output functionals ℓ_q(v), 1 ≤ q ≤ 3; we obtain (for ε_{tol,min} = 1 E -4): N_{du,max}^1 = 24, N_{du,max}^2 = 24, and N_{du,max}^3 = 22.

Numerical Results

We now discuss the convergence results and effectivities for the primal problem, the dual problem, and the output estimate; we only consider the dual corresponding to output 1, s_1(μ, t^k) = ℓ_1(y(μ, t^k)) (the results for the other two outputs are almost identical).

In Table 4.11 we present, as a function of N_{pr}, ε^{pr max,rel}, Δ^{pr max,rel}, and η^{pr}: for the definitions of these quantities see Section 4.7.2. Here Ξ_{Test} ∈ (D)^400 is a random input sample of size 400. The convergence results for the dual problem, ε^{du max,rel}, Δ^{du max,rel}, and η^{du} as a function of N_{du} are presented in Table 4.12. We observe a rapid convergence of the primal and dual reduced-basis approximation and that the error bounds are very sharp. We also note that the error for the dual problem converges slower than the error for the primal problem. This is related to the output functional which reflects as a very “rough” initial condition for the dual; the initial condition for the primal, on the other side, is much smoother.

We next present in Table 4.13(a) and (b) the convergence rate for the output using the dual formulation of Proposition 13 and the simple bound of Proposition 9^5, respectively. To this end, we define ε^{max,rel}, Δ^{max,rel}, and η^*: ε^{max,rel} is the maximum over Ξ_{Test} of |s(μ, t_η(μ)) - s_N(μ, t_η(μ))|/s_{max}, Δ^{max,rel} is the maximum over Ξ_{Test} of Δ_N(μ, t^K)/s_{max}, and η^* is the average over Ξ_{Test} of

\[ \hat{c}_{max,rel} \]

\[ \hat{Δ}_{max,rel} \]

\[ \bar{η} \]

^5Since m is parameter independent here, we can simply choose \( \hat{c}_{m}(μ) = 1 \) for the output bound
Figure 4-14: NE 3: Sample set $S_{N_{pr}}^{pr}$ for $D = [0.1, 1] \times [0.5, 5.0]$ and $N_{pr} = 16$. 

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\mu_n^{pr}$</th>
<th>$k_n^{pr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$y_0(x)$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(0.100, 5.000)</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>(0.100, 5.000)</td>
<td>22</td>
</tr>
<tr>
<td>4</td>
<td>(0.262, 5.000)</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>(0.262, 5.000)</td>
<td>23</td>
</tr>
<tr>
<td>6</td>
<td>(0.678, 5.000)</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>(0.571, 5.000)</td>
<td>21</td>
</tr>
<tr>
<td>8</td>
<td>(0.117, 4.294)</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>(0.117, 4.294)</td>
<td>24</td>
</tr>
<tr>
<td>10</td>
<td>(1.000, 5.000)</td>
<td>21</td>
</tr>
<tr>
<td>11</td>
<td>(0.166, 5.000)</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>(0.100, 0.500)</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>(0.177, 5.000)</td>
<td>10</td>
</tr>
<tr>
<td>14</td>
<td>(0.177, 5.000)</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>(0.177, 5.000)</td>
<td>5</td>
</tr>
<tr>
<td>16</td>
<td>(0.177, 5.000)</td>
<td>15</td>
</tr>
</tbody>
</table>
Table 4.13: NE 3: Convergence rate and effectivities for output 1 using (a) dual formulation and (b) simple output bound.

\[
\Delta_N^s(\mu, t_\eta(\mu))/|s(\mu, t_\eta(\mu)) - s_N(\mu, t_\eta(\mu))|; \text{ here } t_\eta(\mu) = \arg \max_{t_k \in \mathcal{D}} |s(\mu, t_k) - s_N(\mu, t_k)|, \text{ and } \eta^s = \max_{t_k \in \mathcal{D}} \max_{\mu \in \mathcal{P}} |s(\mu, t_k)|, \text{ (the quantities } e_{\text{max}, \text{rel}}^s, \Delta_{\text{max}, \text{rel}}^s, \text{ and } \eta^s \text{ are defined similarly) We also plot } e_{\text{max}, \text{rel}}^s \text{ and } \Delta_{\text{max}, \text{rel}}^s \text{ as a function of } N_{\text{pr}} \text{ and } N_{\text{du}} \text{ in Figure 4-15(a) and (b), respectively.}
\]

We first note that, because of the slower convergence of the dual bound, we need to choose \( N_{\text{du}} > N_{\text{pr}} \) to observe the square effect in the output error and output bound: however, for our choice of \( N_{\text{pr}} \) and \( N_{\text{du}} \), \( e_{\text{max}, \text{rel}}^s \) (respectively, \( \Delta_{\text{max}, \text{rel}}^s \)) does converge roughly as the square of \( e_{\text{max, rel}}^s \) (respectively, \( \Delta_{\text{max, rel}}^s \)). The output effectivities are \( O(10) \) for the output bound in Table 4.13(a) and \( O(10 - 100) \), for the simple output bound in Table 4.13(b). We observe from Figure 4-15 that increasing \( N_{\text{du}} \) while keeping \( N_{\text{pr}} \) constant results in a more accurate output estimate and output bound. Similarly, for constant \( N_{\text{du}} \) the accuracy of the output estimate and bound increases as \( N_{\text{pr}} \) increases. We note that we need approximately \( N_{\text{pr}} = 7 \) and \( N_{\text{du}} = 12 \) to obtain an accuracy in the output bound of 1%; using the simple output bound we obtain the same accuracy for \( N_{\text{pr}} = 12 \). It thus follows that introducing the dual formulation in this problem does not pay off — the simple output bound converges fast enough and is thus sufficiently accurate even for small \( N \). We also pointed out already that we need to introduce a separate dual problem for each output — thus, for problems with many outputs (also see the next section), the simple bound is certainly advantageous.

#### 4.8.5 AP II: Dispersion of Pollutants

We now return to example AP II — the dispersion of a pollutant in a two-dimensional flow — introduced in Section 1.1.1. We assume here that the location of source term is known. A sketch of the flow field \( \mathbf{U} \) with the source location and the eight measurement sensors is shown in Figure 4-16. The domain \( \Omega \), a typical point in which is \((x_1, x_2)\), is given by \( \Omega \equiv [0, 4] \times [0, 1] \). We assume that the concentration at the left boundary, \( \Gamma_D \), is zero and that the remaining boundaries, \( \Gamma_N \), are impermeable. The diffusivity \( \kappa \) is assumed to vary in the range \( 0.01 \leq \kappa \leq 1 \); our input parameter is hence \( \mu \equiv (\mu_1) = (\kappa) \in \mathcal{D} \equiv [0.01, 1] \subset \mathbb{R}^{1} \).

The time-discrete weak form of the governing equation (1.11) for the concentration \( c(\mu, t^k) \in Y \) is thus (B.2) (we use the Crank-Nicolson scheme for the time-integration here\(^6\)) with initial condition \( c(\mu, t^0) = 0 \), where \( Y \subset Y^e \equiv \{ v | v \in H^1(\Omega), v = 0 |_{\Gamma_D} \} \) is a linear finite element truth

\(^6\text{Here, we have } U_0 = 1, L_e = 1, \text{ and } \kappa \in [0.01, 1]; \text{ the Peclet number thus varies in the range } 1 \leq \text{Pe} \leq 100. \text{ For small diffusivities the flow is clearly advection-dominated and thus Crank-Nicolson is the preferred time-integration scheme.}
Figure 4-15: NE 3: (a) Maximum relative error $\epsilon_{\text{max,rel}}^r$ and (b) maximum relative output bound $\Delta_{\text{max,rel}}^r$ for output 1 using the dual formulation.

Figure 4-16: AP II: Velocity field with pollution source and measurement locations.

approximation subspace of dimension $N = 3720$. The truth approximation mesh is shown in Figure 4-17. The bilinear and linear forms are given by

$$m(w, v) \equiv \int_{\Omega} w v,$$

$$a^{CD}(w, \nu; \mu) \equiv \mu_{1} \int_{\Omega} \nabla w \cdot \nabla v + \int_{\Omega} v (\tilde{U} \cdot \nabla w) + \frac{1}{2} \int_{\Omega} v w \left( \nabla \cdot \tilde{U} \right),$$

and

$$b(v) \equiv \int_{\Omega} g^{PS}(x) v,$$

where the source term $g^{PS}(x)$ is defined as

$$g^{PS}(x) = \frac{1}{2\pi(\sigma^{PS})^{2}} e^{-\frac{(x_{1}^{PS} - x_{1}^{PS})^{2} + (x_{2}^{PS} - x_{2}^{PS})^{2}}{2(\sigma^{PS})^{2}}},$$

with the source location $x^s = (x_{1}^{PS}, x_{2}^{PS}) = (3, 0.4)$ and standard deviation $\sigma^{PS} = 0.05$. The velocity field, $\tilde{U}$, is a Natural Convection (Navier Stokes) Flow with $Gr = 10^5$ and $Pr = 0$ taken from [121].
We note that the bilinear and linear forms $m$ and $b$ are parameter independent, that $\sigma^{CD}$ admits the affine representation (4.131) with $Q_a = 2$, and that the convective term $a^C$ is written in conservation form. We also define the inner products $(w, v)_X = \int_{\Omega} w v$ and $(w, v)_Y = \int_{\Omega} \nabla w \cdot \nabla v$, corresponding to (4.153) for $\mu_1 = 1$; we may thus choose $\tilde{\alpha}_a(\mu) = \mu_1$ in (4.57). Again, $m$ is parameter independent here and thus $e^{du}(\mu, t^{K+1}) = 0$. The sensor measurements, or outputs, are given by

$$s_q(\mu, t^K) = \ell(y(\mu, t^K); l_q(x)) = \int_{\Omega} l_q(x) y(\mu, t^K), \quad 1 \leq q \leq 8, \; \forall \; k \in K \tag{4.171}$$

where the spatial sensitivity is modeled as

$$l_q(x) = \frac{1}{2\pi\sigma_l^q} e^{-\frac{(x_1-x_l^q)^2 + (x_2-x_l^q)^2}{2\sigma_l^q}} \tag{4.172}$$

with standard deviation $\sigma_l = 0.05$. We have $\ell(y(\mu, t^K); l_q(x)) \in X$, $1 \leq q \leq 8$, since the $l_q(x)$ are (smooth) Gaussian functions. The sensor locations, $x_{l^q} = (x_1^{l^q}, x_2^{l^q})$, are given by $x_1^1 = (3.5, 0.2)$, $x_2^2 = (3.5, 0.8)$, $x_3^3 = (2.5, 0.2)$, $x_4^4 = (2.5, 0.8)$, $x_5^5 = (1.5, 0.2)$, $x_6^6 = (1.5, 0.8)$, $x_7^7 = (0.5, 0.2)$, and $x_8^8 = (0.5, 0.8)$. We shall consider the time interval $I = [0, 2]$ and a timestep $\Delta t = 2.5 \times 10^{-3}$; we thus have $K = 800$.

![Figure 4-17: AP II: Finite element truth approximation mesh.](image)

We present in Figures 4-18 and 4-19 snapshots of the concentration over $\Omega$ at eight timesteps for the two extreme values of the diffusivity — $\mu = 0.01$ and $\mu = 1.00$ — in the parameter set $D$, respectively. For $\mu = 0.01$ the flow is clearly advection dominated, whereas for $\mu = 1.00$ the diffusive terms dominate. We also show, in Figures 4-20 and 4-21, the outputs, i.e., concentration readings at the 8 measurement locations, for the two parameter values $\mu = 0.01$ and $\mu = 1.00$, respectively. We first note that the measured concentrations are considerably lower for $\mu = 1.00$ because of the diffusive effects. On the other side, as already seen in Figure 4-18, the pollution “cloud” stays more compact for $\mu = 0.01$ thus resulting in higher concentration outputs. Comparing Figures 4-18 and 4-20 we can in effect track the pollution cloud as it moves through the domain — the pollution is first registered at sensor 1, then sensor 2, sensor 4, and so on. However, due to the small amount of diffusion present in the system the peak concentration in the outputs does decrease over time.

### Reduced-Basis Approximation

We generate the sample set $S_{N_{pr}}^{pr}$ and associated reduced basis space $W_{N_{pr}}^{pr}$ according to the adaptive sampling procedure described in Section 4.5. We initialize the procedure with $\tilde{\mu}_1^{pr} = (\mu_1^{pr}, t_{K_1}^{pr}) = \cdots$
Figure 4-18: AP II: Concentration $c(\mu = 0.01, t^k)$ at $t = t^1, t^{50}, t^{100}, t^{150}, t^{200}, t^{400}, t^{600}, t^{800}$.
Figure 4-19: AP II: Concentration \( c(\mu = 1.00, t^k) \) at \( t = t^1, t^{50}, t^{100}, t^{150}, t^{200}, t^{400}, t^{600}, t^{800} \).
Figure 4-20: AP II: Outputs $s_q(\mu = 0.01, t^k)$, $1 \leq q \leq 8$, as a function of time.
Figure 4.21: AP II: Outputs $s_q(\mu = 1.00, t^k)$, $1 \leq q \leq 8$, as a function of time.
(0.01, 1Δt) and set the desired error tolerance (for the relative error in the energy norm) to $\epsilon_{\text{tol.min}} = 1 \times 10^{-4}$. We sample on a log-random parameter test sample $\Xi_p \in \mathcal{D}$ of size 60 — we need $N_{\text{pr,max}} = 207$ basis functions to obtain the desired accuracy. We also generate the sample sets $S_{N_{\text{du,1}}}^{\text{dn},1}$ and $S_{N_{\text{du,2}}}^{\text{dn},2}$ and corresponding reduced-basis spaces $W_{N_{\text{du,1}}}^{\text{dn},1}$ and $W_{N_{\text{du,2}}}^{\text{dn},2}$ for the two dual problems corresponding to the two output functionals $\ell_q(v)$, $q = 1, 2$, respectively; we obtain (for $\epsilon_{\text{tol.min}} = 1 \times 10^{-4}$ and $\mu_1^{\text{du}} = (\mu_1^{\text{du}}, t_1^{\text{du}}) = (0.01, 801\Delta t)$): $N_{\text{du,1,max}} = 225$, $N_{\text{du,2,max}} = 200$.

We plot the sample sets $S_{N_{\text{pr}}}^{\text{pr}}$ and $S_{N_{\text{du,1}}}^{\text{du,1}}$ in $\mu - t^k$-space (note the logarithmic scale in $\mu$) in Figure 4-22(a) and (b), respectively. The plots reflect the fact that the primal evolves forward in time whereas the dual evolves backward in time — $S_{N_{\text{pr}}}^{\text{pr}}$ and $S_{N_{\text{du,1}}}^{\text{du,1}}$ are biased towards the beginning and end of the time interval, respectively. We also note that the primal and dual sample sets are biased towards smaller $\mu$ values — convection dominates diffusion in this parameter range (see Figures 4-18 and 4-19) and the problem is thus more complicated. We could a priori expect this behavior from Propositions 5 and 10: a more “nonsymmetric” (i.e., complicated) problem results in a slower convergence rate of the reduced-basis approximation and thus more samples are required to obtain the desired accuracy. We also confirm this result numerically in Figure 4-23: we generate two separate reduced-basis approximations for the time histories at two fixed parameter values, $\mu = 0.01$ and $\mu = 1.00$, i.e., we consider a problem where time is the only varying parameter (as is usually the case in POD). We plot the convergence rates of the relative errors, $|||e(\mu, t^k)|||_{\text{pr}} / |||y(\mu, t^k)|||$, as a function of $N$ in Figure 4-23. The convergence is slower for the smaller $\mu$-value and more samples are required to obtain a specific desired accuracy.

![Sample Set $S_{N_{\text{pr}}}^{\text{pr}}$ with $N_{\text{pr,max}} = 207$, and (b) sample set $S_{N_{\text{du}}}^{\text{du}}$ for the first output, $s_1$, with $N_{\text{du, max}}^{1} = 225$](image-url)

Figure 4-22: AP II: (a) Sample set $S_{N_{\text{pr}}}^{\text{pr}}$ with $N_{\text{pr,max}} = 207$, and (b) sample set $S_{N_{\text{du}}}^{\text{du}}$ for the first output, $s_1$, with $N_{\text{du, max}}^{1} = 225$.

---

7The dual problems corresponding to the remaining outputs give similar results so we restrict our attention to only the first two outputs.
Numerical Results

We now present convergence results and effectivities for the primal problem, the dual problems corresponding to the first and second output, and the output estimate (for the definitions of the quantities presented see Sections 4.6.2 and 4.8.4). Here, the parameter test sample, \( \Xi_{\text{Test}} \in (D)^{50} \), is a log-random sample of size 50.

In Table 4.14 we present, as a function of \( N_{\text{pr}} \), the maximum relative error, \( \epsilon_{\text{max,rel}}^{\text{pr}} \), the maximum relative error bound \( \Delta_{\text{max,rel}}^\text{pr} \), and the average effectivity \( \bar{\eta}^\text{pr} \); for the dual problems 1 and 2 we tabulate \( \epsilon_{\text{max,rel}}^{\text{du}} \), \( \Delta_{\text{max,rel}}^{\text{du}} \), and \( \bar{\eta}^{\text{du}} \) as a function of \( N_{\text{du}} \) in Table 4.15(a) and (b), respectively. We observe that the primal and dual reduced-basis approximations converge very fast. The effectivities are very good, \( O(1) \), for both the primal and dual problem. We note that the dual problem is slightly larger for small diffusivities \( O(3) \) and smaller, \( O(1) \), for diffusivities close to \( \mu = 1 \). In general, we would expect the bound condition to perform better for small diffusivities and worse for larger diffusivities. However, for small diffusivities the convective term is dominant and the solution is far from elliptic which usually results in larger effectivities. We would thus expect overall higher effectivities than observed here.

We next turn to the convergence of the output estimate. We plot in Figures 4-24 and 4-25(a) the maximum relative output error, \( \epsilon_{\text{max,rel}}^{\text{out}} \), and in Figures 4-24 and 4-25(b) the maximum relative output bound, \( \Delta_{\text{max,rel}}^{\text{out}} \), as a function of \( N_{\text{pr}} \) and \( N_{\text{du}} \) for output 1 and 2, respectively. As expected, the error (and bound) decreases for fixed \( N_{\text{du}} \) as \( N_{\text{pr}} \) increases; similarly, for fixed \( N_{\text{pr}} \) the error (and bound) decreases as \( N_{\text{du}} \) increases.

We also tabulate the relative maximum output error, output bound and output effectivities, as a function of \( N_{\text{pr}} = N_{\text{du}} \), for output 1 and 2 in Tables 4.16(a) and (b), respectively. We observe the square effect in the output error and output bound: \( \Delta_{N}^{\text{out}}(\mu, t^k) \) converges roughly as the square of \( \Delta_{N}^{\text{pr}}(\mu, t^k) \). However, the effectivities are considerably larger, \( O(100) \), because our bound cannot take into account any correlation between the primal and dual error. In Table 4.17(a) and (b) we present the maximum relative output error, output bound, and effectivity for output 1 and 2 using the simple bound of Proposition 9 (for \( \alpha_{m}(\mu) = 1 \)). The convergence of the output error and bound is now only \( O(\Delta_{N}^{\text{pr}}(\mu, t^k)) \) and thus considerably slower; the effectivities, on the other side, are only \( O(10 - 100) \). To obtain an accuracy of the bound for output 1 of one percent, we require

\[ 116 \]
Table 4.14: AP II: Convergence rate and effectivities for primal problem.

<table>
<thead>
<tr>
<th>$N_{du}$</th>
<th>$\varepsilon_{pr,rel}^{du}$</th>
<th>$\Delta_{pr,rel}^{max}$</th>
<th>$\tilde{\eta}_{pr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>3.96E-01</td>
<td>2.45E+00</td>
<td>5.20</td>
</tr>
<tr>
<td>40</td>
<td>1.39E-01</td>
<td>5.04E-01</td>
<td>2.77</td>
</tr>
<tr>
<td>60</td>
<td>4.60E-02</td>
<td>1.08E-01</td>
<td>2.17</td>
</tr>
<tr>
<td>80</td>
<td>1.95E-02</td>
<td>3.60E-02</td>
<td>2.03</td>
</tr>
<tr>
<td>100</td>
<td>1.17E-02</td>
<td>1.46E-02</td>
<td>1.85</td>
</tr>
<tr>
<td>120</td>
<td>3.03E-03</td>
<td>3.91E-03</td>
<td>1.74</td>
</tr>
<tr>
<td>140</td>
<td>7.61E-04</td>
<td>1.37E-03</td>
<td>1.66</td>
</tr>
<tr>
<td>160</td>
<td>6.01E-04</td>
<td>7.17E-04</td>
<td>1.62</td>
</tr>
<tr>
<td>180</td>
<td>1.74E-04</td>
<td>2.88E-04</td>
<td>1.58</td>
</tr>
<tr>
<td>200</td>
<td>9.59E-05</td>
<td>1.33E-04</td>
<td>1.60</td>
</tr>
</tbody>
</table>

Table 4.15: AP II: Convergence rate and effectivities for dual problem corresponding to (a) output 1 and (b) output 2.

<table>
<thead>
<tr>
<th>$N_{du}$</th>
<th>$\varepsilon_{max,rel}^{du}$</th>
<th>$\Delta_{max,rel}^{du}$</th>
<th>$\tilde{\eta}_{max,rel}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>3.96E-01</td>
<td>2.45E+00</td>
<td>5.20</td>
</tr>
<tr>
<td>40</td>
<td>1.39E-01</td>
<td>5.04E-01</td>
<td>2.77</td>
</tr>
<tr>
<td>60</td>
<td>4.60E-02</td>
<td>1.08E-01</td>
<td>2.17</td>
</tr>
<tr>
<td>80</td>
<td>1.95E-02</td>
<td>3.60E-02</td>
<td>2.03</td>
</tr>
<tr>
<td>100</td>
<td>1.17E-02</td>
<td>1.46E-02</td>
<td>1.85</td>
</tr>
<tr>
<td>120</td>
<td>3.03E-03</td>
<td>3.91E-03</td>
<td>1.74</td>
</tr>
<tr>
<td>140</td>
<td>7.61E-04</td>
<td>1.37E-03</td>
<td>1.66</td>
</tr>
<tr>
<td>160</td>
<td>6.01E-04</td>
<td>7.17E-04</td>
<td>1.62</td>
</tr>
<tr>
<td>180</td>
<td>1.74E-04</td>
<td>2.88E-04</td>
<td>1.58</td>
</tr>
<tr>
<td>200</td>
<td>9.59E-05</td>
<td>1.33E-04</td>
<td>1.60</td>
</tr>
</tbody>
</table>

(a)
approximately $N_{pr} = N_{du} = 70$ for the primal-dual formulation and approximately $N_{pr} = 140$ for the simple bound.

We next turn to the computational efficiency of the proposed method. We recall that the computational cost is $O(N_{pr}^3 + KN_{pr}^2)$ to solve for $y_N(\mu, t^k)$, $O(2KN_{pr})$ to evaluate the simple output estimate, $s_N(\mu, t^k)$, $\forall k \in \mathbb{K}$, and $O(K(K+1)N_{pr}N_{du})$ to evaluate $s_N(\mu, t^k)$, $\forall k \in \mathbb{K}$, using the primal-dual formulation. The computational cost involved thus depends strongly on the total number of timesteps $K$: if $K \ll N_{pr}, N_{du}$, the $O(N_{pr}^3)$-term dominates and — given a certain desired accuracy — introducing the dual problem can result in computational savings of up to $O(4)$. In most cases, however, $K \geq N_{pr}, N_{du}$, and the computation cost due to the residual correction term, $O(K(K+1)N_{pr}N_{du})$, is likely to dominate. We already observed this behaviour in Section 4.7.2 for the delamination problem for small $N_{pr}$ and $N_{du}$.

We present in Table 4.19, as a function of $N_{pr}(= N_{du})$, the online computational times to calculate $s_N(\mu, t^k)$ and $\Delta_N^*(\mu, t^k)$, $\forall k \in \mathbb{K}$, for output 1. The values are normalized with respect to the computational time for the direct calculation of the truth approximation output $s(\mu, t^k) = \ell(u(\mu, t^k))$, $\forall k \in \mathbb{K}$. We note that the computational saving are moderate due to the $K^2$-complexity of the residual correction term. We thus define $\mathbb{K} = \{10, 20, 30, \ldots, K\}$ and present in Table 4.20 the online computational times to calculate $s_N(\mu, t^k)$, $\forall k \in \mathbb{K}$ and $\Delta_N^*(\mu, t^k)$, $\forall k \in \mathbb{K}$. Again, the online time to calculate $\Delta_N^*(\mu, t^k)$ remains unchanged. However, we observe — especially for small $N_{pr} = N_{du}$ — up to $O(10)$ reduction in computational effort to evaluate $s_N(\mu, t^k)$, $\forall k \in \mathbb{K}$. For small $N_{pr} = N_{du}$ the computational effort is dominated by the residual correction term with the $O(K(K+1)N_{pr}N_{du}/10)$ complexity, for larger $N_{pr} = N_{du}$ this effect is less obvious because of the $O(N_{pr}^3)$ complexity to solve for $y_N(\mu, t^k)$.

We compare these results with the online computational times to calculate the simple output estimate and output bound, $s_N(\mu, t^k)$ and $\Delta_N^*(\mu, t^k)$, $\forall k \in \mathbb{K}$, presented in Table 4.21. The online times are smaller since the computation does not involve the solution of the dual problem. We also note that these times are (effectively) independent off the number of outputs considered. To obtain an accuracy for the output bound of one percent, we require approximately $N_{pr} = N_{du} = 70$ for the
Table 4.16: AP II: Convergence rate and effectivities using dual formulation for (a) output 1 and (b) output 2.

<table>
<thead>
<tr>
<th>( N_{pr} )</th>
<th>( N_{du} )</th>
<th>( e_{\text{max,rel}}^{*} )</th>
<th>( \Delta_{\text{max,rel}}^{*} )</th>
<th>( \eta^{*} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>20</td>
<td>1.37E-01</td>
<td>1.30E+01</td>
<td>1908</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>4.09E-02</td>
<td>1.02E+00</td>
<td>150</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>3.07E-03</td>
<td>4.62E-02</td>
<td>182</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
<td>2.12E-04</td>
<td>4.01E-03</td>
<td>185</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>3.87E-05</td>
<td>6.37E-04</td>
<td>229</td>
</tr>
<tr>
<td>120</td>
<td>120</td>
<td>3.40E-06</td>
<td>6.49E-05</td>
<td>119</td>
</tr>
<tr>
<td>140</td>
<td>140</td>
<td>1.22E-07</td>
<td>7.51E-06</td>
<td>150</td>
</tr>
<tr>
<td>160</td>
<td>160</td>
<td>9.99E-08</td>
<td>2.24E-06</td>
<td>175</td>
</tr>
<tr>
<td>180</td>
<td>180</td>
<td>4.55E-09</td>
<td>3.71E-07</td>
<td>140</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>1.98E-09</td>
<td>6.72E-08</td>
<td>110</td>
</tr>
</tbody>
</table>

(a)

Table 4.17: AP II: Convergence rate and effectivities using simple bounds for (a) output 1 and (b) output 2.

<table>
<thead>
<tr>
<th>( N_{pr} )</th>
<th>( N_{du} )</th>
<th>( e_{\text{max,rel}}^{l} )</th>
<th>( \Delta_{\text{max,rel}}^{l} )</th>
<th>( \eta^{l} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>20</td>
<td>1.69E-01</td>
<td>1.27E+01</td>
<td>99.1</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>5.76E-02</td>
<td>2.60E+00</td>
<td>47.9</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>1.61E-02</td>
<td>5.58E-01</td>
<td>37.7</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
<td>4.75E-03</td>
<td>1.86E-01</td>
<td>32.7</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>2.77E-03</td>
<td>7.53E-02</td>
<td>43.0</td>
</tr>
<tr>
<td>120</td>
<td>120</td>
<td>4.53E-04</td>
<td>2.02E-02</td>
<td>46.4</td>
</tr>
<tr>
<td>140</td>
<td>140</td>
<td>1.06E-04</td>
<td>7.06E-03</td>
<td>64.1</td>
</tr>
<tr>
<td>160</td>
<td>160</td>
<td>9.53E-05</td>
<td>3.70E-03</td>
<td>56.1</td>
</tr>
<tr>
<td>180</td>
<td>180</td>
<td>3.38E-05</td>
<td>1.49E-03</td>
<td>46.8</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>1.92E-05</td>
<td>6.89E-04</td>
<td>37.1</td>
</tr>
</tbody>
</table>

(b)
Figure 4-25: AP II: (a) Maximum relative error $\varepsilon_{\text{max,rel}}^a$ and (b) maximum relative output bound $\Delta_{\text{max,rel}}^a$ for output 2 using the dual formulation.

The primal-dual formulation and $N_{\text{pr}} = 140$ for the simple bound. The computational savings compared to the underlying finite element truth approximation are a factor of 40 for the simple bound, a factor of 15 for the primal-dual formulation with the output evaluated for all $k \in \mathbb{K}$, and a factor of 70 for the primal-dual formulation with the output evaluated for all $k \in \overline{\mathbb{K}}$. The actual run-times to compute the output estimate and output bound in MATLAB 6.5 on a 750 MHz Pentium III are 2.59 sec. (simple bound), 6.25 sec. (primal-dual, $k \in \mathbb{K}$), and 1.35 sec. (primal-dual, $k \in \overline{\mathbb{K}}$).

We note that the computational saving observed here are smaller than in Section 4.7.2 because the dimension of the truth approximation, $\mathcal{N}$, is smaller. We also note that these results are for a single output — were we to consider several outputs, the online computational time for the primal-only approach would remain the same, whereas the computational time for the primal-dual formulation would increase with the number of outputs.

Let us now assume that the acceptable accuracy in the output bound is 10% instead of 1%. We observe from Table 4.16 and 4.17 that $N_{\text{pr}} = N_{\text{du}} = 50$ and $N_{\text{pr}} = 90$ are now sufficient for the primal-dual and primal-only approach, respectively. The computational savings are now a factor of 110 for the simple bound, a factor of 19 for the primal-dual formulation with the output evaluated for all $k \in \mathbb{K}$, and a factor of 90 for the primal-dual formulation with the output evaluated for all $k \in \overline{\mathbb{K}}$ — the simple bound is now clearly preferable. The run-times are now 0.85 sec., 5.02 sec., and 1.06 sec., respectively.

Finally, we remark that the decision about employing the primal-dual formulation for the output bound or the simple (primal-only) output bound usually depends on the specific problem. The simple bound is advantageous if (i) $K$ is large, i.e., $K \gg N_{\text{pr}}$, and the output estimate has to be evaluated for all $k \in \mathbb{K}$ — in this case the $O(K(K+1)N_{\text{pr}}N_{\text{du}})$ complexity is detriment to the computational efficiency; and (ii) if many outputs are required and thus as many dual problems have to be evaluated.
Table 4.18: AP II: Convergence rate and effectivities for output estimate and output bound defined in (4.122) and (4.123), respectively: (a) output 1 and (b) output 2.

<table>
<thead>
<tr>
<th>$N_{pr}$</th>
<th>$N_{du}$</th>
<th>$\epsilon_{\text{max,rel}}^1$</th>
<th>$\Delta_{\text{max,rel}}^1$</th>
<th>$\bar{\eta}^1$</th>
<th>$N_{pr}$</th>
<th>$N_{du}$</th>
<th>$\epsilon_{\text{max,rel}}^2$</th>
<th>$\Delta_{\text{max,rel}}^2$</th>
<th>$\bar{\eta}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>20</td>
<td>2.84E-01</td>
<td>1.30E+01</td>
<td>39.4</td>
<td>20</td>
<td>20</td>
<td>1.69E-01</td>
<td>1.87E+01</td>
<td>120</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>4.62E-02</td>
<td>1.03E+00</td>
<td>15.7</td>
<td>40</td>
<td>40</td>
<td>5.76E-02</td>
<td>6.55E-01</td>
<td>8.41</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>1.13E-02</td>
<td>5.27E-02</td>
<td>5.18</td>
<td>60</td>
<td>60</td>
<td>1.61E-02</td>
<td>4.77E-02</td>
<td>2.44</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
<td>2.46E-03</td>
<td>5.65E-03</td>
<td>2.18</td>
<td>80</td>
<td>80</td>
<td>4.75E-03</td>
<td>8.20E-03</td>
<td>1.40</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.69E-03</td>
<td>2.25E-03</td>
<td>1.32</td>
<td>100</td>
<td>100</td>
<td>2.77E-03</td>
<td>3.15E-03</td>
<td>1.22</td>
</tr>
<tr>
<td>120</td>
<td>120</td>
<td>2.52E-04</td>
<td>2.90E-04</td>
<td>1.18</td>
<td>120</td>
<td>120</td>
<td>4.53E-04</td>
<td>4.67E-04</td>
<td>1.08</td>
</tr>
<tr>
<td>140</td>
<td>140</td>
<td>1.40E-04</td>
<td>1.41E-04</td>
<td>1.07</td>
<td>140</td>
<td>140</td>
<td>1.06E-04</td>
<td>1.09E-04</td>
<td>1.03</td>
</tr>
<tr>
<td>160</td>
<td>160</td>
<td>3.43E-05</td>
<td>3.57E-05</td>
<td>1.08</td>
<td>160</td>
<td>160</td>
<td>9.53E-05</td>
<td>9.55E-05</td>
<td>1.01</td>
</tr>
<tr>
<td>180</td>
<td>180</td>
<td>1.50E-05</td>
<td>1.53E-05</td>
<td>1.02</td>
<td>180</td>
<td>180</td>
<td>3.38E-05</td>
<td>3.39E-05</td>
<td>1.00</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>1.11E-05</td>
<td>1.11E-05</td>
<td>1.01</td>
<td>200</td>
<td>200</td>
<td>1.92E-05</td>
<td>1.92E-05</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 4.19: AP II: Online computational times to calculate $s_N(\mu, t^k)$ and $\Delta^\xi_N(\mu, t^k)$ for all $k \in \mathbb{K}$ (normalized with respect to the time to solve for $s(\mu, t^k), \forall k \in \mathbb{K}$).

<table>
<thead>
<tr>
<th>$N_{pr} = N_{du}$</th>
<th>$s_N(\mu, t^k), \forall k \in \mathbb{K}$</th>
<th>$\Delta^\xi_N(\mu, t^k), \forall k \in \mathbb{K}$</th>
<th>$s(\mu, t^k), \forall k \in \mathbb{K}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>4.33E-02</td>
<td>2.10E-03</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>5.22E-02</td>
<td>2.95E-03</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>5.70E-02</td>
<td>4.00E-03</td>
<td>1</td>
</tr>
<tr>
<td>80</td>
<td>6.27E-02</td>
<td>7.86E-03</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>6.78E-02</td>
<td>1.63E-02</td>
<td>1</td>
</tr>
<tr>
<td>120</td>
<td>7.78E-02</td>
<td>2.63E-02</td>
<td>1</td>
</tr>
<tr>
<td>140</td>
<td>8.73E-02</td>
<td>3.53E-02</td>
<td>1</td>
</tr>
<tr>
<td>160</td>
<td>9.44E-02</td>
<td>4.56E-02</td>
<td>1</td>
</tr>
<tr>
<td>180</td>
<td>1.04E-01</td>
<td>5.74E-02</td>
<td>1</td>
</tr>
<tr>
<td>200</td>
<td>1.16E-01</td>
<td>7.39E-02</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 4.20: AP II: Online computational times to calculate $s_N(\mu, t^k)$ and $\Delta_N^*(\mu, t^k)$ for all $k \in K$ (normalized with respect to the time to solve for $s(\mu, t^k), \forall k \in K$).

<table>
<thead>
<tr>
<th>$N_{pr} = N_{du}$</th>
<th>$s_N(\mu, t^k)$, $\forall k \in K$</th>
<th>$\Delta_N^*(\mu, t^k)$, $\forall k \in K$</th>
<th>$s(\mu, t^k)$, $\forall k \in K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>5.34E-03</td>
<td>2.10E-03</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>7.00E-03</td>
<td>2.95E-03</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>8.53E-03</td>
<td>4.00E-03</td>
<td>1</td>
</tr>
<tr>
<td>80</td>
<td>1.03E-02</td>
<td>7.86E-03</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>1.35E-02</td>
<td>1.63E-02</td>
<td>1</td>
</tr>
<tr>
<td>120</td>
<td>1.96E-02</td>
<td>2.63E-02</td>
<td>1</td>
</tr>
<tr>
<td>140</td>
<td>2.73E-02</td>
<td>3.53E-02</td>
<td>1</td>
</tr>
<tr>
<td>160</td>
<td>3.36E-02</td>
<td>4.56E-02</td>
<td>1</td>
</tr>
<tr>
<td>180</td>
<td>4.14E-02</td>
<td>5.74E-02</td>
<td>1</td>
</tr>
<tr>
<td>200</td>
<td>5.10E-02</td>
<td>7.39E-02</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.21: AP II: Online computational times to calculate $\hat{s}_N(\mu, t^k)$ and $\hat{\Delta}_N^*(\mu, t^k)$ (normalized with respect to the time to solve for $s(\mu, t^k), \forall k \in K$).

<table>
<thead>
<tr>
<th>$N_{pr}$</th>
<th>$\hat{s}_N(\mu, t^k)$, $\forall k \in K$</th>
<th>$\hat{\Delta}_N^*(\mu, t^k)$, $\forall k \in K$</th>
<th>$s(\mu, t^k)$, $\forall k \in K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>8.63E-04</td>
<td>9.30E-04</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>1.72E-03</td>
<td>1.13E-03</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>2.82E-03</td>
<td>1.28E-03</td>
<td>1</td>
</tr>
<tr>
<td>80</td>
<td>4.13E-03</td>
<td>2.10E-03</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>7.02E-03</td>
<td>5.38E-03</td>
<td>1</td>
</tr>
<tr>
<td>120</td>
<td>1.23E-02</td>
<td>7.91E-03</td>
<td>1</td>
</tr>
<tr>
<td>140</td>
<td>1.69E-02</td>
<td>1.00E-02</td>
<td>1</td>
</tr>
<tr>
<td>160</td>
<td>2.10E-02</td>
<td>1.30E-02</td>
<td>1</td>
</tr>
<tr>
<td>180</td>
<td>2.66E-02</td>
<td>1.59E-02</td>
<td>1</td>
</tr>
<tr>
<td>200</td>
<td>3.45E-02</td>
<td>1.99E-02</td>
<td>1</td>
</tr>
</tbody>
</table>
Chapter 5

Nonaffine Linear Parabolic Equations

5.1 Introduction

In Chapter 4 we developed the reduced-basis method and associated \textit{a posteriori} error estimation for linear parabolic problems with affine parameter dependence. Based on the affine assumption we introduced very efficient offline-online computational procedure relevant to the many query or real-time context.

Unfortunately, if the affine parameter dependence is not met, this computational strategy breaks down; the online complexity will still depend on $K$. For example, for \textit{general} $g(x; \mu)$ (here $x \in \Omega$ and $\mu \in D$) the bilinear form

$$a(w, v; g(x; \mu)) = \int_\Omega \nabla w \cdot \nabla v + \int_\Omega g(x; \mu) w v$$

will not admit an efficient, i.e., online $N$-independent, computational decomposition. In a recent note Barrault \textit{et al.} [15] introduce a technique that recovers the efficient offline-online decomposition even in the presence of nonaffine parameter dependence — we briefly reviewed the empirical interpolation method in Section 2.4. In this approach, the authors develop a “collateral” reduced-basis expansion $g_M(x; \mu)$ for $g(x; \mu)$ and then replace $g(x; \mu)$ in (5.1) with the (necessarily) affine approximation $g_M(x; \mu) = \sum_{m=1}^{M} \varphi_{Mm}(\mu) q_m(x)$. The essential ingredients are (i) a “good” collateral reduced-basis approximation space, $W_M^g = \text{span}\{q_m(x), 1 \leq m \leq M\}$, of dimension $M$, (ii) a stable and inexpensive interpolation procedure by which to determine the $\varphi_{Mm}(\mu), 1 \leq m \leq M$, and (iii) an effective \textit{a posteriori} estimator with which to quantify the newly introduced error terms.

We now apply this technique and extend the results of the previous chapter to parabolic problems with nonaffine parameter dependence, i.e., where $g$ is a nonaffine function of the parameter $\mu$ and spatial coordinate $x$; we will consider nonlinear problems in Chapter 6. Since the primary focus here is the treatment of the nonaffine terms, we do not consider adjoint formulations in this chapter.
5.2 Abstract Formulation

We directly consider a time-discrete framework associated to the time interval \( I \equiv [0, t_f] \). We recall that \( I \) is divided into \( K \) subintervals of equal length \( \Delta t = \frac{t_f}{K} \), that is, \( t^k \) is defined by \( t^k = k\Delta t, 0 < k < K \); furthermore, \( I \equiv \{ t^0, \ldots, t^K \} \) and \( K \equiv \{ 1, \ldots, K \} \). We shall consider Euler-Backward for the time integration. We also recall our reference (or “truth”) finite element approximation space \( Y \) of very large dimension \( \mathcal{N} \). Clearly, our results must be stable as \( \Delta t \to 0 \), \( K \to \infty \), and \( \mathcal{N} \to \infty \).

We may now directly consider our “truth” finite element approximation: given a parameter \( \mu \in \mathcal{D} \), we evaluate the (here, single) output of interest

\[
s(\mu, t^k) = \ell(y(\mu, t^k)), \quad \forall k \in \mathbb{K},
\]

where the field variable \( y(\mu, t^k) \in Y, \forall k \in \mathbb{K} \), satisfies the nonaffine parabolic partial differential equation

\[
m(y(\mu, t^k), v) + \Delta t a(y(\mu, t^k), v; g(x; \mu)) = m(y(\mu, t^{k-1}), v) + \Delta t b(v; h(x; \mu)) u(t^k), \quad \forall v \in Y,
\]

with initial condition (say) \( y(\mu, t^0) = y_0(\mu) = 0 \). Here, \( \mu \) and \( \mathcal{D} \) are the input and input domain; \( m(\cdot, \cdot) \) is a \( X \)-continuous bilinear form; \( a(\cdot, \cdot; g(x; \mu)) \) is a \( Y \)-continuous linear operator; \( b(\cdot; h(x; \mu)) \) and \( \ell(\cdot) \) are \( X \)-continuous linear forms; and \( u(t^k) \) denotes the (here, single) “control input” at time \( t = t^k \). Note that \( a \) and \( b \) depend on \( g(\cdot; \mu) \in L^\infty(\Omega) \) and \( h(\cdot; \mu) \in L^\infty(\Omega) \); we further assume that these functions are continuous in the closed domain \( \Omega \) and sufficiently smooth with respect to \( \mu \in \mathcal{D} \). We shall suppose that \( a \) is of the form

\[
a(w, v; g(x; \mu)) = a_0(w, v) + a_1(w, v, g(x; \mu)),
\]

where \( a_0(\cdot, \cdot) \) is a continuous (and, for simplicity, parameter-independent) bilinear form and \( a_1(\cdot, \cdot, \cdot; g(\cdot)) \) is a trilinear form. For simplicity of exposition, we assume here that \( h(x; \mu) = g(x; \mu) \) and also that \( m \) and \( \ell \) do not depend on the parameter.

We shall make the following assumptions. We assume that \( a(\cdot, \cdot; g(x; \mu)) \) and \( m(\cdot, \cdot) \) are continuous

\[
a(w, v; g(x; \mu)) \leq \gamma_a(\mu) \|w\|_Y \|v\|_Y \leq \gamma_a^0 \|w\|_Y \|v\|_Y, \quad \forall w, v \in Y, \forall \mu \in \mathcal{D},
\]

\[
m(w, v) \leq \gamma_m \|w\|_X \|v\|_X, \quad \forall w, v \in Y;
\]

cocercive,

\[
0 < \alpha_0^0 \leq \alpha_a(\mu) = \inf_{w \in X} \frac{a(w, v; g(x; \mu))}{\|w\|_X^2}, \quad \forall \mu \in \mathcal{D},
\]

\[
0 < \alpha_m \equiv \inf_{v \in Y} \frac{m(v, v)}{\|v\|_X^2};
\]

and symmetric, \( a(v, w; g(x; \mu)) = a(w, v; g(x; \mu)), \forall v, w \in Y, \forall \mu \in \mathcal{D} \), and \( m(v, w) = m(w, v), \forall w, v \in Y, \forall \mu \in \mathcal{D} \). (We (plausibly) suppose that \( \gamma_a^0, \gamma_m, \alpha_a^0, \alpha_m \) may be chosen independent of
We also assume that the trilinear form \( a_1 \) satisfies
\[
a_1(w, v, z) \leq \gamma a_1 \|w\|_X \|v\|_X \|z\|_{L^\infty(\Omega)}, \quad \forall w, v \in Y. \tag{5.9}
\]

Next, we require that the linear forms \( b(\cdot, h(x; \mu)) : Y \to \mathbb{R} \) and \( \ell(\cdot) : Y \to \mathbb{R} \) be bounded with respect to \( \| \cdot \|_X \). And finally, we require that all linear and bilinear forms are independent of time — the system is thus linear time-invariant (LTI). It follows, given that \( g(\cdot; \mu) \in L^\infty(\Omega) \), that a solution to (5.3) exists and is unique [94].

### 5.2.1 Numerical Exercise 4: A Nonaffine Diffusion Problem

As a numerical example we consider the following nonaffine diffusion problem defined on the unit square, \( \Omega = [0, 1]^2 \subseteq \mathbb{R}^2 \): Given \( \mu \equiv (\mu_1, \mu_2) \in D \equiv [-1, 0.01]^2 \subset \mathbb{R}^{P=2} \), we evaluate \( y(\mu, t^k) \in Y \) from (5.3), where \( Y \subseteq Y^* \equiv H^1_0(\Omega) \) is a linear finite element truth approximation subspace of dimension \( N = 2601 \),

\[
m(w, v) = \int_\Omega w v, \quad a_0(w, v) = \int_\Omega \nabla w \cdot \nabla v, \quad a_1(w, v, z) = \int_\Omega z w v, \quad b(v, z) = \int_\Omega z v, \tag{5.10}
\]

and \( z = G(x; \mu) \) is the (nonaffine) function defined in (2.36). The output can be written in the form (5.2), \( s(\mu, t^k) = \ell(y(\mu, t^k)) \), \( \forall k \in K \), where \( \ell(v) \equiv |\Omega|^{-1} \int_\Omega v \) — clearly a very smooth functional. We shall consider the time interval \( \bar{T} = [0, 2] \) and a timestep \( \Delta t = 0.01 \); we thus have \( K = 200 \). We also presume the periodic control input \( u(t^k) = \sin(2\pi t^k), t^k \in \mathbb{I} \).

Two snapshots of the solution \( y(\mu, t^k) \) at time \( t^k = 25\Delta t \) are shown in Figures 5-1(a) and (b) for \( \mu = (-1, -1) \) and \( \mu = (-0.01, -0.01) \), respectively. The solution oscillates in time and the peak is offset towards \( x = (0, 0) \) for \( \mu \) near the “corner” \((-0.01, -0.01)\).

![Figure 5-1: Solution \( y(\mu, t^k) \) at \( t^k = 25\Delta t \) for (a) \( \mu = (-1, -1) \) and (b) \( \mu = (-0.01, -0.01) \).](image-url)
5.3 Reduced-Basis Approximation

5.3.1 Formulation

We first introduce the nested sample sets $\mathcal{S}_N^\mu = \{\tilde{\mu}_N^\mu \in \tilde{\mathcal{D}}, \ldots, \mu_N^\mu \in \tilde{\mathcal{D}}\}$, $1 \leq N \leq N_{\text{max}}$, where $\tilde{\mu} \equiv (\mu, t^k)$ and $\tilde{\mathcal{D}} \equiv \mathcal{D} \times \mathbb{I}$. We then define the associated nested Lagrangian \[85\] reduced-basis space \[\mathcal{W}_N^\mu = \text{span}\{\zeta_n \equiv y(\tilde{\mu}_n^\mu), 1 \leq n \leq N\}, \quad 1 \leq N \leq N_{\text{max}}, \quad (5.11)\] where $y(\tilde{\mu}_n^\mu)$ is the solution of (5.3) at time $t = t^{kN}$ for $\mu = \mu_n^\mu$.

Before we proceed, let us first motivate the need for the empirical interpolation approach in dealing with nonaffine problems: were we to follow the classical recipe, the reduced-basis approximation would be obtained by a standard Galerkin projection: given $p \in \mathcal{D}$, we evaluate \[\mathcal{S}_N^\mu = \ell(y_N(\mu, t^k)), \quad \forall k \in \mathcal{K}, \quad (5.12)\] where $y_N(\mu, t^k) \in \mathcal{W}_N^\mu$ satisfies

\[m(y_N(\mu, t^k), v) + \Delta t \ a(y_N(\mu, t^k), v; g(x; \mu)) = m(y_N(\mu, t^{k-1}), v) + \Delta t \ b(v; g(x; \mu)) u(t^k), \quad \forall v \in \mathcal{W}_N^\mu, \quad \forall k \in \mathcal{K}, \quad (5.13)\]

with initial condition $y_N(\mu, t^0) = 0$. We now express $y_N(\mu, t^k) = \sum_{j=1}^N y_{Nj}(\mu, t^k) \zeta_j$ and choose as test functions $v = \zeta_n$, $1 \leq n \leq N$ in (5.3) to obtain, $\forall k \in \mathcal{K}$,

\[\sum_{j=1}^N \left\{ m(\zeta_i, \zeta_j) + \Delta t \ (a_0(\zeta_i, \zeta_j) + a_1(\zeta_i, \zeta_j, g(x; \mu))) \right\} y_{Nj}(\mu, t^k) = \sum_{j=1}^N m(\zeta_i, \zeta_j) y_{Nj}(\mu, t^{k-1}) + \Delta t \ b(\zeta_i; g(x; \mu)) u(t^k), \quad 1 \leq i \leq N. \quad (5.14)\]

We observe that while $m(\zeta_i, \zeta_j)$ and $a_0(\zeta_i, \zeta_j)$ are parameter-independent and can thus be precomputed offline, $b(\zeta_i; g(x; \mu))$ and $a_1(\zeta_i, \zeta_j, g(x; \mu))$ depend on $g(x; \mu)$ and must therefore be evaluated online for every new parameter value $\mu$. The operation count for the online stage will thus scale as $O(N^2 N')$, where $N'$ is the dimension of the underlying truth finite element approximation space: the reduction in marginal cost gain obtained in moving from the truth finite element approximation space to the reduced-basis space will be quite modest regardless of the dimension reduction.

To recover online $N'$-independence, we appeal to the empirical interpolation method discussed in Section 2.4. We simply replace $g(x; \mu)$ in (5.13) with the (necessarily) affine approximation $g_M(x; \mu) = \sum_{m=1}^M \varphi_M(\mu) g_m(x)$ from (5). We thus construct the nested samples $\mathcal{S}_M^\mu = \{\mu_1^\mu \in \mathcal{D}, \ldots, \mu_N^\mu \in \tilde{\mathcal{D}}\}$, $1 \leq M \leq M_{\text{max}}$, associated nested approximation spaces $\mathcal{W}_M^\mu = \text{span}\{\xi_m \equiv g(\mu_m^\mu), 1 \leq m \leq M\}$, $1 \leq M \leq M_{\text{max}}$, and nested sets of interpolation points $T_M = \{t_1, \ldots, t_M\}$, $1 \leq M \leq M_{\text{max}}$, following the procedure of Section 2.4. Our reduced-
basis approximation $y_{N,M}(\mu, t^k)$ to $y(\mu, t^k)$ is then: given $\mu \in \mathcal{D}$, $y_{N,M}(\mu, t^k) \in W_N^y$ satisfies

$$m(y_{N,M}(\mu, t^k), v) + \Delta t \ a(y_{N,M}(\mu, t^k), v; g_M(x; \mu))$$

$$= m(y_{N,M}(\mu, t^{k-1}), v) + \Delta t \ b(v; g_M(x; \mu)) \ u(t^k), \quad \forall v \in W_N^y, \forall k \in \mathbb{K}, \quad (5.15)$$

with initial condition $y_{N,M}(\mu, t^0) = 0$. We then evaluate the output estimate, $s_{N,M}(\mu, t^k)$, from

$$s_{N,M}(\mu, t^k) = \ell(y_{N,M}(\mu, t^k)), \quad \forall k \in \mathbb{K}. \quad (5.16)$$

We now express $y_{N,M}(\mu, t^k) = \sum_{n=1}^N y_{N,M_n}(\mu, t^k) \ z_n$, choose as test functions $v = z_n$, $1 \leq n \leq N$, and invoke (2.29) to obtain

$$\sum_{j=1}^N \left\{ m(\zeta_i, \zeta_j) + \Delta t \ a_0(\zeta_i, \zeta_j) + \sum_{m=1}^M \varphi_m(m(\mu)) a_1(\zeta_i, \zeta_j, q_m) \right\} y_{N,M,j}(\mu, t^k)$$

$$= \sum_{j=1}^N m(\zeta_i, \zeta_j) y_{N,M,j}(\mu, t^{k-1}) + \Delta t \sum_{m=1}^M \varphi_m(m(\mu)) b(\zeta_i; q_m) u(t^k), \quad 1 \leq i \leq N. \quad (5.17)$$

where $\varphi_m(m(\mu))$, $1 \leq m \leq M$, is determined from (2.30). We indeed recover the online $N$-independence: the quantities $m(\zeta_i, \zeta_j)$, $a_0(\zeta_i, \zeta_j)$, $a_1(\zeta_i, \zeta_j, q_m)$, and $b(\zeta_i; q_m)$ are all parameter independent and can thus be pre-computed offline, as discussed further in Section 5.3.3.

Note that we construct the parameter-time sample set $S'_N$ and associated reduced-basis space $W_N^y$ using the adaptive sampling procedure described in Section 4.5. During the sampling process we shall use the "best" possible approximation $g_M(x; \mu)$ of $g(x; \mu)$ so as to minimize the error induced by the empirical interpolation procedure, i.e., we set $M = M_{\text{max}}$.

### 5.3.2 A Priori Convergence Theory

We consider here the rate at which $y_{N,M}(\mu, t^k)$ converges to $y(\mu, t^k)$. To this end, we first define

$$\psi_1(\mu) = \frac{1}{\epsilon_M(\mu)} \sup_{v \in Y} \frac{b(v; g(\cdot; \mu) - g_M(\cdot; \mu))}{\|v\|_Y}, \quad (5.18)$$

$$\psi_2(\mu) = \frac{1}{\epsilon_M(\mu)} \sup_{w \in Y} \sup_{v \in Y} \frac{a(w, v; g(\cdot; \mu) - g_M(\cdot; \mu))}{\|w\|_Y \|v\|_Y}, \quad (5.19)$$

$$\psi_3(\mu) = \sup_{v \in Y} \frac{b(w, v; g_M(\cdot; \mu))}{\|v\|_Y}. \quad (5.20)$$

where $\epsilon_M(\mu)$ is the interpolation error defined in (2.31). We can prove

**Proposition 14.** For $\epsilon_M(\mu)$ of (2.31) satisfying $\epsilon_M(\mu) < \alpha_a(\mu)/(4 \psi_2(\mu))$ (say), the error $e(\mu, t^k) \equiv$
\[ y(\mu, t^k) - y_{N,M}(\mu, t^k) \text{ satisfies} \]

\[
\alpha_m \| e(\mu, t^k) \|_X^2 + \frac{\alpha_a(\mu)}{2} \Delta t \sum_{k'=1}^{k} \| e(\mu, t^{k'}) \|_X^2 \leq \Upsilon(\mu) \Delta t \sum_{k'=1}^{k} u(t^{k'})^2
\]

\[ + \inf_{W_N(t^k) \in W_N^k} \{ \gamma_m \| y(\mu, t^k) - w_N(t^k) \|_X^2 + \Delta t (\gamma_a(\mu) + 2 \alpha_a(\mu)) \| y(\mu, t^k) - w_N(t^k) \|_Y^2 \}
\]

\[ + \Delta t (\gamma_a(\mu) + 2 \alpha_a(\mu)) \sum_{k'=1}^{k} \inf_{W_N(t^{k'}) \in W_N^k} \| y(\mu, t^{k'}) - w_N(t^{k'}) \|_Y^2, \quad (5.21) \]

where

\[ \Upsilon(\mu) = \frac{5}{\alpha_a(\mu)} \varepsilon_M(\mu)^2 \left( \psi_1(\mu)^2 + \psi_2(\mu)^2 \frac{2 \psi_3(\mu)^2}{\alpha_a(\mu)^2} \right). \]

Proof. To begin, we note from (5.3) and (5.15) that

\[ m(e(\mu, t^k), e(\mu, t^{k-1}, v)) + \Delta t a(e(\mu, t^k), v; g(x; \mu)) \]

\[ = \Delta t \left( b(v; g(x; \mu) - g_M(x; \mu)) u(t^k) - a(y_{N,M}(\mu, t^k), v; g(x; \mu) - g_M(x; \mu)) \right), \quad \forall v \in W_N^k. \quad (5.22) \]

with initial condition \( e(\mu, t^0) = 0 \), since \( y(\mu, t^0) = y_{N,M}(\mu, t^0) = 0 \) by assumption. Let \( w_N(t^k) \in W_N^k \) be the projection of \( y(\mu, t^k) \) with respect to the “m” scalar product and choose \( v = w_N(t^k) - y_{N,M}(\mu, t^k) \) in (5.22). Following the same steps as in the proof of Proposition 5 we obtain

\[ m(e(\mu, t^k), e(\mu, t^{k-1}), v) + \Delta t a(e(\mu, t^k), e(\mu, t^{k-1}); g(x; \mu)) \]

\[ \leq m(y(\mu, t^k) - w_N(t^k), y(\mu, t^{k-1}) - w_N(t^{k-1})) \]

\[ - m(y(\mu, t^{k-1}) - w_N(t^{k-1}), y(\mu, t^{k-1}) - w_N(t^{k-1})) \]

\[ + \Delta t a(y(\mu, t^k) - w_N(t^k), y(\mu, t^{k-1}) - w_N(t^{k-1}); g(x; \mu)) \]

\[ + 2 \Delta t \left( b(v; g(x; \mu) - g_M(x; \mu)) u(t^k) - a(y_{N,M}(\mu, t^k), v; g(x; \mu) - g_M(x; \mu)) \right), \quad (5.23) \]

which after summing from \( k' = 1 \) to \( k \) leads to

\[ m(e(\mu, t^k), e(\mu, t^k)) + \Delta t \sum_{k'=1}^{k} a(e(\mu, t^{k'}), e(\mu, t^{k'}); g(x; \mu)) \]

\[ \leq m(y(\mu, t^k) - w_N(t^k), y(\mu, t^{k}) - w_N(t^{k})) \]

\[ + \Delta t \sum_{k'=1}^{k} a(y(\mu, t^{k'}) - w_N(t^{k'}), y(\mu, t^{k'}) - w_N(t^{k'}); g(x; \mu)) \]

\[ + 2 \Delta t \sum_{k'=1}^{k} \left( \psi_1(\mu) \| u(t^{k'}) \|_Y + \psi_2(\mu) \| y_{N,M}(\mu, t^{k'}) \|_Y \right) \varepsilon_M(\mu) \| v \|_Y, \quad (5.24) \]

where the last inequality follows from (5.18) and (5.19). We now note that \( \| v \|_Y \leq \| y(\mu, t^k) - w_N \|_Y + \| e(\mu, t^k) \|_Y \) and recall the identity (4.30) which we apply four times: first, with \( c = \)
\[ \varepsilon_M(\mu) \psi_1(\mu) |u(t^k)|, \quad d = \|y(\mu, t^k) - w_N(t^k)\|_Y, \] and \( \rho^2 = \alpha_0(\mu) \); second, with \( c = \varepsilon_M(\mu) \psi_1(\mu) |u(t^k)|, \) \( d = \|y(\mu, t^k)\|_Y, \) and \( \rho^2 = \alpha_0(\mu)/4; \) third, with \( c = \varepsilon_M(\mu) \psi_2(\mu) \|y_{N,M}(\mu, t^k)\|_Y, \) \( d = \|y(\mu, t^k) - w_N(t^k)\|_Y, \) and \( \rho^2 = \alpha_0(\mu) \); and fourth, with \( c = \varepsilon_M(\mu) \psi_2(\mu) \|y_{N,M}(\mu, t^k)\|_Y, \) \( d = \|y(\mu, t^k)\|_Y, \) and \( \rho^2 = \alpha_0(\mu)/4. \) We can then bound the last term of (5.24) by

\[
2 \Delta t \sum_{k'=1}^k \left( \psi_1(\mu) |u(t^{k'})| + \psi_2(\mu) \|y_{N,M}(\mu, t^{k'})\|_Y \right) \varepsilon_M(\mu) \|v\|_Y
\]

\[
\leq \varepsilon_M(\mu)^2 \frac{5}{\alpha_0(\mu)} \left( \psi_1(\mu)^2 \Delta t \sum_{k'=1}^k |u(t^{k'})|^2 + \psi_2(\mu)^2 \Delta t \sum_{k'=1}^k \|y_{N,M}(\mu, t^{k'})\|^2_Y \right) + 2 \Delta t \alpha_0(\mu) \sum_{k'=1}^k \|y(\mu, t^{k'}) - w_N(t^{k'})\|^2_X + \Delta t \frac{\alpha_0(\mu)}{2} \sum_{k'=1}^k \|e(\mu, t^{k'})\|^2_Y. \tag{5.25}
\]

We next obtain from (5.15) with \( v = y_{N,M}(\mu, t^k) \), invoking the Cauchy-Schwarz inequality for the cross-term \( m(y_{N,M}(\mu, t^k), y_{N,M}(\mu, t^{k-1})) \) and applying (4.30) with \( c = m^{1/2}(y_{N,M}(\mu, t^k), y_{N,M}(\mu, t^k)), \)
\( d = m^{1/2}(y_{N,M}(\mu, t^{k-1}), y_{N,M}(\mu, t^{k-1})), \) and \( \rho = 1, \) that

\[
m(y_{N,M}(\mu, t^k), y_{N,M}(\mu, t^k)) - m(y_{N,M}(\mu, t^{k-1}), y_{N,M}(\mu, t^{k-1}))
+ 2 \Delta t a(y_{N,M}(\mu, t^k), y_{N,M}(\mu, t^k); g(\mu, \mu))
\]

\[
\leq 2 \Delta t b(y_{N,M}(\mu, t^k); g_m(\mu, \mu)) |u(t^k)|
+ 2 \Delta t a(y_{N,M}(\mu, t^k), y_{N,M}(\mu, t^k); g(\mu, \mu) - g_m(\mu, \mu))
\]

\[
\leq 2 \Delta t \psi_3(\mu) \|y_{N,M}(\mu, t^k)\|_Y |u(t^k)| + 2 \Delta t \varepsilon_M(\mu) \psi_2(\mu) \|y_{N,M}(\mu, t^k)\|^2_Y
\]

\[
\leq \frac{\Delta t}{\alpha_0(\mu) - 2 \psi_2(\mu) \varepsilon_M(\mu)} \psi_3(\mu)^2 |u(t^k)|^2 + \Delta t \alpha_0(\mu) \|y_{N,M}(\mu, t^k)\|^2_Y, \tag{5.26}
\]

where the second inequality follows from (5.19) and (5.20), and the last inequality from (4.30) with \( c = \psi_3(\mu) u(t^k), \) \( d = \|y_{N,M}(\mu, t^k)\|_Y, \) and \( \rho = \alpha_0(\mu) - 2 \psi_2(\mu) \varepsilon_M(\mu); \) note that \( \rho > 0 \) from our assumption on \( \varepsilon_M(\mu). \) Invoking (5.5) and summing from \( k' = 1 \) to \( k \) we obtain

\[
m(y_{N,M}(\mu, t^k), y_{N,M}(\mu, t^k)) + \Delta t \sum_{k'=1}^k a(y_{N,M}(\mu, t^{k'}), y_{N,M}(\mu, t^{k'}); g(\mu, \mu))
\]

\[
\leq \frac{\psi_3(\mu)^2}{\alpha_0(\mu) - 2 \psi_2(\mu) \varepsilon_M(\mu)} \Delta t \sum_{k'=1}^k |u(t^{k'})|^2. \tag{5.27}
\]

From the coercivity of \( m \) and \( a, \) and our assumption on \( \varepsilon_M(\mu) \) it then directly follows that

\[
\frac{\Delta t}{k'=1} \|y_{N,M}(\mu, t^{k'})\|^2_X \leq \frac{\psi_3(\mu)^2}{\alpha_0(\mu)(\alpha_0(\mu) - 2 \psi_2(\mu) \varepsilon_M(\mu))} \Delta t \sum_{k'=1}^k |u(t^{k'})|^2 \tag{5.28}
\]

\[
\leq \frac{2 \psi_3(\mu)^2}{\alpha_0(\mu)^2} \Delta t \sum_{k'=1}^k |u(t^{k'})|^2. \tag{5.29}
\]
From (5.24) and invoking (5.25) and (5.29) we obtain

\[ m(e(\mu, t^k), e(\mu, t^k)) + \Delta t \sum_{k'=1}^{k} a(e(\mu, t^{k'}), e(\mu, t^k); g(x; \mu)) \]

\[ \leq m(y(\mu, t^k) - w_N(t^k), y(\mu, t^k) - w_N(t^k)) \]

\[ + \Delta t \sum_{k'=1}^{k} a(y(\mu, t^{k'}), y(\mu, t^k) - w_N(t^k); g(x; \mu)) \]

\[ + 2 \Delta t \alpha_a(\mu) \sum_{k'=1}^{k} \|y(\mu, t^{k'}) - w_N(t^{k'})\|_X^2 + \Delta t \alpha_a(\mu) \sum_{k'=1}^{k} \|e(\mu, t^{k'})\|_Y^2 \]

\[ + \Upsilon(\mu) \Delta t \sum_{k'=1}^{k} u(t^{k'})^2, \]

where

\[ \Upsilon(\mu) = \frac{5}{\alpha_a(\mu)} \varepsilon_M(\mu)^2 \left( \psi_1(\mu)^2 + \psi_2(\mu)^2 \psi_3(\mu)^2 \right). \]

The desired result then directly follows from the continuity and coercivity of \( m \) and \( a \).

We note from Proposition 14 that \( M \) should be chosen such that \( \varepsilon_M(\mu) \) is of the same order as the best-fit error, otherwise the term \( \Upsilon(\mu) \) may limit the convergence of the reduced-basis approximation. We will observe a similar requirement for \( M \) and the nonaffine function approximation error \( \varepsilon_M(\mu) \) when we discuss a posteriori error estimation in Section 5.4.

As regards the best approximation, we note that \( W_M^n \) comprises “snapshots” on the \((P + 1)\) dimensional manifold \( \mathcal{M}^n = \{y(\mu, t^k) | \forall (\mu, t^k) \in \mathcal{D} \} \) induced by the parametric and temporal dependence. The critical observation is that \( \mathcal{M}^n \) is very low-dimensional and smooth under our hypotheses on stability and continuity — the proof follows the same lines as in Section 4.3.2 for the affine case. We thus expect that the best approximation will converge to \( y(\mu, t^k) \) very rapidly, and hence that \( N \) may be chosen small.

### 5.3.3 Offline-Online Computational Procedure

In this section we develop the offline-online computational procedure in order to fully exploit the dimension reduction of the problem \([9, 48, 60, 91]\). We first express \( y_{N,M}(\mu, t^k) \) as

\[ y_{N,M}(\mu, t^k) = \sum_{n=1}^{N} y_{N,M_n}(\mu, t^k) \zeta_n, \]

and choose as test functions \( v = \zeta_n, 1 \leq n \leq N \) in (5.15). (We prefer Galerkin over Petrov-Galerkin for purposes of stability.) It then follows from (5.17) that \( y_{N,M}(\mu, t^k) = [y_{N,M_1}(\mu, t^k) \ y_{N,M_2}(\mu, t^k) \ldots y_{N,M_N}(\mu, t^k)]^T \in \mathbb{R}^N \) satisfies

\[ (M_N + \Delta t A_N(\mu)) y_{N,M}(\mu, t^k) = M_N y_{N,M}(\mu, t^{k-1}) + \Delta t F_N(\mu) u(t^k), \quad \forall k \in \mathbb{K}, \]
with initial condition $y_{N,M,n}(\mu, t^0) = 0, 1 \leq n \leq N$. Given $y_{N,M}(\mu, t^k), \forall k \in \mathbb{K}$, we finally evaluate the output estimate from

$$s_{N,M}(\mu, t^k) = L_N^T y_{N,M}(\mu, t^k), \quad \forall k \in \mathbb{K}. \quad (5.33)$$

Here, $M_N \in \mathbb{R}^{N \times N}$ is a parameter-independent SPD matrix with entries

$$M_{N,i,j} = m(\zeta_i, \zeta_j), \quad 1 \leq i, j \leq N. \quad (5.34)$$

Furthermore, we obtain from (2.29) and (5.4) that $A_N(\mu) \in \mathbb{R}^{N \times N}$ and $F_N(\mu) \in \mathbb{R}^N$ can be expressed as

$$A_N(\mu) = A_{0,N} + \sum_{m=1}^{M} \varphi_{M,m}(\mu) A_{1,N}^m, \quad (5.35)$$

$$F_N(\mu) = \sum_{m=1}^{M} \varphi_{M,m}(\mu) F_N^m, \quad (5.36)$$

where $\varphi_{M,m}(\mu), 1 \leq m \leq M$, is calculated from (2.30), and the parameter-independent quantities $A_{0,N} \in \mathbb{R}^{N \times N}$, $A_{1,N}^m \in \mathbb{R}^{N \times N}$, and $F_N^m \in \mathbb{R}^N$ are given by

$$A_{0,N,i,j} = a_0(\zeta_i, \zeta_j), \quad 1 \leq i, j \leq N,$$

$$A_{1,N,i,j}^m = a_1(\zeta_i, \zeta_j, q_m), \quad 1 \leq i, j \leq N, \quad 1 \leq m \leq M,$$

$$F_{N,i}^m = b(\zeta_i; q_m), \quad 1 \leq i \leq N, \quad 1 \leq m \leq M,$$

respectively. Finally, $L_N \in \mathbb{R}^N$ is the output vector with entries $L_{N,i} = \ell(\zeta_i), 1 \leq i \leq N$.

The offline-online decomposition is now clear. In the offline stage — performed only once — we first construct the nested approximation spaces $W_M^\varphi$ and sets of interpolation points $T_M, 1 \leq M \leq M_{\text{max}}$; we then solve for the $\zeta_n, 1 \leq n \leq N_{\text{max}}$ and compute and store the $\mu$-independent quantities in (5.34), (5.37), and $L_N$. The computational cost — without taking into account the construction of $W_M^\varphi$ and $T_M$ — is therefore $O(KN_{\text{max}})$ solutions of the underlying $N$-dimensional “truth” finite element approximation and $O(M_{\text{max}}N_{\text{max}}^2) \cdot N$-inner products; the storage requirements are also $O(M_{\text{max}}N_{\text{max}}^2)$. In the online stage — performed many times, for each new parameter value $\mu$ — we first compute $\varphi_{M}(\mu)$ from (2.30) at cost $O(M^2)$ by multiplying the pre-computed inverse of $B_M$ with the vector $g(t_i; \mu), 1 \leq i \leq M$; we then assemble the reduced-basis matrix (5.35) and vector (5.36); this requires $O(MN^2)$ operations. We then solve (5.32) for $\gamma_{N,M}(\mu, t^k)$; since the reduced-basis matrices are in general full, the operation count (based on LU factorization and our LTI assumption) is $O(N^3 + KN^2)$. Finally, given $\gamma_{N,M}(\mu, t^k)$ we evaluate the output estimate $s_{N,M}(\mu, t^k), \forall k \in \mathbb{K}$, from (5.33) at a cost of $O(KN)$.

Hence, as required in the many-query or real-time contexts, the online complexity is independent of $N$, the dimension of the underlying “truth” finite element approximation space. Since $N, M \ll N$ we expect significant computational savings in the online stage relative to classical discretization and solution approaches (and relative to standard reduced-basis approaches built upon (5.13)).
5.3.4 Implementation Issues

At this point we need to comment on an important issue concerning the actual numerical implementation of our proposed method which, if not addressed properly, can lead to erroneous results. We first note that solving the “truth” finite element approximation (5.3) for \( y(p, t^k) \) necessitates the integration of terms of the form \( \int_\Omega v g(x; \mu) \) (and \( \int_\Omega w v g(x; \mu) \)) — which (usually) have to be evaluated by (say) Gaussian quadrature:

\[
\int_\Omega v g(x; \mu) \approx \sum_{j=1}^{N_{QP}} \omega_j v(x_j^{QP}) g(x_j^{QP}; \mu),
\]

(5.38)

where the \( \omega_j \) are the elemental Gauss-Legendre quadrature weights, \( x_j^{QP} \) are the corresponding elemental quadrature points, and \( N_{QP} \) is the total number of quadrature points. Similarly, the reduced-basis approximation procedure requires, during the offline stage, the evaluation of (say) \( \int_\Omega \zeta_i q_m \). For consistency, the term \( \int_\Omega \zeta_i q_m \) should be evaluated using the same quadrature rule (5.38) that was used to develop the “truth” finite element approximation,

\[
\int_\Omega \zeta_i q_m \approx \sum_{j=1}^{N_{QP}} \omega_j \zeta_i(x_j^{QP}) q_m(x_j^{QP});
\]

(5.39)

absent this consistency, \( u_{N,M}(\mu) \) will not converge to \( u(\mu) \) as \( N, M \to \infty \).

From the construction of the interpolation points \( t_i, 1 \leq i \leq M_{\text{max}} \), we note that the \( q_m, 1 \leq m \leq M_{\text{max}} \), can be written as a linear combination of the basis function \( \xi_i = g(x; \mu_i^p), 1 \leq i \leq M_{\text{max}} \), obtained from our greedy adaptive procedure in Section 2.4: \( \xi_i = T_{tm} q_m, 1 \leq i, m \leq M_{\text{max}} \), where \( T \in \mathbb{R}^{M_{\text{max}} \times M_{\text{max}}} \) is the corresponding transformation matrix. Unfortunately, it turns out that \( T \) is badly conditioned and the resulting \( q_m \) required in (5.39) susceptible to large round-off errors. To avoid this problem we follow a different route. First, while generating the basis functions \( \xi_i = g(x; \mu_i^p) \in \mathbb{R}^N, 1 \leq i \leq M_{\text{max}} \), we also generate a corresponding set of functions \( \xi_i^{QP} \) evaluated at the quadrature points \( x_j^{QP}, 1 \leq j \leq N_{QP} \), that is \( \xi_i^{QP}(x_j^{QP}) = g(x_j^{QP}; \mu_i^0), 1 \leq j \leq N_{QP}, 1 \leq i \leq M_{\text{max}} \). Next, we construct the set of interpolation points \( t_i \) and functions \( q_i \) from the \( \xi_i \) according to the procedure of Section 2.4. During this procedure, we also construct vectors of quadrature-point values, \( q_m^{QP} \in \mathbb{R}^{N_{QP}}, 1 \leq m \leq M_{\text{max}} \), from the \( \xi_i^{QP} \): starting with \( q_1^{QP} = \xi_1^{QP}(x)/\xi_1(t_1) \) and then setting \( r_{M}^{QP}(x) = \xi_{M}^{QP}(x) - \sum_{i=1}^{M-1} \sigma_i^{-1} q_i^{QP}(x), q_M^{QP}(x) = r_M^{QP}(x)/r_M(t_M), 2 \leq M \leq M_{\text{max}} \), where the \( \sigma_i^{-1} \) are determined during the construction of the \( \xi_i \). Note that \( q_m^{QP} \) is simply the “basis” function corresponding to \( q_m \), but evaluated at the quadrature points, i.e., \( q_m^{QP}(x_j^{QP}) = q_m(x_j^{QP}), 1 \leq j \leq N_{QP}, 1 \leq m \leq M_{\text{max}} \). Given the \( q_m^{QP} \), we can then directly evaluate the integral \( \int_\Omega \zeta_i q_m \) from

\[
\int_\Omega \zeta_i q_m \approx \sum_{j=1}^{N_{QP}} \omega_j \zeta_i(x_j^{QP}) q_m^{QP}(x_j^{QP}).
\]

(5.40)

Using this approach during the numerical implementation we can avoid the round-off errors that resulted from the conditioning of the transformation matrix \( T \).
5.4 A Posteriori Error Estimation

5.4.1 Preliminaries

We now turn to the development of our a posteriori error estimator. To begin, we recall the definition of \( \alpha_0(\mu) : \mathcal{D} \rightarrow \mathbb{R}^+ \) as a lower bound for the coercivity constant \( \alpha_a(\mu) \). We next introduce the dual norm of the residual

\[
\varepsilon_{N,M}(\mu, t^k) \equiv \sup_{v \in Y} \frac{R(v; \mu, t^k)}{||v||_Y}, \quad \forall k \in K,
\]

where

\[
R(v; \mu, t^k) = b(v; g_M(x; \mu)) u(t^k) - a(y_{N,M}(\mu, t^k), v; g_M(x; \mu))
\]

\[- \frac{1}{\Delta t} m(y_{N,M}(\mu, t^k) - y_{N,M}(\mu, t^{k-1}), v), \quad \forall v \in Y, \forall k \in K,
\]

is the residual. We also introduce the dual norm

\[
\Phi_M^+(\mu, t^k) \equiv \sup_{v \in Y} \frac{b(v; g_{M+1}) u(t^k) - a_1(y_{N,M}(\mu, t^k), v, g_{M+1})}{||v||_Y}, \quad \forall k \in K,
\]

which reflects the contribution of the nonaffine terms. Finally, we specify the inner products

\[
\langle v, w \rangle_Y = a_0(v, w), \quad \forall v, w \in Y \quad \text{and} \quad \langle v, w \rangle_X = m(v, w), \quad \forall v, w \in Y,
\]

and recall the definition \( \hat{e}_M(\mu) = |g(t_{M+1}; \mu) - g_M(t_{M+1}; \mu)| \) from Section 2.4.2.

We now present and prove the bounding properties for the errors in the field variable and the output estimate. Throughout this section we assume that the “truth” solution \( y(\mu, t^k) \) satisfies

\[
\text{(5.3)}
\]

and the corresponding reduced-basis approximation \( y_{N,M}(\mu, t^k) \) satisfies

\[
\text{(5.15)}
\]

5.4.2 Error Bound Formulation

Primal Variable

We obtain the following result for the error bound.

**Proposition 15.** Suppose that \( g(x; \mu) \in W_{M+1}^2 \). Let \( e(\mu, t^k) \equiv y(\mu, t^k) - y_{N,M}(\mu, t^k) \) be the error in the field variable and define the “spatio-temporal” energy norm

\[
|||v(\mu, t^k)||| \equiv \left( m(v(\mu, t^k), v(\mu, t^k)) + \sum_{k'=1}^{k} a(v(\mu, t^{k'}), v(\mu, t^{k'}); g(x; \mu)) \Delta t \right)^{\frac{1}{2}}, \quad \forall v \in Y.
\]

The error is then bounded by

\[
|||e(\mu, t^k)||| \leq \Delta_{N,M}^X(\mu, t^k), \quad \forall \mu \in \mathcal{D}, \forall k \in K,
\]

(5.45)
where the error bound $\Delta_{N,M}^k(\mu,t^k)$ is defined as

$$\Delta_{N,M}^k(\mu,t^k) = \left( \frac{2\Delta t}{\bar{\alpha}_{\alpha}(\mu)} \sum_{k'=1}^{k} \varepsilon_{N,M}(\mu,t^{k'})^2 + \frac{2\Delta t}{\bar{\alpha}_{\alpha}(\mu)} \varepsilon_{M}^2(\mu) \sum_{k'=1}^{k} \Phi_{M}^{n}(\mu,t^{k'})^2 \right)^{\frac{1}{2}}. \quad (5.46)$$

Proof. We immediately derive from (5.3) and (5.42) that $e(\mu,t^k) = y(\mu,t^k) - y_{N,M}(\mu,t^k)$, $\forall k \in \mathbb{K}$, satisfies

$$m(e(\mu,t^k),v) + \Delta t a(e(\mu,t^k),v;g(x;\mu)) = m(e(\mu,t^{k-1}),v) + \Delta t R(v;\mu,t^k)$$

$$+ \Delta t \left( b(v;g(x;\mu) - g_M(x;\mu)) u(t^k) - a_1(y_{N,M}(\mu,t^k),v,g(x;\mu) - g_M(x;\mu)) \right),$$

forall $v \in \mathbb{Y}, \quad (5.47)$

where $e(\mu,t^0) = 0$ since $y(\mu,t^0) = y_{N,M}(\mu,t^0) = 0$ by assumption. We now choose $v = e(\mu,t^k)$, invoke the Cauchy-Schwarz inequality for the cross term $m(e(\mu,t^{k-1}),e(\mu,t^k))$, and apply (5.41) to obtain, $\forall k \in \mathbb{K},$

$$m(e(\mu,t^k),e(\mu,t^k)) + \Delta t a(e(\mu,t^k),e(\mu,t^k);g(x;\mu))$$

$$\leq m^{\frac{1}{2}}(e(\mu,t^k),e(\mu,t^k)) m^{\frac{1}{2}}(e(\mu,t^{k-1}),e(\mu,t^{k-1})) + \Delta t \varepsilon_{N,M}(\mu,t^k) \|e(\mu,t^k)\|_X$$

$$+ \Delta t \left( b(e(\mu,t^k);g(x;\mu) - g_M(x;\mu)) u(t^k) - a_1(y_{N,M}(\mu,t^k),e(\mu,t^k),g(x;\mu) - g_M(x;\mu)) \right). \quad (5.48)$$

From our assumption, $g(x;\mu) \in W^{q}_{M+1}$, Proposition 2, and (5.43) it directly follows that

$$b(e(\mu,t^k);g(x;\mu) - g_M(x;\mu)) u(t^k) - a_1(y_{N,M}(\mu,t^k),e(\mu,t^k),g(x;\mu) - g_M(x;\mu))$$

$$\leq \hat{\varepsilon}_M(\mu) \sup_{v \in \mathbb{Y}} \frac{b(v;qM+1) u(t^k) - a_1(y_{N,M}(\mu,t^k),v,qM+1) \|e(\mu,t^k)\|_{Y}}{\|v\|_Y}$$

$$\leq \hat{\varepsilon}_M(\mu) \Phi_{M}^{n}(\mu,t^k) \|e(\mu,t^k)\|_Y. \quad (5.49)$$

We will now apply (4.30) thrice: first, choosing $c = m^{\frac{1}{2}}(e(\mu,t^k),e(\mu,t^k)), d = m^{\frac{1}{2}}(e(\mu,t^{k-1}),e(\mu,t^{k-1}))$, and $\rho = 1$, we obtain

$$2 m^{\frac{1}{2}}(e(\mu,t^k),e(\mu,t^k)) m^{\frac{1}{2}}(e(\mu,t^{k-1}),e(\mu,t^{k-1}))$$

$$\leq m(e(\mu,t^{k-1}),e(\mu,t^{k-1})) + m(e(\mu,t^k),e(\mu,t^k)); \quad (5.50)$$

second, choosing $c = \varepsilon_{N,M}(\mu,t^k), d = \|e(\mu,t^k)\|_Y$, and $\rho = (\hat{\alpha}_a(\mu)/2)^{\frac{1}{2}}$ we have

$$2 \varepsilon_{N}(\mu,t^k) \|e(\mu,t^k)\|_Y \leq \frac{2}{\hat{\alpha}_a(\mu)} \varepsilon_{M}(\mu,t^k)^2 + \frac{\hat{\alpha}_a(\mu)}{2} \|e(\mu,t^k)\|_Y^2; \quad (5.51)$$

and third, choosing $c = \hat{\varepsilon}_M(\mu) \Phi_{M}^{n}(\mu,t^k), d = \|e(\mu,t^k)\|_Y$, and $\rho = (\hat{\alpha}_a(\mu)/2)^{\frac{1}{2}}$ gives

$$2 \hat{\varepsilon}_M(\mu) \Phi_{M}^{n}(\mu,t^k) \|e(\mu,t^k)\|_X \leq \frac{2}{\hat{\alpha}_a(\mu)} \hat{\varepsilon}_M^2(\mu) \Phi_{M}^{n}(\mu,t^k)^2 + \frac{\hat{\alpha}_a(\mu)}{2} \|e(\mu,t^k)\|_Y^2; \quad (5.52)$$
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Combining (5.48) and (5.49), and invoking (5.7) and (5.50)-(5.52), we obtain
\[
m(e(p,t'),e(p,tk)) - m te(, etk, (utkl)) + At\left(e( wtk),e(p,tk); g(X;I)\right)
\leq 2At\left(\mathcal{E}_{N,M}(\mu,tk)^2 + \mathcal{E}_{M}^2(\mu,tk)^2\right), \quad \forall k \in \mathbb{K}, \quad (5.53)
\]
where we used the fact that \(\hat{\alpha}(\mu) \leq \alpha(\mu), \forall \mu \in \mathcal{D}\). We now perform the sum from \(k' = 1\) to \(k\) and recall that \(e(\mu,t^0) = 0\), leading to
\[
m(e(\mu,t^k),e(\mu,t^{k'})) + \sum_{k'=1}^{k} \Delta t a(e(\mu,t^{k'}),e(\mu,t^{k'}); g(x;\mu))
\leq 2\Delta t \sum_{k'=1}^{k} \left(\mathcal{E}_{N,M}(\mu,t^{k'})^2 + \mathcal{E}_{M}^2(\mu,t^{k'})^2\right), \quad \forall k \in \mathbb{K}, \quad (5.54)
\]
which is the result stated in Proposition 15.

We note from (5.46) that our error bound comprises the affine as well as the nonaffine error contributions. We may thus choose \(N\) and \(M\) such that both contributions balance, i.e., neither \(N\) nor \(M\) should be chosen unnecessarily high. We also recall that our (crucial) assumption \(g(x;\mu) \in W_{M+1}^g\) cannot be confirmed in actual practice — in fact, we generally have \(g(x;\mu) \notin W_{M+1}^g\) and hence our error bound (5.46) is not completely rigorous, since \(\varepsilon_M(\mu) \leq \varepsilon_M(\mu)\). We comment on both of these issue again in detail in Section 5.5 when discussing numerical results.

Output Bound

We can now define the (simple) output bound in

**Proposition 16.** Suppose that \(g(x;\mu) \in W_{M+1}^g\). Let the output, \(s(\mu,t^k)\), and the output estimate, \(s_{N,M}(\mu,t^k)\), be given by (5.2) and (5.16), respectively. The error in the output of interest is then bounded by
\[
|s(\mu,t^k) - s_{N,M}(\mu,t^k)| \leq \Delta_{N,M}^s(\mu,t^k), \quad \forall k \in \mathbb{K}, \quad \forall \mu \in \mathcal{D}, \quad (5.55)
\]
where the output bound \(\Delta_{N,M}^s(\mu,t^k)\) is defined as
\[
\Delta_{N,M}^s(\mu,t^k) \equiv \frac{\ell_v}{\|v\|_X} \Delta_{N,M}^y(\mu,t^k). \quad (5.56)
\]

**Proof.** From (5.2) and (5.16) we obtain
\[
|s(\mu,t^k) - s_{N,M}(\mu,t^k)| = |\ell(\mu(t^k)) - \ell(\mu(t^k))|
= |\ell(\mu(t^k))|
\leq \sup_{v \in \mathcal{Y}} \frac{\ell(v)}{\|v\|_X} \|e(\mu,t^k)\|_X
\]
from which the result immediately follows since \(\|e(\mu,t^k)\|_X \leq \Delta_{N,M}^y(\mu,t^k), \forall \mu \in \mathcal{D}, \forall k \in \mathbb{K}\). \(\square\)
Note that $m$ is parameter-independent here; we thus have no need for the bound conditioner $\hat{\alpha}_m(\mu)$ required for the simple bound in (4.112).

### 5.4.3 Offline-Online Computational Procedure

We now turn to the development of offline-online computational procedures for the calculation of $\Delta^\mu_{N,M}(\mu, t^k)$ and $\Delta^\nu_{N,M}(\mu, t^k)$. We first note from standard duality arguments that

$$\varepsilon_{N,M}(\mu, t^k) \equiv \sup_{v \in X} \frac{R(v; \mu, t^k)}{\|v\|_Y}$$

where $\varepsilon(\mu, t^k) \in X$ is given by

$$\langle \varepsilon(\mu, t^k), v \rangle_Y = R(v; \mu, t^k), \quad \forall v \in X; \quad (5.59)$$

(5.59) is effectively a Poisson problem for each $t^k \in \Pi$.

From (5.42), (5.4), and (5) it thus follows that $\varepsilon(\mu, t^k)$ satisfies

$$\langle \varepsilon(\mu, t^k), v \rangle_X = \sum_{m=1}^M \varphi_m \mu(v; q_m) g(t^k) - \sum_{n=1}^N \left\{ \frac{1}{\Delta t_1} \left( y_{N,M}(\mu, t^k) - y_{N,M}(\mu, t^{k-1}) \right) m(\zeta_n, v) + y_{N,M}(\mu, t^k) a_0(\zeta_n, v) + \sum_{m=1}^M \varphi_m \mu y_{N,M}(\mu, t^k) a_1(\zeta_n, v, q_m) \right\}, \quad \forall v \in X. \quad (5.60)$$

It is clear from linear superposition that we can express $\varepsilon(\mu, t^k)$ as

$$\varepsilon(\mu) = \sum_{q=m}^M \varphi_m \mu(y(t^k)) \mathcal{F}_m - \sum_{n=1}^N \left\{ \frac{1}{\Delta t_1} \left( y_{N,M}(\mu, t^k) - y_{N,M}(\mu, t^{k-1}) \right) \mathcal{M}_n + \left( \mathcal{A}_n^0 + \sum_{m=1}^M \varphi_m \mu \mathcal{A}_{m,n}^1 \right) y_{N,M}(\mu, t^k) \right\}, \quad (5.61)$$

where we calculate $\mathcal{F}_m \in X$, $\mathcal{A}_n^0 \in X$, $\mathcal{A}_{m,n}^1 \in X$, and $\mathcal{M}_n \in X$ from

$$\begin{align*}
\langle \mathcal{F}_m, v \rangle_Y &= b(v; q_m), \quad \forall v \in X, 1 \leq m \leq M_{max}, \\
\langle \mathcal{A}_n^0, v \rangle_Y &= a_0(\zeta_n, v), \quad \forall v \in X, 1 \leq n \leq N_{max}, \\
\langle \mathcal{A}_{m,n}^1, v \rangle_Y &= a_1(\zeta_n, v, q_m), \quad \forall v \in X, 1 \leq n \leq N_{max}, 1 \leq m \leq M_{max}, \\
\langle \mathcal{M}_n, v \rangle_Y &= m(\zeta_n, v), \quad \forall v \in X, 1 \leq n \leq N_{max};
\end{align*} \quad (5.62)$$

note $\mathcal{B}$, $\mathcal{A}_n^0$, and $\mathcal{M}$ are parameter independent.
From (5.58) and (5.62) it follows that

$$
\varepsilon_{N,M}(\mu, t^k)^2 = \sum_{m,m'=1}^{M} \varphi_{M,m}(\mu) \varphi_{m'}(\mu) u(t^k) u(t^k) \Lambda_{mm'}^{ff} \\
+ \sum_{m=1}^{M} \sum_{n=1}^{N} \varphi_{M,m}(\mu) u(t^k) \left( (\Lambda_{mm}^{ao} + \sum_{m'=1}^{M} \varphi_{m'}(\mu) \Lambda_{mm'm'}^{a1f}) y_{N,M,n}(\mu, t^k) \\
+ \left( y_{N,M,n}(\mu, t^k) - y_{N,M,n}(\mu, t^{k-1}) \right) \Lambda_{mm'}^{mf} \right) \\
+ \sum_{n,n'=1}^{N} \left\{ \left( y_{N,M,n}(\mu, t^k) - y_{N,M,n}(\mu, t^{k-1}) \right) y_{N,M,n'}(\mu, t^{k-1}) \Lambda_{nn'}^{an} + \sum_{m=1}^{M} \varphi_{M,m}(\mu) \Lambda_{nn'm'm'}^{a1a1} \right\} \right) \\
+ \sum_{m,m'=1}^{M} \varphi_{M,m}(\mu) \varphi_{m'}(\mu) y_{N,M,n}(\mu, t^k) y_{N,M,n'}(\mu, t^k) \Lambda_{mm'm'm'}^{a1a1}, \tag{5.63}
$$

where the parameter-independent quantities $\Lambda$ are defined as

$$
\Lambda_{mm'}^{ff} = (F_m, F_{m'})_Y, \quad 1 \leq m, m' \leq M_{\text{max}}; \\
\Lambda_{mm}^{ao} = -2 (F_m, A_0^n)_Y, \quad 1 \leq m \leq M_{\text{max}}, 1 \leq n \leq N_{\text{max}}; \\
\Lambda_{mm'}^{a1f} = -2 (F_m, A_{m',n})_Y, \quad 1 \leq m, m' \leq M_{\text{max}}, 1 \leq n \leq N_{\text{max}}; \\
\Lambda_{mm}^{mf} = \frac{-2 \Delta t}{\Delta t} (F_m, M_n)_Y, \quad 1 \leq m \leq M_{\text{max}}, 1 \leq n \leq N_{\text{max}}; \\
\Lambda_{nn}^{ao} = (A_0^n, A_0^n)_Y, \quad 1 \leq n, n' \leq N_{\text{max}}; \\
\Lambda_{nn'}^{ao} = 2 (A_0^n, A_{m',n'})_Y, \quad 1 \leq m \leq M_{\text{max}}, 1 \leq n, n' \leq N_{\text{max}}; \\
\Lambda_{mm'}^{a1a1} = (A_{m,n}, A_{m',n'})_Y, \quad 1 \leq m, m' \leq M_{\text{max}}, 1 \leq n, n' \leq N_{\text{max}}; \\
\Lambda_{nn'}^{an} = \frac{2 \Delta t}{\Delta t} (A_0^n, M_{n'})_Y, \quad 1 \leq n, n' \leq N_{\text{max}}; \\
\Lambda_{nn'}^{a1m} = \frac{2 \Delta t}{\Delta t} (A_{m,n}, M_{n'})_Y, \quad 1 \leq m \leq M_{\text{max}}, 1 \leq n, n' \leq N_{\text{max}}; \\
\Lambda_{nn'}^{mn} = \frac{1}{\Delta t^2} (M_{n}, M_{n'})_Y, \quad 1 \leq n, n' \leq N_{\text{max}}. \tag{5.65}
$$

The evaluation of $\Phi_{M}^{ao}(\mu, t^k)$ is very similar; to this end, we first calculate $F_{M+1} \in X$ and $A_{M+1,n}^{1}$
It then follows from (5.43) and standard duality arguments that

\[ \Phi_{M}^{n}(\mu, t^{k})^{2} = y(t^{k})^{2} \Lambda_{M+1}^{ff} + \sum_{n=1}^{N} y_{N, M}^{n}(\mu, t^{k}) \left\{ y(t^{k}) \Lambda_{n M+1}^{gff} + \sum_{n'=1}^{N} y_{N, M}^{n'}(\mu, t^{k}) \Lambda_{n'n'M+1}^{g1g1} \right\} \]

where the parameter-independent quantities \( \Lambda \) are defined as

\[
\begin{align*}
\Lambda_{M+1}^{ff} &= (\mathcal{F}_{M+1}, \mathcal{F}_{M+1})_{Y}; \\
\Lambda_{n M+1}^{gff} &= -2(\mathcal{F}_{M+1}, \mathcal{A}_{M+1,n})_{Y}, \quad 1 \leq n \leq N_{\text{max}}; \\
\Lambda_{n'n'M+1}^{g1g1} &= (\mathcal{A}_{M+1,n}, \mathcal{A}_{M+1,n'})_{Y}, \quad 1 \leq n, n' \leq N_{\text{max}}.
\end{align*}
\]

The offline-online decomposition is now clear.

In the offline stage we first compute the quantities \( \mathcal{F}, \mathcal{A}^{0,1}, \) and \( \mathcal{M} \) from (5.62) and (5.66) and then evaluate the \( \Lambda \) from (5.65) and (5.67); this requires (to leading order) \( O(M_{\text{max}}N_{\text{max}}) \)

expensive “truth” finite element solutions, and \( O(M_{\text{max}}^{2}N_{\text{max}}^{2}) \) \( \mathcal{N} \)-inner products. In the online stage — given a new parameter value \( \mu \) and associated reduced-basis solution \( y_{N, M}^{k}(\mu, t^{k}), \forall k \in \mathcal{K} \) — the computational cost to evaluate \( \Delta_{N, M}^{k}(\mu, t^{k}) \) and \( \Delta_{N, M}^{k}(\mu, t^{k}), \forall k \in \mathcal{K} \), is \( O(KM^{2}N^{2}) \). Thus, all online calculations needed are independent of \( N \).

### 5.5 Results for Numerical Exercise 4

We now return to the numerical example introduced in Section 5.2.1. We first employ the empirical interpolation method of Section 2.4 to construct the approximation to the nonaffine function \( G(x; \mu) \) defined in (2.36). The function \( G(x; \mu) \) already served as our test problem in Numerical Exercise 1, we can thus directly use the sample set \( S_{1}^{g} \) and associated basis \( W_{1}^{g} \) — and hence \( T_{M} \) and \( B_{M} \) — constructed in Section 2.4.3 (we use the \( L^{\infty}(\Omega) \)-norm results here).

We next generate the sample set \( S_{N}^{g} \) and associated reduced basis space \( W_{N}^{g} \) according to the adaptive sampling procedure described in Section 4.5. We initialize the procedure with \( \mu_{1}^{g} = (-0.01, -0.01) \) and \( t^{k} = 1 \Delta t \) and set the desired error tolerance (for the relative error in the energy norm) to \( \epsilon_{\text{tol.min}} = 1 \times 10^{-6} \). We sample on a deterministic parameter test sample \( \Xi_{F} \in (D)^{1600} \) of size 1600 (\( \Xi_{F} \) is the same sample set used in Section 2.4.3 for the construction of \( S_{M}^{g} \)) — we need \( N_{\text{max}} = 54 \) basis functions to obtain the desired accuracy.

We plot the sample sets \( S_{N}^{g} \) in \( \mu - t^{k} \)-space in Figure 5-2. We note that (i) more samples are selected in the difficult parameter range near the corner \( \mu = (-0.01, -0.01) \); and (ii) although \( K = 200 \) here, the samples are only selected within the first 40 timesteps because of the periodic control input. Were we to follow a naïve approach and select the samples on a regular grid in time (without using the adaptive sampling procedure), our reduced-basis system could easily become ill-conditioned.
We now turn to the convergence results. In Figure 5-3 we plot, as a function of $N$ and $M$, the maximum relative error in the energy norm $e_{N,M,\text{max,rel}}^{\mu}$; here, $e_{N,M,\text{max,rel}}^{\mu}$ is the maximum over $\Xi_{\text{Test}}$ of $|||e(\mu,t^K)|||/|||y(\mu_y,t^K)|||$, where $\mu_y \equiv \arg \max_{\mu \in \Xi_{\text{Test}}} |||y(\mu,t^K)|||$, and $\Xi_{\text{Test}} \subseteq (\mathcal{D})^{225}$ is a input sample of size 225 (a regular $15 \times 15$ grid). We observe that the error levels off at smaller and smaller values as we increase $M$ reflecting the trade-off influence between the reduced-basis approximation and the coefficient function approximation contribution to the error: for fixed $M$ the error in the coefficient function approximation $g_M(x;\mu)$ to $g(x;\mu)$ will ultimately dominate for large $N$; increasing $M$ renders the coefficient function approximation more accurate, which in turn leads to the drops in the error. We further note that the separation points reflect a balanced contribution of both approximations to the error: increasing either $N$ or $M$ while keeping the other one fixed has a very small effect on the error; to reduced the error both $N$ and $M$ have to be increased.

In Table 5.1 we present, as a function of $N$ and $M$, the maximum relative error in the energy norm $e_{N,M,\text{max,rel}}^{\mu}$, the maximum relative error bound $\Delta_{N,M,\text{max,rel}}^{\mu}$, and the average effectivity $\bar{\eta}$; $\Delta_{N,M,\text{max,rel}}^{\mu}$ is the maximum over $\Xi_{\text{Test}}$ of $\Delta_{N,M}^{\mu}(\mu,t^K)/|||y(\mu_y,t^K)|||$, and $\bar{\eta}$ is the average over $\Xi_{\text{Test}} \times I$ of $\Delta_{N,M}^{\mu}(\mu,t^k)/|||y(\mu,t^k) - y_N(\mu,t^k)|||$. The specific $N,M$ combinations presented roughly correspond to the separation points of the convergence curves in Figure 5-3. We observe that the reduced-basis approximation converges very fast and the bounds are very sharp — actually too sharp. For the first three $N,M$ combinations we obtain effectivities less than one: our error bound is not an upper bound for the true error. We recall that our proof for the bounding property is based on the assumption that $g(x;\mu) \in W_{M+1}^\alpha$. In general, however, this assumption is not satisfied and our error estimators may not be rigorous upper bounds since $\hat{e}_M(\mu) \leq \epsilon_M(\mu)$ if $g(x;\mu) \notin W_{M+1}^\alpha$ (also see Section 2.4.2). To regain the bounding property, we shall select $N$ and $M$ such that the contribution to the error bound due to the nonaffine function approximation is much smaller than the contribution of the affine terms. Although this approach does not guarantee that $g(x;\mu) \in W_{M+1}^\alpha$, we can hope to absorb the lower bound property of $\hat{e}_M(\mu)$ in the rigorous.
error bound for the affine terms. If we thus increase M while keeping N fixed, we indeed obtain effectivities larger than one even for small values of N, M, as shown in Table 5.2.

We next turn to the output estimate. In Table 5.3 we present, as a function of N and M, the maximum relative output error $e_{N,M,\text{max,rel}}^\text{rel}$, the maximum relative output bound $\Delta_{N,M,\text{max,rel}}^\text{rel}$, and the average effectivity $\overline{\eta}_{N,M}^\text{rel}$. $e_{N,M,\text{max,rel}}^\text{rel}$ is the maximum over $\Xi_{\text{Test}}$ of $|s(\mu, t_\eta(\mu)) - s_N(\mu, t_\eta(\mu))|/s_{\text{max}}$, $\Delta_{N,M,\text{max,rel}}^\text{rel}$ is the maximum over $\Xi_{\text{Test}}$ of $|\Delta_N(\mu, t^K)|/s_{\text{max}}$, and $\overline{\eta}^\text{rel}$ is the average over $\Xi_{\text{Test}}$ of $\Delta_{N,M}(\mu, t_\eta(\mu)) |s(\mu, t_\eta(\mu)) - s_{N,M}(\mu, t_\eta(\mu))|$. Here $t_\eta(\mu) \equiv \text{arg max}_{t^K \in \Xi} |s(\mu, t^K) - s_N(\mu, t^K)|$ and $s_{\text{max}} \equiv \text{max}_{t^K \in \Xi} \text{max}_{\mu \in \Xi_{\text{Test}}} |s(\mu, t^K)|$. We note that, to calculate the average output effectivity $\overline{\eta}^\text{rel}$, we exclude parameter values from the sample $\Xi_{\text{Test}}$ where $e_{N,M,\text{max,rel}}^\text{rel} \leq 1 \times 10^{-8}$ so as to avoid contamination by round-off errors. We see that the output error and output bound converges very fast — for only N = 20 and M = 24 our error bound for the error in the output — even for our simple bound — is quite close to 0.1%. Also, the effectivities are, of course, not as good as for the energy norm bound, but still acceptable for the simple bound.

In Table 5.4 we present, as a function of N and M, the online computational times to calculate $s_{N,M}(\mu, t^K)$ and $\Delta_{N,M}(\mu, t^K)$, $\forall k \in \mathbb{K}$. The values are normalized with respect to the computational time for the direct calculation of the truth approximation output $s(\mu, t^K) = \ell(y(\mu, t^K))$, $\forall k \in \mathbb{K}$. (The growth with N and M is less than expected due to memory-access issues.) The computational
saving for an accuracy of close to 0.1 percent (N = 20, M = 24) in the output bound are close to a factor of 100. The actual run-time to compute the output estimate and output bound in MATLAB 6.5 on a 750 MHz Pentium III is 0.11 sec. (for N = 20, M = 24). We also note that the time to calculate \( \Delta^v_{N,M}(\mu, t^k) \) exceeds that of calculating \( s_N(\mu, t^k) \) considerably — this is due to the higher computational cost, \( O(KM^2N^2) \), to evaluate \( ANM(p, t_k) \). Thus, although the theory suggest to choose \( M \) large so that the error due to the nonaffine function approximation is small, we should choose \( M \) as small as possible to retain the computational efficiency of our method. We emphasize that the reduced-basis entry does not include the extensive offline computations — and is thus only meaningful in the real-time or many-query contexts.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( M )</th>
<th>( c^v_{N,M,\text{max,rel}} )</th>
<th>( \Delta^v_{N,M,\text{max,rel}} )</th>
<th>( \bar{\eta}^v_{N,M} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>16</td>
<td>2.09 E - 02</td>
<td>2.98 E - 02</td>
<td>1.34</td>
</tr>
<tr>
<td>10</td>
<td>24</td>
<td>3.09 E - 03</td>
<td>4.38 E - 03</td>
<td>1.42</td>
</tr>
<tr>
<td>20</td>
<td>32</td>
<td>1.45 E - 04</td>
<td>2.05 E - 04</td>
<td>1.42</td>
</tr>
<tr>
<td>30</td>
<td>40</td>
<td>2.46 E - 05</td>
<td>3.48 E - 05</td>
<td>1.41</td>
</tr>
<tr>
<td>40</td>
<td>48</td>
<td>4.26 E - 06</td>
<td>6.04 E - 06</td>
<td>1.42</td>
</tr>
</tbody>
</table>

Table 5.2: NE 4: Convergence rate and effectivities as a function of \( N \) and \( M \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>( M )</th>
<th>( c^v_{N,M,\text{max,rel}} )</th>
<th>( \Delta^v_{N,M,\text{max,rel}} )</th>
<th>( \bar{\eta}^v_{N,M} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>8</td>
<td>4.23 E - 02</td>
<td>1.67 E - 01</td>
<td>7.70</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>3.03 E - 03</td>
<td>2.56 E - 02</td>
<td>21.2</td>
</tr>
<tr>
<td>20</td>
<td>24</td>
<td>1.79 E - 04</td>
<td>1.19 E - 03</td>
<td>159</td>
</tr>
<tr>
<td>30</td>
<td>32</td>
<td>7.65 E - 06</td>
<td>2.03 E - 04</td>
<td>52.2</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>2.21 E - 06</td>
<td>3.52 E - 05</td>
<td>20.5</td>
</tr>
<tr>
<td>50</td>
<td>48</td>
<td>1.29 E - 07</td>
<td>6.17 E - 06</td>
<td>33.2</td>
</tr>
</tbody>
</table>

Table 5.3: NE 4: Maximum relative output error, output bound, and effectivities.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( M )</th>
<th>( s_{N,M}(\mu, t^k), \forall k \in \mathbb{K} )</th>
<th>( \Delta^s_{N,M}(\mu, t^k), \forall k \in \mathbb{K} )</th>
<th>( s(\mu, t^k), \forall k \in \mathbb{K} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>8</td>
<td>6.96 E - 04</td>
<td>4.29 E - 03</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>7.61 E - 04</td>
<td>6.51 E - 03</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>24</td>
<td>1.05 E - 03</td>
<td>1.09 E - 02</td>
<td>1</td>
</tr>
<tr>
<td>30</td>
<td>32</td>
<td>1.25 E - 03</td>
<td>1.87 E - 02</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.68 E - 03</td>
<td>3.30 E - 02</td>
<td>1</td>
</tr>
<tr>
<td>50</td>
<td>48</td>
<td>2.06 E - 03</td>
<td>5.32 E - 02</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.4: NE 4: Online computational times (normalized with respect to the time to solve for \( s(\mu, t^k), \forall k \in \mathbb{K} \).
5.6 AP II: Dispersion of Pollutants

We now return to the pollutant dispersion problem introduced in Section 1.1.1. In the last chapter we discussed the reduced basis approximation and associated \textit{a posteriori} error estimation for the case of affine parameter dependence — we assumed that the location of the source term is fixed and the diffusivity is the only varying parameter. In this section we take the next step and assume that the source location can also vary in a certain range. The source term $g^{PS}(x; \mu)$, defined in (4.170), is given by

$$
g^{PS}(x; \mu) = \frac{1}{2\pi\sigma^{PS}^2} e^{-\frac{(x_1-x_1^{PS})^2+(x_2-x_2^{PS})^2}{2\sigma^{PS}^2}},$$

(5.68)

where $x^{PS} = (x_1^{PS}, x_2^{PS})$ denotes the source location and $\sigma^{PS}$ is the standard deviation; note that we use the notation $g^{PS}(\cdot; \mu)$ now to signify that $x^{PS}$ is an input parameter. We immediately recognize that the parameter dependence is nonaffine — we thus require the theory developed for nonaffine problems in this chapter.

For easier reference, we repeat the sketch of the flow field $\mathbf{U}$ with the source location and the measurement sensors in Figure 5-4. The domain $\Omega$, a typical point in which is $(x_1, x_2)$, is given by $\Omega = [0, 4] \times [0, 1]$. We shall assume that the concentration at the left boundary, $\Gamma_D$, is zero and that the remaining boundaries, $\Gamma_N$, are impermeable. We shall also assume that the diffusivity $\kappa$ varies in the (now, smaller) range $0.05 \leq \kappa \leq 0.5$ and that the source location, $x^{PS}$, satisfies $2.9 \leq x_1^{PS} \leq 3.1$ and $0.3 \leq x_2^{PS} \leq 0.5$; our input parameter is hence $\mu = \{\mu_1, \mu_2, \mu_3\} = \{\kappa, x_1^{PS}, x_2^{PS}\} \in \mathcal{D} = [0.05, 0.5] \times [2.9, 3.1] \times [0.3, 0.5] \subset \mathbb{R}^P$; the standard deviation $\sigma^{PS} = 0.1$ is assumed fixed. For notational convenience we also define $\Omega^{PS} = [2.9, 3.1] \times [0.3, 0.5]$, i.e., the spatial domain in which the source is located.

![Figure 5-4: AP II: Velocity field with pollution source and measurement locations.](image)

The time-discrete weak form of the governing equation (1.11) for the concentration $c(\mu, t^k) \in Y$ is again (B.2) with initial condition $c(\mu, t^0) = 0$, where $Y \subset Y^e \equiv \{v \mid v \in H^1(\Omega), v = 0\mid_{\Gamma_D}\}$ is a linear finite element truth approximation subspace of dimension $\mathcal{N} = 3720$ (the finite element mesh is the same as in Figure 4-17). The bilinear and linear forms $m, a^{CD}$ and $b$ are defined in (4.167), (4.168) and (4.169), respectively, where $g^{PS}(x; \mu)$ is now given by (5.68). We note that the parameter dependence of $b(v; g(x; \mu))$ is now \textit{nonaffine}, $m$ is parameter independent and $a^{CD}$ admits the affine representation (4.131) with $Q_a = 2$. We also define the inner products $(w, v)_X \equiv \int_\Omega w v = m(w, v)$ and $(w, v)_Y \equiv \int_\Omega \nabla w \cdot \nabla v$, corresponding to (4.153) for $\mu_1 = 1$; we may thus choose $\alpha_\mu(\mu) = \mu_1$ in (4.57). The outputs, $s_q(\mu, t^k)$, $1 \leq q \leq 4$, are evaluated from (4.171) with $l_q(x)$ defined in (4.172); the sensor locations $x^s$ are the same as in Section 4.8.5. We shall now consider the time interval $\bar{I} = [0, 1]$ and a timestep $\Delta t = 5 \times 10^{-3}$; we thus have $K = 200$. We
note that, since we consider a shorter time interval here, we restrict our attention mainly to the first four outputs located in the immediate vicinity of the source.

We point out that the admissible spatial variation of the source location is fairly small compared to the domain $\Omega$; we would require 100 patches of size $\Omega^PS$ to completely cover $\Omega$. The reason for choosing a small region $\Omega^PS$ is twofold: first, the flow field, $U$, is quite complex, i.e., sources that are close to each other can result in very different pollutant distributions. We plot in Figures 5-5 and 5-6 the field variable $c(\mu, t^k)$ at six timesteps for $\mu = (0.05, 2.9, 0.3)$ and $\mu = (0.05, 3.1, 0.5)$, respectively. These parameter values correspond to the source being located at two opposite corners of $\Omega^PS$. Although the two sources are close to each other, the resulting dispersion patterns are already decidedly different. This difference would be far more evident for source locations close to separation points in the flow. Second, the minimum admissible diffusivity considered is small, and thus convection plays a dominant role in the problem solution. We recall from Section 4.8.5 that more samples are required for “more” non-symmetric problems — even the fixed source location with $\kappa \in [0.01, 1]$ resulted in a basis with $N_{pr,\text{max}} = 207$. Thus, choosing $\Omega^PS$ larger would result in a reduced-basis approximation which is too high-dimensional with associated detriment to the computational efficiency (we will see that the computational savings for the given problem are already modest).

5.6.1 Reduced-Basis Approximation

We first consider the approximation to the nonaffine function $g^PS(x; \mu)$ defined in (5.68). We choose for $\Xi^g$ a deterministic grid of $41 \times 41$ parameter points over $[2.9, 3.1] \times [0.3, 0.5]$ and we choose $(\mu_{2,1}^2, \mu_{3,1}^2) = (3, 0.4)$. Note that $g^PS(x; \mu)$ does not depend on $\mu_1$. Next, we pursue the empirical interpolation method of Section 2.4 (using the $L^{\infty}(\Omega)$-norm) to construct $S_{g,M}, W_{g,M}, T_{M},$ and $B_{M}, 1 \leq M \leq M_{\text{max}}$, for $M_{\text{max}} = 66$. We plot in Figures 5-9(a) and (b) the sample set $S_{g,M}$ and the set of interpolation points $T_{M}$, respectively. The samples are (almost) symmetric around the center $(3, 0.4)$ and the interpolation points are, of course, centered around $x = (3, 0.4)$.

We next generate the sample set $S_{N}^g$ and associated reduced basis space $W_{N}^g$ according to the adaptive sampling procedure described in Section 4.5 with $M = M_{\text{max}}$ for the nonaffine function approximation. We initialize the procedure with $\mu_{1}^g = (0.05, 3, 0.4)$ and $t^k_{1} = 1 \Delta t$ and set the desired error tolerance (for the relative error in the energy norm) to $\epsilon_{\text{tol, min}} = 1 \times 10^{-4}$. We sample on a parameter test sample $\Xi_F \in (D)^{2420}$ of size $2420$ ($\Xi_F$ is log-random in $\mu_1$ and deterministic in $\mu_2$ and $\mu_3$); we require $N_{\text{max}} = 256$ basis functions to obtain the desired accuracy.

We next present the sample set $S_{N}^g$: since we obtain a four-dimensional parameter-time space now, we first project the sample set $S_{N}^g$ down onto (a) the $\mu_1$-$t^k$-space, and (b) the $\mu_2$-$\mu_3$-$t^k$-space and plot the result in Figure 5-10(a) and (b), respectively. We observe, as in Section 4.8.5, that the samples are biased towards smaller diffusivities $\mu_1$ (note the logarithmic scale). Furthermore, it is very interesting to note that almost all samples are located on the boundary of the $\mu_{2,3}$-space, i.e., the physical domain in which the source location lies.

5.6.2 Numerical Results

To begin, we present convergence results for the nonaffine function approximation. We present in Table 5.5 $\varepsilon_{M,\text{max}}, \bar{\rho}_M, \Lambda_M, \bar{\eta}_M$, and $\kappa_M$ as a function of $M$ (see Section 2.4.3 for the definitions
Figure 5-5: AP II: Concentration $c(\mu, t^k)$ for $\mu = (0.05, 2.9, 0.3)$ at $t = t^1, t^{40}, t^{80}, t^{120}, t^{160}, t^{200}$. 
Figure 5-6: AP II: Concentration $c(\mu, t^k)$ for $\mu = (0.05, 3.1, 0.5)$ at $t = t^1, t^{40}, t^{80}, t^{120}, t^{160}, t^{200}$. 
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We now turn to the convergence results and error bounds for the reduced-basis approximation. In Figure 5-3(a) and (b) we plot, as a function of $N$ and $M$, the maximum relative error in the energy norm $\epsilon^{e}_{N,M,\text{max,rel}}$ and the maximum relative error bound $\Delta^{e}_{N,M,\text{max,rel}}$: here, $\epsilon^{e}_{N,M,\text{max,rel}}$ is the maximum over $\Xi_{\text{Test}}$ of $\|e(\mu, t^K)||/|\|y(\mu_{y}, t^K)||$ and $\Delta^{e}_{N,M,\text{max,rel}}$ is the maximum over $\Xi_{\text{Test}}$ of $\Delta^{e}_{N,M}(\mu, t^K)/|\|y(\mu_{y}, t^K)|||$, where $\Xi_{\text{Test}} \subset (D)^{1000}$ is an input sample of size 1000 (a $10 \times 10 \times 10$ grid log-random in $\mu_1$ and random in $\mu_2$ and $\mu_3$), and $\mu_{y} = \arg\max_{\mu} \Xi_{\text{Test}} ||y(\mu, t^K)||$.

We first note that $N$ is much larger than in the previous example because the problem is much more complex. We observe the same convergence behavior as in the previous numerical example. For increasing $N$ and fixed $M$ the interpolation induced error starts to dominate at one point and the error does not further decrease — only by simultaneously increasing $N$ and $M$ can we obtain a smaller error and hence a better approximation. We also note that the error bound shows the same behavior as the actual error. However, there are differences in the $(N, M)$ asymptotes which may reflect in our choice of $N$ and $M$: concerning the actual error, we may select $M = 30$ for $N = 160$ without being limited by the interpolation induced error. The $M = 30$ asymptote for the error bound, on the other side, already levels off for approximately $N = 100$ — we thus need
Figure 5-8: AP II: Outputs \( s_q(\mu, t^k) \), \( 1 \leq q \leq 8 \), for \( \mu = (0.05, 3.1, 0.5) \) as a function of time.

Figure 5-9: AP II: (a) Parameter sample set \( S^g_M, M_{\text{max}} = 66 \), and (b) interpolation points \( t_m, 1 \leq m \leq M_{\text{max}} \), for the nonaffine pollution source (5.68).
Figure 5-10: AP II: (a) Parameter sample set $S_N^q$, $N_{max} = 256$, (a) projected onto $\mu_1$-$t^k$-space; and (b) projected onto $\mu_2$-$\mu_3$-$t^k$-space.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$\varepsilon_{M,\text{max}}^*$</th>
<th>$\overline{\rho}_M$</th>
<th>$\Lambda_M$</th>
<th>$\overline{\eta}_M$</th>
<th>$\kappa_M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.96E-01</td>
<td>0.561</td>
<td>1.53</td>
<td>0.381</td>
<td>2.11</td>
</tr>
<tr>
<td>10</td>
<td>4.17E-02</td>
<td>0.377</td>
<td>3.92</td>
<td>0.455</td>
<td>4.66</td>
</tr>
<tr>
<td>20</td>
<td>3.12E-03</td>
<td>0.334</td>
<td>5.70</td>
<td>0.432</td>
<td>11.5</td>
</tr>
<tr>
<td>30</td>
<td>2.23E-04</td>
<td>0.351</td>
<td>9.97</td>
<td>0.497</td>
<td>14.3</td>
</tr>
<tr>
<td>40</td>
<td>3.26E-05</td>
<td>0.289</td>
<td>14.8</td>
<td>0.544</td>
<td>21.1</td>
</tr>
<tr>
<td>50</td>
<td>4.43E-06</td>
<td>0.258</td>
<td>12.2</td>
<td>0.337</td>
<td>30.8</td>
</tr>
<tr>
<td>60</td>
<td>6.74E-07</td>
<td>0.178</td>
<td>40.2</td>
<td>0.595</td>
<td>34.6</td>
</tr>
</tbody>
</table>

Table 5.5: AP II: Nonaffine function approximation; $\varepsilon_{M,\text{max}}^*$, $\overline{\rho}_M$, $\Lambda_M$, $\overline{\eta}_M$, and $\kappa_M$ as a function of $M$.  
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Table 5.6: AP II: Convergence rate and effectivities as a function of \( N \) and \( M \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>( M )</th>
<th>( \epsilon_{N,M,max,rel}^\varphi )</th>
<th>( \Delta_{N,M,max,rel}^\varphi )</th>
<th>( \eta_{N,M}^\varphi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>20</td>
<td>2.26E-01</td>
<td>8.38E-01</td>
<td>3.59</td>
</tr>
<tr>
<td>80</td>
<td>30</td>
<td>2.78E-02</td>
<td>5.70E-02</td>
<td>2.40</td>
</tr>
<tr>
<td>120</td>
<td>40</td>
<td>5.18E-03</td>
<td>8.87E-03</td>
<td>1.89</td>
</tr>
<tr>
<td>160</td>
<td>40</td>
<td>1.07E-03</td>
<td>1.97E-03</td>
<td>1.79</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>3.60E-04</td>
<td>5.70E-04</td>
<td>1.72</td>
</tr>
<tr>
<td>240</td>
<td>60</td>
<td>9.55E-05</td>
<td>1.71E-04</td>
<td>1.65</td>
</tr>
</tbody>
</table>

to choose \( M = 40 \) so as not to limit the convergence of the error bound. Also, we observe that the \( M = 50 \) and \( M = 60 \) curves for the actual error coincide (the \( M = 40 \) curve deviates slightly only for \( N > 220 \)); thus choosing \( M = 50 \) is sufficient even for \( N = N_{\text{max}} \). For the error bound the \( M = 40 \) asymptote separates earlier, and there is a slight difference between the \( M = 50 \) and \( M = 60 \) asymptotes for \( N \geq 220 \).

Figure 5-11: AP II: (a) Maximum relative error in the energy norm and (b) error bound.

In Table 5.6 we present, as a function of \( N \) and \( M \), \( \epsilon_{N,M,max,rel}^\varphi \), \( \Delta_{N,M,max,rel}^\varphi \), and the average effectivity \( \eta_{N,M}^\varphi \), where \( \eta_{N,M}^\varphi \) is the average over \( \Xi_{\text{Test}} \times I \) of \( \Delta_{N,M}^\varphi (\mu, t^k) / ||y(\mu, t^k) - y_N(\mu, t^k)|| \). Here, we select \( M \), for a given \( N \), such that the nonaffine function approximation does not limit the convergence of the error bound. We confirm the fast convergence already observed in the convergence plots and note that the effectivities are very good throughout.

We next present in Tables 5.7 and 5.8 the maximum relative output error \( \epsilon_{N,M,max,rel}^q \), the maximum relative output bound \( \Delta_{N,M,max,rel}^q \), and the average effectivity \( \eta_{N,M}^q \) as a function of \( N \) and \( M \) for output 1 and 2, respectively (the results for the third and fourth output are similar to the results presented). Here, \( \epsilon_{N,M,max,rel}^q \) is the maximum over \( \Xi_{\text{Test}} \) of \( ||s(\mu, t_\eta(\mu)) - s_N(\mu, t_\eta(\mu))|| / s_{\text{max}} \), \( \Delta_{N,M,max,rel}^q \) is the maximum over \( \Xi_{\text{Test}} \) of \( ||\Delta_{N,M}^q (\mu, t^k) / s_{\text{max}} \) and \( \eta^q \) is the average over \( \Xi_{\text{Test}} \) of \( ||\Delta_{N,M}^q (\mu, t_\eta(\mu)) / s(\mu, t_\eta(\mu)) - s_N(\mu, t_\eta(\mu))|| \), where \( t_\eta(\mu) = \underset{t \in \Xi}{\arg \max} |s(\mu, t) - s_N(\mu, t)| \).
Table 5.7: AP II: Maximum relative output error, output bound, and effectivities for output 1.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$M$</th>
<th>$\varepsilon_{N,M,max,rel}^k$</th>
<th>$\Delta_{N,M,max,rel}^k$</th>
<th>$\eta_{N,M}^k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>20</td>
<td>2.82E-02</td>
<td>2.69E+00</td>
<td>109</td>
</tr>
<tr>
<td>80</td>
<td>30</td>
<td>3.91E-03</td>
<td>1.83E-01</td>
<td>70.7</td>
</tr>
<tr>
<td>120</td>
<td>40</td>
<td>5.64E-04</td>
<td>2.85E-02</td>
<td>66.2</td>
</tr>
<tr>
<td>160</td>
<td>40</td>
<td>1.03E-04</td>
<td>6.33E-03</td>
<td>66.7</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>1.77E-05</td>
<td>1.83E-03</td>
<td>142</td>
</tr>
<tr>
<td>240</td>
<td>60</td>
<td>4.27E-06</td>
<td>5.49E-04</td>
<td>134</td>
</tr>
</tbody>
</table>

Table 5.8: AP II: Maximum relative output error, output bound, and effectivities for output 2.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$M$</th>
<th>$\varepsilon_{N,M,max,rel}^k$</th>
<th>$\Delta_{N,M,max,rel}^k$</th>
<th>$\eta_{N,M}^k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>20</td>
<td>1.64E-01</td>
<td>7.34E+00</td>
<td>50.5</td>
</tr>
<tr>
<td>80</td>
<td>30</td>
<td>1.47E-02</td>
<td>4.99E-01</td>
<td>57.4</td>
</tr>
<tr>
<td>120</td>
<td>40</td>
<td>2.18E-03</td>
<td>7.76E-02</td>
<td>53.1</td>
</tr>
<tr>
<td>160</td>
<td>40</td>
<td>5.36E-04</td>
<td>1.72E-02</td>
<td>68.4</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>1.33E-04</td>
<td>4.99E-03</td>
<td>85.2</td>
</tr>
<tr>
<td>240</td>
<td>60</td>
<td>1.94E-05</td>
<td>1.49E-03</td>
<td>77.0</td>
</tr>
</tbody>
</table>

and $s_{\text{max}} \equiv \max_{\mu \in \mathcal{I}_{\text{test}}} \max_{t^k \in \mathcal{K}} |s(\mu, t^k)|$. The error in the output converges fast and the output effectivities are still acceptable for the simple output bound. However, for an accuracy of the output error bound of 1%, we require approximately $N = 160$ and $M = 40$. Although the true error is almost two magnitudes smaller, in actual practice we can only guarantee the accuracy as determined from our error bound. Better effectivities, i.e., sharper bounds, would therefore be advantageous since the required values for $N$ and $M$ to obtain the desired accuracy decrease — if the effectivities would be close to one, $N = 80$ and $M = 30$ would suffice for a 1% accuracy in the output bound. We could probably achieve these numbers by introducing the dual problem (see the results in Section 4.8.5).

Finally, in Table 5.9 we present, as a function of $N$ and $M$, the online computational times to calculate $s_{N,M}(\mu, t^k)$ and $\Delta_{N,M}(\mu, t^k)$, $\forall k \in \mathcal{K}$. The values are normalized with respect to the computational time for the direct calculation of the truth approximation output $s(\mu, t^k) = \ell(y(\mu, t^k))$, $\forall k \in \mathcal{K}$. The computational savings for $N = 160$ and $M = 40$ — corresponding to an output bound with 1% accuracy — are approximately a factor of 30. The corresponding run-time in MATLAB 6.5 on a 750 MHz Pentium III is 0.78 sec. We note that, despite the $O(KM^2N^2)$ complexity to calculate the output bound, the time to calculate $s_N(\mu, t^k)$ ultimately dominates because of the large $N$. The savings here are pretty small because (i) the dimension $N$ of the underlying truth approximation is not very large, and (ii) we have to choose $N$ large to obtain the desired accuracy.
Table 5.9: AP II: Online computational times (normalized with respect to the time to solve for $s(\mu, t^k), \forall k \in \mathbb{K}$).

<table>
<thead>
<tr>
<th>$N$</th>
<th>$M$</th>
<th>$s_{N,M}(\mu, t^k), \forall k \in \mathbb{K}$</th>
<th>$\Delta_{N,M}^s(\mu, t^k), \forall k \in \mathbb{K}$</th>
<th>$s(\mu, t^k), \forall k \in \mathbb{K}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>20</td>
<td>1.04E-03</td>
<td>2.34E-03</td>
<td>1</td>
</tr>
<tr>
<td>80</td>
<td>30</td>
<td>2.78E-03</td>
<td>5.19E-03</td>
<td>1</td>
</tr>
<tr>
<td>120</td>
<td>40</td>
<td>1.04E-02</td>
<td>1.19E-02</td>
<td>1</td>
</tr>
<tr>
<td>160</td>
<td>40</td>
<td>1.85E-02</td>
<td>1.75E-02</td>
<td>1</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>3.20E-02</td>
<td>2.65E-02</td>
<td>1</td>
</tr>
<tr>
<td>240</td>
<td>60</td>
<td>4.85E-02</td>
<td>3.62E-02</td>
<td>1</td>
</tr>
</tbody>
</table>
Chapter 6

Nonlinear Parabolic Equations

6.1 Introduction

In the last two chapters we developed reduced-basis methods and associated a posteriori error estimation procedures for linear parabolic partial differential equations with affine and nonaffine parameter dependence. We now extend our methodology to treat certain classes of nonaffine nonlinear parabolic partial differential equations. More specifically, we consider problems where $a(w, v; g)$ can be written as

$$a(w, v; g(w; x; \mu)) = a^L(w, v) + \int_{\Omega} g(w; x; \mu) v.$$  \hspace{1cm} (6.1)

Here, $x \in \Omega$ is the spatial coordinate, $\mu \in \mathcal{D}$ is the input parameter, $a^L(w, v)$ is a bounded bilinear form, and $g(w; x; \mu)$ is a nonaffine nonlinear function which is monotonically increasing in $w$. Similar to the previous chapter, we will introduce a “collateral” reduced-basis expansion for $g(w; x; \mu)$ and employ the empirical interpolation method to determine the coefficients for the approximation to $g(w; x; \mu)$.

The nonlinear dependence on the field variable, however, introduces new numerical difficulties: first, our greedy choice of basis functions ensures good approximation properties, but is very expensive for the nonlinear time-dependent case; second, since the field variable is not known in advance, it is difficult to generate an explicit affine approximation of $g(w; x; \mu)$; and third, it is challenging to ensure that the online complexity remains independent of $\mathcal{N}$ even in the presence of highly nonlinear terms.

In the first part of this chapter we develop the necessary theory and also present a numerical example to test and confirm our approach. In Section 6.6 we consider the application to a specific problem in the class of reaction-diffusion systems. Since the focus here is the treatment of the nonlinear term, we do not consider adjoint formulations (see [121] for an application of adjoint techniques in the reduced-basis context to the steady Navier-Stokes equation).

6.2 Abstract Formulation

As in the last two chapters, we directly consider a time-discrete framework associated to the time interval $I \equiv [0, t_f]$. We recall that $I$ is divided into $K$ subintervals of equal length $\Delta t = \frac{t_f}{K}$, that $t^k$ is
defined by\( t_k \equiv k\Delta t, 0 \leq k \leq K \equiv \frac{t_f}{\Delta t} \); furthermore, \( I \equiv \{ t_0, \ldots , t^K \} \) and \( \mathbb{K} \equiv \{ 1, \ldots , K \} \). We shall consider Euler-Backward for the time integration. We also recall our reference (or “truth”) finite element approximation space \( Y \) of very large dimension \( \mathcal{N} \). Clearly, our results must be stable as \( \Delta t \to 0, \ K \to \infty, \) and \( \mathcal{N} \to \infty. \)

We directly consider the “truth” approximation here: Given a parameter \( \mu \in \mathcal{D}, \) we evaluate the (here, single) output of interest

\[
\ell(\mu, t^k)) = \ell(y(\mu, t^k)), \quad \forall k \in \mathbb{K}
\]

where the field variable \( y(\mu, t^k) \in Y, \ \forall k \in \mathbb{K}, \) satisfies the weak form of the nonlinear parabolic partial differential equation

\[
m(y(\mu, t^k), v) + \Delta t \ a^L(v(\mu, t^k), v) + \Delta t \int_{\Omega} g(y(\mu, t^k); x; \mu) v = m(y(\mu, t^{k-1}), v) + \Delta t \ b(v) u(t^k), \quad \forall v \in Y,
\]

with initial condition (say) \( y(\mu, t^0) = 0. \) Here, \( \mu \) and \( \mathcal{D} \) are the input and input domain; \( m(\cdot, \cdot) \) and \( b(\cdot) \) are \( X \)-continuous bilinear and linear forms, respectively; \( a^L(\cdot, \cdot) \) is a \( Y \)-continuous bilinear form; \( u(t^k) \) denotes the (here, single) control input; and \( g(w; x; \mu) \in L^2(\Omega), \ \forall w \in Y \) is a nonlinear nonaffine function of the field variable \( y(\mu, t^k) \), the spatial coordinate \( x \), and the parameter \( \mu \), which is monotonically increasing in \( w \) for all \( \mu \in \mathcal{D} \). We note that the field variable, \( y(\mu, t^k) \), is of course also a function of the spatial coordinate \( x \). In the sequel we will use the notation \( y(x; \mu, t^k) \) to signify this dependence whenever it is crucial.

We shall make the following assumptions. We assume that \( a^L(\cdot, \cdot) \) and \( m(\cdot, \cdot) \) are continuous

\[
am^L(w, v) \leq \gamma_a \|w\|_X\|v\|_X, \quad \forall w, v \in Y
\]

\[
\|m(w, v)\|_X \leq \gamma_m \|w\|_X\|v\|_X, \quad \forall w, v \in Y
\]

coercive,

\[
0 < \alpha_a \equiv \inf_{w \in X} \frac{a^L(w, w)}{\|w\|^2_X},
\]

\[
0 < \alpha_m \equiv \inf_{v \in Y} \frac{m(v, v)}{\|v\|^2_X};
\]

and symmetric, \( a^L(v, w) = a^L(w, v), \ \forall v, w \in Y, \) and \( m(w, w) = m(w, w), \ \forall w, v \in X. \) (We (plausibly) suppose that \( \gamma_a, \gamma_m, \alpha_a, \alpha_m \) may be chosen independent of \( \mathcal{N}. \)) We also require that the linear forms \( b(\cdot) : Y \to \mathbb{R} \) and \( \ell(\cdot) : Y \to \mathbb{R} \) be bounded with respect to \( \| \cdot \|_X. \) And finally, we require that all linear and bilinear forms are independent of time — the system is thus linear time-invariant (LTI).

Since the focus of this section is the treatment of the nonlinearity \( g(w; x; \mu) \) we assume that the bilinear and linear forms \( m, a^L \) and \( b, \ell \) are parameter independent; a parameter dependence of either form is readily admitted. Note also that our results presented here directly carry over to the case where \( g \) is also an explicit function of (discrete) time \( t^k. \)
6.2.1 Numerical Exercise 5: A Nonlinear Diffusion Problem

We now turn to a numerical example. We consider the following nonlinear diffusion problem defined on the unit square, $\Omega = [0, 1]^2 \subset \mathbb{R}^2$: Given $\mu = (\mu_1, \mu_2) \in D^\mu \equiv [0.01, 10]^2$, we evaluate $y(\mu, t^k) \in Y$ from (6.3), where $Y \subset Y^e \equiv H_0^1(\Omega)$ is a linear finite element truth approximation subspace of dimension $N = 2601$,

$$
m(w, v) = \int_{\Omega} w v, \quad a^k(w, v) = \int_{\Omega} \nabla w \cdot \nabla v, \quad b(v) = 100 \int_{\Omega} v \sin(2\pi x_1) \cos(2\pi x_2), \quad (6.8)
$$

and the nonlinearity is given by

$$
g(y(\mu, t^k); \mu) = \mu_1 e^{\mu_2 y(\mu, t^k)} - 1. \quad (6.9)
$$

The output $s(\mu, t^k)$ is evaluated from (6.2) with $\ell(v) = \int_{\Omega} v$. We presume the periodic control input $u(t^k) = \sin(2\pi t^k)$, $t^k \in I$. We shall consider the time interval $I = [0, 2]$ and a timestep $\Delta t = 0.01$; we thus have $K = 200$.

We note that $\mu_2$ represent the strength of the nonlinearity whereas $\mu_1$ represents strength of the sink term in (6.9); as $\mu_2 \to 0$ we have $g(w; \mu) \to \mu_1 w$. The solution thus tends to the solution for the linear problem as $\mu_2$ tends to zero. We believe that, because of the monotonicity of $g$, it can be proven that the problem is well-posed. Two snapshots of the solution $y(\mu, t^k)$ at time $t^k = 25\Delta t$ are shown for $\mu = (0.01, 0.01)$ and $\mu = (10, 10)$ in Figures 6-1(a) and (b), respectively. We observe that the solution has two negative peaks and two positive peaks with similar height for $\mu = (0.01, 0.01)$ (which oscillate back and forth in time). As $\mu_2$ increases, the height of the negative peaks remains largely unchanged, while the positive peaks get rectified as shown in Figure 6-1(b). The exponential nonlinearity has a damping effect on the positive part of $y(\mu, t^k)$, but has (almost) no effect on the negative part. Note that the solution for $\mu = (10, 10)$, of course, also oscillates in time — with the positive peaks always being smaller than the negative peaks.

Figure 6-1: NE 5: Solution $y(\mu, t^k)$ at $t^k = 25\Delta t$ for (a) $\mu = (0.01, 0.01)$ and (b) $\mu = (10, 10)$.

The influence of the nonlinearity is also evident in the output $s(\mu, t^k)$ — the average of $y(\mu, t^k)$.
over $\Omega$ — plotted in Figure 6-2(a) and (b) for $\mu = (0.01, 0.01)$ and $\mu = (10, 10)$, respectively. Note the very different scaling of the output for the two parameters: $s(\mu, t^k)$ is close to zero for $\mu = (0.01, 0.01)$ since the positive and negative peaks of $y(\mu, t^k)$ have almost the same height. For $\mu = (10, 10)$ the output is well below zero for all times and oscillates with approximately twice the frequency.

![Output $s(\mu, t^k)$ for $\mu = (0.01, 0.01)$ and $\mu = (10, 10)$](image)

Figure 6-2: NE 5: Output $s(\mu, t^k)$ for (a) $\mu = (0.01, 0.01)$ and (b) $\mu = (10, 10)$.

### 6.3 Reduced-Basis Approximation

#### 6.3.1 Formulation

We first introduce the nested sample sets $S^0_N = \{\bar{\mu}^q_1 \in \bar{D}, \ldots, \bar{\mu}^q_N \in \bar{D}\}$, $1 \leq N \leq N_{\text{max}}$, and $S^0_M = \{\bar{\mu}^q_1 \in \bar{D}, \ldots, \bar{\mu}^q_M \in \bar{D}\}$, $1 \leq M \leq M_{\text{max}}$ where $\bar{\mu} \equiv (\mu, t^k)$ and $\bar{D} = D \times T$. Note that, since $g(\cdot; x; \mu)$ is a function of the field variable $y(\mu, t^k)$, the sample set $S^0_M$ must now also reside in parameter-time space $\bar{D}$; in general, $S^0_N \neq S^0_M$ and in fact $N \neq M$. We then define the associated nested Lagrangian [85] reduced-basis space

$$W^\mu_N = \text{span}\{\zeta_n \equiv y(\bar{\mu}^q_n), \ 1 \leq n \leq N\}, \ 1 \leq N \leq N_{\text{max}}, \quad (6.10)$$

where $y(\bar{\mu}^q_n)$ is the solution of (6.2) at time $t = t^k_n$ for $\mu = \mu^q_n$. We also define the nested collateral reduced-basis space

$$W^\mu_M = \text{span}\{\zeta_n \equiv g(y(\bar{\mu}^q_n); x; \mu), \ 1 \leq n \leq M\} = \text{span}\{q_1, \ldots, q_M\}, \ 1 \leq M \leq M_{\text{max}}, \quad (6.11)$$

and nested set of interpolation points $T_M = \{t_1, \ldots, t_M\}$, $1 \leq M \leq M_{\text{max}}$.

Let us first assume that we do not have access to the empirical interpolation method and instead follow the standard approach. We would then our reduced-basis approximation by a standard Galerkin projection: given $\mu \in \mathcal{D}$, the reduced-basis approximation $y_N(\mu, t^k) \in W^\mu_N$ to $y(\mu, t^k)$
satisfies
\[ m(y_N(\mu, t^k), v) + \Delta t \, a^L(y_N(\mu, t^k), v) + \Delta t \int_\Omega g(y_N(\mu, t^k); x; \mu) \, v = m(y_N(\mu, t^{k-1}), v) + \Delta t \, b(v) \, u(t^k), \quad \forall \, v \in W_N^y, \quad \forall \, k \in \mathbb{K}, \quad (6.12) \]

We may now express \( y_N(\mu, t^k) = \sum_{j=1}^N y_{Nj}(\mu, t^k) \) and choose as test functions \( v = \zeta_i, \, 1 \leq i \leq N \), in (6.12) to obtain, \( \forall \, k \in \mathbb{K}, \)
\[
\sum_{j=1}^N \{ m(\zeta_j, \zeta_i) + \Delta t \, a^L(\zeta_j, \zeta_i) \} \, y_{Nj}(\mu, t^k) + \Delta t \int_\Omega g \left( \sum_{n=1}^N y_{Nn}(\mu, t^k) \zeta_n; x; \mu \right) \, \zeta_i = \sum_{j=1}^N m(\zeta_j, \zeta_i) \, y_{Nj}(\mu, t^{k-1}) + \Delta t \, b(\zeta_i) \, u(t^k), \quad 1 \leq i \leq N. \quad (6.13)
\]

We may now apply a (say) Newton iterative scheme to solve (6.13) at each timestep for \( y_{Nj}(\mu, t^k), \, 1 \leq j \leq N \): given the solution at the previous timestep, \( y_{Nj}(\mu, t^{k-1}), \, 1 \leq j \leq N \) and a current iterate \( \tilde{y}_{Nj}(\mu, t^k), \, 1 \leq j \leq N \), we find an increment \( \delta y_{Nj}, \, 1 \leq j \leq N \), such that
\[
\sum_{j=1}^N \left\{ m(\zeta_j, \zeta_i) + \Delta t \, a^L(\zeta_j, \zeta_i) \right\} \, \tilde{y}_{Nj}(\mu, t^k) + \Delta t \int_\Omega g_1 \left( \sum_{n=1}^N \tilde{y}_{Nn}(\mu, t^k) \zeta_n; x; \mu \right) \, \zeta_j \, \zeta_i = \sum_{j=1}^N m(\zeta_j, \zeta_i) \, \tilde{y}_{Nj}(\mu, t^{k-1}) + \Delta t \, b(\zeta_i) \, u(t^k) - \sum_{j=1}^N \left\{ m(\zeta_j, \zeta_i) + \Delta t \, a^L(\zeta_j, \zeta_i) \right\} \, \tilde{y}_{Nj}(\mu, t^k) - \Delta t \int_\Omega g \left( \sum_{j=1}^N \tilde{y}_{Nj}(\mu, t^k) \zeta_j; x; \mu \right) \, \zeta_i, \quad 1 \leq i \leq N. \quad (6.14)
\]

where \( g_1 \) is the partial derivative with respect to the first argument.

We note that if \( g \) is a low-order (at most quadratically) polynomial nonlinearity in \( y(\mu, t^k) \), we can expand the nonlinear terms \( g(\sum_{j=1}^N \tilde{y}_{Nj}(\mu, t^k) \zeta_j; x; \mu) \) and \( g_1(\sum_{n=1}^N \tilde{y}_{Nn}(\mu, t^k) \zeta_n; x; \mu) \) into their power series and develop an efficient, i.e., online \( \mathcal{N} \)-independent, offline-online computational decomposition [122, 121]. Unfortunately, for high-order polynomial or non-polynomial nonlinearities this trick cannot be used. Hence, \( g(\sum_{j=1}^N \tilde{y}_{Nj}(\mu, t^k) \zeta_j; x; \mu) \zeta_i \) and \( g_1(\sum_{n=1}^N \tilde{y}_{Nn}(\mu, t^k) \zeta_n; x; \mu) \zeta_j \zeta_i \) must be evaluated online at every Newton iteration with \( \mathcal{N} \)-dependent cost.

To recover online \( \mathcal{N} \)-independent cost, we again appeal to the empirical interpolation method. We replace the nonlinearity \( g(y_N(\mu, t^k); x; \mu) \) in (6.12) by the affine approximation \( g^{y_N, \mathcal{M}}_M(x; \mu, t^k) \) given by
\[
g^{y_N, \mathcal{M}}_M(x; \mu, t^k) = \sum_{m=1}^M \varphi_{Mm}(\mu, t^k) \, q_m(x). \quad (6.15)
\]
where the coefficients \( \varphi_{M_m}(\mu, t^k) \) are determined from

\[
\sum_{j=1}^{M} B_{ij}^M \varphi_{M_j}(\mu, t^k) = g(y_{N,M}(t_i; \mu, t^k); t_i; \mu), \quad 1 \leq i \leq M, \tag{6.16}
\]

and \( B_{ij}^M = q_j(t_i), \ 1 \leq i, j \leq M \). Note that, contrary to the nonaffine case, \( \varphi_M(\mu, t^k) \) now also depends on time. Our reduced-basis approximation \( y_{N,M}(\mu, t^k) \) to \( y(\mu, t^k) \) is then obtained by a standard Galerkin projection: given \( \mu \in \mathcal{D} \), \( y_{N,M}(\mu, t^k) \in W_N^k \) satisfies

\[
m(y_{N,M}(\mu, t^k), v) + \Delta t \ a^f(y_{N,M}(\mu, t^k), v) + \Delta t \ \int_{\Omega} g_{M}(x; \mu, t^k) v
\]
\[
= m(y_{N,M}(\mu, t^{k-1}), v) + \Delta t \ b(v) u(t^k), \quad \forall \ v \in W_N^k, \ \forall k \in \mathbb{K}, \tag{6.17}
\]

with initial condition \( y_{N,M}(\mu, t^0) = 0 \). We will show in the next section that (6.17) indeed allows an efficient offline-online decomposition. Finally, we evaluate the output from

\[
s_{N,M}(\mu, t^k) = \ell(y_{N,M}(\mu, t^k)), \quad \forall k \in \mathbb{K}. \tag{6.18}
\]

At this point we should remark that our current approach of constructing the sample set \( S^g_M \) and associated reduced-basis space \( W^g_M \) in the nonlinear parabolic case is computationally prohibitively profligate. The reason, related to our greedy adaptive sampling procedure proposed in Section 2.4, is twofold. First, we need to calculate and store the "truth" solution \( y(\mu, t^k) \) at all times \( t^k \in \mathbb{I} \) on the grid \( \Xi^g \) in parameter space. For our numerical example in Section 6.2.1 \( \Xi^g \) is of size 144 — we thus need to solve (6.3) 144 times and store \( 144 \times 200 \) "truth" solutions \( y(\mu, t^k) \). And second, as pointed out in Section 2.4, determining the next sample point \( \tilde{\mu}^g \) in \( \Xi^g = \Xi^g \times \mathbb{I} \) requires the solution of a linear program for all \( \mu \in \Xi^g \) if the function \( g \) is time-varying, as is inherently the case in the nonlinear context.\(^1\) We note, however, that both of these reasons are due to the fact that we do not have an error estimator for \( y(\mu, t^k) \) without knowing the approximation for \( g \) (which depends on \( y(\mu, t^k) \)). Since this computation is too expensive in our current implementation, we revert to the least squares surrogate in this chapter. In choosing this approach we in fact rely on our numerical comparison in Section 2.4 which shows that we can expect similar results.

### 6.3.2 Offline-Online Computational Procedure

In this section we develop the offline-online computational decomposition to recover online \( \mathcal{N} \)-independence even in the nonlinear case. We first express \( y_{N,M}(\mu, t^k) \) as

\[
y_{N,M}(\mu, t^k) = \sum_{n=1}^{N} y_{N,M_n}(\mu, t^k) \zeta_n, \tag{6.19}
\]

and choose as test functions \( v = \zeta_n, \ 1 \leq n \leq N, \) in (6.17).

It then follows from (6.15) that \( y_{N,M}(\mu, t^k) = [y_{N,M_1}(\mu, t^k) \ y_{N,M_2}(\mu, t^k) \ldots y_{N,M_N}(\mu, t^k)]^T \in \mathbb{R}^N \).

\(^1\)Note that in the linear nonaffine parabolic case the function \( g \) depends only on \( x \) and \( \mu \) and not on time.
\( \mathbb{R}^N, \forall k \in \mathbb{K}, \) satisfies
\[
(M_N + \Delta t A_N) \Psi_{N,M}(\mu, t^k) + \Delta t C^{N,M} \phi_M(\mu, t^k) = M_N \Psi_{N,M}(\mu, t^{k-1}) + \Delta t B_N u(t^k),
\]
with initial condition \( \Psi_{N,M}(\mu, t^0) = 0, 1 \leq n \leq N. \) Here, the coefficients \( \phi_M(\mu, t^k) = [\phi_M(\mu, t^k)^2 \cdots \phi_M(\mu, t^k)]^T \in \mathbb{R}^M \) are determined from (6.16); \( M_N \in \mathbb{R}^{N \times N}, A_N \in \mathbb{R}^{N \times N}, \) and \( C^{N,M} \in \mathbb{R}^{N \times M}, \) are parameter-independent matrices with entries \( M_{N;i,j} = m(\zeta_i, \zeta_j), 1 \leq i, j \leq N, \) \( A_{N;i,j} = a(\zeta_i, \zeta_j), 1 \leq i, j \leq N, \) and \( C_{N;i,j} = \int_0^1 \zeta_i \zeta_j q_j, 1 \leq i \leq N, 1 \leq j \leq M, \) respectively; and \( B_N \in \mathbb{R}^N \) is a parameter-independent vector with entries \( B_{N;i} = b(\zeta_i), 1 \leq i \leq N \).

We can now substitute \( \phi_M(\mu, t^k) \) from (6.16) into (6.20) to obtain the nonlinear algebraic system
\[
(M_N + \Delta t A_N) \Psi_{N,M}(\mu, t^k) + \Delta t D^{N,M} g(Z^{N,M} \Psi_{N,M}(\mu, t^k); t_M; \mu) = M_N \Psi_{N,M}(\mu, t^{k-1}) + \Delta t B_N u(t^k), \quad \forall k \in \mathbb{K},
\]
where \( D^{N,M} = C^{N,M}(B^M)^{-1} \in \mathbb{R}^{N \times N}, Z^{N,M} \in \mathbb{R}^{M \times N} \) is a parameter-independent matrix with entries \( Z_{i,j}^{N,M} = \zeta_j(t_i), 1 \leq i \leq M, 1 \leq j \leq N, \) and \( t_M = [t_1 \cdots t_M]^T \in \mathbb{R}^M \) is the set of interpolation points. We now solve for \( y_{N,M}(\mu, t^k) \) at each timestep using a Newton iterative scheme: given the solution for the previous timestep, \( y_{N,M}(\mu, t^{k-1}), \) and a current iterate \( \Psi_{N,M}(\mu, t^k), \) we find an increment \( \delta y_{N,M} \) such that
\[
(M_N + \Delta t A_N + \Delta t \delta E^N) \delta y_{N,M} = M_N y_{N,M}(\mu, t^{k-1}) + \Delta t B_N(\mu) u(t^k) - (M_N + \Delta t A_N) \Psi_{N,M}(\mu, t^k) - \Delta t D^{N,M} g(Z^{N,M} \Psi_{N,M}(\mu, t^k); t_M; \mu),
\]
where \( \delta E^N \in \mathbb{R}^{N \times N} \) must be calculated at every Newton iteration from
\[
\delta E^N_{i,j} = \sum_{m=1}^{M} D^{N,M}_{i,m} \left( \sum_{n=1}^{N} \Psi_{N,M,n}(\mu, t^k) \zeta_n(t_m); t_m; \mu \right) \zeta_j(t_m), \quad 1 \leq i, j \leq N.
\]
Finally, we evaluate the output estimate from
\[
s_{N,M}(\mu, t^k) = L_T^N \Psi_{N,M}(\mu, t^k), \quad \forall k \in \mathbb{K},
\]
where \( L_N \in \mathbb{R}^N \) is the output vector with entries \( L_{N;i} = \ell(\zeta_i), 1 \leq i \leq N. \)

The offline-online decomposition is now clear. In the offline stage — performed only once — we first construct the nested approximation spaces \( W_M^N \) and sets of interpolation points \( T_M, 1 \leq M \leq M_{\text{max}}; \) we then solve for the \( \zeta_n, 1 \leq n \leq N_{\text{max}} \) and compute and store the \( \mu \)-independent quantities \( M_N, A_N, B^M, D^{N,M}, B_N, \) and \( Z^{N,M}. \) In the online stage — performed many times, for each new parameter value \( \mu \) — we solve (6.22) for \( \Psi_{N,M}(\mu, t^k) \) and evaluate the output estimate \( s_{N,M}(\mu, t^k) \) from (6.24). The operation count is dominated by the Newton update at each timestep: we first
assemble \( E^N \) from (6.23) at cost \( O(M^2 N^2) \) — note that we perform the sum in the parenthesis of (6.23) first before performing the outer sum — and then invert the left hand side of (6.22) at cost \( O(N^3) \). The operation count in the online stage is thus \( O(\kappa K(M^2 N^2 + N^3)) \), where \( \kappa \) is the average number of Newton steps per timestep. We thus recover \( N \)-independence in the online stage.

We remark that, in actual practice, \( M \) can be quite large — and in fact much larger than \( N \). In this case it is straightforward to reduce \( M \) without sacrificing accuracy by splitting the time interval \( I \) into several smaller subintervals \( I_1, \ldots, I_T \) such that \( I = \bigcup_{i=1}^T I_i \). We then construct, in the offline stage, \( \mathcal{I} \) separate samples sets \( S^p_{M_t}, 1 \leq i \leq \mathcal{I} \) and associated reduced-basis spaces \( W^p_{M_t}, 1 \leq i \leq \mathcal{I} \). In the online stage we simply “switch” to the corresponding sample — and hence \( T_M, B^M \), and \( D^{N,M} \) — as time progresses. This approach renders the offline computation more expensive, but can increases the online efficiency considerably while retaining the desired accuracy.

### 6.4 A Posteriori Error Estimation

#### 6.4.1 Preliminaries

We now turn to the development of our \textit{a posteriori} error estimator; by construction rather similar to the nonaffine parabolic case in Chapter 5. To begin, we recall that the bilinear form \( a^L \) is assumed to be parameter independent here; we can thus use the coercivity constant \( \alpha_a \) and have no need for the lower bound \( \alpha_a(p) \) required earlier. We next introduce the dual norm of the residual

\[
\varepsilon_{N,M}(\mu, t^k) = \sup_{v \in \mathcal{Y}} \frac{R(v; \mu, t^k)}{\|v\|_\mathcal{Y}}, \quad \forall \, k \in \mathcal{K}, \tag{6.25}
\]

where

\[
R(v; \mu, t^k) \equiv b(v) \ u(t^k) - \frac{1}{\Delta t} [m(y_{N,M}(\mu, t^k) - y_{N,M}(\mu, t^{k-1}), v) - a^L(y_{N,M}(\mu, t^k), v) - \int_{\Omega} g_M^{y_{N,M}}(x; \mu, t^k) \ v, \quad \forall \, v \in \mathcal{Y}, \quad \forall \, k \in \mathcal{K}, \tag{6.26}
\]

is the residual associated to the nonlinear parabolic problem. We also require the dual norm

\[
\overline{\mathcal{Q}}_M = \sup_{v \in \mathcal{Y}} \frac{\int_{\Omega} q_{M+1} v}{\|v\|_\mathcal{Y}}. \tag{6.27}
\]

and the error bound \( \hat{\varepsilon}_M(\mu, t^k) \) for the nonlinear function approximation given by

\[
\hat{\varepsilon}_M(\mu, t^k) \equiv |g(y_{N,M}(t_{M+1}; \mu, t^k); t_{M+1}; \mu) - g_M(y_{N,M}(t_{M+1}; \mu, t^k); t_{M+1}; \mu)|. \tag{6.28}
\]

We note that, contrary to the nonaffine case, the error bound \( \hat{\varepsilon}_M(\mu, t^k) \) is now also a function of (discrete) time.

The bounding properties for the errors in the field variable and the output estimate are stated below. Throughout this section we assume that the “truth” solution \( y(\mu, t^k) \) satisfy (6.3) and the corresponding reduced-basis approximation \( y_{N,M}(\mu, t^k) \) satisfies (6.17), respectively.
6.4.2 Error Bound Formulation

Primal Variable

We obtain the following result for the error in the energy norm.

**Proposition 17.** Suppose that \( g(y_{N,M}(\mu, t^k); \mu) \in W_{M+1}^{q}, \forall \ k \in \mathbb{K} \). Let \( e(\mu, t^k) \equiv y(\mu, t^k) - y_{N,M}(\mu, t^k) \) be the error in the field variable and define the “spatio-temporal” energy norm

\[
\| v(\mu, t^k) \| \equiv \left( m(v(\mu, t^k), v(\mu, t^k)) + \sum_{k' = 1}^{k} a^L(v(\mu, t^k), v(\mu, t^{k'})) \Delta t \right)^{\frac{1}{2}}, \ \forall \ v \in Y. \quad (6.29)
\]

The error is then bounded by

\[
\| e(\mu, t^k) \| \leq \Delta_{N,M}^{\mu}(\mu, t^k), \ \forall \ \mu \in \mathcal{D}, \ \forall \ k \in \mathbb{K},
\]

where the error bound \( \Delta_{N,M}^{\mu}(\mu, t^k) \) is defined as

\[
\Delta_{N,M}^{\mu}(\mu, t^k) \equiv \left( \frac{2\Delta t}{\alpha_a} \sum_{k' = 1}^{k} \varepsilon_{N,M}(\mu, t^{k'})^2 + \frac{2\Delta t}{\alpha_a} g_M^q \sum_{k' = 1}^{k} \varepsilon_{M}(\mu, t^{k'})^2 \right)^{\frac{1}{2}}. \quad (6.31)
\]

**Proof.** We immediately derive from (6.3) and (6.26) that \( e(\mu, t^k) = y(\mu, t^k) - y_{N,M}(\mu, t^k), \ \forall \ k \in \mathbb{K}, \) satisfies

\[
m(e(\mu, t^k), v) + \Delta t a^L(e(\mu, t^k), v) + \Delta t \int_{\Omega} \left( g(y(\mu, t^k); x; \mu) - g(y_{N,M}(\mu, t^k); x; \mu) \right) v \]
\[
= m(e(\mu, t^{k-1}), v) + \Delta t R(v; \mu, t^k) + \Delta t \int_{\Omega} \left( g_{M}^{y_{N,M}}(x; \mu, t^k) - g(y_{N,M}(\mu, t^k); x; \mu) \right) v, \ \forall \ v \in Y, \quad (6.32)
\]

where \( e(\mu, t^0) = 0 \) since \( y(\mu, t^0) = y_{N,M}(\mu, t^0) = 0 \) by assumption. We now choose \( v = e(\mu, t^k) \) in (6.32), immediately note from the monotonicity of \( g \) that

\[
\int_{\Omega} \left( g(y(\mu, t^k); x; \mu) - g(y_{N,M}(\mu, t^k); x; \mu) \right) e(\mu, t^k) \geq 0; \quad (6.33)
\]

invoke (6.25) and the Cauchy-Schwarz inequality for the cross term \( m(e(\mu, t^{k-1}), e(\mu, t^k)) \) to obtain, \( \forall \ k \in \mathbb{K}, \)

\[
m(e(\mu, t^k), e(\mu, t^k)) + \Delta t a^L(e(\mu, t^k), e(\mu, t^k)) \leq m^{\frac{1}{2}}(e(\mu, t^{k-1}), e(\mu, t^{k-1})) m^{\frac{1}{2}}(e(\mu, t^k), e(\mu, t^k))
\]
\[
+ \Delta t \varepsilon_{N,M}(\mu, t^k) \| e(\mu, t^k) \|_Y + \Delta t \int_{\Omega} \left( g_{M}^{y_{N,M}}(x; \mu, t^k) - g(y_{N,M}(\mu, t^k); x; \mu) \right) e(\mu, t^k). \quad (6.34)
\]

We will now apply (4.30) twice: first, choosing \( c = m^{\frac{1}{2}}(e(\mu, t^k), e(\mu, t^k)), \)

\[
d = m^{\frac{1}{2}}(e(\mu, t^{k-1}), e(\mu, t^{k-1})),
\]
and \( p = 1 \), we obtain

\[
2 m^2(e(\mu, t^k), e(\mu, t^k)) m^2(e(\mu, t^{k-1}), e(\mu, t^{k-1})) \leq m(e(\mu, t^{k-1}), e(\mu, t^{k-1}))+m(e(\mu, t^k), e(\mu, t^k));
\]  

(6.35)

and second, choosing \( c = \varepsilon_{N,M}(\mu, t^k) \), \( d = \|e(\mu, t^k)\|_Y \), and \( \rho = (\alpha_a/2)\frac{1}{2} \) we have

\[
2 \varepsilon_{N}(\mu, t^k) \|e(\mu, t^k)\|_Y \leq \frac{2}{\alpha_a} \varepsilon_{N}(\mu, t^k)^2 + \frac{\alpha_a}{2} \|e(\mu, t^k)\|_Y^2.
\]

(6.36)

We now note from our assumption \( g(y_{N,M}(\mu, t^k); x; \mu) \in W^q_{M+1} \) and Proposition 2 that

\[
\left(g_{M}^{N,M}(x; \mu, t^k) - g(y_{N,M}(\mu, t^k); x; \mu)\right) = \hat{e}_{M}(\mu, t^k) q_{M+1}(x);
\]

(6.37)

it thus follows that

\[
2 \int_{\Omega} \left(g_{M}^{N,M}(x; \mu, t^k) - g(y_{N,M}(\mu, t^k); x; \mu)\right) e(\mu, t^k)
\]

\[\leq 2 \sup_{v \in Y} \left\{ \frac{\int_{\Omega} \left(g_{M}^{N,M}(x; \mu, t^k) - g(y_{N,M}(\mu, t^k); x; \mu)\right) v}{\|v\|_Y} \right\} \|e(\mu, t^k)\|_Y
\]

\[\leq 2 \hat{e}_{M}(\mu, t^k) \sup_{v \in Y} \left\{ \frac{\int_{\Omega} \varphi_{M+1} v}{\|v\|_Y} \right\} \|e(\mu, t^k)\|_Y
\]

\[\leq 2 \hat{e}_{M}(\mu, t^k) \varphi_{M} \|e(\mu, t^k)\|_Y
\]

\[\leq \frac{2}{\alpha_a} \hat{e}_{M}(\mu, t^k)^2 \varphi_{M} \frac{\alpha_a}{2} \|e(\mu, t^k)\|_Y^2,
\]

(6.38)

where we applied (4.30) with \( c = \hat{e}_{M}(\mu, t^k) \varphi_{M}, d = \|e(\mu, t^k)\|_Y \), and \( \rho = (\alpha_a/2)\frac{1}{2} \) in the last step. Finally, from (6.34), (6.35), (6.36), (6.38), and invoking (6.6) we obtain the bound

\[
m(e(\mu, t^k), e(\mu, t^k)) + \Delta t \sum_{k'=1}^{k} a(e(\mu, t^{k'}), e(\mu, t^{k'})) \leq \frac{2 \Delta t}{\alpha_a} \sum_{k'=1}^{k} \left( \varepsilon_{N,M}(\mu, t^{k'})^2 + \varphi_{M}^2 \hat{e}_{M}(\mu, t^{k'})^2 \right)
\]

(6.39)

which is the result stated in Proposition 17.

We note from (6.31) that our error bound comprises two terms: the contribution from the linear (affine) terms and from the nonlinear (nonaffine) function approximation. Similar to the linear nonaffine case, we may thus choose \( N \) and \( M \) such that both contributions balance, i.e., neither \( N \) nor \( M \) should be chosen unnecessarily high. However, our choice should also take the rigor of the error bound into account — we comment on this issue after stating the bounding property for the output estimate.

Output Bound

We can now define the (simple) output bound
Proposition 18. Suppose that \( g(y_{N,M}(\mu,t^k); \mu) \in W_{M+1}^q, \forall k \in K \). The error in the output is then bounded by
\[
|s(\mu,t^k) - s_{N,M}(\mu,t^k)| \leq \Delta_{N,M}^s(\mu,t^k), \quad \forall k \in K, \forall \mu \in D,
\]
where the output bound is defined as
\[
\Delta_{N,M}^s(\mu,t^k) = \sup_{v \in Y} \frac{\ell(v)}{\|v\|_X} \Delta_{N,M}^y(\mu,t^k), \quad \forall k \in K, \forall \mu \in D.
\]

Proof. The result directly follows from (6.2), (6.18), and the fact that the error satisfies \( \|e(\mu,t^k)\|_X \leq \Delta_{N,M}^\varepsilon(\mu,t^k), \forall k \in K, \forall \mu \in D \).

We note that the condition \( g(y_{N,M}(\mu,t^k); \mu) \in W_{M+1}^q, \forall k \in K \) is very unlikely to hold: first, because \( W_{M}^q \) is constructed based on \( g(y(\mu,t^k); \mu) \) and not \( g(y_{N,M}(\mu,t^k)) \), and second, particularly because of the time-dependence of \( g(y_{N,M}(\mu,t^k); \mu) \). Our choice of \( N \) and \( M \) is thus even more important — the contribution of the non-rigorous part, \( \vartheta_M^q \tilde{e}_M(\mu,t^k) \), to the error bound \( \Delta_{N,M}^\varepsilon(\mu,t^k) \) should be small compared to the contribution of the rigorous part \( \varepsilon_{N,M}(\mu,t^k) \).

6.4.3 Offline-Online Computational Procedure

The offline-online computational procedures for the calculation of \( \Delta_{N,M}^y(\mu,t^k) \) (and \( \Delta_{N,M}^s(\mu,t^k) \)) are very similar to the previous discussions in Sections 4.4.4 and 5.4.3. We will therefore omit the details and only summarize the computational costs involved in the online stage. In the online stage — given a new parameter value \( \mu \) and associated reduced-basis solution \( y_{N,M}(\mu,t^k) \), \( \forall k \in K \) — the computational cost to evaluate \( \Delta_{N,M}^y(\mu,t^k) \) (and hence \( \Delta_{N,M}^s(\mu,t^k) \)) is \( O(K(N+M)^2) \) and thus independent of \( N \).

6.5 Results for Numerical Exercise 5

We now return to our model problem from Section 6.2.1. We first construct the sample set \( S_M^q \) and associated reduced-basis space \( W_M^q \) — and hence \( T_M \) and \( B_M \) — using the empirical interpolation method described in Section 2.4.3; we employ the surrogate least squares approach on \( \mathcal{E}^q = \mathcal{E}^q \times I \) for the greedy procedure, where \( \mathcal{E}^q \subset D^{144} \) is a regular \( 12 \times 12 \) grid.

We next generate the sample set \( S_N^q \) and associated reduced basis space \( W_N^q \) according to the adaptive sampling procedure described in Section 4.5 — since the “truth” solutions \( y(\mu,t^k) \) are stored on \( \mathcal{E}^q \), we sample on this parameter-time grid and base our choice of basis on the energy norm of the true error \( \varepsilon(\mu,t^k) \) and not on the error bound. We initialize the procedure with \( \mu^0_1 = (0.01,0.01) \) and \( t^{k_f}_q = 1\Delta t \) and set the desired error tolerance (for the relative error in the energy norm) to \( \varepsilon_{tol,min} = 1 \times 10^{-6} \). We sample on the parameter test sample \( \mathcal{E}^q \) used for the construction of \( S_M^q \). We need \( N_{\text{max}} = 55 \) basis functions to obtain the desired accuracy.

We plot the sample set \( S_N^q \) in \( \mu - t^k \)-space in Figure 6-3. We note that the samples are largely located in the \( \mu_2 = 10 \) plane where the strength of the nonlinearity is largest. Furthermore, because of the periodic control input, all samples are selected within the first 100 timesteps although \( K = 200 \) here.
In Figure 6-4(a) and (b) we plot the maximum relative error $e_{N,M,max,rel}^\nu$ and maximum relative error bound $\Delta_{N,M,max,rel}^\nu$ as a function of $N$ and $M$, respectively; here $e_{N,M,max,rel}^\nu$ is the maximum over $\Xi_{\text{Test}}$ of $||e(\mu, t^K)||/||y(\mu, t^K)||$ and $\Delta_{N,M,max,rel}^\nu$ is the maximum over $\Xi_{\text{Test}}$ of $\Delta_{N,M}(\mu, t^K)/||y(\mu, t^K)||$, where $\mu = \arg \max_{\mu \in \Xi_{\text{Test}}} ||y(\mu, t^K)||$, and $\Xi_{\text{Test}} \subset (D)^{225}$ is a test sample of size 225 (a regular $15 \times 15$ grid). We observe the same convergence behavior as in the nonaffine case: the curves level off at lower and lower levels as $M$ increases. However, $M$ is much larger now as compared to the nonaffine case due to the (implicit) time dependence of $g$. We also note that the true error essentially converged for $M = 80$ — the $M = 80$ and $M = 100$ asymptotes are identical. The error bound, on the other side, still decreases considerably for $M \geq 80$ (note the different $M$ values in the two plots). To obtain small relative error bounds we should thus choose $M$ large.

In Table 6.1 we present, as a function of $N$ and $M$, $e_{N,M,max,rel}^\nu$, $\Delta_{N,M,max,rel}^\nu$, and the average effectivity $\bar{\eta}^\nu$: $\bar{\eta}^\nu$ is the average over $\Xi_{\text{Test}} \times I$ of $\Delta_{N,M}(\mu, t^k)/||y(\mu, t^k) - y_N(\mu, t^k)||$. We confirm the fast convergence already observed in Figure 6-4 and observe that the effectivities are very good for higher values of $N$ and $M$.

We now turn to the output estimate and present the maximum relative output error $e_{N,M,max,rel}^\nu$. 

---

Table 6.1: NE 5: Convergence rate and effectivities as a function of $N$ and $M$. 

<table>
<thead>
<tr>
<th>$N$</th>
<th>$M$</th>
<th>$e_{N,M,max,rel}^\nu$</th>
<th>$\Delta_{N,M,max,rel}^\nu$</th>
<th>$\bar{\eta}^\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>3.82E-01</td>
<td>4.22E+01</td>
<td>79.8</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>1.36E-02</td>
<td>1.17E+00</td>
<td>26.0</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>1.62E-03</td>
<td>3.54E-02</td>
<td>8.65</td>
</tr>
<tr>
<td>20</td>
<td>80</td>
<td>1.46E-04</td>
<td>3.52E-03</td>
<td>8.25</td>
</tr>
<tr>
<td>30</td>
<td>110</td>
<td>1.88E-05</td>
<td>1.01E-04</td>
<td>3.82</td>
</tr>
<tr>
<td>40</td>
<td>140</td>
<td>4.94E-06</td>
<td>1.78E-05</td>
<td>1.69</td>
</tr>
</tbody>
</table>
the maximum relative output bound $\Delta_{N,M,\text{max,rel}}^e$; and the average effectivity $\bar{\eta}_{N,M}^e$ as a function of $N$ and $M$ in Table 6.2. Here, $\epsilon_{N,M,\text{max,rel}}^e$ is the maximum over $\Xi_{\text{Test}}$ of $|s(\mu, t_{\eta}(\mu)) - s_N(\mu, t_{\eta}(\mu))|/s_{\text{max}}$, $\Delta_{N,M,\text{max,rel}}^e$ is the maximum over $\Xi_{\text{Test}}$ of $\Delta_{N,M}(\mu, t^K)/|s_{\text{max}}|$ and $\bar{\eta}^e$ is the average over $\Xi_{\text{Test}}$ of $\Delta_{N,M}(\mu, t_{\eta}(\mu))/|s(\mu, t_{\eta}(\mu)) - s_{N,M}(\mu, t_{\eta}(\mu))|$, where $t_{\eta}(\mu) \equiv \arg \max_{t \in I} |s(\mu, t^K) - s_N(\mu, t^K)|$ and $s_{\text{max}} \equiv \max_{t \in I} \max_{\mu \in \Xi_{\text{Test}}} |s(\mu, t^K)|$. The reduced-basis output estimate converges very fast: for only $N = 5$ and $M = 30$ the relative error in the output is close to 1%. However, the output bound largely overestimates the true error, which is reflected in the very large effectivities. For an accuracy of 1% in the output bound, we would thus require approximately $N = 25$ and $M = 100$. Introducing adjoint techniques [121] might be a remedy for the poor output bounds.

Finally, in Table 6.3 we present, as a function of $N$ and $M$, the online computational times to calculate $s_{N,M}(\mu, t^K)$ and $\Delta_{N,M}(\mu, t^K), \forall k \in \mathbb{K}$. The values are normalized with respect to the computational time for the direct calculation of the truth approximation output $s(\mu, t^K) = \ell(y(\mu, t^K)), \forall k \in \mathbb{K}$. We note that the gain in the online response time is much larger in the nonlinear case. This is mainly due to the fact that solving for the “truth” approximation (6.6) involves the matrix assembly of the nonlinear terms. The actual run-time to compute the output estimate and output bound in MATLAB 6.5 on a 750 MHz Pentium III is 1.41 (for $N = 25$,
Table 6.3: Online computational times (normalized with respect to the time to solve for $
abla T_k$, $\forall k \in K$).

<table>
<thead>
<tr>
<th>$N$</th>
<th>$M$</th>
<th>$s_{N,M}(\mu, t^k)$, $\forall k \in K$</th>
<th>$\Delta^*_{N,M}(\mu, t^k)$, $\forall k \in K$</th>
<th>$s(\mu, t^k)$, $\forall k \in K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>6.62 E -05</td>
<td>8.66 E -05</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>1.19 E -04</td>
<td>7.35 E -05</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>1.74 E -04</td>
<td>9.57 E -05</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>80</td>
<td>3.88 E -04</td>
<td>1.57 E -04</td>
<td>1</td>
</tr>
<tr>
<td>30</td>
<td>110</td>
<td>7.20 E -04</td>
<td>2.62 E -04</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>140</td>
<td>1.22 E -03</td>
<td>4.33 E -04</td>
<td>1</td>
</tr>
</tbody>
</table>

$M = 100$. We already pointed out, however, that the offline computations necessary in the nonlinear case are also more extensive — primarily due to the sampling procedure for $S^k_M$. If the many-query context, or a clear demand for real-time response of an engineering system or component in operation, can justify the offline cost, the reduced-basis methods, and in particular our approach described here, can be gainfully employed in many practical applications.

### 6.6 Application to Reaction-Diffusion Systems

In this section we apply our method to a specific problem belonging to the class of nonlinear reaction-diffusion systems [26]. Reaction-diffusion systems are an interesting area of application for several reasons: First of all, they appear in a large number of real-world applications: ranging from Biology [22], where reaction-diffusion equations characterize the pattern formation in morphogenesis and mutations in genetics; to Ecology, where they govern predator-prey relation and the spreading of epidemics; to Physiology, where the conduction in nerves and carbon monoxide poisoning is described by reaction-diffusion equations; to Chemistry [5, 6, 32], probably the most notable application area of reaction-diffusion equations. Furthermore, inherent to these equations and the specific application area are a large number of parameters, which, in general, have a very strong influence on the dynamic behavior of the system, e.g., such as reaction rates in chemistry. To analyze and understand the specific problem, many different parameter combinations have to be investigated. The solution of reaction-diffusion equations, however, is a very challenging task because the equations are time-dependent, and often highly nonlinear and coupled. Efficient solution techniques which can characterize many parameter combinations are therefore important. Finally, in many applications — such as chemical engineering — understanding, modeling, and simulation is often only the first step; the original goal is to control the behavior and outcome using (say) techniques from optimal control theory [58].

The general form of a reaction-diffusion equation can be written as

$$\frac{\partial y(x; \mu, t)}{\partial t} = \nabla(D(\mu)y(x; \mu, t)) + f(y(x; \mu, t); \mu).$$

(6.42)

Here, $x \in \Omega \subset \mathbb{R}^d$ is the spatial domain, $\mu \in \mathcal{D}$ is the parameter vector, $y$ is the vector-valued field variable, e.g., containing temperatures and concentrations, $D(\mu)$ is the diffusion matrix, and $f(y; \mu)$ is a vector-valued function containing the (non)linear reaction terms. Our particular application is the self-ignition of a coal stockpile introduced in Section 1.1.1. We note, however, that similar
models are also used in combustion theory, biology, and in the description of porous catalysts.

We note that we cannot apply our \textit{a posteriori} error estimation procedures to this problem because (i) the system is coupled, and (ii) our monotonicity assumption for the nonlinearity is not satisfied. We therefore only consider the reduced-basis approximation and do \textit{not} discuss the \textit{a posteriori} error estimation.

6.6.1 AP III: Self-Ignition of a Coal Stockpile

More specifically, we consider a one-dimensional non-isothermal reaction-diffusion model for the self-ignition of a coal stockpile with Arrhenius type nonlinearity \cite{105, 103, 23}, described in detail in Section 1.1.1. The parameters governing the dynamic behavior of the system are the Arrhenius number, $\gamma$, the Prater temperature, $\beta$, the Lewis number, $Le$, and the Thiele modulus, $\Phi$. Here, we assume that three of those parameters — $\beta$, $Le$, and $\Phi$ — are fixed and only $\gamma$ is varying. The values, taken from \cite{23}, are given by $\beta = 4.287$, $\Phi^2 = 70000$, and $Le = 0.233$; and $\gamma$ varies in the range $12 \leq \gamma \leq 12.6$. We can thus identify the input parameter $\mu \equiv \gamma \in \mathcal{D} \equiv [12, 12.6] \subset \mathbb{R}^{p=1}$.

We will see that the system exhibits a very interesting dynamical behavior in terms of complex oscillatory patterns for this parameter range.

We next derive the weak form of the governing equations (1.14) and (1.15) and discretize in time using Euler-Backward. We also introduce the linear finite truth approximation subspaces $Y_T \equiv \{v|v \in H^1(\Omega), v = 0|_{x=0}\}$ and $Y_c \equiv \{v|v \in H^1(\Omega), v = 0|_{x=0}\}$ of dimensions $N = 800$ and $N = 801$, respectively; here $\Omega \equiv [0,1]$ is the spatial domain. We shall consider the time interval $T = [0,6]$ and a timestep $\Delta t = 1 \times 10^{-3}$; we thus have $K = 6000$. Our truth approximation is thus: Given $\mu \in \mathcal{D}$, find $T(\mu, t^k) \in Y_T$ and $c(\mu, t^k) \in Y_c, \forall k \in \mathbb{K}$, such that \footnote{Note that we use our usual notation here: $T(\mu, t^k) = T(x; \mu, t^k)$ and $c(\mu, t^k) = c(x; \mu, t^k)$.}

\begin{equation}
   m(T(\mu, t^k), v_T) + \Delta t \ a(T(\mu, t^k), v_T)
   \quad - \Delta t \ \beta \ \Phi^2 \int_\Omega (c(\mu, t^k) + 1) \ e^{-\mu/(T(\mu, t^k)+1)} \ v_T = m(T(\mu, t^{k-1}), v_T), \ \forall v_T \in Y_T \quad (6.43)
\end{equation}

\begin{equation}
   m(c(\mu, t^k), v_c) + \Delta t \ Le \ a(c(\mu, t^k), v_c)
   \quad + \Delta t \ \Phi^2 \int_\Omega (c(\mu, t^k) + 1) \ e^{-\mu/(T(\mu, t^k)+1)} \ v_c = m(c(\mu, t^{k-1}), v_c), \ \forall v_c \in Y_c \quad (6.44)
\end{equation}

with initial conditions $T(\mu, t^0) = T_0, c(\mu, t^0) = c_0$. We then evaluate the outputs from

\begin{equation}
   s^1(\mu, t^k) = \ell(T(\mu, t^k)), \quad \forall k \in \mathbb{K},
\end{equation}

and

\begin{equation}
   s^2(\mu, t^k) = \ell(c(\mu, t^k)), \quad \forall k \in \mathbb{K}. \quad (6.46)
\end{equation}

Here, $\ell(v) = \int_\Omega \delta(x - 0.2) \ v$, and the bilinear forms are given by

\begin{equation}
   m(w, v) = \int_\Omega w \ v, \quad a(w, v) = \int_\Omega \nabla w \cdot \nabla v. \quad (6.47)
\end{equation}
We also define the nonlinearity $g$ as

$$g(c(\mu, t^k), T(\mu, t^k); \mu) = (c(\mu, t^k) + 1) e^{-\mu/(T(\mu, t^k)+1)}.$$  

(6.48)

We plot in Figure 6-5(a) and (b) the outputs $s^1$ and $s^2$ for $\mu = 12.0$ over (discrete) time and in phase space $s^1 - s^2$, respectively. The sharp peak in the temperature output $s^1$ and corresponding drop in the concentration output $s^2$ indicates the ignition of the system. After the ignition, the system goes into a stable steady-state solution. In Figure 6-6(a) and (b) we show the corresponding output plots for $\mu = 12.5$; we first note that the ignition occurs later in time and that the maximum temperature reached is higher. For this parameter value the system does not return to a steady-state solution, but converges to a period 1 limit cycle. Finally, we present in Figures 6-7(a) and (b) the output plots for $\mu = 12.6$: the time of ignition occurs at a later and the maximum temperature is higher than before. Although hardly visible in the phase plot because of the initial transients, the system converges to a limit cycle with mixed mode oscillations. We show in Figures 6-8 the phase plots for the two parameter values $\mu = 12.5$ and $\mu = 12.6$ without the transient behavior. We can clearly see the period 1 limit cycle for $\mu = 12.5$; as $\mu$ is increased, a period doubling cascade occurs leading to the mixed mode oscillations for $\mu = 12.6$.

Figure 6-5: AP III: Outputs $s_1(\mu, t^k)$ and $s_2(\mu, t^k)$ for $\mu = 12.0$, (a) as a function of time (b) phase plot.

6.6.2 Reduced-Basis Approximation

We first introduce the nested sample sets $S_{NT}^T = \{\tilde{\mu}_1^T \in \tilde{D}, \ldots, \tilde{\mu}_{NT}^T \in \tilde{D}\}, 1 \leq NT \leq N_{T, \text{max}}$, $S_{Nc}^T = \{\tilde{\mu}_1^c \in \tilde{D}, \ldots, \tilde{\mu}_{Nc}^c \in \tilde{D}\}, 1 \leq Nc \leq N_{c, \text{max}}$, and — for the nonlinearity $S_M^T = \{\tilde{\mu}_1^M \in \tilde{D}, \ldots, \tilde{\mu}_M^M \in \tilde{D}\}, 1 \leq M \leq M_{\text{max}}$, where $\tilde{\mu} \equiv (\mu, t^k)$ and $\tilde{D} = D \times I$. We then define the associated nested Lagrangian reduced-basis spaces

$$W_{NT} = \text{span}\{s_m^T \equiv T(\mu_n^T, t_n^{k})\}, 1 \leq n \leq NT\}, \quad 1 \leq N_T \leq N_{T, \text{max}},$$  

(6.49)
Figure 6-6: AP III: Outputs $s_1(\mu, t^k)$ and $s_2(\mu, t^k)$ for $\mu = 12.5$, (a) as a function of time (b) phase plot.

Figure 6-7: AP III: Outputs $s_1(\mu, t^k)$ and $s_2(\mu, t^k)$ for $\mu = 12.6$, (a) as a function of time (b) phase plot.
Figure 6-8: AP III: Outputs $s_1(\mu, t^k)$ and $s_2(\mu, t^k)$ in phase plane for (a) $\mu = 12.5$ and (b) $\mu = 12.6$.

and

$$W_{N_c} = \text{span}\{\xi_m^c = c(\mu_n^c, t_n^k); 1 \leq n \leq N_c\}, \quad 1 \leq N_c \leq N_{c,\text{max}},$$

where $T(\mu_n^T, t_n^k)$ and $c(\mu_n^c, t_n^k)$ are the solutions of (6.43) and (6.44) at time $t = t_n^T$ for $\mu = \mu_n^T$ and $t = t_n^k$ for $\mu = \mu_n^c$, respectively. We also define the nested collateral reduced-basis space

$$W_M = \text{span}\{\xi_m = g(c(\hat{\mu}_m^n, T(\hat{\mu}_m^n); \mu_n^0)\.1 \leq m \leq M\}$$

= \text{span}\{q_1, \ldots, q_M\}, \quad 1 \leq M \leq M_{\text{max}},$$

and nested set of interpolation points $T_M = \{t_1, \ldots, t_M\}, 1 \leq M \leq M_{\text{max}}$.

Our reduced-basis approximation is then: given $\mu \in \mathcal{D}$, $T_{N,M}(\mu, t^k) \in W_{N_c}$ and $c_{N,M}(\mu, t^k) \in W_{N_c}$

$$m(T_{N,M}(\mu, t^k), v_T) + \Delta t a(T_{N,M}(\mu, t^k), v_T)$$

$$- \Delta t \beta \Phi^2 \int_{\Omega} g_M^{c_{N,M}, T_{N,M}}(x; \mu, t^k) v_T = m(T_{N,M}(\mu, t^{k-1}), v_T), \quad \forall v_T \in W_{N_c}^T$$

$$m(c_{N,M}(\mu, t^k), v_c) + \Delta t \text{Le} a(c_{N,M}(\mu, t^k), v_c)$$

$$+ \Delta t \Phi^2 \int_{\Omega} g_M^{c_{N,M}, T_{N,M}}(x; \mu, t^k) v_c = m(c_{N,M}(\mu, t^{k-1}), v_c), \quad \forall v_c \in W_{N_c}^c$$

with initial conditions determined from $m(T(\mu, t^0), v_T) = m(T_0, v_T), \forall v_T \in W_{N_c}^T$, and $m(c(\mu, t^0), v_c) = m(c_0, v_c), \forall v_c \in W_{N_c}^c$; here $g_M^{c_{N,M}, T_{N,M}}(x; \mu, t^k)$ is the approximation to $g(c(\mu, t^k), T(\mu, t^k); \mu)$ given by

$$g_M^{c_{N,M}, T_{N,M}}(x; \mu, t^k) = \sum_{m=1}^{M} \varphi_{Mm}(\mu, t^k) q_m(x)$$
where the coefficients $\varphi_{Mm}(\mu, t^k)$ are determined from

$$
\sum_{j=1}^{M} B_{ij}^M \varphi_{Mj}(\mu, t^k) = g(c(t_i; \mu, t^k), T(t_i; \mu, t^k); \mu), \quad 1 \leq i \leq M
$$

(6.55)

and $B_{ij}^M = q_j(t_i), 1 \leq i, j \leq M, 1 \leq M \leq M_{\text{max}}$. Finally, we evaluate the outputs from

$$
s^1_{N, M}(\mu, t^k) = \ell(T_{N, M}(\mu, t^k)), \quad \forall k \in \mathbb{K},
$$

(6.56)

and

$$
s^2_{N, M}(\mu, t^k) = \ell(c_{N, M}(\mu, t^k)), \quad \forall k \in \mathbb{K}.
$$

(6.57)

### Offline-Online Procedure

The offline-online procedure follows directly from our previous discussion in Section 6.3.2. We first express

$$
T_{N, M}(\mu, t^k) = \sum_{n=1}^{N_T} \zeta_n^T T_{N, Mn}(\mu, t^k),
$$

(6.58)

$$
c_{N, M}(\mu, t^k) = \sum_{n=1}^{N_c} \zeta_n^c c_{N, Mn}(\mu, t^k),
$$

(6.59)

and choose as test functions $\nu_T = \zeta_n^T, 1 \leq n \leq N_T$ in (6.52), and $\nu_c = \zeta_n^c, 1 \leq n \leq N_c$ in (6.53).

It then follows that $T_{N, M}(\mu, t^k) = [T_{N, M1}(\mu, t^k) \ldots T_{N, MN_T}(\mu, t^k)] \in \mathbb{R}^{N_T}$ and $c_{N, M}(\mu, t^k) = [c_{N, M1}(\mu, t^k) \ldots c_{N, MN_c}(\mu, t^k)], \in \mathbb{R}^{N_c}, \forall k \in \mathbb{K},$ satisfy

$$
(M_T^\beta + \Delta \tau A_T^\beta) T_{N, M}(\mu, t^k) - \Delta \tau \Phi^2 C^{N, M_T} \varphi_M(\mu, t^k) = M_T^\beta T_{N, M}(\mu, t^{k-1}),
$$

(6.60)

$$
(M_c^\beta + \Delta \tau A_c^\beta) c_{N, M}(\mu, t^k) - \Delta \tau \Phi^2 C^{N, M_c} \varphi_M(\mu, t^k) = M_c^\beta c_{N, M}(\mu, t^{k-1}),
$$

(6.61)

with initial condition $M_T^\beta T_{N, M}(\mu, t^0) = T_{N, M}^0$, where $T_{N, Mi}^0 = m(T_0, \zeta_i^T), 1 \leq i \leq N_T$ and $M_c^\beta c_{N, Mi}^0 = m(c_0, \zeta_i^c), 1 \leq i \leq N_c$. Here, $\varphi_M(\mu, t^k) \in \mathbb{R}^M$ is determined from (6.55); $M_T^\beta \in \mathbb{R}^{N_T \times N_T}, A_T^\beta \in \mathbb{R}^{N_T \times N_T}, C^{N, M_T} \in \mathbb{R}^{N_T \times M}, M_c^\beta \in \mathbb{R}^{N_c \times N_c}, A_c^\beta \in \mathbb{R}^{N_c \times N_c},$ and $C^{N, M_c} \in \mathbb{R}^{N_c \times M}$ are parameter-independent matrices with entries $M_{N, i,j}^T = m(\zeta_i^T, \zeta_j^T), 1 \leq i, j \leq N_T, \quad A_{N, i,j}^T = a(\zeta_i^T, \zeta_j^T), 1 \leq i, j \leq N_T,$

$C_{N,i,j}^{N, M_T} = 1 \leq i, j \leq N_c, A_{N, i,j}^c = a(\zeta_i^c, \zeta_j^c), 1 \leq i, j \leq N_c, A_{c, i,j}^T = a(\zeta_i^T, \zeta_j^T), 1 \leq i, j \leq N_c, \quad 1 \leq j \leq M,$ respectively.

We can now substitute $\varphi_M(\mu, t^k) \in \mathbb{R}^M$ from (6.55) into (6.60) and (6.61) to obtain the coupled
system of nonlinear algebraic equations

\[
(M_N^T + \Delta t \ A_N^T) \ T_{N,M}(\mu, t^k) - \Delta t \ \beta \ \Phi^2 D^{N,M}_{T} \\
g \left( Z^{N,M}_{c} \ \xi_{N,M}(t_{i}; \ mu, t^k), Z^{N,M}_{c} T_{N,M}(t_{i}; \ mu, t^k); \mu) = M_N^T T_{N,M}(\mu, t^{k-1})
\]

\[
(M_N^c + \Delta t \ A_N^c) \ \xi_{N,M}(\mu, t^k) - \Delta t \ \Phi^2 D^{N,M}_{c} \\
g \left( Z^{N,M}_{c} \ \xi_{N,M}(t_{i}; \ mu, t^k), Z^{N,M}_{c} T_{N,M}(t_{i}; \ mu, t^k); \mu) = M_N^c \ \xi_{N,M}(\mu, t^{k-1})
\]

with initial condition \( M^T T_{N,M}(\mu, t^0) = T_{N,M}^0 \) and \( M^c \xi_{N,M}(\mu, t^0) = \xi_{N,M}^0 \), which has to be solved using (say) Newton’s Method for all \( k \in \mathbb{K} \). Here, \( D^{N,M}_{T} = C^{N,M}_{T} (B^M)^{-1} \in \mathbb{R}^{N_T \times N_M} \) and \( D^{N,M}_{c} = C^{N,M}_{c} (B^M)^{-1} \in \mathbb{R}^{N_c \times N_M} \), and \( Z^{N,M}_{T} \in \mathbb{R}^{N_T \times N_M} \) and \( Z^{N,M}_{c} \in \mathbb{R}^{N_c \times N_M} \) are parameter-independent matrices with entries \( Z^i_{i,j}(t_i), 1 \leq j \leq N_T, 1 \leq i \leq M \) and \( Z^j_{i,j}(t_i), 1 \leq j \leq N_c, 1 \leq i \leq M \), and \( t_M = [t_1 \ldots t_M] \in \mathbb{R}^M \) is the set of interpolation points.

Finally, we evaluate the output estimates from

\[
s^1_{N,M}(\mu, t^k) = L_{N}^T T_{N,M}(\mu, t^k), \quad \forall k \in \mathbb{K},
\]

and

\[
s^2_{N,M}(\mu, t^k) = L_{c}^T \xi_{N,M}(\mu, t^k), \quad \forall k \in \mathbb{K},
\]

where \( L_{N}^T \in \mathbb{R}^{N_T \times N_M} \) and \( L_{c}^T \in \mathbb{R}^{N_c \times N_M} \) are the output vectors with entries \( L^T_{N,i} = \ell(\xi^T_i), 1 \leq i \leq N_T \) and \( L^T_{c,i} = \ell(\xi^c_i), 1 \leq i \leq N_c \), respectively.

The online-offline decomposition is now clear. In the offline stage — performed only once — we first construct the nested approximation space \( W^q_M \) and sets of interpolation points \( T_M, 1 \leq M \leq M_{\text{max}} \); we then solve (6.43) and (6.44) for the \( \xi_{T}^j, 1 \leq j \leq N_T \) and \( \xi_{c}^j, 1 \leq j \leq N_c \), respectively, and store the parameter independent quantities \( M^T_N, A^T_N, D^{M,N} T, M_N^c, A^T_N, D^{M,N} c, Z^{N,T}, Z^{M,N_c}, \) and \( B^M \). In the online stage — given a new parameter value \( \mu \) — we solve (6.62) and (6.63) for \( T_{N,M}(\mu, t^k) \) and \( \xi_{N,M}(\mu, t^k) \) and evaluate \( s^1_{N,M}(\mu, t^k) \) from (6.64) and (6.65). The operation count in the online stage is \( O(\kappa \kappa (MN^2 + N^3)) \), where \( \kappa \) is the average number of Newton steps per timestep and \( N = N_T + N_c \); The operation count is thus independent of \( N \).

### 6.6.3 Numerical Results

We first consider the approximation (6.54) for the nonlinear function, \( g(c(\mu, t^k), T(\mu, t^k); \mu) \), defined in (6.48). We sample on a regular grid \( \mathbb{X}^2 \) of size 31 and set \( (\mu^0, t^k_0) = (12, 1) \). Note that we need to precalculate and store the “truth” solutions for all timesteps and parameter points in \( \mathbb{X}^2 \). We next pursue the empirical interpolation method of Section 2.4 (using the \( L^\infty(\Omega) \)-norm surrogate) to construct \( S_{N_T}^q, W_M^q, T_M, \) and \( B^M, 1 \leq M \leq M_{\text{max}} \), for \( M_{\text{max}} = 44 \). The resulting sample set \( S_{N_T}^q \) is plotted in Figure 6-9(a). We observe that the samples are largely located along a curved line in parameter-time space. This curve represents the time of the first ignition, \( t_{\text{ignition}} \), as a function of the parameter \( \mu \). To confirm this, we plot the ignition curve, i.e., the timestep where \( s^1(\mu, t^k) \) reaches its maximum for each parameter value, in Figure 6-9(b).

We next generate the sample sets \( S_{N_T}^q \) and \( S_{N_c}^c \) using our adaptive sampling procedure from Section 4.5 using the true errors in the energy norm, \( ||e_T(\mu, t^k)|| \) and \( ||e_c(\mu, t^k)|| \), instead of the error bound. Here, \( e_T(\mu, t^k)(\mu) = T(\mu, t^k) - T_{N,M}(\mu, t^k), e_c(\mu, t^k) = c(\mu, t^k) - c_{N,M}(\mu, t^k) \) and the
energy norm is defined as $\| v(\mu, t^k) \|^2 = m(v(\mu, t^k), v(\mu, t^k)) + \sum_{k'=1}^{k} \Delta t a(v(\mu, t^{k'}), v(\mu, t^{k'}))$. We note that, although we use the true errors, our sampling procedure fails for this problem. The reason is that the reduced-basis approximation cannot capture the point ignition, $t_{\text{ignition}}$, without sufficiently resolving the transient behavior before the ignition occurs: the rate of change in the error (and norm) will be largest at the $t_{\text{ignition}}$ — the adaptive procedure thus repeatedly suggests to pick the sample point corresponding to the point of ignition, $t_{\text{ignition}}$, instead of first choosing samples leading up to $t_{\text{ignition}}$. We thus employ the backup procedure described in Section 4.5.3. We plot the samples sets $S^T_{NT}$ and $S^c_{NT}$ in parameter-time space in Figure 6-10(a) and (b), respectively. We note that the samples sets $S^c_{NT}$ and $S^T_{NT}$ differ in size as well as in the specific samples chosen.

We next present convergence results for the error in the energy norm. In Figure 6-11(a) and (b)
we plot, as a function of $N_T$, $N_c$, and $M$, the maximum relative errors $\epsilon_{N,M,max,rel}^{\ast}$ and $\epsilon_{N,M,max,rel}^{\ast}$, respectively (see Section 6.5 for the definition of these quantities). We observe the typical behavior of the error convergence: the $M$-asymptotes level off at a lower and lower error as $M$ increases.

Finally, we present convergence results for the error in the outputs. In Figure 6-12(a) and (b) we plot, as a function of $N_T$, $N_c$, and $M$, the maximum relative output errors $\epsilon_{N,M,max,rel}^{\ast}$ and $\epsilon_{N,M,max,rel}^{\ast}$, respectively (see Section 6.5 for the definition of these quantities). The output error shows the same behavior as the error in the energy norm. To obtain a maximum relative error in both outputs of less than 1 percent, we require approximately $M = 44$, $N_T = 20$, and $N_c = 22$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure611}
\caption{AP III: Convergence results for energy norm error.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure612}
\caption{AP III: Convergence results for output error.}
\end{figure}

Finally, we present in Figures 6-13 and 6-14 the outputs and output estimates, $s_{N,M}^{1,2}(\mu, t^k)$ and $s_{N,M}^{1,2}(\mu, t^k)$, and the relative output errors, $\epsilon_{rel}^{s_{1,2}}(\mu, t^k) = |s_{1,2}(\mu, t^k) - s_{N,M}^{1,2}(\mu, t^k)|/s_{max}^{1,2}(\mu)$ and $\epsilon_{rel}^{s_{1,2}}(\mu, t^k) = |s_{1,2}(\mu, t^k) - s_{N,M}^{1,2}(\mu, t^k)|/s_{max}^{1,2}(\mu)$, as a function of (discrete) time for $\mu = 12.0$ and $\mu = 12.6$, respectively; here, $s_{max}^{1}(\mu) = \max_{t^k \in \mathcal{I}} |s_{1}(\mu, t^k)|$ and $s_{max}^{2}(\mu) = \max_{t^k \in \mathcal{I}} |s_{2}(\mu, t^k)|$.
Temperature, $\mu = 12$

Concentration, $\mu = 12$

Figure 6-13: AP III: Output $s(\mu, t^k)$ and output estimate $s_N(\mu, t^k)$, output error, and energy norm error as a function of time for $\mu = 12.0$.

Figure 6-14: AP III: Output $s(\mu, t^k)$ and output estimate $s_N(\mu, t^k)$, output error, and energy norm error as a function of time for $\mu = 12.6$. 
Chapter 7

Application to Real-Time Parameter Estimation and Inverse Problems

7.1 Introduction

In this chapter we employ the reduced-basis method and associated \textit{a posteriori} error estimation for the efficient (real-time) solution of parameter estimation and inverse problems. To this end, we revisit several of the application problems discussed previously in this thesis — the fast and reliable evaluation of the input-output relationship will be the basis for the efficient and robust solution of the estimation problem.

We will start by formally introducing the notion of the "inverse" problem in our context and shortly review some standard approaches to solving these problems. We then incorporate the reduced-basis approximation in the inverse problem solution and discuss a method that can quantify the uncertainty due to measurement and modeling errors. The second part of this chapter is devoted to numerical tests based on the applications and problems introduced in earlier chapters.

7.2 Inverse Problems

7.2.1 Forward vs. Inverse Problem

Our main focus in the last chapters was the development of efficient and reliable numerical methods to evaluate input-output relationships governed by parametrized partial differential equations. More specifically, we were concerned with the following problem: given an input parameter $\mu$ in the admissible parameter set $\mathcal{D}$, we evaluate the output of interest, $s(\mu, t^k) = l(y(\mu, t^k)), \forall k \in \mathbb{K}$, where the state variable, $y(\mu, t^k)$, is the solution of a parametrized partial differential equation. Our methods, an all our efforts so far, are geared towards solving the (so called) "forward" problem — that is, the evaluation of the input-output map $\mu \mapsto s(\mu, t^k), \forall k \in \mathbb{K}$. Let us now assume we are interested in going the other way around, i.e., given the output $s(\mu, t^k), \forall k \in \mathbb{K}$, we ask: what is the parameter value $\mu$ that resulted in this output? This problem is commonly referred to as the "inverse" problem and its solution requires, in general, the repeated solution of the forward problem; this is where our methods come into play.

Inverse problems have received a lot of attention in engineering and science because of their practical importance in many applications, ranging from geophysics [115, 128], to ecology [14],
image processing [27], heat transfer [19, 2, 80], continuum mechanics [12], physiology [11], medicine (e.g., hyperthermia treatment) [89, 31], and nondestructive evaluation [44]. The objective of the inverse problem is to determine unknown system parameters from observations (or measurements) of the state variables or outputs of the system.

We note that most of the literature on inverse problems can be divided into “theoretical” or “numerical” work. The former is concerned with developing concepts of uniqueness of solutions in parameter estimation problems and determining stability, i.e., whether the “identified” parameters depend continuously on the problem data. The latter, on the other hand, is concerned with developing efficient algorithms to solve inverse problems. Although we review some of the theoretical background, our main focus here is the latter.

7.2.2 Formulation

We henceforth assume that there exists a “true” parameter, $\mu^*$, the corresponding “true” state, $y^*(t^k) = y(\mu^*, t^k)$, and the resulting “true” output, $s^*(t^k) = \ell(y^*(t^k))$, $\forall k \in K$. In general, however, measurements of the complete state $y^*(t^k)$, $\forall k \in K$ may not be possible; instead, only the output $s^*(t^k)$ — representing the observable part of $y^*(t^k)$ — is available for measurements. Furthermore, in actual practice the measurements themselves may be (i) corrupted by noise — we thus have no access to $s^*(t^k)$ itself but rather to a (noisy) measurement $z(t^k)$; and (ii) unavailable at all times $t^k$, $\forall k \in K$, but only on a coarser timescale $t^k$, $\forall k \in K_{\text{exp}}$, where (say) $K_{\text{exp}} = \{10, 20, \ldots, K\}$. We also note that the output $s^*(t^k)$, and hence $z(t^k)$, also depends on the control input $u(t^k)$. However, we shall assume here that $u(t^k)$ is known and may even be set by the operator, e.g., such as the heat input in the delamination example.

We can now formulate the inverse problem more precisely: Determine $\mu \in \mathcal{D}$ such that

$$s(\mu, t^k) = z(t^k), \quad \forall k \in K_{\text{exp}}. \tag{7.1}$$

This problem, however, is generally “ill-posed,” i.e., it is possible that no solution exists (which may often be the case in problems where experimental data is used), or that one has multiple solutions. Furthermore, even if a unique solution exists it might not depend continuously on the measurements. Given these complications, the question arises as to one can actually expect to identify $\mu^*$ from (7.1). The problem of parameter identifiability [53] is, in general, described as the injectivity of the input-output map $\mu \mapsto s(\mu, t^k)$, $\forall k \in K_{\text{exp}}$. Many different notions of identifiability exist in the literature [14]; the following definition is taken from [14] (IV.3. Definition 3.1):

**Definition 6.** (a) The parameter $\mu$ is identifiable at $\mu^*$ with respect to $\mathcal{D}$ if for any $\mu \in \mathcal{D}$, $s(\mu, t^k) = s(\mu^*, t^k)$, $\forall k \in K_{\text{exp}}$ implies $\mu = \mu^*$.

(b) The parameter $\mu$ is called identifiable with respect to $\mathcal{D}$ if it is identifiable at $\mu^*$ with respect to $\mathcal{D}$ for every $\mu^* \in \mathcal{D}$.

We note that the identifiability of $\mu$ does not only depend on the problem itself (i.e., the governing equation), but also on the outputs and even the number of observations taken for each output. Furthermore, a problem may be parameter identifiable considering the exact (or analytic) solution, but loses this property when considering the discretized problem; in some cases even the discretization technique can be decisive [14].

Solving the estimation problem (7.1) is thus not a trivial task. In applied problems additional complications arise from modeling errors and, as mentioned previously, measurement errors. From
the latter it follows that even for the true parameter value $\mu^*$ we have $s(\mu^*, t^k) \neq z(t^k)$, whereas from the former it follows that the state $y(\mu^*, t^k)$ does not exactly replicate the true physical state. Because of all these complications, parameter estimation problems are usually considered as optimization problems.

7.2.3 Solution Methods

The first step in stating the optimization problem is the choice of a cost functional or error criterion $J(\mu, z)$; two options are usually considered: the equation error criterion and the output error criterion. The equation error criterion requires knowledge of the entire state $y(\mu, t^k)$ which is usually not readily available in actual practice. The output error criterion, also called output least squares (OLS) formulation, does not bear this disadvantage since only the output measurements are required. In our context, the OLS formulation can be stated as

$$J(\mu, z) = \frac{1}{2} \sum_{k \in \mathcal{R}_{\text{exp}}} \|s(\mu, t^k) - z(t^k)\|^2,$$

(7.2)

where $\| \cdot \|$ denotes the usual Euclidean norm. Here, $z(t^k)$ denotes the (noisy) measurement and $s(\mu, t^k)$ is the output. We then obtain the parameter estimate $\mu^*$ by minimizing (7.2) over $\mu \in \mathcal{D}$ subject to the governing partial differential equations being satisfied. For example, assuming the governing PDEs are given by (4.3) and (4.4), we obtain

$$\mu^* = \arg \min_{\mu \in \mathcal{D}} J(\mu, z),$$

s.t. (4.3), (4.4).

The OLS formulation has a wider applicability in practice and is thus more often used. However, it has two major disadvantages: first, it requires (repeated) solution of the governing equation; and second, the cost function is often very flat and not convex in $\mu$. Reduced-order models, such as the one presented in this thesis, can be gainfully employed for the efficient solution of the governing equations. To obtain a well-posed problem and avoid the second difficulty, regularization techniques such as Tikhonov regularization [118], are often used. The regularized cost functional is given by

$$J_R(\mu, z) = \frac{1}{2} \sum_{k \in \mathcal{R}_{\text{exp}}} \|s(\mu, t^k) - z(t^k)\|^2 + \frac{1}{2} \delta_R R(\mu),$$

(7.4)

where $R(\mu)$ is the regularization term and $\delta_R > 0$ is the regularization parameter. A common choice for the regularization term $R(\mu)$ is $R(\mu) = \|\mu - \hat{\mu}\|^2$, where $\hat{\mu}$ is some a priori estimate of the true parameter $\mu^*$. By regularizing the problem, however, we introduce some assumptions a priori which affect the solution; the solution of the regularized problem is biased towards the a priori information included in the cost functional and in general different from the solution of the original problem. Furthermore, the uncertainty present in the original problem statement is not quantified and thus valuable information might be lost.

Many algorithms exist to solve the optimization problem (7.3). We mention especially the Levenberg-Marquardt algorithm, a quasi-Gauss-Newton method specialized for minimizing least squares problems, and the Broyden-Goldfarb-Fletcher-Shanno (BFGS) method, a widely used
quasi-Newton technique. Other options are the Conjugate-Gradient method or even genetic algorithms. We note that if finite differences are used to approximate the gradient information, the Newton and Gauss-Newton methods become computationally increasingly expensive with the number of parameters that have to be estimated.

7.3 Integration of the Reduced-Basis Framework

In this section we discuss a solution method for inverse problems with which we can explicitly quantify the uncertainty in the problem formulation due to noise and modeling errors in the form of a “possibility region,” \( R(\mu^*) \) [75]. The basic idea is: rather than aiming to find one regularized solution we strive to identify (almost) all parameter values that satisfy the constraints of the problem, e.g., the given measurements and governing equation. To this end, we first presume the existence of a region \( Z^*(\epsilon_{\text{exp}}, t^k) \) such that \( z(t^k) \in Z^*(\epsilon_{\text{exp}}, t^k), \forall k \in \mathbb{K}_{\text{exp}} \). We (plausibly) assume that the measurements \( z(t^k) \) lie in a band around \( s^*(t^k) \), bounded by the experimental error \( \epsilon_{\text{exp}} \); we thus define

\[
Z^*(\epsilon_{\text{exp}}, t^k) \equiv [s^*(t^k) - \epsilon_{\text{exp}}, s^*(t^k) + \epsilon_{\text{exp}}], \quad \forall k \in \mathbb{K}_{\text{exp}}.
\] (7.5)

It is important to note that we assume here that \( \epsilon_{\text{exp}} \) and thus \( Z^*(\epsilon_{\text{exp}}, t^k) \) are known. In actual practice, this may not always be the case and we thus have to quantify the measurement errors first before solving the inverse problem [73]. In some cases, however, it may be possible to deduce the measurement error from the experimental setup, e.g., from the limited thermal resolution of an IR camera used for temperature measurements.

We next note that, in general, there will exist multiple parameters \( \mu \) such that the associated outputs \( s(\mu, t^k) \) lie within \( Z^*(\epsilon_{\text{exp}}, t^k) \) for all \( k \in \mathbb{K} \). We denote the parameter set containing these parameters by \( \mathcal{P}(\mu^*) \), given by

\[
\mathcal{P}(\mu^*) \equiv \{\mu \in D \mid s(\mu, t^k) \in Z^*(\epsilon_{\text{exp}}, t^k), \forall k \in \mathbb{K}_{\text{exp}}\}. \] (7.6)

When the output is induced by partial differential equations, however, evaluating \( s(\mu, t^k) \) for a given \( \mu \) is expensive. We thus incorporate the reduced-basis approximation into the solution process and “replace” the “truth” approximation output \( s(\mu, t^k) \) by the output estimate \( s_N(\mu, t^k) \). Thanks to our rigorous a posteriori error estimation procedures, we know that \( s(\mu, t^k) \) satisfies \( s_N^-(\mu, t^k) \leq s(\mu, t^k) \leq s_N^+(\mu, t^k) \), \( \forall k \in \mathbb{K} \), where the upper and lower output bounds are defined as \( s_N^\pm(\mu, t^k) \equiv s_N(\mu, t^k) \pm \Delta_N(\mu, t^k) \), \( \forall k \in \mathbb{K} \). We take this modeling uncertainty into account and define the possibility region, \( \mathcal{R}^* \equiv \mathcal{R}(\mu^*) \), by

\[
\mathcal{R}^* \equiv \mathcal{R}(\mu^*) \equiv \{\mu \in D \mid [s_N^-(\mu, t^k), s_N^+(\mu, t^k)] \cap Z^*(\epsilon_{\text{exp}}, t^k) \neq \emptyset, \forall k \in \mathbb{K}_{\text{exp}}\}. \] (7.7)

We note that \( \mathcal{P}(\mu^*) \subset \mathcal{R}(\mu^*) \) and, since \( \mu^* \in \mathcal{P}(\mu^*) \), it follows that \( \mu^* \in \mathcal{R}(\mu^*) \). Furthermore, as our uncertainty due to modeling errors decreases, \( \Delta_N(\mu, t^k) \to 0 \), we obtain \( \mathcal{R}(\mu^*) \to \mathcal{P}(\mu^*) \).

In our solution we account for the experimental (or measurement) errors, \( \epsilon_{\text{exp}} \), and (reduced-order) modeling error, \( \Delta_N(\mu, t^k) \). Both error components have the same effect on the size of the possibility region: larger errors in the measurement and model lead to an increase in \( \mathcal{R}(\mu^*) \), whereas the size of \( \mathcal{R}(\mu^*) \) decreases if better measurements and/or a better model are available. This fact should also guide our choice of \( N \) for the reduced-basis approximation, i.e., if possible, we should avoid spoiling accurate measurements by an inaccurate model with large output bounds, \( \Delta_N(\mu, t^k) \).
The reason is that measurement errors are, in general, harder to improve than the accuracy of our model. We also note that our solution does not incorporate modeling errors committed in designing our “truth” approximation. If the “truth” approximation does not replicate the physical system well, we cannot (and should not) expect the reduced-basis approximation to do so. This should always be remembered when interpreting results in actual practice.

We shortly return to our previous discussion of parameter identifiability. In actual practice, the constraints specifying the solution will not only be satisfied by the unique $\mu^*$, but by a set of parameter points contained in the possibility region, $R(\mu^*)$. However, it follows from Definition 6 that, absent measurement and modeling errors ($\epsilon_{exp} = \Delta_{N}^*(\mu, t^k) = 0$), the possibility “region” for an identifiable problem is just the unique parameter point $\mu^*$, i.e., $R(\mu^*) = \mu^*$. Although this condition will hardly ever be met in practice, we can numerically test and confirm this behavior. We simply “decrease” the measurement error gradually and plot the possibility region for each error level. We will use this as a regular test when discussing numerical results in Section 7.4-7.6.

Finally, we note that we can easily extend these ideas to treat problems with multiple outputs. We then have, of course, a separate measurement corresponding to each output — each additional measured output results in a set of additional conditions that have to be satisfied. We simply require that the condition stated in (7.7) has to be satisfied simultaneously for all outputs. Thus, increasing the number of outputs considered in the parameter estimation procedure will, in general, decrease the uncertainty of the parameter estimate. We will also observe this behavior in the examples to follow.

### 7.3.1 Construction of the Uncertainty Region

We now turn to the construction of the possibility region $R(\mu^*)$. More precisely, we are interested in finding a set of boundary points, $\mu^*_j$, of $R(\mu^*)$ which we will then use in Section 7.3.2 to find a closed form description for $R(\mu^*)$. To this end, we first find a parameter point $\mu \in R(\mu^*)$ — referred to as the initial center $\mu_{IC}$. To obtain $\mu_{IC}$ we solve

$$
\mu_{IC} = \arg \min_{\mu \in D} \frac{1}{2} \sum_{k \in \mathcal{K}_{exp}} \| s_N(\mu, t^k) - z(t^k) \|^2,
$$

subject to the governing equation (say) (4.17) being satisfied. We evaluate the output estimate, $s_N(\mu, t^k)$, from (4.20) or, if we employ the simple bound, from (4.110). In the numerical examples in Sections 7.4-7.6 we employ a Finite-Difference Levenberg-Marquardt scheme [64] to solve (7.8) and use the geometric center of the admissible parameter domain $D$ as the initial guess. We recall that solving the optimization problem with the truth approximation output $s(\mu, t^k)$ would be computationally very expensive. In actual practice, we do not need solve for the true minimizer of (7.8); instead we stop the optimization procedure as soon as one iterate lies within $R(\mu^*)$.

Given $\mu_{IC}$, we perform a search along $d_\beta$ directions determined by the angles $\beta_j$, $1 \leq j \leq d_\beta$, to find the boundary point $\mu^*_j$, $1 \leq j \leq d_\beta$: we start with (say) $\beta_1 = 0$ and conduct a binary chop along this direction to find the boundary point $\mu^*_1$, i.e., we first choose two parameters $\mu_{in}$ and $\mu_{out}$, located inside and outside $R(\mu^*)$, respectively. We next calculate $\mu_{mean} = \frac{1}{2}(\mu_{in} + \mu_{out})$ and check whether $\mu_{mean}$ lies within $R(\mu^*)$. If $\mu_{mean}$ is inside $R(\mu^*)$ we set $\mu_{in} = \mu_{mean}$ and $\mu_{out} = \mu_{out}$, otherwise we set $\mu_{in} = \mu_{in}$ and $\mu_{out} = \mu_{mean}$. We repeat this process until $\|\mu_{out} - \mu_{in}\|$ is smaller than a desired tolerance $\Delta \mu^*_3$. We next increment $\beta_1$ by $\Delta \beta = 360/d_\beta$ degrees to obtain $\beta_2 = \beta_1 + \Delta \beta$ and conduct a binary chop along the new direction to find $\mu^*_2$. We repeat this
process for all directions $\beta_j$, $1 \leq j \leq d_\beta$.

There are two important issues concerning the construction of $R(\mu^*)$. First, the algorithm relies on the fact that $R(\mu^*)$ is star-shaped with respect to $\mu_0$. If we find, or suspect, that this is not the case, we should restart the algorithm with a new initial center in $R(\mu^*)$ to obtain the remaining part of the boundary. Second, $R(\mu^*)$ might not be connected. In this case we have to map the boundary using different initial centers for each region separately.

Finally, we remark that the algorithm is not truly exhaustive, i.e., it is possible that we “miss out” on parameters which satisfy (7.7). However, we certainly decrease the uncertainty as compared to a single regularized solution.

7.3.2 Smallest Enclosing Ellipsoids

Given the set of boundary points $\mu_j^R$, $1 \leq j \leq d_\beta$, we are interested in finding a closed-form description of the possibility region $R(\mu^*)$. In general, the closed-form description is favorable because of (i) visualization, storage, or post-processing requirements, e.g., a possible subsequent design or optimization over all $\mu \in R(\mu^*)$ would be much simplified given such description; and (ii) constructing $R(\mu^*)$ becomes increasingly expensive with the number of parameter dimensions — we would thus like to characterize the possibility region with only a limited number of boundary points. One possible approach to obtain this closed-form description is to find the ellipsoid with minimum area (or volume) which contains the given set of (boundary) points. This problem, usually referred to as “smallest enclosing ellipsoids,” has been widely studied [39, 87, 88, 107, 126].

An ellipsoid in $\mathbb{R}^d$ is defined as the set of points $x \in \mathbb{R}^d$ satisfying

$$
(x - x_c)^T Q (x - x_c) = 1,
$$

where $x_c \in \mathbb{R}^d$ is the center of the ellipsoid and $Q \in \mathbb{R}^{d \times d}$ is a positive definite matrix. Furthermore, the ellipsoid body is the set of points $x \in \mathbb{R}^d$ such that $(x - x_c)^T Q (x - x_c) \leq 1$. Given a set of points $x_i$, $1 \leq i \leq d$, the problem of finding the minimum enclosing ellipsoid can then be written as the convex program [72]

$$
\min \quad -\log \det (Q)
$$

s.t. \[
(x_i - x_c)^T Q (x_i - x_c) \leq 1, \quad 1 \leq i \leq d,
\]

$$
Q \text{ positive definite},
$$

which can be solved using Welzl’s algorithm [126].

Here, we use a suboptimal but much simpler approach which can be cast as a linear program. We first note that (7.8) can also be written as

$$
x^TPx + p^Tx + c = 0,
$$

where $x_c = -\frac{1}{2}P^{-1}p$ and $Q = P/(x_c^TPx_c - c)$; here $P \in \mathbb{R}^{d \times d}$, $p \in \mathbb{R}^d$, and $c \in \mathbb{R}$. Given the set
of boundary points $\mu_j^{R^*}$, $1 \leq j \leq d_{\beta}$, we then define the linear program

$$
\min \delta \quad (7.12)
$$

$$
\begin{align*}
\mu_j^{R^*T}P\mu_j^{R^*} + p^T\mu_j^{R^*} + c & \leq 0, \quad 1 \leq j \leq d_{\beta}, \\
\mu_j^{R^*T}P\mu_j^{R^*} + p^T\mu_j^{R^*} + c & \geq \delta, \quad 1 \leq j \leq d_{\beta}, \\
P_{11} & = 1, \quad P \text{ symmetric.}
\end{align*}
$$

Here, we are essentially minimizing the largest diameter of the ellipsoid to the given set of boundary points subject to the constraint that all boundary points lie in the ellipse. We note, however, that the solution of this problem is not guaranteed to result in an ellipse, i.e., we may obtain a hyperbola or parabola.

We will now apply the above ideas to a few of the problems discussed earlier in this thesis. The general procedure for testing our methods is as follows: we first select the “true” parameter value $p^* \in D$; given $p^*$, we solve the “truth” finite element approximation and evaluate the output $s^* (t^k) = s(\mu^*, t^k)$; finally, given $s^* (t^k)$ we then construct $z(t^k)$ and $Z^* (\epsilon_{\text{exp}}, t^k)$ in (7.5) by adding the measurement error, $\epsilon_{\text{exp}}$, to the data. Throughout this chapter, we measure $\epsilon_{\text{exp}}$ in percent of the maximum output $s_{\text{max}} = \max_{k \in K} |s(\mu^*, t^k)|$, i.e., “$\epsilon_{\text{exp}} = 1\%$” is equivalent to $\epsilon_{\text{exp}} = 0.01 s_{\text{max}}$. We then attempt to estimate $p^*$ given the inputs $z(t^k)$ and $Z^* (\epsilon_{\text{exp}}, t^k)$ for the inverse procedure. We will not use actual physical experiments here and we thus do not have to be concerned about modeling errors in the “truth” approximation. All timing results presented are obtained on an Intel 750 MHz Pentium III processor running MATLAB 6.5.

### 7.4 Numerical Exercise 3: Banks and Kunisch

We first consider the one-dimensional convection-diffusion problem discussed in Section 4.8.4. The specific transport system (4.165)-(4.166) models the movement of fluids and transport of substances within the brain. Knowledge of this process is important in understanding the transport of large protein molecules in brain interstitial fluid (ISF) and hence fundamental to understanding cerebral function. The physiological investigations are focused on the issue whether the flow in brain tissue is governed by simple diffusion or diffusion plus convection. Given the measured outputs $s_{N,j}$, $1 \leq j \leq 3$ — in actual practice obtained from animal tests — the goal is thus to determine the diffusivity $q_1$ and the velocity $q_2$.

We recall that the parameter and admissible parameter domain are $\mu = (\mu_1, \mu_2) = (q_1, q_2) \in D \equiv [0.1, 1] \times [0.5, 5] \subset \mathbb{R}^2$; and the timestep number of total timesteps are given by $\Delta t = 0.01$ and $K = 100$, respectively. Based on the numerical results and our previous discussion in Section 4.8.4 we employ the primal formulation with the simple bound defined in Proposition 9; we thus have no need for the dual problems corresponding to the three outputs.

#### 7.4.1 Parameter Estimation

In [13, 14], the authors consider the model problem (4.165)-(4.166) as a test case for their parameter estimation techniques. They discretize the original equations using quasi-modal techniques and cubic spline based schemes. The true parameter, $\mu^* = (0.3, 1.75)$, is estimated by solving the OLS formulation with a Finite-Difference Levenberg-Marquardt Algorithm.
In general, modal techniques are only applicable to simple problems where the true modes do not depend on the parameter. Since the (to-be-estimated) parameter itself is unknown, it may not be possible to generate an approximation space that can represent the true modes sufficiently well. The use of (quasi-)modal techniques in parameter estimation problems is therefore very restricted in practice. Cubic spline based schemes, on the other hand, do not bear this disadvantage and can be applied to more general problems. Although the basis may also depend on the parameter for cubic splines, the necessary coefficient matrices can be precomputed and used in an offline-online fashion [14] for the constant parameter case. If the parameters are spatially varying, more elaborate techniques, e.g., series expansions, can be used to avoid the increasing computational cost due to repeated evaluation of the coefficient matrices.

Here, we consider the results summarized in [13, 14] for the case with three outputs and observed at only one point in time. The authors report that the parameter estimation scheme using the quasi-modal technique fails to converge for this case while the cubic spline method performs well: for $N_S = 8$ (the dimension of the approximation space) the parameter estimate is $\hat{\mu} = (0.3001, 1.7486)$. The authors also report that cubic splines in general perform better for transport systems and yield better results for a given amount of data. To see how the reduced-basis approximation performs compared to the cubic spline method, we solve (7.8) with $\epsilon_{\text{exp}} = 0$ and we choose $N = 8$ for the dimension of the reduced-basis space; as the stopping criterion we require that two consecutive iterates satisfy $||\mu^k - \mu^{k+1}||/||\mu^k|| \leq 1 \times 10^{-10}$. We obtain, after 7 iterations and 0.5 sec., the estimate $\hat{\mu}_C = (0.2999, 1.7501)$. We observe that the reduced-basis approximation performs equally well in estimating the unknown parameter. However, the solution to (7.8) alone does not quantify the uncertainty in the system due to noise or modeling errors and is therefore only the first step in our robust estimation procedure.

Before analyzing different aspects of this procedure, we present a typical solution to the inverse problem. We assume that $\mu^* = (0.3, 1.75)$, $\epsilon_{\text{exp}} = 1\%$, and $K_{\text{exp}} = \{10\}$ (i.e., the output is measured only at one (discrete) timestep $t^k = 10\Delta t$). We choose $N = 12$ for our reduced-basis approximation and solve (7.8) for the initial center $\mu_{\text{IC}}$. After 3 iterations and 0.28 sec. we obtain $\mu_{\text{IC}} = (0.3007, 1.7480)$ (note that we stop the optimization as soon as one iterate lies within $\mathcal{R}(\mu^*)$). We next evaluate the boundary points $\mu_j^{\mathcal{R}^*}$, $1 \leq j \leq 72$, with $\Delta \beta = 5^\circ$ ($d_\beta = 72$) and $\Delta \mu^{\mathcal{R}^*} = 1 \times 10^{-4}$: we require 827 forward solutions obtained in a total of 16.9 sec. Finally, given the boundary points $\mu_j^{\mathcal{R}^*}$, $1 \leq j \leq 72$, we solve (7.12) for the enclosing ellipse containing $\mathcal{R}$.

In Figure 7-1(a) we plot the “true” parameter value, $\mu^*$, the initial center, $\mu_{\text{IC}}$, the boundary points $\mu_j^{\mathcal{R}^*}$ and the enclosing ellipse. We observe that the initial center is close to the true parameter value. However, only the possibility region $\mathcal{R}(\mu^*)$ renders a clear picture of the uncertainty in the problem. We also observe that the enclosing ellipse gives a very good (and tight) description of the actual possibility region marked by the blue boundary points — this is certainly problem specific and may not always be the case. Finally, we notice that we do not need such a small increment $\Delta \beta$ — and hence so many boundary points $\mu_j^{\mathcal{R}^*}$ — to find the enclosing ellipse in actual practice. In general, a larger $\Delta \beta$ suffices to capture almost all (in the probabilistic sense) parameter values $\mu \in \mathcal{R}(\mu^*)$. To this end, we plot the corresponding result for $\Delta \beta = 20^\circ$ in Figure 7-1(b): the enclosing ellipse is only slightly different, but the number of forward solutions and time to construct $\mathcal{R}(\mu^*)$ dropped by approximately a factor of 4 to 212 and 4.26 sec., respectively.

We next consider the sensitivity of the possibility region with respect to the measurement error $\epsilon_{\text{exp}}$. We assume that the true parameter is $\mu^* = (0.3, 1.75)$ and the measurements are taken at $K_{\text{exp}} = \{10\}$. We choose $N = 12$ for our reduced-basis model and set $\Delta \beta = 10^\circ$ to construct the
possibility region. We solve the estimation problem and plot the enclosing ellipses for $\epsilon_{\text{exp}} = 0.1\%$, 0.5\%, 1\%, and 2\%, in Figure 7-2(a) and a zoom in Figure 7-2(b). As expected, the possibility region $\mathcal{R}(\mu^*)$ shrinks with a decreasing measurement error.

Figure 7-2: NE 3: Possibility regions $\mathcal{R}(\mu^*)$ as a function of measurement error.

We obtain a similar result for the sensitivity with respect to modeling errors due to our reduced-basis approximation. We assume that the true parameter is $\mu^* = (0.3, 1.75)$, the measurements are taken at $K_{\text{exp}} = \{10\}$, and the measurement error is now fixed at $\epsilon_{\text{exp}} = 0.1\%$. We also set $\Delta = 10^\circ$ to construct the possibility region. In Section 4.8.4 we observed that the accuracy of the reduced-basis approximation — and hence the modeling errors introduced — strongly depend on the dimension of the reduced-basis space. To show this effect on the solution of the parameter estimation problem, we solve the inverse problem using four reduced-basis approximations with
$N = 6, 10, 12, \text{ and } 14$. The enclosing ellipses are plotted in Figure 7-3(a) and (b); as expected, a larger dimension of the reduced-basis space and thus smaller modeling errors result in a smaller possibility region $\mathcal{R}(\mu^*)$.

![Figure 7-3: Possibility regions $\mathcal{R}(\mu^*)$ as a function of $N$.](image)

The current example shows the behavior anticipated for an identifiable problem: the possibility region shrinks with decreasing measurement and modeling errors and eventually reduces to the single parameter point $\mu^*$. We confirm the last conjecture by setting the measurement error to zero, $\varepsilon_{\text{exp}} = 0\%$, and using the "best" reduced-basis approximation with $N = 16$ resulting in the smallest modeling errors. We solve the estimation problem for $\mu^* = (0.3, 1.75)$ with $\Delta \beta = 5\deg$ and $\Delta \mu^\mathcal{R}(\mu^*) = 1 \times 10^{-8}$ and plot the boundary points of the possibility region in Figure 7-4 (note the scaling of the axis). The initial center $\mu_{IC}$ differs from the true parameter point $\mu^*$ only in the fifth decimal place and the maximum deviation for any point within $\mathcal{R}(\mu^*)$ from $\mu_{IC}$ is only $0.025\%$.

![Figure 7-4: Possibility regions $\mathcal{R}(\mu^*)$ for $\varepsilon_{\text{exp}} = 0\%$ and $N = 16$.](image)

We next analyze the behavior of the parameter estimation procedure as more measurements in
time become available. We shall assume that the measurements are taken at $\mathcal{K}_{\text{exp}} = \mathcal{K}_i$, $1 \leq i \leq 4$, where $\mathcal{K}_1 \equiv \{10\}$, $\mathcal{K}_2 \equiv \{10, 20, 30\}$, $\mathcal{K}_3 \equiv \{10, 20, \ldots, 50\}$, and $\mathcal{K}_4 \equiv \{10, 20, \ldots, 100\}$, i.e., we assume that we have access to 1, 3, 5, or 10 measurements in time. We shall consider the true parameter $\mu^* = (0.3, 1.75)$ and the measurement error $\varepsilon_{\text{exp}} = 0.1$; we choose the dimension of the reduce-basis space to be $N = 12$ and set $\Delta \beta = 5^\circ$. We solve the estimation problem and plot the possibility regions in Figure 7-5. We note that each additional measurement in time acts as an additional constraint in constructing the possibility region. The regions thus shrink with the number of measurements and are strictly contained within each other.

![Figure 7-5: NE 3: Possibility regions $\mathcal{R}(\mu^*)$ for $\mathcal{K}_1 \equiv \{10\}$, $\mathcal{K}_2 \equiv \{10, 20, 30\}$, $\mathcal{K}_3 \equiv \{10, 20, \ldots, 50\}$, and $\mathcal{K}_4 \equiv \{10, 20, \ldots, 100\}$.

Finally, we show that size of the possibility region, $\mathcal{R}(\mu^*)$, does not only vary with the size of measurement and modeling errors, but may also depend on where the true parameter, $\mu^*$, lies within the admissible parameter set $\mathcal{D}$. We consider four different values for $\mu^*$, each lying close to one of the “corners” of $\mathcal{D}$. We solve the parameter estimation problem (with $\varepsilon_{\text{exp}} = 0.1$, $\mathcal{K}_{\text{exp}} = \{10\}$, $N = 12$, and $\Delta \beta = 10^\circ$) and present the enclosing ellipses in Figure 7-6 — note that the scaling of the axis is the same in all plots. We observe that the uncertainty increases for larger values of the diffusivity $\mu_1$ but is fairly insensitive with respect to the velocity $\mu_2$.

We recall that the approach taken in [13, 14] results in only one (possibly regularized) solution to the parameter estimation problem. Our approach presented here, on the other hand, renders a more complete picture of the problem specific features: we can explicitly quantify the uncertainty in the solution due to (i) modeling and measurement errors; (ii) the number of observations in time; and (iii) the actual value of the to-be-estimated parameter. This knowledge may also help to design experiments to obtain actual data. As the number of parameters increases, the applicability of (quasi-)modal techniques would be even more restricted, whereas the detriment to cubic spline based schemes (the increased dimension of the approximation space) would probably be small. The efficiency of our approach — including the construction of $\mathcal{R}^*$ — would certainly deteriorate because the computational cost to determine the possibility region increases exponentially with the number of parameters.
Figure 7-6: NE 3: Possibility regions $\mathcal{R}(\mu^*)$ for different parameter values $\mu^*$. 
7.5 AP I: Nondestructive Evaluation of Delamination

We now turn to the nondestructive evaluation problem introduced in Section 1.1.1. The surface of the tested structure is exposed to a heat source for \( t \in [0, 0.5] \) and an IR imaging system is used to monitor the surface temperature for \( t \in I = [0, 10] \). The measurement noise is due to the limited thermal resolution of the IR imaging system. We shall assume here that the experimental error varies in the range 0.3 - 5.0\% [114]. Our goal is to infer the delamination length, \( w_{\text{del}} \), and the conductivity ratio, \( \kappa \), from the measured surface temperatures \( s_1(\mu, t^k) \) and \( s_2(\mu, t^k) \).

We recall that the parameter and admissible parameter range are given by \( \mu \equiv (\mu_1, \mu_2) \equiv (w_{\text{del}}/2, \kappa) \in \mathcal{D} \equiv [1,10] \times [0.4,1.8] \) (note that we consider the half-width of the delamination as the parameter), the timestep is \( \Delta t = 5 \times 10^{-2} \), the time interval of interest is \( I = [0, 10] \), and the number of timesteps is \( K = 200 \). The heat input is thus applied for the first ten timesteps: \( u(t^k) = q(t^k) = 1 \) for \( 1 \leq k \leq 10 \) and \( u(t^k) = q(t^k) = 0 \) for \( k > 11 \). We employ the reduced-basis approximation generated in Section 4.7 to solve the parameter estimation problem; based on our discussion of the convergence and computational efficiency results, we use the primal-dual formulation here.

7.5.1 Estimation of Delamination Length

To begin, we present a sample solution of the parameter estimation procedure: we shall assume that the true parameter \( \mu^* = (4, 1.2) \) has to be estimated, that the measurement error is \( \varepsilon_{\text{exp}} = 0.5\% \), and that we are privy to measurements taken at \( \mathcal{K}_{\text{exp}} = \{10, 20, \ldots, 200\} \). We next choose the dimension of the primal and dual reduced-basis approximations to be \( N = N_{\text{pr}} = N_{\text{du},1} = N_{\text{du},2} = 50 \). Given the noisy measurements, we first solve (7.8) for \( \mu_{\text{IC}} \); we obtain \( \mu_{\text{IC}} = (3.991, 1.198) \) in 6.16 sec. after only 3 iterations. We next construct the boundary of the possibility region with the tolerance \( \Delta \mu_{\mathcal{R}^*} = 1 \times 10^{-4} \) and solve (7.12) for the enclosing ellipse. The result is shown in Figure 7-7. Since the scalings of the two parameters \( \mu_1 \) and \( \mu_2 \) are very different (reflected in a high eccentricity of the enclosing ellipse) we do not use a constant increment \( \Delta \beta \) for the search angle \( \beta \); instead we set \( \beta_j = \frac{1}{2}(1 - \cos(j\pi/15))180^\circ \) for \( 0 \leq j \leq 15 \), and \( \beta_j = \frac{1}{2}(3 - \cos(j\pi/15))180^\circ \) for \( 16 \leq j \leq 28 \); we thus have \( d_{\beta} = 28 \) search directions. Solving for the boundary points requires a total of 345 forward solutions (note that each evaluation involves the solution of the primal and the two dual problems) and takes a total of 211.6 sec.

We next consider the sensitivity of the parameter estimation with respect to measurement and modeling errors. We present in Figure 7-8(a), as a function of \( \varepsilon_{\text{exp}} \), the enclosing ellipses for \( \mu^* = (4, 1.2) \); here \( N = N_{\text{pr}} = N_{\text{du},1} = N_{\text{du},2} = 50 \) and \( \mathcal{K}_{\text{exp}} = \{10, 20, \ldots, 200\} \). We observe that the uncertainty in the parameter estimate shrinks with a decreasing measurement error. We note that a 2\% error in the temperature measurements results in a maximum uncertainty of approximately 5\% in the estimated delamination width. In Figure 7-8(b), we present, as a function of \( N = N_{\text{pr}} = N_{\text{du},1} = N_{\text{du},2} \), the possibility regions for \( \mu^* = (4, 1.2) \) and a constant measurement error \( \varepsilon_{\text{exp}} = 0.3\% \). We plot the actual boundary points, \( \mu_{\mathcal{R}^*} \), here because the influence of \( N \) is more visible. It is interesting to note that smaller modeling errors, i.e., larger \( N \), only increases the accuracy in the \( \mu_1 \) direction — the accuracy in the \( \mu_2 \) direction is limited by the measurement error (a smaller \( \varepsilon_{\text{exp}} \) results in a decrease of \( \mathcal{R}(\mu^*) \) also on the \( \mu_2 \) direction). However, our primary interest lies in estimating the delamination half-width \( \mu_1 \) — we only estimate \( \mu_2 \) as a means to quantify the (maximum) uncertainty in \( \mu_1 \). We also note that the "cut" edges, e.g., for the \( N = 60 \) region, are the result of the limited resolution of the search angles \( \beta_j \).
Figure 7-7: AP I: Possibility region $\mathcal{R}(\mu^*)$ for $\mu^* = (4, 1.2)$.

Figure 7-8: AP I: Possibility region $\mathcal{R}(\mu^*)$ for $\mu^* = (4, 1.2)$ as a function of (a) $\epsilon_{\text{exp}}$ and (b) $N$. 
In actual practice, we may only be interested in quantifying the absolute uncertainty of the parameter estimate instead of the enclosing ellipse — especially as the number of parameters increases and visualizing the results becomes harder. To this end, we introduce the “bounding box,” i.e., the smallest box which contains the minimum enclosing ellipse. We present in Figures 7-9 the ellipses and corresponding bounding boxes for the results shown in Figure 7-8(a). The length and height of each box now correspond to the uncertainty of the parameter estimate, denoted by $\Delta \mu_1$ and $\Delta \mu_2$, for the given measurement error. We tabulate the results for the four different measurement errors in Table 7.1. We observe that the uncertainty increases almost linearly with the measurement error.

<table>
<thead>
<tr>
<th>$\varepsilon_{\text{exp}}$</th>
<th>$\Delta \mu_1$</th>
<th>$\Delta \mu_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3%</td>
<td>0.16262</td>
<td>0.025187</td>
</tr>
<tr>
<td>1.0%</td>
<td>0.28626</td>
<td>0.083625</td>
</tr>
<tr>
<td>2.0%</td>
<td>0.41102</td>
<td>0.15794</td>
</tr>
<tr>
<td>5.0%</td>
<td>0.86509</td>
<td>0.28518</td>
</tr>
</tbody>
</table>

Table 7.1: AP I: Uncertainty in the parameter estimate.

We next consider the sensitivity with respect to which measurement is used for the solution of the inverse problem. We shall assume that the true parameter is $\mu^* = (8, 1.6)$, the measurement error is $\varepsilon_{\text{exp}} = 0.5\%$, and measurements are taken at $\mathbb{K} = \{10, 20, \ldots, K_f\}$; we also choose $N = N_{\text{pr}} = N_{\text{du,1}} = N_{\text{du,2}} = 50$. We next define $\mathcal{S}$ to be the set of measurements used in the parameter estimation procedure, i.e., $\mathcal{S} = \{1\}$ means that only the first measurement employed. We present in Figure 7-10 the two enclosing ellipses for $\mathcal{S} = \{1\}$ and $\mathcal{S} = \{2\}$. We note that using only the second measurement (on top of the undamaged region) results in a very poor estimate of the delamination width. Employing only the first measurement, on the other hand, results in a very good estimate of the delamination width. If we combine both estimates we effectively obtain the shaded region as our possibility region: $\mathcal{S} = \{1\}$ limits the uncertainty in $\mu_1$ whereas $\mathcal{S} = \{2\}$ limits the uncertainty...
We observe that choosing the “correct” location for the sensors can considerably decrease the uncertainty; our analysis can thus help in guiding the placement of sensors in actual practice.

Figure 7-10: AP I: Possibility region $\mathcal{R}(\mu^*)$ for $\mu^* = (8, 1.6)$ for $S = \{1\}$ and $S = \{2\}$.

We now investigate the sensitivity of the parameter estimation with respect to the number of measurements in time. To this end, we shall assume that $\mu^* = (4, 1.2)$, $\epsilon_{\text{exp}} = 0.3\%$, and $N = N_{pr} = N_{du,1} = N_{du,2} = 50$. We solve the inverse problem for $K_{\text{exp}} = K_i$, $1 \leq i \leq 3$, where $K_1 \equiv \{5, 10, \ldots, 200\}$, $K_2 \equiv \{10, 20, \ldots, 200\}$, and $K_3 \equiv \{20, 40, \ldots, 200\}$. We plot the possibility regions for these three cases in Figures 7-11. We observe that the possibility regions corresponding to $K_1$ and $K_2$ coincide; it is thus sufficient to consider measurements taken at only every 10th timestep. However, the uncertainty does increase if measurements are taken only for all $k \in K_3$.

Since the size of $K_{\text{exp}}$ strongly affects the computational efficiency — recall the $O(K(K+1)N_{pr}N_{du})$ complexity to evaluate the output estimate — the choice of $K_{\text{exp}}$ should reflect the trade-off between the acceptable uncertainty and computational cost.

We also point out that the length of the observation interval is very important in obtaining a good estimate. We shall assume that the true parameter is $\mu^* = (7.5, 1.2)$ and the measurement error is $\epsilon_{\text{exp}} = 0.5\%$; we also choose $N = N_{pr} = N_{du,1} = N_{du,2} = 50$. We first recall from Figure 4-10 that the difference in the temperature measurements for different parameter values becomes visible only after a certain transient. Furthermore, the time for the transient increases with increasing values of $\mu_1$ and $\mu_2$. We plot the enclosing ellipses for $K = \{10, 20, \ldots, K_f\}$ with $K_f = 100$ and $K_f = 200$ in Figure 7-12. We observe that the longer observation time considerably decreases the uncertainty in the estimate.

Finally, we consider the dependence of the inverse solution on the actual delamination width and the conductivity ratio. We assume that $\epsilon_{\text{exp}} = 0.3\%$ and $K_{\text{exp}} = \{10, 20, \ldots, 200\}$ and set $N = N_{pr} = N_{du,1} = N_{du,2} = 50$. We next solve the parameter estimation procedure for the four “true” parameters $\mu^* = (3, 1.6)$, $\mu^* = (3, 0.6)$, $\mu^* = (8, 1.6)$, and $\mu^* = (8, 0.6)$. The enclosing ellipses are shown in Figure 7-13 (note that the scaling of the axis is the same in all plots). We observe that the uncertainty increases with increasing delamination width, $w_{\text{del}}$. Unfortunately, an accurate estimate of $w_{\text{del}}$ is especially important if $w_{\text{del}}$ is large since the safety of the structure may be influenced. We also just showed that additional temperature measurements in time do not help to decrease this uncertainty — however, additional temperature measurements on the surface, i.e., between the
Figure 7-11: AP I: Possibility region $\mathcal{R}(\mu^*)$ for $\mu^* = (4,1.2)$ and $\mathcal{K}_1 = \{5,10,\ldots,200\}$, $\mathcal{K}_2 = \{10,20,\ldots,200\}$, $\mathcal{K}_3 = \{20,40,\ldots,200\}$.

Figure 7-12: AP I: Possibility region $\mathcal{R}(\mu^*)$ for $\mu^* = (7.5,1.2)$ and $\mathcal{K} = \{10,20,\ldots,K_f\}$. 
locations where \( s_1 \) and \( s_2 \) are measured, would most likely lead to an improved estimate.

Figure 7-13: AP I: Possibility regions \( \mathcal{R}(\mu^*) \) for different “true” parameter values \( \mu^* \).

### 7.6 AP II: Dispersion of Pollutants

As the last application in this chapter we consider the pollutant dispersion problem introduced in Section 1.1.1. Our goal is the following: Given the concentration measurements (or outputs), \( s_i(\mu, t^k), 1 \leq i \leq 4 \), at the first four sensor locations, we need to determine the source location (and possibly the diffusivity) of a pollutant dispersing in a fixed flow field \( \mathbf{U} \). The description of the problem is detailed in Section 5.6, where we also discussed the reduced-basis approximation.

We recall the input parameter, \( \mu \), given by \( \mu = \{\mu_1, \mu_2, \mu_3\} = \{\kappa, x_1^{PS}, x_2^{PS}\} \in \mathcal{D} = [0.05, 0.5] \times [2.9, 3.1] \times [0.3, 0.5] \subset \mathbb{R}^{P=3} \), and the spatial domain, \( \Omega^{PS} \), defined as \( \Omega^{PS} = [2.9, 3.1] \times [0.3, 0.5] \). The time interval of interest is \( \mathcal{T} = [0, 1] \) and the timestep is \( \Delta t = 5 \times 10^{-3} \); we thus have \( K = 200 \).

For notational convenience, we also define \( \mathcal{S} \) as the set of outputs used in the parameter estimation procedure, i.e., \( \mathcal{S} = \{1, 2, 3, 4\} \) means that measurements at all four outputs are used in the solution of the inverse problem.
7.6.1 Estimation of Source Location

To begin, we shall assume that the diffusivity is known, \( \mu_1 = 0.1 \), and only the location of the source term, \((\mu_2, \mu_3)\), has to be found. We present a sample solution of the inverse problem in Figure 7-14. Here, the true parameter is \( \mu_{2,3}^* = (2.93, 0.47) \) and the measurement error is \( \epsilon_{\text{exp}} = 1.0\% \). The measurements are taken at 10 points in time, \( \mathcal{K}_{\text{exp}} = \{10, 20, \ldots, 100\} \), and we assume that we have access to all four outputs, \( S = \{1, 2, 3, 4\} \). We choose \( N = 140 \) and \( M = 40 \) for the dimension of the reduced-basis and nonaffine function approximation space, respectively. We first solve (7.8) for \( \mu_{IC} = (\mu_{2,IC}, \mu_{3,IC}) \); we obtain \( \mu_{IC} = (2.927, 0.469) \) after 4 iterations and a total of 8.34 sec. We next construct the possibility region \( \mathcal{R}(\mu^*) \): we choose the tolerance \( \Delta \mu^{R^*} = 1 \times 10^{-4} \) for the binary chop and increment the search angle by \( \Delta \beta = 20^\circ \); we thus have a total of \( d_\beta = 18 \) search directions (we use these values for \( \Delta \mu^{R^*} \) and \( \Delta \beta \) throughout this section). Solving for the \( \mu_j^{R^*}, 1 \leq j \leq 18 \), requires 175 forward solutions and takes a total of 158.9 sec. Given the boundary points, \( \mu_j^{R^*} \), we solve (7.12) for the enclosing ellipse. We note that the ellipse is nicely centered around the unknown parameter value \( \mu_{2,3}^* \).

![Figure 7-14: AP II: Possibility region \( \mathcal{R}(\mu^*) \) for \( \mu^* = (2.93, 0.47) \).](image)

We next consider the sensitivity with respect to measurement and modeling errors. We shall assume that the source is located at \( \mu_{2,3}^* = (2.95, 0.4) \), the measurements are taken at \( \mathcal{K}_{\text{exp}} = \{10, 20, \ldots, 100\} \), and all four sensors provide data, \( S = \{1, 2, 3, 4\} \). We plot in Figures 7-15 and 7-16 the enclosing ellipses as a function of \( \epsilon_{\text{exp}} \) (for \( N = 140, M = 40 \) fixed) and as a function of \( (N, M) \) (for \( \epsilon_{\text{exp}} = 0.5\% \) fixed), respectively. We observe, as in the previous examples, that smaller measurement and modeling errors result in a smaller possibility region and thus smaller uncertainty in the parameter estimate. We also note from 7-16 that there is a big difference between the \( (N, M) = (100, 40) \) and \( (100, 40) \) regions, whereas this difference is less pronounced for larger values of \( (N, M) \). We should therefore always ensure that the reduced-basis approximation satisfies a certain maximum acceptable error tolerance.

We now turn to the question which sensor measurements are most crucial for obtaining an accurate parameter estimate. We shall assume that the source is located at \( \mu_{2,3}^* = (2.95, 0.4) \), that the measurements are taken at \( \mathcal{K}_{\text{exp}} = \{10, 20, \ldots, 100\} \), and that the measurement error is \( \epsilon_{\text{exp}} = 0.1\% \). We choose \( N = 140 \) and \( M = 40 \) for the reduced-basis approximation. We recall
Figure 7-15: AP II: Possibility region \( \mathcal{R}(\mu^*) \) for \( \mu^* = (2.95, 0.4) \) as a function of \( \epsilon_{\text{exp}} \).

Figure 7-16: AP II: Possibility region \( \mathcal{R}(\mu^*) \) for \( \mu^* = (2.95, 0.4) \) as a function of \( N \) and \( M \).
from Figures 5-5 and 5-6 that the dispersion of the pollutant strongly depends on the diffusivity $\mu_1$ — we thus consider two different values for the diffusivity, $\mu_1 = 0.05$ and $\mu_1 = 0.5$. We first present in Figure 7-17(a) the enclosing ellipses for $\mu_1 = 0.05$ for different combinations $S$. We immediately notice that the first sensor measurement alone is sufficient in estimating $\mu_{2,3}$; including the remaining sensor measurements in the inverse solution does not yield a smaller possibility region $R(\mu^*)$. However, if only the measurement of the first sensor fails, $R(\mu^*)$ increases considerably. This result could be expected since the flow is clearly convection-dominated for $\mu_1 = 0.05$ and the first sensor lies directly in the track of the pollution cloud. For $\mu_1 = 0.5$ the picture is different: we plot the boundary points, $\mu_j^R^*$, in Figure 7-17(a) for different combinations $S$. We observe that the measurements from sensor 1 and 3 are now equally important. Furthermore, even sensor 4 contributes very slightly to decreasing the uncertainty. Since the flow is now diffusion dominated, the vicinity of a sensor to the pollution source plays a much more important role than the exact flow field $U$. We thus note that a find grid of sensors is important for obtaining sharp estimates for all possible source locations and diffusivities.

Concerning the sensitivity of the parameter estimate with respect to additional measurements in time (for a fixed $S$), we observed that (i) taking more observations over the same time period, e.g., $\overline{K}_{\text{exp}} = \{5, 10, 15, \ldots , 100\}$, does not lead to an improved parameter estimate, and (ii) taking observations over a longer time period, i.e., $\overline{K}_{\text{exp}} = \{10, 20, \ldots , 200\}$, resulted in only a very slight decrease of the possibility region.

![Figure 7-17: AP II: Possibility region $R(\mu^*)$ for $\mu_{2,3}^* = (2.95, 0.4)$ with (a) $\mu_1 = 0.05$ and (b) $\mu_1 = 0.5$.](image)

We now turn to the problem of simultaneously estimating the diffusivity, $\mu_1$, as well as the source location, $(\mu_2, \mu_3)$. We shall assume that measurements are taken at $\overline{K}_{\text{exp}} = \{10, 20, \ldots , 100\}$ and that all four sensors provide data, $S = \{1, 2, 3, 4\}$. We choose $N = 140$ and $M = 40$ for our reduced-basis approximation.

We first consider a fixed measurement error, $\epsilon_{\text{exp}} = 1.0\%$, and the two “true” parameters $\mu^*_a = (0.06, 3.08, 0.42)$ and $\mu^*_b = (0.4, 3.08, 0.42)$. Note that the location of the source is the same in $\mu^*_a$. Here because the slight but important differences are not visible when only considering the enclosing ellipses.

---

1 We plot the boundary points, $\mu_j^R^*$,
both cases and only the diffusivities are different. Given $\mu^*_a$, we generate the noisy measurements and solve (7.8) for the initial center $\mu_{IC}$; we obtain $\mu_{IC} = (0.0619, 3.078, 0.419)$ after 4 iterations and 11.5 sec. To construct the (now three-dimensional) possibility region, we search along 18 directions in three-dimensional parameter space; we require a total of 169 forward solutions obtained in 148.9 sec. Finally, we solve (7.12) for the enclosing ellipsoid, which is plotted in Figure 7-19(a). We proceed similarly for the true parameter $\mu^*_b$; the initial center is $\mu_{IC} = (0.399, 3.080, 0.420)$ and the corresponding ellipsoid is shown in Figure 7-19(b). We observe that the higher diffusivity results in a considerably larger possibility region $\mathcal{R}(\mu^*)$ (the scaling of the $\mu_2$ and $\mu_3$ axis is the same in both plots). The smaller uncertainty in estimating $\mu^*_b$ is due to the fact that the features of the concentration field over time are far more distinct for low diffusivities — thus allowing for a sharper estimate.

![Figure 7-18: AP II: Possibility region $\mathcal{R}(\mu^*)$ for (a) $\mu^*_a = (0.06, 3.08, 0.42)$ and (b) $\mu^*_b = (0.4, 3.08, 0.42)$.](image)

We shortly return to the sensitivity with respect to the measurement error. Given the true parameter $\mu^* = (0.1, 3.05, 0.35)$, we solve the inverse problem and plot the enclosing ellipsoid for $\epsilon_{exp} = 0.5\%$ and $\epsilon_{exp} = 1.0\%$ in Figure 7-19(a) and (b), respectively. As noticed before, the uncertainty in determining the actual source location $(\mu^*_a, \mu^*_b)$ increases of course. However, the influence of the error on the accuracy of the diffusivity estimate, $\mu_1$, is considerably larger. The maximum possible deviation from the true diffusivity is close to 30%.

Finally, we recall that the allowable range of the source location, $\Omega^{PS}$, is fairly small compared to the whole domain $\Omega$. The reason we cannot handle a source whose location varies significantly over the domain is certainly related to (i) the small diffusivities, i.e., convection plays a very important role in the solution; and (ii) the very complex flow field, i.e., only a slight difference in the source location can result in very different dispersion patterns. Thus, in the present example the limiting factor is the dimension of the reduced-basis space, $N$, and not the dimension $M$ of the nonaffine function approximation for the source term. If we were to increase the size of $\Omega^{PS}$, the increase in $M$ will probably be tolerable, whereas the increase in $N$ may be prohibitive. However, there may be other cases, e.g., different flow fields and/or higher diffusivities, where the size of $M$ becomes important.
Figure 7-19: AP II: Possibility region $\mathcal{R}(\mu^*)$ for $\mu^* = (0.1, 3.05, 0.35)$ with (a) $\epsilon_{\text{exp}} = 0.5\%$ and (b) $\epsilon_{\text{exp}} = 1.0\%$. 
Chapter 8

Application to Optimal Control

8.1 Introduction

In Chapter 7 we introduced a robust parameter estimation technique for systems governed by parabolic partial differential equations and successfully applied the proposed method to several numerical examples. The efficient and reliable solution of the partial-differential-equation-induced input-output relationship — afforded through the reduced-basis method and associated a posteriori error estimation introduced in earlier chapter — was the basis for our approach. Besides the characterization context there are several other classes of applications which require repeated and often real-time evaluation of input-output relationships. One of these applications, and also the one we consider in this chapter, is optimal control [24].

To begin, we shortly review the optimal control formulation and introduce the reduced-basis approximation into the solution of the problem. As a specific example we then consider the startup control of a welding process. We in fact combine the optimal control formulation with the tools developed in Chapter 7, thus pursuing an integrated estimation-control framework: first, we estimate the unknown system parameters; and second, given the parameter estimates, we solve for the optimal control input to obtain the desired system behavior.

8.2 Optimal Control Problem

Optimal control problems arise in many engineering applications when a known desired behavior is to be imposed on a dynamical system. The problem is usually cast in an optimization setting: a cost functional containing the control and state (or output) histories is set up to quantify the performance and controller trade-off. The optimal control input is then found from minimizing this cost function subject to the governing equations, and possibly constraints on the control and output, being satisfied. A variety of methods have been successfully applied to solve optimal control problems [24]: Riccati equations, shooting methods, control parametrization, sequential quadratic programming, and also general gradient methods such as steepest descent, Newton-Raphson, or conjugate gradient techniques. However, while Riccati equations are limited to only small state dimensions, all of the other techniques usually involve an iterative optimization process.

The solution of optimal control problems thus requires repeated and often real-time evaluation of input-output relationships. If the dynamics are described by partial differential equations, the cost quickly becomes prohibitively large [34, 45, 57, 78], and hence reduced-order models are often
employed. Applications of reduced-order models in optimal control range from fluid flow \[47, 48, 49, 95\], to hyperthermia treatment \[65, 66\] to thermal processing of semiconductors \[82\] and canned foods \[10\].

8.2.1 Formulation

We consider here two formulations for the optimal control problem. We start with the standard Linear-Quadratic-Regulator (LQR) problem. Defining \( \mathbf{u} = [u(t_1) \ u(t_2) \ldots \ u(t_K)]^T \in \mathbb{R}^K \), the (discrete-time) quadratic cost functional to be minimized is given by

\[
J(\mathbf{y}; \mu) = \frac{1}{2} \left( s(\mu, t^K) - s_d(t^K) \right)^T W_T \left( s(\mu, t^K) - s_d(t^K) \right) + \frac{\Delta t}{2} \sum_{k=1}^{K} \left\{ \left( s(\mu, t^k) - s_d(t^k) \right)^T W_R \left( s(\mu, t^k) - s_d(t^k) \right) + u(t^k) W_U u(t^k) \right\},
\]

where \( s(\mu, t^K) \) and \( s_d(t^K) \) are the actual and desired outputs, \( u(t^k), \ \forall \ k \in \mathbb{K} \) is the control input, and \( W_T, W_R, \) and \( W_U \) are symmetric positive (semi-)definite weighting matrices influencing the trade-off between tracking performance and controller cost. The first term penalizes the deviation of the output from the desired output \( s_d(t^K) \) at the final time; the second term penalizes the deviation of the output from the desired trajectory \( s_d(t^k) \) during the time interval of interest; and the last term reflects the cost of the control action. Note that we use the notation \( J(\mathbf{y}; \mu) \) to explicitly signify the dependence of the cost function on the parameter \( \mu \) through the output \( s(\mu, t^k) \).

The optimal control input, \( u^*(t^k), \ \forall \ k \in \mathbb{K} \), is then found by minimizing \( J(\mathbf{u}; \mu) \) subject to the initial conditions and the governing equations, (say) (4.3) and (4.4); constraints on the control input itself, such as non-negativity requirements, may also be present. We can thus state the problem as: Given a \( \mu \in \mathcal{D} \), \( u^*(t^k), \ \forall \ k \in \mathbb{K} \), is the solution of

\[
\min_{\mathbf{u} \in \mathbb{R}^K} J(\mathbf{u}; \mu) \quad \text{(8.2)}
\]

\[
\text{s.t.} \begin{cases} (4.3), \ (4.4) \ (\text{say}) \\ u_{LB} \leq u(t^k) \leq u_{UB}, \ \forall \ k \in \mathbb{K}. \end{cases}
\]

Here, \( u_{LB} \) and \( u_{UB} \) are the lower and upper bound on the control input, respectively. The LQR formulation results in a set of linear stationarity conditions and is therefore the most common set-up for optimal control problems.

We now consider a different formulation of the optimal control problem that leads to a linear programming problem. Again, our goal is to track a desired output history, \( s_d(t^k) \). To this end, we minimize the maximum deviation from the desired output trajectory, i.e., \( \max_{k \in \mathbb{K}} |s(\mu, t^k) - s_d(\mu, t^k)| \), subject to the governing equations, and possibly constraints on the control input. This
problem can be written as: Given a $\mu \in \mathcal{D}$, $u^*(t^k)$, $\forall k \in \mathcal{K}$, is the solution of
\[
\min_{\gamma \in \mathbb{R}, \mat{u} \in \mathbb{R}^K} \gamma
\quad \text{s.t.} \quad \begin{cases}
|s(\mu, t^k) - s_d(\mu, t^k)| \leq \gamma, & \forall k \in \mathcal{K} \\
(4.3), (4.4) \text{ (say)} \\
u_{LB} \leq u(t^k) \leq u_{UB}, & \forall k \in \mathcal{K}.
\end{cases}
\] (8.3)

We recover the linear programming formulation by simply replacing $|s(\mu, t^k) - s_d(\mu, t^k)| \leq \gamma$ with the two constraints $s(\mu, t^k) - s_d(\mu, t^k) \leq \gamma$ and $-s(\mu, t^k) + s_d(\mu, t^k) \leq \gamma$. Note that we do not penalize the total control energy spent in this formulation. However, we may additionally include a term of the form $\sum_{k=1}^{K} |u(t^k)|$ into the cost function, which can again be reformulated as a linear programming problem [21].

So far we have assumed that the input parameter $\mu$ is (exactly) known before we attempt to solve the optimal control problem. Unfortunately, this may not always be the case. In Chapter 7 we introduced a robust parameter estimation procedure which accounts for measurement and modeling errors in the form of a possibility region $\mathcal{R}(\mu)$ — $\mathcal{R}(\mu)$ contains all (in the probabilistic sense) parameters which satisfy the constraints of the problem. In such a case we do not know $\mu$ exactly, but only that $\mu \in \mathcal{R}(\mu)$. We may explicitly introduce this uncertainty into the optimal control problem and pursue the min-max formulation $u^*(t) = \arg \min_{\mat{u} \in \mathbb{R}^K} \max_{\mu \in \mathcal{R}(\mu)} J(u; \mu)$ subject to the constraints stated in (8.2). We can also follow a similar approach for the linear programming problem (8.3). There may, of course, be an issue concerning computational feasibility: we saw in the last chapter that we can solve (7.8) for the initial center, $\mu_{IC}$, very fast. However, constructing the possibility region $\mathcal{R}(\mu)$ requires more effort. Depending on the problem at hand, solving (8.2) using the estimated parameter value may be sufficient and the only choice concerning computational efficiency. If the robust solution is crucial and the computation of $\mathcal{R}(\mu)$ is fast enough, on the other hand, following the robust approach is preferable.

Finally, we note that a design exercise may result in a similar problem formulation. The parameters are now design variables that can be chosen by the user, e.g., the location of controllers or sensors, and our goal is to minimize $J(u; \mu)$ over all $\mu \in \mathcal{D}$, where $\mathcal{D}$ is the admissible design space.

### 8.2.2 Optimization Procedure

We state the optimal control problems (8.2) and (8.3) in the last section in terms of the truth approximation $y(\mu, t^k)$ and $s(\mu, t^k)$. Although solution techniques tailored to partial-differential-equation-constrained optimal control problems have been developed [78], they are computationally expensive and thus real-time performance is hard to achieve. We therefore employ the reduced-basis method in the statement and solution of the problem and replace the truth approximation $y(\mu, t^k)$ (and $s(\mu, t^k)$) by their reduced-basis approximations $y_N(\mu, t^k)$ (and $s_N(\mu, t^k)$) in (8.1), (8.2)
and (8.3); e.g., we have

\[
J_N(u; \mu) = \frac{1}{2} \left( s_N(\mu, t^K) - s_d(t^K) \right)^T W^T \left( s_N(\mu, t^K) - s_d(t^K) \right) + \frac{\Delta t}{2} \sum_{k=1}^{K} \left\{ \left( s_N(\mu, t^k) - s_d(t^k) \right)^T W_R \left( s_N(\mu, t^k) - s_d(t^k) \right) + u(t^k) W_U u(t^k) \right\}. \tag{8.4}
\]

Since we do not aim at developing new techniques for solving optimal control problems in this thesis, we pursue a straightforward “impulse approach” for their solution similar to the one in [17]. We already remarked in Section 4.2.3 that the solution of any LTI system can be written as the convolution of the impulse response with the control input. This property is also the basis and justification for constructing the reduced-basis approximation with an impulse approach: it is sufficient that the reduced-basis subspace approximates well the (parameter-dependent) impulse response to obtain good approximation properties for all possible control input histories. As in (4.14), the output of any LTI system can be written as

\[
s(\mu, t^k) = \sum_{j=1}^{k} g^s(\mu, t^{k-j+1}) u(t^j), \quad \forall k \in \mathbb{K},
\tag{8.5}
\]

where \( g^s(\mu, t^k) \) is the output for a unit impulse control input \( u(t^k) = \delta_{1k}, \forall k \in \mathbb{K} \). Similarly, we obtain \( s_N(\mu, t^k) = \sum_{j=1}^{K} g^s_N(\mu, t^{k-j+1}) u(t^j) \), \forall k \in \mathbb{K} \), where \( g^s_N(\mu, t^k) \) is the solution of (4.17) and (4.110) for \( u(t^k) = \delta_{1k}, \forall k \in \mathbb{K} \). Defining \( \tilde{g}_N(\mu) = [s_N(\mu, t^1) s_N(\mu, t^2) \ldots s_N(\mu, t^K)]^T \) and \( v = [u(t^1) u(t^2) \ldots u(t^K)] \) we can write the input-output relationship as

\[
\tilde{g}_N(\mu) = G_N(\mu) v.
\tag{8.6}
\]

where the matrix \( G_N(\mu) \in \mathbb{R}^{K \times K} \) is lower-triangular and contains the impulse response \( g^s_N(\mu, t^k), \forall k \in \mathbb{K} \). Note that \( G(\mu) \) depends on \( \mu \) and thus has to be evaluated online for every new parameter value \( \mu \).

It directly follows from (8.6) and (8.4) that \( J_N(u; \mu) \) can be written as

\[
J_N(u; \mu) = \frac{1}{2} u^T H(\mu) u + b^T(\mu) u + c(\mu).
\tag{8.7}
\]

Here, \( H(\mu) \in \mathbb{R}^{K \times K} \) is a parameter-dependent matrix containing the impulse response, \( b(\mu) \in \mathbb{R}^{K} \) is a parameter-dependent vector containing the impulse response and information regarding the desired trajectory, and \( c(\mu) \) is a scalar containing only information regarding the desired trajectory. We then solve the optimization problem

\[
\min_{u \in \mathbb{R}^{K}} \frac{1}{2} u^T H(\mu) u + b^T(\mu) u + c(\mu) \tag{8.8}
\]

\[\text{s.t.} \quad u_{LB} \leq u(t^k) \leq u_{UB}, \quad \forall k \in \mathbb{K},\]

for the optimal control input \( u^*(t^k), \forall k \in \mathbb{K} \).

204
Similarly, invoking (8.6) we can write the linear programming problem as

\[
\min_{\gamma \in \mathbb{R}, \mathbf{u} \in \mathbb{R}^K} \quad \gamma \\
\text{s.t.} \quad \begin{cases} 
G \mathbf{u} - s_d \leq \gamma e \\
-G \mathbf{u} + s_d \leq \gamma e \\
u_{LB} \leq u(t^k) \leq u_{UB}, \quad \forall k \in K.
\end{cases}
\]  

(8.9)

where \( s_d = [s_d(t^1), s_d(t^2), \ldots, s_d(t^K)]^T \in \mathbb{R}^K \) and \( e = [1 \ 1 \ldots 1]^T \in \mathbb{R}^K \). We note, however, that using the impulse approach (8.6) to recast the optimal control problem is only efficient for the linear programming problem (8.9); in the LQR case the computational cost to form \( H(\mu) \) is \( O(K^3/3) \) and is thus only efficient for \( K \) very small.

We shortly remark on the possibility to extend the previous discussion and consider Model Predictive Control (MPC), also referred to as receding horizon control or moving horizon control [3, 67, 70, 92, 96]. In MPC, the optimal control problem defined over a very long (infinite) time period, is essentially split into a series of short term (finite) horizon optimal control problems. The optimal control input or feedback law is not computed once offline for the entire time period, instead a series finite horizon optimal control problems is solved repeatedly online for the consecutive time periods using the current state of the plant as the initial condition. In contrast to an open-loop optimal control law, MPC can therefore react to perturbations in the system parameters, in effect “closing the loop” of the control implementation. However, for MPC to be applicable, the plant dynamics have to be sufficiently “slow” compared to the time required to solve the optimal control problem so as to permit the implementation. Reduced-order models thus lend themselves ideally to Model Predictive Control.

### 8.3 AP IV: Control of Welding Quality

We now turn to the welding application introduced in Section 1.1.1. The equation governing the temperature distribution in the joint-section is the unsteady convection-diffusion equation (1.19) with initial condition (1.20). The heat input from the welding torch is modelled as a Gaussian distribution centered at the torch position \( x^T = (3.5, 1) \), given by

\[
q_w(x; \mu) = \frac{\eta_w}{2\pi\sigma_w^2} e^{-((x_1-x_1^T)^2 + (x_2-x_2^T)^2)/(2\sigma_w^2)},
\]

(8.10)

where \( \eta_w \) is the efficiency and \( \sigma_w \) is the distribution parameter. We use the notation \( q_w(\cdot; \mu) \) to signify the dependence on the parameter \( \mu \equiv (\mu_1, \mu_2) \equiv (\eta_w, \sigma_w) \in \mathcal{D} \subset \mathbb{R}^{2}, \) where \( \mathcal{D} = [0.1, 0.4] \times [0.15, 0.65] \) [112].

We shall make the following two assumptions. First, we assume that we are interested in achieving a fixed desired weld pool depth \( d_{w,d} = 0.5 \). In [111, 112], the temperature distribution is searched for the isotherm corresponding to the melting temperature to deduce the pool depth \( d_w \). However, searching the isotherms requires knowledge of the truth approximation state \( y(\mu, t^k) \), \( \forall k \in K \) and the computational cost thus scales with the dimension \( \mathcal{N} \) of the truth approximation. The basic premise for the computational efficiency of the reduced-basis method is the \( \mathcal{N} \)-independent computational complexity in the online stage — we should therefore avoid the isotherm search. To
this end, we introduce a “fictitious” output, \( s_3 \), at the desired weld pool depth, \( d_{w,d} \), measuring the average temperature over a small domain. We then simply require this temperature output to be equal to the melting temperature, i.e., \( s_3(\mu, t^k) = s_3^* \equiv 1, \forall k \in \mathbb{K} \). We then guarantee that the melting isotherm reaches the desired depth. In Figure 8-1 we show a sketch of the joint-section with the torch position and the three outputs, the two measurements \( s_1 \) and \( s_2 \) on the bottom of the workpiece and the additional output \( s_3 \). Note that we place the output \( s_3 \) downwind of the welding torch because of the convective term. We also note that we may consider several different desired weld pool depths by simply introducing a “fictitious” output at each desired depth level.

\[ Pe = vLc/\kappa \]

Figure 8-1: AP IV: Control of welding quality.

Our second assumption is related to the control input. In actual practice, the welding process can be controlled through the velocity of the torch, \( Pe \), and the total heat input, \( u(t) \). Here, we consider only the total heat input, \( u(t) \), as the single control input and assume that the velocity is fixed, \( Pe = 6 \). We restrict our attention to this case because controlling the velocity would result in a nonlinear — or more precisely, bilinear — control law and our impulse approach to construct the reduced-basis approximation would not be valid.

The domain \( \Omega \), a typical point in which is \( (x_1, x_2) \), is given by \( \Omega = [0, 5] \times [0, 1] \). We shall assume that the temperature is equal to ambient temperature on \( \Gamma_D \), and that the remaining boundaries, \( \Gamma_N \), are insulated. The time-discrete weak form of the governing equation (1.19) for the temperature \( T(\mu, t^k) \in Y \) is (B.2) (we use Crank-Nicolson for the time integration) with initial condition \( T(\mu, t^0) = 0 \), where \( Y \subseteq Y^e \equiv \{ v | v \in H^1(\Omega), v = 0 \}_{\Gamma_D} \) is a linear finite element truth approximation subspace of dimension \( N = 3720 \). The bilinear and linear forms are given by \( m(w, v) = \int_{\Omega} w v, a^CD(w, v) = \int_{\Omega} \nabla v \cdot \nabla v + \int_{\Omega} \nabla v (\nabla \cdot v) + \int_{\Omega} v w (\nabla \cdot u) \), and \( b(v; q_w(x; \mu)) = \int_{\Omega} q_w(x; \mu) v, \) where \( U = [Pe 0]^T \) and \( q_w(x; \mu) \) is defined in (8.10). We note that \( a \) and \( m \) do not depend on the parameter, and that the parameter dependence of \( b(v; q(x; \mu)) \) is nonaffine — we hence require the theory developed in Chapter 5. We also define the inner products \( (w, v)_Y = m(w, v) \) and \( (w, v)_Y = \int_{\Omega} \nabla v \cdot \nabla v \); we may thus choose \( \hat{\alpha}_a = 1 \). The outputs \( s_q(\mu, t^k) \), \( 1 \leq q \leq 3 \), are given by \( s_q(\mu, t^k) = [\Omega_{s_3}]^{-1} \int_{\Omega_{s_q}} v, 1 \leq q \leq 3 \), where \( \Omega_{s_1} = [3.16, 3.29] \times [0, 0.07] \), \( \Omega_{s_2} = [4.12] \times [0, 0.07] \), and \( \Omega_{s_3} = [1.42, 1.58] \times [0.47, 0.53] \). We shall consider the time interval \( I = [0, 2] \) and a timestep \( \Delta t = 2E-2 \); we thus have \( K = 100 \).

\[ 1 \ \text{We could, of course, consider} \ Pe \ \text{as a parameter and construct a reduced-basis approximation for a certain velocity range. The desired velocity can then be chosen at the beginning of the welding process.} \]

\[ 2 \ \text{Note that the time is also non-dimensionalized here. The time interval} \ I = [0, 2] \ \text{corresponds to a “real” time interval from 0 to 10 sec.} \]
We plot in Figure 8-2 the temperature distribution \( T(\mu, t^k) \) and corresponding isotherms for \( \mu = (0.3, 0.4) \) at three different discrete timesteps for \( u(t^k) = 10, \forall k \in \mathbb{K} \). Because of the convective term the isotherms are shifted to the left from the torch position. The shape of the isotherms also justifies our choice for the location of the output \( s_3 \).

![Temperature distribution and isotherms](image)

Figure 8-2: AP IV: Temperature distribution \( T(\mu, t^k) \) and isotherms for \( \mu = (0.3, 0.4) \) at \( t = t^{25}, t^{50}, \) and \( t^{75} \).

### 8.3.1 Reduced-Basis Approximation

We first consider the approximation to the nonaffine function \( q_w(x; \mu) \) defined in (8.10). We note that the nonaffine parameter dependence of \( q_w(x; \mu) \) is only due to \( \mu_2 \). We could thus include only \( \mu_2 \) in the definition of \( q_w \) and consider \( \mu_1 \) separately. Nevertheless, here we chose to define \( q_w \) to be a function of both parameters.\(^3\) We choose for \( \Xi^g \) a deterministic grid of \( 41 \times 41 \) parameter points over \( \mathcal{D} \) and we choose \( (\mu_1^g, \mu_2^g) = (0.4, 0.15) \). Next, we pursue the empirical interpolation method of Section 2.4 (using the \( L^\infty(\Omega) \)-norm) to construct \( S^g_M, W^g_M, T_M, \) and \( B^M, 1 \leq M \leq M_{\text{max}} \), for \( M_{\text{max}} = 17 \).

We next generate the sample set \( S^g_N \) and associated reduced basis space \( W^g_N \) according to the adaptive sampling procedure described in Section 4.5 with \( M = M_{\text{max}} \) for the nonaffine function.

\(^3\)Note that we could even treat \( \mu_1 \) implicitly by including it in the control input \( u(t) \).
approximation. We construct the reduced-basis approximation here using the impulse approach—since the system is LTI, it is sufficient that the reduced-basis subspace approximates well the parameter-dependent impulse response. This fact is crucial for applying our method to optimal control problems, because the optimal control input is not known in advance. We initialize the procedure with \( \mu_1^0 = (0.1, 0.4) \) and \( t_k^0 = t \Delta t \) and set the desired error tolerance (for the relative error in the energy norm) to \( \epsilon_{\text{tol,min}} = 1 \times 10^{-4} \). We sample on a parameter test sample \( \Xi_F \in (D)^{400} \) of size 400 (a regular \( 20 \times 20 \) grid); we require \( N_{\text{max}} = 54 \) basis functions to obtain the desired accuracy.

We note that we do not pursue the primal-dual formulation here. The numerical results for the output errors and output bounds are obtained using the simple bound defined in Proposition 16.

To begin, we present convergence results for the nonaffine function approximation. We present in Table 8.1 \( \epsilon_{\text{M,max}}^*, \bar{p}_M, \Lambda_M, \bar{\eta}_M, \) and \( \kappa_M \) as a function of \( M \) (see Section 2.4.3 for the definitions of these quantities; here \( \Xi_{\text{Test}}^2 \) is a test sample of size 225). We observe that the maximum error \( \epsilon_{\text{M,max}}^* \) converges very rapidly with \( M \); that the Lebesgue constant provides a reasonably sharp measure of the interpolation-induced error; that the error estimator effectivity is reasonably close to unity (recall that \( \epsilon_M(\mu) \leq \epsilon_M(\mu), 1 \leq M \leq \text{M}_{\text{max}} \)). The reason that \( \text{M}_{\text{max}} \) is fairly small here is because \( q(x; \mu) \) is only nonaffine in \( \mu_2 \) as mentioned previously.

<table>
<thead>
<tr>
<th>( M )</th>
<th>( \epsilon_{\text{M,max}}^* ) (E-02)</th>
<th>( \bar{p}_M )</th>
<th>( \Lambda_M )</th>
<th>( \bar{\eta}_M )</th>
<th>( \kappa_M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>8.34</td>
<td>0.57</td>
<td>1.12</td>
<td>0.86</td>
<td>1.22</td>
</tr>
<tr>
<td>4</td>
<td>1.32</td>
<td>0.48</td>
<td>2.61</td>
<td>0.79</td>
<td>2.41</td>
</tr>
<tr>
<td>6</td>
<td>5.29</td>
<td>0.51</td>
<td>3.57</td>
<td>0.26</td>
<td>3.27</td>
</tr>
<tr>
<td>8</td>
<td>1.10</td>
<td>0.56</td>
<td>2.86</td>
<td>0.73</td>
<td>4.92</td>
</tr>
<tr>
<td>10</td>
<td>6.24</td>
<td>0.51</td>
<td>5.63</td>
<td>0.87</td>
<td>6.00</td>
</tr>
<tr>
<td>12</td>
<td>5.35</td>
<td>0.36</td>
<td>3.62</td>
<td>0.58</td>
<td>7.17</td>
</tr>
<tr>
<td>14</td>
<td>3.81</td>
<td>0.32</td>
<td>5.98</td>
<td>0.73</td>
<td>8.36</td>
</tr>
<tr>
<td>16</td>
<td>2.72</td>
<td>0.22</td>
<td>6.92</td>
<td>0.32</td>
<td>8.57</td>
</tr>
</tbody>
</table>

Table 8.1: AP IV: \( \epsilon_{\text{M,max}}^*, \bar{p}_M, \Lambda_M, \bar{\eta}_M, \) and \( \kappa_M \) as a function of \( M \).

We now turn to the convergence results and error bounds for the reduced-basis approximation. In Figure 8-3(a) and (b) we plot, as a function of \( N \) and \( M \), the maximum relative error in the energy norm \( \epsilon_{\text{N,M,max},\text{rel}}^\nu \) and the maximum relative error bound \( \Delta_{N,M,\text{max},\text{rel}}^\nu \); here, \( \epsilon_{N,M,\text{max},\text{rel}}^\nu \) is the maximum over \( \Xi_{\text{Test}} \) of \( |||e(\mu, t^k)|||/|||y(\mu_y, t^k)||| \) and \( \Delta_{N,M,\text{max},\text{rel}}^\nu \) is the maximum over \( \Xi_{\text{Test}} \) of \( \Delta_{N,M}^\nu(\mu, t^k)/|||y(\mu_y, t^k)||| \), where \( \Xi_{\text{Test}} \in (D)^{225} \) is a test sample of size 225 (a \( 15 \times 15 \) random grid), and \( \mu_y = \arg \max_{\mu \in \Xi_{\text{Test}}} |||y(\mu, t^k)||| \). We observe the typical behavior in the error and error bound convergence curves. Also, the separation points of the asymptotes are different for \( \epsilon_{N,M,\text{max},\text{rel}}^\nu \) and \( \Delta_{N,M,\text{max},\text{rel}}^\nu \); to obtain the best possible error bounds we should base our choice on the \( \Delta_{N,M,\text{max},\text{rel}}^\nu \) curves.

In Table 8.2 we present, as a function of \( N \) and \( M \), \( \epsilon_{N,M,\text{max},\text{rel}}^\nu, \Delta_{N,M,\text{max},\text{rel}}^\nu, \) and the average effectivity \( \bar{\eta}^\nu \), where \( \bar{\eta}^\nu \) is the average over \( \Xi_{\text{Test}} \times \Xi_1 \) of \( \Delta_{N,M}^\nu(\mu, t^k)/|||y(\mu, t^k) - y_N(\mu, t^k)||| \). Here, we select the \( (N, M) \) combinations from Figure 8-3 which roughly correspond to the separation points. We note that the effectivities for the bound of the energy norm error are very good.

We next present in Tables 8.3, 8.4, and 8.5 the maximum relative output error \( \epsilon_{N,M,\text{max},\text{rel}}^\nu \).
Figure 8-3: AP IV: (a) Maximum relative error in the energy norm and (b) error bound.

Table 8.2: AP IV: Convergence rate and effectivities as a function of $N$ and $M$. 

<table>
<thead>
<tr>
<th>$N$</th>
<th>$M$</th>
<th>$\varepsilon_{N,M,\text{max rel}}^\nu$</th>
<th>$\Delta_{N,M,\text{max rel}}^\nu$</th>
<th>$\eta^\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4</td>
<td>1.42 E-01</td>
<td>7.82 E-01</td>
<td>6.68</td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>9.05 E-03</td>
<td>1.83 E-02</td>
<td>2.00</td>
</tr>
<tr>
<td>30</td>
<td>8</td>
<td>3.02 E-03</td>
<td>5.60 E-03</td>
<td>1.96</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>3.97 E-04</td>
<td>7.55 E-04</td>
<td>1.85</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>8.01 E-05</td>
<td>1.35 E-04</td>
<td>1.67</td>
</tr>
</tbody>
</table>
the maximum relative output bound $\Delta_{N,M,max,rel}$, and the average effectivity $\bar{\eta}_{N,M}$ as a function of $N$ and $M$ for outputs 1, 2, and 3, respectively. Here, $\epsilon_{N,M,max,rel}^*$ is the maximum over $\Xi_{Test}$ of $|s(\mu, t_\eta(\mu)) - s_N(\mu, t_\eta(\mu))| / s_{\text{max}},$ $\Delta_{N,M,max,rel}^*$ is the maximum over $\Xi_{Test}$ of $\Delta_{N,M}^* / s_{\text{max}}$, and $\bar{\eta}_{\text{avg}}$ is the average over $\Xi_{Test}$ of $\Delta_{N,M}^* / s_{\text{max}}$, where $t_\eta(\mu) \equiv \arg \max_{t \in \Xi} |s(\mu, t) - s_N(\mu, t)|$ and $s_{\text{max}} = \max_{t \in \Xi} |s(\mu, t)|$. The error in all three outputs converges approximately at the same rate. The magnitude of the output effectivities is similar to the previous numerical examples and is still acceptable for the simple output bound. We require $N = 45 - 50$ and $M = 10$ to obtain an accuracy in the output bounds of approximately 1%.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$M$</th>
<th>$\epsilon_{N,M,max,rel}^*$</th>
<th>$\Delta_{N,M,max,rel}^*$</th>
<th>$\bar{\eta}_{N,M}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4</td>
<td>2.82E-01</td>
<td>3.15 E +01</td>
<td>102</td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>1.72 E-02</td>
<td>7.39 E-01</td>
<td>58.3</td>
</tr>
<tr>
<td>30</td>
<td>8</td>
<td>2.63 E-03</td>
<td>2.26 E-01</td>
<td>58.4</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>2.57 E-04</td>
<td>3.04 E-02</td>
<td>104</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>1.07 E-04</td>
<td>5.44 E-03</td>
<td>59.3</td>
</tr>
</tbody>
</table>

Table 8.3: AP IV: Maximum relative output error, output bound, and effectivities for output 1.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$M$</th>
<th>$\epsilon_{N,M,max,rel}^*$</th>
<th>$\Delta_{N,M,max,rel}^*$</th>
<th>$\bar{\eta}_{N,M}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4</td>
<td>4.00E-01</td>
<td>6.53 E +01</td>
<td>126</td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>2.68 E-02</td>
<td>1.53 E+00</td>
<td>41.3</td>
</tr>
<tr>
<td>30</td>
<td>8</td>
<td>7.80 E-03</td>
<td>4.68 E-01</td>
<td>56.0</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>5.24 E-04</td>
<td>6.31 E-02</td>
<td>39.5</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>2.23 E-04</td>
<td>1.13 E-02</td>
<td>27.9</td>
</tr>
</tbody>
</table>

Table 8.4: AP IV: Maximum relative output error, output bound, and effectivities for output 2.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$M$</th>
<th>$\epsilon_{N,M,max,rel}^*$</th>
<th>$\Delta_{N,M,max,rel}^*$</th>
<th>$\bar{\eta}_{N,M}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4</td>
<td>1.01 E-01</td>
<td>2.12 E+01</td>
<td>165</td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>6.18 E-03</td>
<td>4.96 E-01</td>
<td>51.0</td>
</tr>
<tr>
<td>30</td>
<td>8</td>
<td>1.37 E-03</td>
<td>1.52 E-01</td>
<td>103</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>3.48 E-04</td>
<td>2.04 E-02</td>
<td>130</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>4.88 E-05</td>
<td>3.65 E-03</td>
<td>79.9</td>
</tr>
</tbody>
</table>

Table 8.5: AP IV: Maximum relative output error, output bound, and effectivities for output 3.

Finally, in Table 8.6 we present, as a function of $N$ and $M$, the online computational times to calculate $s_{N,M}(\mu, t^k)$ and $\Delta_{N,M}^*(\mu, t^k), \forall k \in \mathbb{K}$. The values are normalized with respect to the computational time for the direct calculation of the truth approximation output $s(\mu, t^k) = \ell(y(\mu, t^k)), \forall k \in \mathbb{K}$. The computational savings for $N = 50$ and $M = 10$ are approximately a factor of 280. Although we do not employ the primal-dual formulation here, the computational savings are considerable because of the very fast convergence — and hence fairly small $N$ — of our reduced-basis approximation.
Table 8.6: AP IV: Online computational times (normalized with respect to the time to solve for $s(\mu, t^k)$, $\forall k \in K$).

<table>
<thead>
<tr>
<th>$N$</th>
<th>$M$</th>
<th>$s_{N,M}(\mu, t^k)$, $\forall k \in K$</th>
<th>$\Delta s_{N,M}(\mu, t^k)$, $\forall k \in K$</th>
<th>$s(\mu, t^k)$, $\forall k \in K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4</td>
<td>3.81E-04</td>
<td>1.44E-03</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>5.72E-04</td>
<td>1.56E-03</td>
<td>1</td>
</tr>
<tr>
<td>30</td>
<td>8</td>
<td>7.70E-04</td>
<td>1.72E-03</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>1.06E-03</td>
<td>2.04E-03</td>
<td>1</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>1.43E-03</td>
<td>2.16E-03</td>
<td>1</td>
</tr>
</tbody>
</table>

8.3.2 Estimation of Weld Pool Depth

Our goal is the in-process control of the weld pool depth $d_w$ to the desired value $d_{w,d}$. However, the pool depth depends on the unknown parameter $\mu$ through the temperature distribution in the joint-section. We thus have to estimate the parameter $\mu$ first before we can proceed and control $d_w$. To this end, we split the estimation-control process into the following series of problems solved in consecutive time intervals:

1. For $t \in I_1 = \{t^0, \ldots, t^{k_1}\}$: The welding process is started with a nominal control input $u_0(t^k)$ and temperature measurements, $z_1(t^k)$ and $z_2(t^k)$, are taken at several discrete points in time at the two measurement points at the bottom of the plate.

2. For $t \in I_2 = \{t^{k_1}, \ldots, t^{k_2}\}$: Given the measured temperatures, we solve the inverse problem for the parameter estimate $\mu_{IC}$ (and the possibility region $R(\mu^*)$).

3. For $t \in I_3 = \{t^{k_2}, \ldots, t^{k_3}\}$: Given the parameter estimate $\mu_{IC}$, we solve the optimal control problem for the time interval $I_4 = \{t^{k_3}, \ldots, t^{k_4}\}$ with the estimated output $s_3(\mu_{IC}, t_3)$ as initial condition.

4. For $t \in I_4 = \{t^{k_3}, \ldots, t^{k_4}\}$: We apply the optimal control input $u^*(t^k)$ to the welding process.

We note that the finite element “truth” approximation with a specific true parameter value $\mu^*$ serves as our “real-world” welding process. We obtain the temperature measurements $z_1(t^k)$ and $z_2(t^k)$ in step 1 by adding noise to the truth approximation outputs $s_1(\mu^*, t^k)$ and $s_2(\mu^*, t^k)$. In step 4 we apply the optimal control input $u^*(t^k)$ to the truth approximation and check whether we obtain the desired temperature, $s_3(t^k) = 1$, in the output $s_3(\mu^*, t^k)$.

We start with step 1 and 2: we shall assume that the true parameter value is given by $\mu^* = (0.34, 0.46)$ and that temperature is measured for $I_1 = \{t^0, \ldots, t^{10}\}$ at the discrete timesteps $\tilde{K} = \{2, 4, 6, 8, 10\}$ (this corresponds to a sampling frequency of approximately 5 Hz). Based on our discussion in the last section we choose $N = 50$ and $M = 10$ for the reduced-basis approximation.

We present a sample solution of the parameter estimation procedure in Figure 8-4. We assume that $\epsilon_{exp} = 1.0\%$ and solve (7.8) for $\mu_{IC}$: we obtain $\mu_{IC} = (0.339, 0.462)$ after 3 iterations in 1.29 sec. We need 233 forward solutions and a total of 35.0 sec. to generate the boundary points $\mu^2$ (here, $\Delta \beta = 20^\circ$ and $\Delta \mu R = 1 E - 5$). Finally, we solve (7.12) for the enclosing ellipse.

\footnote{All timing results presented are obtained on an Intel 750 MHz Pentium III processor running MATLAB 6.5.}
Figure 8-4: AP IV: Possibility region $R(\mu)$ for $\mu^* = (0.34, 0.46)$.

We also investigate the sensitivity of the parameter estimate with respect to measurement and modeling errors. We present in Figures 8-5 and 8-6 the enclosing ellipses as a function of $\epsilon_{\text{exp}}$ (for $N = 50$ and $M = 10$) and as a function of $N$ and $M$ (for $\epsilon_{\text{exp}} = 0.5\%$), respectively. Again, smaller measurement and modeling errors result in a smaller possibility region $R(\mu^*)$. We observe that we could decrease $N$ to 40 without incurring a severe loss in the accuracy of the parameter estimate.

In actual practice, we should not wait until all measurements are available before we start the parameter estimation process. In fact, the time intervals $I_1$ and $I_2$ may overlap: since solving (7.8) is an iterative process, we can continuously add measurements into the solution process as they become available. We test this approach by starting the iterative solution of (7.8) with only the first two measurements, $K = \{2, 4\}$. After each iteration of the Levenberg-Marquardt Algorithm, we include the next measurement into the solution process. We obtain $\mu_{IC} = (0.339, 0.463)$ after only 3 iterations and 1.25 sec. We thus reduced the total time to obtain the parameter estimate by 0.6 sec, i.e., the time to take 3 measurements at a sampling rate of 5 Hz.

### 8.3.3 Control of Weld Pool Depth

Given the solution of the parameter estimation procedure, we can now turn to the optimal control problem. Since the construction of the possibility region $R(\mu^*)$ takes a considerable amount of time, we do not consider the min-max problem discussed at the end of Section 8.2.1 for the in-process control. Instead, we simply use $\mu_{IC}$ as our estimate for the true parameter $\mu^*$ and solve the optimal control problem given $\mu_{IC}$. We only present results here for the LQR problem (8.8) with $W_U = 1$, $W_T = 1E + 4$, and $W_R = 1E + 6$; we solve (8.8) using the quadprog routine from MATLAB.

We shall assume that the nominal input is $u_N(t^k) = 30$, $1 \leq k \leq k_3$, and that the control input is bounded from below and above by $u_{LB} = 25 \leq u(t^k) \leq u_{UB} = 50$, $\forall k \in \mathbb{K}$, i.e., there exist a minimum and maximum limit for the heat input from the welding torch. Note that we solve the optimal control problem during the time interval $I_3$ and apply the optimal control law during the time interval $I_4$. Since the state of the system at the beginning of $I_4$ (at the discrete time $t^{k_3}$) serves as the initial condition for the optimal control problem, we need to predict the time frame necessary for solving the optimal control problem. To begin, we simply choose $k_3 = 30$ and confirm...
Figure 8-5: AP IV: Possibility region $\mathcal{R}(\mu^*)$ for $\mu^* = (0.34, 0.46)$ as a function of $\epsilon_{\text{exp}}$.

Figure 8-6: AP IV: Possibility region $\mathcal{R}(\mu^*)$ for $\mu^* = (0.34, 0.46)$ as a function of $N$ and $M$. 
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afterwards if our choice is justified. We also assume that the control horizon is \( t_{k4} = t^{100} \); the period actively controlled is thus \( \mathbb{T}_4 = \{t^{30}, \ldots, t^{100}\} \) (corresponding to the time period from 3 to 10 sec.).

To begin, we consider the case with a 1% error in the temperature measurements for the parameter estimation. At the end of the last section we obtained the estimate, \( \mu_{IC} = (0.339, 0.463) \), for the true parameter value, \( \mu^* = (0.34, 0.46) \), after 1.25 sec. Since we started the parameter estimation procedure after the second measurement was taken, this corresponds to \( \mu_{IC} \) being available 1.65 sec. after the welding process is started. Also, the discrete timestep \( k_3 = 30 \) corresponds to a real time of 3 sec. — we thus need to solve the optimal control problem within 1.35 sec.

Given \( \tilde{s}_3 = 1 \) and \( \mu_{IC} = (0.339, 0.463) \), we solve the LQR optimal control problem: in Figure 8-7 we present the optimal control input \( u^*(t^k) \), the output \( s_3(\mu^*, t^k) \) obtained from applying \( u^*(t^k) \) to the truth finite element approximation, and the deviation from the desired temperature \( |s_3^* - s_3(\mu^*, t^k)| \). Here, we have assumed that the sampling frequency for the control input is \( f_s = 10 \) Hz. Note that the control input is set to the nominal value \( u_n(t^k) \) for the first three seconds — during this time the parameter estimation and optimal control problem are solved. We observe that approximately 2 seconds after the controller starts the error in the output remains at less than 1% for the remainder of the controlled time interval. We also note that the control input turns off one second before the final time: this is an “artifact” of the thermal inertia of the system as well as the location of the “fictitious” output \( s_3 \) downwind of the heat source.

The time to solve for the optimal control input is approximately 3 seconds — with our current implementation we cannot reach the required solution time of 1.35 sec. One option to satisfy the time constraint is, of course, to consider a shorter time interval. Another option, and the one we pursue here, is to presume a smaller sampling frequency, \( f_s \), for updating the control input. This results in a smaller number of unknowns in the optimization and thus a faster solution time. In Figure 8-8(a) and (b) we present the optimal control input \( u^*(t^k) \), the output \( s_3(\mu^*, t^k) \), and the output error \( |s_3^* - s_3(\mu^*, t^k)| \) for \( f_s = 5 \) Hz and \( f_s = 2 \) Hz, respectively. We note that the error level is very similar despite the lower sampling frequencies. The solution time, however, decreases to approximately 1.8 sec. for \( f_s = 5 \) Hz and to 1.0 sec. for \( f_s = 2 \) Hz. We can thus achieve the required solution time for \( f_s = 2 \) Hz without a serious detriment to the tracking performance.

We next consider two more test cases with increasingly larger measurement errors \( \epsilon_{exp} \) during the parameter estimation procedure. In general, a larger measurement error results in a poorer parameter estimate and we thus expect the steady-state error of the controlled output to be larger. We first solve the parameter estimation problem with \( \epsilon_{exp} = 2\% \) and \( \epsilon_{exp} = 5\% \) and obtain \( \mu_{IC} = (0.339, 0.466) \) and \( \mu_{IC} = (0.334, 0.473) \), respectively. The solution time is approximately 1.25 sec. in both cases. Given the parameter estimates, we solve the optimal control problem for \( f_s = 5 \) Hz and \( f_s = 2 \) Hz. The results are presented in Figures 8-9 and 8-10. We observe that difference in the output error is very small for \( \epsilon_{exp} = 1\% \) and \( \epsilon_{exp} = 2\% \) (note that the parameter estimates are very similar). The output error for \( \epsilon_{exp} = 5\% \), on the other hand, is now above one percent due to the larger error in the parameter estimate \( \mu_{IC} \).

Finally, we note that the approach presented here can be considered as the first step in a model predictive control framework. Once the optimal control problem is solved and implemented, we repeat the estimation-control process: we first take new measurements and update the parameter estimate accordingly; given the updated parameter estimate, we solve the optimal control problem for the next upcoming time interval. Proceeding in this fashion, we can obtain a sampling period for the parameter estimation and control update of approximately 3 seconds. The controller can thus
Figure 8-7: AP IV: Optimal control input $u^*(t^k)$, output $s_3(\mu^*, t^k)$, and output error $|d_{w,d} - s_3(\mu^*, t^k)|$, for $\mu_{IC} = (0.339, 0.463)$, $\epsilon_{exp} = 1\%$ and $f_s = 10$ Hz.

Figure 8-8: AP IV: Optimal control input $u^*(t^k)$, output $s_3(\mu^*, t^k)$, and output error $|d_{w,d} - s_3(\mu^*, t^k)|$, for $\mu_{IC} = (0.339, 0.463)$, $\epsilon_{exp} = 1\%$ and (a) $f_s = 5$ Hz, (b) $f_s = 2$ Hz.
Figure 8-9: AP IV: Optimal control input $u^*(t^k)$, output $s_3(\mu^*, t^k)$, and output error $|d_{w,d} - s_3(\mu^*, t^k)|$, for $\mu_{IC} = (0.339, 0.466)$, $\epsilon_{exp} = 2\%$ and (a) $f_s = 5$ Hz, (b) $f_s = 2$ Hz.

Figure 8-10: AP IV: Optimal control input $u^*(t^k)$, output $s_3(\mu^*, t^k)$, and output error $|d_{w,d} - s_3(\mu^*, t^k)|$, for $\mu_{IC} = (0.334, 0.473)$, $\epsilon_{exp} = 5\%$ and (a) $f_s = 5$ Hz, (b) $f_s = 2$ Hz.
react to disturbances and changes in the system parameters. However, as mentioned previously, the variation of the system parameters has to be slow compared to the time to solve the inverse and optimal control problems.
Chapter 9

Concluding Remarks

9.1 Summary

The main goal of this thesis is the development of reduced-basis methods for problems governed by parametrized parabolic partial differential equations. The essential components are (i) rapidly convergent reduced-basis approximations — Galerkin projection onto a space $W_N$ spanned by solutions of the governing partial differential equation at $N$ selected points in parameter-time space; (ii) a posteriori error estimation — relaxations of the error-residual equation that provide inexpensive bounds for the error in the outputs of interest; and (iii) offline-online computational procedures — methods which decouple the generation and projection stages of the approximation process. The operation count for the on-line stage — in which, given a new parameter value, we calculate the output of interest and associated error bound — depends only on $N$ (typically very small) and the parametric complexity of the problem; the method is thus ideally suited for the repeated and rapid evaluations required in the context of parameter estimation, design, optimization, and real-time control.

Many model-order reduction techniques for time-dependent linear and nonlinear systems are proposed in the literature. However, almost all of these techniques consider time the only variable and do not accommodate parametric variation nor a posteriori error estimation. In the reduced-basis method, we simply treat time as an additional, albeit special, parameter. Instead of generating a reduced-order model for a particular time-varying system, we create a model valid for general parametric families of systems. Our results show that we obtain good approximation properties for all parameters in the admissible domain.

We also improve and extend on earlier work on reduced-basis methods for parabolic problems in several directions: we rigorously treat (i) temporal forcing/control inputs that are not known a priori, and (ii) outputs that are also (scalar) functions of time. We develop a new a posteriori error estimation procedure that provides rigorous bounds for the error in the energy norm and in the output at all (discrete) timesteps. This generalization allows us to treat a wider class of applications and pursue a more rational way of constructing the parameter-time sample set — our “greedy” adaptive procedure optimally selects the samples and thus helps avoid ill-conditioning of the reduced-order model. The procedure performs very well in practice and sometimes results in non-obvious parameter samples that would be hard to predict. Furthermore, we propose an impulse approach to construct the basis for LTI systems — especially important for optimal control applications.
We propose adjoint procedures in the context of problems with affine parameter dependence. The primal-dual formulation results in a square effect of the output estimate and output bound convergence. Despite the additional cost due to the solution of the dual problem, the overall computational efficiency for certain problems may increase considerably as compared to a “primal-only” approach. However, the primal-dual formulation is less advantageous when considering problems with either many outputs or a large number of timesteps — one such example being the pollution problem discussed several times.

In Chapter 4 the assumption of affine parameter dependence is critical for computational efficiency. Unfortunately, it is also rather limiting: the pollution problem (with a varying source location) and the welding problem both display a nonaffine parameter dependence. We treat these problems in Chapter 5, where we introduce a collateral reduced-basis approximation for the nonaffine terms and employ an empirical interpolation method to calculate the coefficients for the nonaffine approximation. We also introduce a \textit{a posteriori} error bounds and offline-online computational decompositions which retain the online $\mathcal{N}$-independence; although our error bounds are rigorous only under certain conditions on the nonaffine function approximation, we observe in the numerical results that our methods perform well even if these conditions are not met. Nevertheless, we have to carefully choose the approximation order $N$ and $M$ of the reduced-basis and nonaffine function approximation, respectively.

We also consider certain classes of nonlinear parabolic problems in Chapter 6. The treatment of the nonlinear case is similar to the nonaffine case in that we now employ the empirical interpolation method to approximate the \textit{nonlinear} term. Here, it is difficult to generate an explicit affine approximation of the nonlinear term since the field variable is not known in advance. The greedy adaptive sampling procedure ensures good approximation properties, but is very (maybe prohibitively) expensive in the nonlinear case. We also propose \textit{a posteriori} error estimation procedures and offline-online decompositions which are valid even in the presence of highly nonlinear terms. As a specific example in the class of reaction-diffusion equations we consider the self-ignition of a coal stockpile. Although we do not have error bounds available for this problem, our results show that the reduced-basis method performs very well in approximating and capturing the highly nonlinear behavior.

Finally, we integrate the reduced-basis method into two representative applications requiring repeated and rapid evaluation of input-output relationships: robust parameter estimation in Chapter 7 and optimal control in Chapter 8. The examples presented in these chapters, and the numerical tests performed throughout this thesis, demonstrate the applicability, effectivity, and efficiency of our proposed method. We rigorously and efficiently quantify the uncertainty due to measurement and reduced-basis modeling errors in inverse problems — we can thus pursue a \textit{real-time} and \textit{robust} parameter estimation procedure which would have been intractable with conventional finite element methods. Furthermore, we can consider in-process (optimal) control of certain engineering problems, which is of special interest in the model predictive control framework.

\section{Future Work}

We conclude by giving some suggestions for future work. In Chapter 4 we presented several numerical results for applying a primal-dual formulation in the reduced-basis context. We observed that we can obtain a specific desired accuracy for the output estimate and output bound for different combinations of $N_{pr}$ and $N_{du}$, the dimensions of the primal and dual spaces. The choice of $N_{pr}$ and
\( N_{du} \) is, of course, also important for the computational efficiency of the method. An interesting question is thus to find the "best" relative choice of \( N_{pr} \) and \( N_{du} \) which minimizes the computational cost for a given desired approximation accuracy. The solution will certainly be different for every specific problem at hand, but it would be good if a general guideline is found.

On a related issue, we observed that the primal-dual formulation greatly improves the convergence rate of the output estimate and output bound. However, the output effectivities reported showed that the output bounds are not necessarily sharper as compared to the primal-only approach. Following the approach in [121], we presented preliminary results that lead to output effectivities of \( O(1) \) by adding the residual correction term to the output bound instead of improving the output estimate. Nevertheless, the required dimensions of the primal and dual reduced-basis approximations to obtain a specific accuracy did not decrease. A hybrid approach, on the other hand, may result in a smaller \( N_{pr} \) and \( N_{du} \) and improve the computational cost.

In this thesis, we presented adjoint techniques only for affine problems. It would be good to extend the methods in Chapters 4 and 5 to consider primal-dual formulations for nonaffine problems. The nonlinear case is far more complicated and certainly requires additional effort (see [121] for the application of adjoint techniques to reduced-basis approximations of the steady Navier-Stokes equation).

The extension of the methods presented here to more general nonlinear parabolic problems is another interesting topic of research. One possibility are problems involving nonlinearity in the Laplacian, e.g., anisotropic or nonlinear diffusion problems widely used in image processing. The most interesting choice with the widest applicability is to consider the unsteady Navier-Stokes equation. Combining the theory developed in [121] and in this thesis might be a first step in this direction. However, even the theory for nonlinear problems presented here should be improved upon, especially the extremely high computational cost for the greedy procedure.

Although we applied our method to several real-world problems, the work in this thesis is still mostly theoretic. Implementing the reduced-basis method in actual practice, e.g., in the "real-world" control or parameter estimation framework, would prove the real potential of the proposed method. We also note that in this thesis we only considered problems with up to three parameters, whereas in real-world problems the number of parameters might be considerably higher. However, considering problems with \( O(10) \) parameters may vastly reduce the computational savings, since even for our few-parameter problems \( N \) reached up to 200. The question of how the reduced-basis approximation scales with the dimension of the parameter space is thus also very interesting to investigate.
Appendix A

Offline-Online Computational Procedure

A.1 Reduced-Basis Approximation

We summarize here the reduced-basis approximations and necessary quantities for the dual problem and the output estimate (for the primal problem, see Section 4.3.3).

For the dual problem we define \( \tilde{\Psi}_N(\mu, t_k^k) = [\Psi_{N1}(\mu, t_k^k), \Psi_{N2}(\mu, t_k^k), \ldots, \Psi_{N N_d}(\mu, t_k^k)]^T \) and obtain from (4.18) that

\[
\left( M_{N_d}^{d1}(\mu) + \Delta t \ A_{N_d}^{d1}(\mu) \right) \tilde{\Psi}_N(\mu, t_k^k) = M_{N_d}^{d1}(\mu) \tilde{\Psi}_N(\mu, t_k^{k+1}), \quad \forall k \in \mathbb{K}, \quad (A.1)
\]

where

\[
M_{N_d}^{d1}(\mu) = \sum_{q=1}^{Q_m} \Theta_{m}^{q}(\mu) \ M_{N_d}^{d1,q}, \quad A_{N_d}^{d1}(\mu) = \sum_{q=1}^{Q_a} \Theta_{a}^{q}(\mu) \ A_{N_d}^{d1,q}, \quad (A.2)
\]

with entries

\[
M_{N_d}^{d1,q}_{i,j} = m^{q}(\zeta_{i}^{du}, \zeta_{j}^{du}), \quad 1 \leq i, j \leq N_{du,\text{max}}, \quad 1 \leq q \leq Q_m; \quad (A.3)
\]

\[
A_{N_d}^{d1,q}_{i,j} = a^{q}(\zeta_{i}^{du}, \zeta_{j}^{du}), \quad 1 \leq i, j \leq N_{du,\text{max}}, \quad 1 \leq q \leq Q_a; \quad \text{and}
\]

\[
L_{N_d}^{du}_{i,j} = \ell(\zeta_{i}^{du}), \quad 1 \leq i \leq N_{du,\text{max}}.
\]

Note that \( \tilde{\Psi}_N(\mu, t_{K+1}^k) \) is calculated from \( M_{N_d}^{d1}(\mu) \tilde{\Psi}_N(\mu, t_{K+1}^k) = L_{N_d}^{du} \).

Finally, we evaluate the output estimate, \( \forall k \in \mathbb{K}, \) from

\[
s_N(\mu, t_k^k) = L_{N_d}^{p_r} y_N(\mu, t_k^k) + \Delta t \sum_{k'=1}^{k} \tilde{\Psi}_N^T(\mu, t_{K-k+k'}^k)
\]

\[
\times \left\{ B_{N_d}^{p_r}(\mu) u(t_{k'}^k) - A_{N_d}^{p_r,d1}(\mu) y_N(\mu, t_{k'}^k) - \frac{1}{\Delta t} M_{N_d}^{p_r,d1}(\mu) \left( y_N(\mu, t_{k'}^k) - y_N(\mu, t_{k'-1}^k) \right) \right\} \quad (A.4)
\]
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where

\[ M^{pr,du}_N(\mu) = \sum_{q=1}^{Q_m} \Theta^q_m(\mu) M^{pr,du,q}_N, \]

\[ A^{pr,du}_N(\mu) = \sum_{q=1}^{Q_a} \Theta^q_a(\mu) A^{pr,du,q}_N, \]

\[ B^{du}_N(\mu) = \sum_{q=1}^{Q_b} \Theta^q_b(\mu) B^{du,q}_N, \]  

(A.5)

with entries

\[ M^{pr,du,q}_{N,i,j} = m^q(s^a_{i,j}, \xi^a_{j}), \quad 1 \leq i \leq N_{du,max}, \quad 1 \leq j \leq N_{pr,max}, \quad 1 \leq q \leq Q_m; \]

\[ A^{pr,du,q}_{N,i,j} = a^q(s^a_{i,j}, \xi^a_{j}), \quad 1 \leq i \leq N_{du,max}, \quad 1 \leq j \leq N_{pr,max}, \quad 1 \leq q \leq Q_a; \]  

(A.6)

\[ B^{du,q}_N,i = b^q(\xi^a_{i}), \quad 1 \leq i \leq N_{du,max}, \quad 1 \leq q \leq Q_b; \]

\[ L^p_{N,i} = \ell(\xi^a_{i}), \quad 1 \leq i \leq N_{pr,max}. \]

The offline-online procedure is described in Section 4.3.3.

A.2 A Posteriori Error Estimation

In this section we discuss the calculation of the primal and dual error bound. For the primal error bound, we first note from standard duality arguments that

\[ E_{N_{pr}}^{pr}(\mu, t^k) = \sup_{v \in Y} \frac{R^{pr}(v; \mu, t^k)}{\|v\|_Y} \]

(A.7)

\[ = \|\tilde{e}^{pr}(\mu, t^k)\|_Y, \]  

(A.8)

where \( \tilde{e}^{pr}(\mu, t^k) \in Y \) is given by

\[ (\tilde{e}^{pr}(\mu, t^k), v)_Y = R^{pr}(v; \mu, t^k), \quad \forall v \in Y; \]  

(A.9)

(A.9) is effectively a Poisson problem for each \( t^k \in \mathbb{I} \).

From (4.21) and the affine assumptions (4.9)-(4.11) it thus follows that \( \tilde{e}^{pr}(\mu, t^k) \) satisfies

\[ (\tilde{e}^{pr}(\mu, t^k), v)_Y = \sum_{q=1}^{Q_b} \Theta^q_b(\mu) b^q(v) u(t^k) - \sum_{n=1}^{N_{pr}} \sum_{q=1}^{Q_a} \Theta^q_a(\mu) y_{Nn}(\mu, t^k) a^q(\xi^a_{n}, v) \]

\[ + \sum_{q=1}^{Q_m} \frac{1}{\Delta t} \Theta^q_m(\mu) \left( y_{Nn}(\mu, t^k) - y_{Nn}(\mu, t^{k-1}) \right) m^q(\xi^a_{n}, v) \], \quad \forall v \in Y. \]  

(A.10)
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It is clear from linear superposition that we can express $\hat{\epsilon}(\mu, t^k)$ as

$$\hat{\epsilon}^{pr}(\mu) = \sum_{q=1}^{Q_b} \Theta^q_b(\mu) u(t^k) B_q^{pr} - \sum_{n=1}^{N_{pr}} \left\{ \sum_{q=1}^{Q_a} \Theta^q_a(\mu) y_{Nn}(\mu, t^k) A_{q,n}^{pr} + \sum_{q=1}^{Q_m} \frac{1}{\Delta t} \Theta^q_m(\mu) \left( y_{Nn}(\mu, t^k) - y_{Nn}(\mu, t^{k-1}) \right) M_{q,n}^{pr} \right\}, \quad (A.11)$$

where we calculate $B_q^{pr} \in Y$, $A_{q,n}^{pr} \in Y$, and $M_{q,n}^{pr} \in Y$ from

$$(B_q^{pr}, v)_Y = b^q(v), \quad \forall v \in Y, \ 1 \leq q \leq Q_b,$$

$$(A_{q,n}^{pr}, v)_Y = a^q(\zeta^n_{pr}, v), \quad \forall v \in Y, \ 1 \leq n \leq N_{pr,max}, \ 1 \leq q \leq Q_a,$$

$$(M_{q,n}^{pr}, v)_Y = m^q(\zeta^n_{pr}, v), \quad \forall v \in Y, \ 1 \leq n \leq N_{pr,max}, \ 1 \leq q \leq Q_m,$$

respectively; note $B$, $A$, and $M$ are parameter independent.

From (A.8) and (A.11) it follows that

$$\hat{\epsilon}^{pr}_{N_{pr}}(\mu, t^k)^2 = \sum_{q,q'=1}^{Q_b} \Theta^q_b(\mu) \Theta^{q'}_b(\mu) u(t^k) u(t^k) A_{qq'}^{pr,bb}$$

$$+ \sum_{q=1}^{Q_b} \sum_{n=1}^{N_{pr}} \Theta^q_b(\mu) u(t^k) \left( \sum_{q'=1}^{Q_a} \Theta^{q'}_a(\mu) y_{Nn}(\mu, t^k) A_{qq'n}^{pr,ab} \right.$$

$$+ \sum_{q'=1}^{Q_a} \Theta^{q'}_a(\mu) \left( y_{Nn}(\mu, t^k) - y_{Nn}(\mu, t^{k-1}) \right) A_{qq'n}^{pr,mb} \left. \right)$$

$$+ \sum_{n,n'=1}^{N_{pr}} \left\{ \sum_{q,q'=1}^{Q_a} \Theta^q_a(\mu) \Theta^{q'}_a(\mu) y_{Nn}(\mu, t^k) y_{Nn'}(\mu, t^k) A_{qq'n'}^{pr,aa} \right.$$

$$+ \sum_{q,q'=1}^{Q_a} \Theta^q_a(\mu) \Theta^{q'}_a(\mu) \left( y_{Nn}(\mu, t^k) - y_{Nn}(\mu, t^{k-1}) \right)$$

$$\times \left( y_{Nn'}(\mu, t^k) - y_{Nn'}(\mu, t^{k-1}) \right) A_{qq'n'}^{pr,mm} \left. \right)$$

$$\times \left( y_{Nn'}(\mu, t^k) - y_{Nn'}(\mu, t^{k-1}) \right) A_{qq'n'}^{pr,am} \left\} \right. \quad (A.13)$$
where the parameter-independent quantities $\Lambda^{pr}$ are defined as

\[
\begin{align*}
\Lambda^{pr,bb}_{qq'} &= (B_q^{pr}, B_{q'}^{pr})_Y, & 1 \leq q, q' \leq Q_b; \\
\Lambda^{pr,ab}_{qq',n} &= -2 (B_q^{pr}, A_{q',n}^{pr})_Y, & 1 \leq q \leq Q_b, 1 \leq q' \leq Q_a, 1 \leq n \leq \text{N}_{\text{pr,max}}; \\
\Lambda^{pr,mb}_{qq',n} &= -\frac{2}{\Delta t} (B_q^{pr}, M_{q',n}^{pr})_Y, & 1 \leq q \leq Q_b, 1 \leq q' \leq Q_m, 1 \leq n \leq \text{N}_{\text{pr,max}}; \\
\Lambda^{pr,aa}_{qq',n,n'} &= (A_{q,n}^{pr}, A_{q',n'}^{pr})_Y, & 1 \leq q, q' \leq Q_a, 1 \leq n, n' \leq \text{N}_{\text{pr,max}}; \\
\Lambda^{pr,ab}_{qq',n} &= \frac{1}{\Delta t} (A_{q,n}^{pr}, M_{q',n}^{pr})_Y, & 1 \leq q \leq Q_a, 1 \leq q' \leq Q_m, 1 \leq n, n' \leq \text{N}_{\text{pr,max}}.
\end{align*}
\]  

The computational procedure for the dual error bound follows arguments similar to the primal error bound presented in (A.7)-(A.11). Thus, we first solve for $A^{du}_{q,n} \in Y$, and $M^{du}_{q,n} \in Y$ from

\[
\begin{align*}
(A^{du}_{q,n}(v, \zeta^{du})_Y &= a^{q_0}(v, \zeta^{du})_X, & \forall v \in Y, 1 \leq n \leq \text{N}_{\text{du,max}}, 1 \leq q \leq Q_a, \\
(M^{du}_{q,n}(v, \zeta^{du})_Y &= m^{q_0}(v, \zeta^{du})_X, & \forall v \in Y, 1 \leq n \leq \text{N}_{\text{du,max}}, 1 \leq q \leq Q_m,
\end{align*}
\]
respectively, and then evaluate the dual norm from

\[
\begin{align*}
\varepsilon_{\text{Nu}}^{du}(\mu, t^k)^2 &= \sum_{n,n'=1}^{Q_u} \sum_{q,q'=1}^{Q_m} \Theta^{q_0}_n(\mu) \Theta^{q_0}_q(\mu) \Psi_{N_n}(\mu, t^k) \Psi_{N_{n'}}(\mu, t^k) \Lambda^{du,aa}_{qq',n,n'} \\
&+ \sum_{q,q'=1}^{Q_m} \Theta^{q_0}_m(\mu) \Theta^{q_0}_n(\mu) \left( \Psi_{N_n}(\mu, t^k) - \Psi_{N_n}(\mu, t^{k+1}) \right) \\
&\times \left( \Psi_{N_{n'}}(\mu, t^k) - \Psi_{N_{n'}}(\mu, t^{k+1}) \right) \Lambda^{du,am}_{qq',n,n'} \\
&+ \sum_{q=1}^{Q_u} \sum_{q'=1}^{Q_m} \Theta^{q_0}_n(\mu) \Theta^{q_0}_n(\mu) \Psi_{N_n}(\mu, t^k) \\
&\times \left( \Psi_{N_{n'}}(\mu, t^k) - \Psi_{N_{n'}}(\mu, t^{k+1}) \right) \Lambda^{du,mm}_{qq',n,n'}
\end{align*}
\]

where the parameter-independent quantities $\Lambda^{du}$ are defined as

\[
\begin{align*}
\Lambda^{du,aa}_{qq',n,n'} &= (A^{du}_{q,n}, A^{du}_{q',n'})_Y, & 1 \leq q, q' \leq Q_a, 1 \leq n, n' \leq \text{N}_{\text{du,max}}; \\
\Lambda^{du,am}_{qq',n,n'} &= \frac{2}{\Delta t} (A^{du}_{q,n}, M^{du}_{q',n'})_Y, & 1 \leq q \leq Q_a, 1 \leq q' \leq Q_m, 1 \leq n, n' \leq \text{N}_{\text{du,max}}; \\
\Lambda^{du,mm}_{qq',n,n'} &= \frac{1}{\Delta t} (M^{du}_{q,n}, M^{du}_{q',n'})_Y, & 1 \leq q, q' \leq Q_m, 1 \leq n, n' \leq \text{N}_{\text{du,max}}.
\end{align*}
\]

Finally, for the contribution due to the error of the dual problem at the final time we first solve for $L^{\psi,f} \in Y$ and $M^{\psi,f}_{q,n} \in Y$ from

\[
\begin{align*}
(L^{\psi,f}(v))_X &= f(v), & \forall v \in Y, \\
(M^{\psi,f}_{q,n}(v))_X &= m^{q_0}(v, \zeta^{du}_n), & \forall v \in Y, 1 \leq n \leq \text{N}_{\text{du,max}}, 1 \leq q \leq Q_m.
\end{align*}
\]
respectively; we then evaluate the dual norm from

\[ \varepsilon_{N_{du}}^{f}(\mu) = \Delta_{f,t^k}^{\Psi_f} + \sum_{n=1}^{N_{du}} \sum_{q=1}^{Q_m} \Theta_{m}^{q}(\mu) \Psi_{Nn}(\mu, t^{K+1}) \]

\[ \times \left\{ \Lambda_{\Psi_f}^{m} + \sum_{n=1}^{N_{du}} \sum_{q=1}^{Q_m} \Theta_{m}^{q}(\mu) \Psi_{Nn'}(\mu, t^{K+1}) \Lambda_{\Psi_f}^{m,n'} \right\}, \]

(A.19)

where the parameter-independent quantities \( \Lambda_{\Psi_f}^{m,n} \) are defined as

\[ \Lambda_{\Psi_f}^{m,n} = (\mathcal{L}_{\Psi_f}, \mathcal{L}_{\Psi_f})_{X}; \]

\[ \Lambda_{\Psi_f}^{m,n} = -2 (\mathcal{M}_{q,n}^{\Psi_f}, \mathcal{L}_{\Psi_f})_{X}, \quad 1 \leq q \leq Q_m, 1 \leq n \leq N_{du,max}; \]

(A.20)

\[ \Lambda_{\Psi_f}^{m,n} = (\mathcal{M}_{q,n}^{\Psi_f}, \mathcal{M}_{q',n'}^{\Psi_f})_{X}, \quad 1 \leq q, q' \leq Q_m, 1 \leq n, n' \leq N_{du,max}. \]

The offline-online decomposition is now clear. In the offline stage we first compute the quantities \( \mathcal{B}_{\Psi_f}, \mathcal{C}_{\Psi_f}, \mathcal{A}_{\Psi_f}, \mathcal{M}_{\Psi_f} \) from (A.12), (A.15), and (A.18) and then evaluate the \( \Delta^{\Psi_f} \) from (A.14), (A.17), and (A.20); this requires (to leading order) \( O((N_{pr,max} + N_{du,max})(Q_a + Q_m)) \) expensive “truth” finite element solutions, and \( O((N_{pr,max}^2 + N_{du,max}^2)(Q_a^2 + Q_a Q_m + Q_m^2)) \) \( N \)-inner products. In the online stage, given a new parameter value \( \mu \) and associated reduced-basis solutions \( y_N(\mu, t^k) \) and \( \Psi_N(\mu, t^k) \), we perform the sums (A.13), (A.16), and (A.19) and evaluate the error bound from

\[ \Delta^{s}(\mu, t^k) = \left( \frac{\Delta t}{\hat{\alpha}_a(\mu)} \sum_{k'=1}^{k} \varepsilon_{N_{pr}}^{pr}(\mu, t^{k'}) \right)^{\frac{1}{2}} \left( \frac{\Delta t}{\hat{\alpha}_a(\mu)} \sum_{k'=K-k+1}^{K} \varepsilon_{N_{du}}^{du}(\mu, t^{k'}) \right)^{\frac{1}{2}} \left( \frac{\varepsilon_{N_{du}}^{f}(\mu)}{\hat{\alpha}_m(\mu)} \right)^{\frac{1}{2}}, \]

\[ \forall k \in \mathbb{K}; \quad (A.21) \]

it directly follows that the online operation count for \( \Delta^{s}(\mu, t^k) \), \( \forall k \in \mathbb{K} \), is \( O(K(N_{pr}^2 + N_{du}^2)(Q_a^2 + Q_a Q_m + Q_m^2)) \). Thus, all requisite online calculations are independent of the dimension of the underlying “truth” finite element space, \( N \).
Appendix B

Time-Discretization: Crank-Nicolson

B.1 Abstract Formulation

We derived here the results for the Crank-Nicolson time integration scheme corresponding to the results presented in Chapter 4 for the Euler-Backward scheme. We consider the time interval \( I = [0, t_f] \) and divide it into \( K \) subintervals of equal length \( \Delta t = \frac{t_f}{K} \) and define \( t_k = k\Delta t, 0 \leq k \leq K = \frac{t_f}{\Delta t}, \) and \( \mathcal{I} = \{t^0, \ldots, t^K\}; \) for notational convenience, we also introduce \( \mathbb{K} = \{1, \ldots, K\}. \) Again, our results must be stable as \( \Delta t \to 0, K \to \infty. \) We also recall our reference finite element approximation space \( Y \subset Y^0(\subset X^0) \) of very large dimension \( \mathcal{N}. \)

B.1.1 Primal Problem

We can now directly state the reference (or “truth”) finite element approximation: Given a parameter \( \mu \in D, \) we evaluate the (single) output \( s(\mu, t^k) \in \mathbb{R} \) from

\[
s(\mu, t^k) = \ell(y(\mu, t^k)), \quad \forall k \in \mathbb{K}, \tag{B.1}
\]

where \( y(\mu, t^k) \in Y, \forall k \in \mathbb{K} \) satisfies

\[
m(y(\mu, t^k), v; \mu) + \frac{\Delta t}{2} a(y(\mu, t^k) + y(\mu, t^{k-1}), v; \mu) \\
= m(y(\mu, t^{k-1}), v; \mu) + \frac{\Delta t}{2} b(v; \mu) (u(t^k) + u(t^{k-1})), \quad \forall v \in Y, \tag{B.2}
\]

with initial condition \( y(\mu, t^0) = 0. \)

B.1.2 Dual Problem

We also introduce a dual problem which evolves backward in time. Invoking the LTI property we can express the adjoint for the output at time \( t^L, 1 \leq L \leq K, \) as \( \psi_L(\mu, t^k) = \Psi(\mu, t^{K-L+k}), 1 \leq k \leq L, \)
where \( \Psi(\mu, t^k) \in Y \) satisfies
\[
m(v, \Psi(\mu, t^k); \mu) + \frac{\Delta t}{2} a(v, \Psi(\mu, t^k) + \Psi(\mu, t^{k+1}); \mu) = m(v, \Psi(\mu, t^{k+1}); \mu),
\]
\[\forall v \in Y, \forall k \in \mathbb{K}, \quad (B.3)\]

with final condition
\[
m(v, \Psi(\mu, t^{K+1}); \mu) \equiv \ell(v), \quad \forall v \in Y.
\]
\[\text{(B.4)}\]

Again, to obtain \( \psi_L(\mu, t^k), 1 \leq k \leq L, \forall L \in \mathbb{K} \), we solve once for \( \Psi(\mu, t^k), \forall k \in \mathbb{K} \), and then appropriately shift the result — we do not need to solve \( K \) separate dual problems.

### B.2 Reduced-Basis Approximation

We now introduce the nested sample sets \( S^\text{pr}_{N\text{pr}} = \{ \bar{\mu}^\text{pr}_1 \in \bar{D}, \ldots, \bar{\mu}^\text{pr}_{N\text{pr}} \in \bar{D} \}, 1 \leq N\text{pr} \leq N\text{pr,max} \), and \( S^\text{du}_{N\text{du}} = \{ \bar{\mu}^\text{du}_1 \in \bar{D}, \ldots, \bar{\mu}^\text{du}_{N\text{du}} \in \bar{D} \}, 1 \leq N\text{du} \leq N\text{du,max} \), where \( \bar{\mu} = (\mu, t^k) \) and \( \bar{D} \equiv D \times I \); note that the samples must reside in the parameter-time space, \( \bar{D} \). Here, \( N\text{pr} \) and \( N\text{du} \) are the dimensions of the reduced basis space for the primal and dual variables, respectively; in general, \( N\text{pr} \neq N\text{du} \) and in fact \( N\text{pr} \neq N\text{du} \). We then define the associated nested Lagrangian [85] reduced-basis spaces
\[
W^\text{pr}_{N\text{pr}} = \text{span}\{ \zeta_n^\text{pr} \equiv y(\bar{\mu}^\text{pr}_n), 1 \leq n \leq N\text{pr}\}, 1 \leq N\text{pr} \leq N\text{pr,max},
\]
\[\text{(B.5)}\]
and
\[
W^\text{du}_{N\text{du}} = \text{span}\{ \zeta_n^\text{du} \equiv \Psi(\bar{\mu}^\text{du}_n), 1 \leq n \leq N\text{du}\}, 1 \leq N\text{du} \leq N\text{du,max},
\]
\[\text{(B.6)}\]
where \( y(\bar{\mu}^\text{pr}_n) \) is the solution of (B.2) at time \( t = t^k\text{pr}_n \) for \( \mu = \mu^\text{pr}_n \) and \( \Psi(\bar{\mu}^\text{du}_n) \) is the solution of (B.3) at time \( t = t^k\text{du}_n \) for \( \mu = \mu^\text{du}_n \).

#### B.2.1 Formulation

Our reduced-basis approximation \( y_N(\mu, t^k) \) to \( y(\mu, t^k) \) is then obtained by a standard Galerkin projection: given \( \mu \in D \), \( y_N(\mu, t^k) \in W^\text{pr}_{N\text{pr}}, \forall k \in \mathbb{K} \) satisfies
\[
m(y_N(\mu, t^k), v; \mu) + \frac{\Delta t}{2} a(y_N(\mu, t^k) + y_N(\mu, t^{k-1}), v; \mu)
\]
\[= m(y_N(\mu, t^{k-1}), v; \mu) + \frac{\Delta t}{2} b(v; \mu)(u(t^k) + u(t^{k-1})), \forall v \in W^\text{pr}_{N\text{pr}}, \quad (B.7)\]

with initial condition \( y_N(\mu, t^0) = 0 \). Similarly, we obtain the reduced-basis approximation \( \Psi_N(\mu, t^k) \in W^\text{du}_{N\text{du}} \) to \( \Psi(\mu, t^k) \) as the solution of
\[
m(v, \Psi_N(\mu, t^k); \mu) + \Delta t a(v, \Psi_N(\mu, t^k) + \Psi_N(\mu, t^{k+1}); \mu)
\]
\[= m(v, \Psi_N(\mu, t^{k+1}); \mu), \forall v \in W^\text{du}_{N\text{du}}, \forall k \in \mathbb{K}, \quad (B.8)\]

with final condition
\[
m(v, \Psi_N(\mu, t^{K+1}); \mu) \equiv \ell(v), \forall v \in W^\text{du}_{N\text{du}}, \quad (B.9)\]
Finally, we evaluate the output estimate, \( s_N(\mu, t^k) \), \( \forall k \in \mathbb{K} \), from

\[
s_N(\mu, t^k) = \ell(\gamma_N(\mu, t^k)) + \sum_{k' = 1}^{k} R^\text{pr}(\frac{1}{2}(\Psi_N(\mu, t^{K-k'+1}) - \Psi_N(\mu, t^{K-k}) ); \mu, t^k') \Delta t, \tag{B.10}
\]

where

\[
R^\text{pr}(v; \mu, t^k) \equiv \frac{1}{2} b(v; \mu) (u(k) + u(t_{k-1})) - \frac{1}{2} a(\gamma_N(\mu, t^k) + \gamma_N(\mu, t_{k-1}), v; \mu) - \frac{1}{\Delta t} m(\gamma_N(\mu, t^k) - \gamma_N(\mu, t_{k-1}), v; \mu), \quad \forall v \in Y, \forall k \in \mathbb{K}, \tag{B.11}
\]

is the primal residual. Note that here \( N = (N_{\text{pr}}, N_{\text{du}}) \).

**B.2.2 A Priori Convergence Theory**

We now consider the rate at which \( \gamma_N(\mu, t^k) \) converges to \( \gamma(\mu, t^k) \). We first note from (B.2) and (B.7) that \( e^\text{pr}(\mu, t^k) = \gamma_N(\mu, t^k) - \gamma_N(\mu, t^k) \) satisfies

\[
m(e^\text{pr}(\mu, t^k), v; \mu) + \frac{\Delta t}{2} a(e^\text{pr}(\mu, t^k) + e^\text{pr}(\mu, t_{k-1}), v; \mu) = m(e^\text{pr}(\mu, t_{k-1}), v; \mu),
\]

\[\forall v \in W^\text{pr}_{N_{\text{pr}}}, \forall k \in \mathbb{K}, \tag{B.12}\]

with initial condition \( e^\text{pr}(\mu, t^0) = \gamma(\mu, t^0) - \gamma_N(\mu, t^0) = 0 \) since \( \gamma(\mu, t^0) = \gamma_N(\mu, t^0) = 0 \) by assumption. We next let \( \gamma_N(t^k) \in W^\text{pr}_{N_{\text{pr}}} \) be the projection of \( \gamma(\mu, t^k) \) with respect to the "m" scalar product and choose \( v = \gamma_N(t^k) - \gamma_N(\mu, t^k) + \gamma_N(t_{k-1}) - \gamma_N(\mu, t_{k-1}) = e^\text{pr}(\mu, t^k) + e^\text{pr}(\mu, t_{k-1}) - (\gamma(\mu, t^k) - \gamma_N(t^k)) - (\gamma(\mu, t_{k-1}) - \gamma_N(t_{k-1})) \) in (B.12). We then obtain

\[
m(e^\text{pr}(\mu, t^k) - e^\text{pr}(\mu, t_{k-1}), e^\text{pr}(\mu, t^k) + e^\text{pr}(\mu, t_{k-1}); \mu)
\]

\[+ \frac{\Delta t}{2} a(e^\text{pr}(\mu, t^k) + e^\text{pr}(\mu, t_{k-1}), e^\text{pr}(\mu, t^k + e^\text{pr}(\mu, t_{k-1}); \mu)\\
= m(e^\text{pr}(\mu, t^k) - e^\text{pr}(\mu, t_{k-1}), \gamma(\mu, t^k) - \gamma_N(t^k) + \gamma_N(t_{k-1}) - \gamma_N(t_{k-1}); \mu)
\]

\[+ \frac{\Delta t}{2} a(e^\text{pr}(\mu, t^k) + e^\text{pr}(\mu, t_{k-1}), \gamma(\mu, t^k) - \gamma_N(t^k) + \gamma_N(t_{k-1}) - \gamma_N(t_{k-1}); \mu), \tag{B.13}\]

which can be written as

\[
m(e^\text{pr}(\mu, t^k), e^\text{pr}(\mu, t_{k-1}), e^\text{pr}(\mu, t_{k-1}); \mu)
\]

\[+ \frac{\Delta t}{2} a(e^\text{pr}(\mu, t^k) + e^\text{pr}(\mu, t_{k-1}), e^\text{pr}(\mu, t^k) + e^\text{pr}(\mu, t_{k-1}); \mu)
\]

\[= m(\gamma(\mu, t^k) - \gamma_N(t^k) - (\gamma(\mu, t_{k-1}) - \gamma_N(t_{k-1})), \gamma(\mu, t^k) - \gamma_N(t^k) + \gamma_N(t_{k-1}) - \gamma_N(t_{k-1}); \mu)
\]

\[+ \frac{\Delta t}{2} a(e^\text{pr}(\mu, t^k) + e^\text{pr}(\mu, t_{k-1}), \gamma(\mu, t^k) - \gamma_N(t^k) + \gamma_N(t_{k-1}) - \gamma_N(t_{k-1}); \mu), \tag{B.13}\]
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since \( m(z, y(\mu, t^k) - w_N(t^k)) = 0, \forall z \in W_{N_{pr}} \). We next note that

\[
\frac{\Delta t}{2} a(e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1}), y(\mu, t^k) - w_N(t^k) + y(\mu, t^{k-1}) - w_N(t^{k-1}); \mu) = \frac{\Delta t}{4} a(e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1}), e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1}); \mu) - \frac{\Delta t}{2} a(v, v; \mu)
\]

\[
+\frac{\Delta t}{4} a(y(\mu, t^k) - w_N(t^k) + y(\mu, t^{k-1}) - w_N(t^{k-1}), y(\mu, t^k) - w_N(t^k) + y(\mu, t^{k-1}) - w_N(t^{k-1}); \mu) \leq \frac{\Delta t}{4} a(e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1}), e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1}); \mu)
\]

\[
+\frac{\Delta t}{4} a(y(\mu, t^k) - w_N(t^k) + y(\mu, t^{k-1}) - w_N(t^{k-1}), y(\mu, t^k) - w_N(t^k) + y(\mu, t^{k-1}) - w_N(t^{k-1}); \mu). \quad (B.14)
\]

From (B.13) and (B.14) it follows that

\[
\begin{align*}
& m(e_{pr}(\mu, t^k), e_{pr}(\mu, t^k); \mu) - m(e_{pr}(\mu, t^{k-1}), e_{pr}(\mu, t^{k-1}); \mu) \\
& +\frac{\Delta t}{4} a(e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1}), e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1}); \mu) \\
& = m(y(\mu, t^k) - w_N(t^k), y(\mu, t^k) - w_N(t^k); \mu) \\
& - m(y(\mu, t^{k-1}) - w_N(t^{k-1}), y(\mu, t^{k-1}) - w_N(t^{k-1}); \mu) \\
& +\frac{\Delta t}{4} a(y(\mu, t^k) - w_N(t^k) + y(\mu, t^{k-1}) - w_N(t^{k-1}), y(\mu, t^k) - w_N(t^k) + y(\mu, t^{k-1}) - w_N(t^{k-1}); \mu). \quad (B.15)
\end{align*}
\]

Summing from \( k' = 1 \) to \( k \) and invoking the coercivity and continuity of \( a \) and \( m \) we thus obtain

\[
\begin{align*}
& \alpha_m(\mu) \|e_{pr}(\mu, t^k)\|_X^2 + \alpha_a(\mu) \Delta t \sum_{k'=1}^{k} \|\frac{1}{2}(e_{pr}(\mu, t^{k'}) + e_{pr}(\mu, t^{k'-1}))\|_Y^2 \\
& \leq \sum_{k'=1}^{k} \inf_{y_N(t^{k'}) \in W_{N_{pr}}} \gamma_m(\mu) \Delta t \|\frac{1}{2}(y(\mu, t^{k'}) - w_N(t^{k'}) + y(\mu, t^{k'-1}) - w_N(t^{k'-1}))\|_Y^2 \\
& + \inf_{y_N(t^k) \in W_{N_{pr}}} \{ \gamma_m(\mu) \|y(\mu, t^k) - w_N(t^k)\|_X^2 \\
& + \gamma_a(\mu) \Delta t \|\frac{1}{2}(y(\mu, t^k) - w_N(t^k) + y(\mu, t^{k-1}) - w_N(t^{k-1}))\|_Y^2 \}.
\end{align*}
\]

**B.2.3 Offline-Online Computational Procedure**

The offline-online computation procedure is by construction very similar to the Euler-Backward time integration scheme in Section 4.3.3. We therefore only state the matrix form of (B.7) and (B.8) and summarize the operation count.
We first express \( y_N(\mu, t^k) \) and \( \Psi_N(\mu, t^k) \) as

\[
y_N(\mu, t^k) = \sum_{n=1}^{N_{pr}} y_{NN}(\mu, t^k) \zeta_n^{pr},
\]

and

\[
\Psi_N(\mu, t^k) = \sum_{n=1}^{N_{du}} \Psi_{NN}(\mu, t^k) \zeta_n^{du},
\]

respectively. We then choose as test functions \( v = \zeta_n^{pr}, 1 \leq n \leq N_{pr} \), for the primal problem (B.7) and \( v = \zeta_n^{du}, 1 \leq n \leq N_{du} \), for the dual problem (B.8).

It then follows from (B.7) that \( y_N(\mu, t^k) = [y_{N1}(\mu, t^k) \ y_{N2}(\mu, t^k) \ldots y_{NN_{pr}}(\mu, t^k)]^T \in \mathbb{R}^{N_{pr}} \) satisfies

\[
(2 \ M_{N}^{pr}(\mu) + \Delta t \ A_{N}^{pr}(\mu)) \ y_N(\mu, t^k) = (2 \ M_{N}^{pr}(\mu) - \Delta t \ A_{N}^{pr}(\mu)) \ y_N(\mu, t^{k-1}) + \Delta t \ B_{N}^{pr}(\mu) \ (u(t^k) + u(t^{k-1})), \ \forall k \in \mathbb{K}, \quad \text{(B.18)}
\]

with initial condition \( y_{NN}(\mu, t^0) = 0, 1 \leq n \leq N_{pr} \). For the dual problem we define \( \Psi_N(\mu, t^k) = [\Psi_{N1}(\mu, t^k) \ \Psi_{N2}(\mu, t^k) \ldots \Psi_{NN_{du}}(\mu, t^k)]^T \) and obtain from (B.8) that

\[
(2 \ M_{N}^{du}(\mu) + \Delta t \ A_{N}^{du}(\mu)) \ \Psi_N(\mu, t^k) = (2 \ M_{N}^{du}(\mu) - \Delta t \ A_{N}^{du}(\mu)) \ \Psi_N(\mu, t^{k+1}), \ \forall k \in \mathbb{K}, \quad \text{(B.19)}
\]

Note that \( \Psi_N(\mu, t^{K+1}) \) is calculated from \( M_{N}^{du}(\mu) \ \Psi_N(\mu, t^{K+1}) = L_{N}^{du} \).

Finally, we evaluate the output estimate, \( \forall k \in \mathbb{K} \), from

\[
s_N(\mu, t^k) = L_{N}^{pr} y_N(\mu, t^k) + \Delta t \sum_{k'=1}^{k} \left\{ \frac{1}{2} B_{N}^{du}(\mu) \left( u(t^{k'}) + u(t^{k'-1}) \right) - \frac{1}{2} A_{N}^{pr,du}(\mu) \left( y_N(\mu, t^{k'}) + y_N(\mu, t^{k'-1}) \right) - \frac{1}{\Delta t} M_{N}^{pr,du}(\mu) \left( y_N(\mu, t^{k'}) - y_N(\mu, t^{k'-1}) \right) \right\}.
\]

Note that the quantities \( M_{N}^{pr,du}, A_{N}^{pr,du}, B_{N}^{pr,du}, L_{N}^{pr,du} \) are already defined in A.5.

In the online stage — performed many times, for each new parameter value \( \mu \) — we first assemble the reduced-basis matrices (4.55), (A.2), and (A.5); this requires \( O((N_{pr}^2 + N_{du}^2 + N_{pr}N_{du})(Q_a + Q_m)) \) operations. We then solve the primal and dual problem for \( y_N(\mu, t^k) \) and \( \Psi_N(\mu, t^k) \), respectively; since the reduced-basis matrices are in general full, the operation count (based on LU factorization and our LTI assumption) is \( O(N_{pr}^2 + N_{du}^2 + K(N_{pr}^2 + N_{du}^2)) \). Finally, given \( y_N(\mu, t^k) \) and \( \Psi_N(\mu, t^k) \) we evaluate the output estimate \( s_N(\mu, t^k) \) from (B.20) at a cost of \( O(2kN_{pr}N_{du}) \); note that the calculation of all outputs \( s_N(\mu, t^k), \ \forall k \in \mathbb{K} \), requires \( O(K(K+1)N_{pr}N_{du}) \) operations.
B.3 A Posteriori Error Estimation

B.3.1 Preliminaries

To begin, we recall the definition of \( \hat{\alpha}_a(\mu) : \mathcal{D} \to \mathbb{R}_+ \) in (4.57) and \( \hat{\alpha}_m(\mu) : \mathcal{D} \to \mathbb{R}_+ \) in (4.58) as lower bounds for the coercivity constants \( \alpha_a(\mu) \) and \( \alpha_m(\mu) \), respectively. As in Section 4.4.1 we define the dual norm of the primal residual

\[
e_{N_{pr}}(\mu, t^k) \equiv \sup_{v \in Y} \frac{R_{pr}(v; \mu, t^k)}{\|v\|}, \quad \forall k \in \mathbb{K}, \tag{B.21}
\]

and the dual norm of the dual residual

\[
e_{N_{du}}(\mu, t^k) \equiv \sup_{v \in Y} \frac{R_{du}(v; \mu, t^k)}{\|v\|}, \quad \forall k \in \mathbb{K}, \tag{B.22}
\]

where

\[
R_{du}(v; \mu, t^k) \equiv -\frac{1}{2} a(v, \Psi_N(\mu, t^k) + \Psi_N(\mu, t^{k+1}); \mu)
- \frac{1}{\Delta t} m(v, \Psi_N(\mu, t^k) - \Psi_N(\mu, t^{k+1}); \mu), \quad \forall v \in Y, \forall k \in \mathbb{K}, \tag{B.23}
\]

is the dual residual.

We now present and prove the bounding properties for the errors in the primal variable, the dual variable, and the output estimate for the Crank-Nicolson time integration scheme. Throughout this section we assume that the “truth” solutions \( y(\mu, t^k) \) and \( \Psi(\mu, t^k) \) satisfy (B.2) and (B.3), respectively, and the corresponding reduced-basis approximations \( y_N(\mu, t^k) \) and \( \Psi_N(\mu, t^k) \) satisfy (B.7) and (B.8), respectively.

B.3.2 Error Bound Formulation

Primal Variable

We obtain the following result for the error in the primal variable.

**Proposition 19.** Let \( e_{pr}(\mu, t^k) \equiv y(\mu, t^k) - y_N(\mu, t^k) \) be the error in the primal variable and define the “spatio-temporal” energy norm

\[
\|v(\mu, t^k)\|_{CN}^{pr} \equiv \left( m(v(\mu, t^k), v(\mu, t^k); \mu)
+ \sum_{k'=1}^{k} a(\frac{1}{2}(v(\mu, t^{k'}), v(\mu, t^{k'-1})), v(\mu, t^{k'}); \Delta t) \right)^{\frac{1}{2}}, \quad \forall v \in Y. \tag{B.24}
\]

The error in the primal variable is then bounded by

\[
\|e_{pr}(\mu, t^k)\|_{CN}^{pr} \leq \Delta_{N_{pr}}(\mu, t^k), \quad \forall \mu \in \mathcal{D}, \forall k \in \mathbb{K}, \tag{B.25}
\]
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where the error bound $\Delta_{N_{pr}}^\text{pr}(\mu, t^k)$ is defined as

$$
\Delta_{N_{pr}}^\text{pr}(\mu, t^k) \equiv \left( \frac{\Delta t}{\hat{c}_a(\mu)} \sum_{k'=1}^{k} \varepsilon_{N_{pr}}^\text{pr}(\mu, t^{k'})^2 \right)^{\frac{1}{2}},
$$

and $\varepsilon_{N_{pr}}^\text{pr}(\mu, t^k)$ is the dual norm of the primal residual defined in (B.21).

**Proof.** We immediately derive from (B.2) and (B.11) that $e_{pr}(\mu, t^k) = y(\mu, t^k) - y_N(\mu, t^k)$ satisfies

\[
m(e_{pr}(\mu, t^k), v; \mu) + \frac{\Delta t}{2} a(e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1}), v; \mu) \\
= m(e_{pr}(\mu, t^{k-1}), v; \mu) + \Delta t R_{pr}(v; \mu, t^k), \quad \forall \, v \in Y, \, \forall \, k \in \mathbb{K},
\]

where $e_{pr}(\mu, t^0) = 0$ since $y(\mu, t^0) = y_N(\mu, t^0) = 0$ by assumption. We now choose $v = e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1})$, and invoke (B.21) to obtain

\[
m(e_{pr}(\mu, t^k), e_{pr}(\mu, t^k); \mu) - m(e_{pr}(\mu, t^{k-1}), e_{pr}(\mu, t^{k-1}); \mu) \\
+ \frac{\Delta t}{2} a(e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1}), e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1}); \mu) \\
\leq \Delta t \varepsilon_{N_{pr}}^\text{pr}(\mu, t^k) ||e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1})||_Y, \quad \forall \, k \in \mathbb{K}.
\]

We now apply (4.69) with $c = e_{N_{pr}}^\text{pr}(\mu, t^k)$, $d = \frac{1}{2} ||e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1})||_Y$, and $\rho = \hat{c}_a(\mu)\frac{1}{2}$ to get

\[
\varepsilon_{N_{pr}}^\text{pr}(\mu, t^k) \, ||e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1})||_Y \\
\leq \frac{1}{\hat{c}_a(\mu)} \varepsilon_{N_{pr}}^\text{pr}(\mu, t^k)^2 + \frac{\hat{c}_a(\mu)}{4} ||e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1})||_Y^2.
\]

Combining (B.28) and (B.29), and invoking (4.7) and (4.57), we obtain

\[
m(e_{pr}(\mu, t^k), e_{pr}(\mu, t^k); \mu) - m(e_{pr}(\mu, t^{k-1}), e_{pr}(\mu, t^{k-1}); \mu) \\
+ \Delta t \ a(\frac{1}{2}(e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1})), \frac{1}{2}(e_{pr}(\mu, t^k) + e_{pr}(\mu, t^{k-1})); \mu) \\
\leq \frac{\Delta t}{\hat{c}_a(\mu)} \varepsilon_{N_{pr}}^\text{pr}(\mu, t^k)^2, \quad \forall \, k \in \mathbb{K}.
\]

We now perform the sum from $k' = 1$ to $k$ and recall that $e_{pr}(\mu, t^0) = 0$, leading to

\[
m(e_{pr}(\mu, t^k), e_{pr}(\mu, t^k); \mu) \\
+ \sum_{k'=1}^{k} \Delta t \ a(\frac{1}{2}(e_{pr}(\mu, t^{k'})) + e_{pr}(\mu, t^{k'-1})), \frac{1}{2}(e_{pr}(\mu, t^{k'})) + e_{pr}(\mu, t^{k'-1})); \mu) \\
\leq \frac{\Delta t}{\hat{c}_a(\mu)} \sum_{k'=1}^{k} \varepsilon_{N_{pr}}^\text{pr}(\mu, t^{k'})^2, \quad \forall \, k \in \mathbb{K},
\]

which is the result stated in Proposition 19. \qed
Dual Variable

The treatment of the final condition of the dual problem for the Crank-Nicolson integration scheme is the same as for the Euler-Backward scheme. We recall from Lemma 7 and (4.74) that

\[ m(e_{du}(\mu, t^{K+1}), e_{du}(\mu, t^{K+1}); \mu) \leq \hat{\alpha}_m(\mu) \Delta_{N_{du}}^\psi(\mu)^2; \]  

(B.32)

where \( \Delta_{N_{du}}^\psi(\mu) \) is defined in 4.76.

The bounding property for the dual problem is given in the following proposition.

**Proposition 20.** Let \( e_{du}(\mu, t^k) \equiv \Psi(\mu, t^k) - \Psi_N(\mu, t^k) \) be the error in the dual variable and define

\[ \|\|v(\mu, t^k)\|\|_{du}^{CN} = \left( m(v(\mu, t^k), v(\mu, t^k); \mu) + \sum_{k'=k}^{K} \alpha(\frac{1}{2}(v(\mu, t^k) + v(\mu, t^{k+1})), \frac{1}{2}(v(\mu, t^k) + v(\mu, t^{k+1})); \mu) \Delta t \right)^{\frac{1}{2}}. \]  

(B.33)

The error in the dual variable is then bounded by

\[ \|\|e_{du}(\mu, t^k)\|\|_{du}^{CN} \leq \Delta_{N_{du}}(\mu, t^k), \quad \forall \mu \in D, \forall k \in K, \]  

(B.34)

where the error bound \( \Delta_{N_{du}}(\mu, t^k) \) is defined as

\[ \Delta_{N_{du}}(\mu, t^k) \equiv \left( \frac{\Delta t}{\hat{\alpha}_a(\mu)} \sum_{k'=k}^{K} \varepsilon_{du}(\mu, t^{k'})^2 + \hat{\alpha}_m(\mu) \Delta_{N_{du}}^\psi(\mu)^2 \right)^{\frac{1}{2}}, \]  

(B.35)

and \( \varepsilon_{du}(\mu, t^k) \) is the dual norm of the dual residual defined in (B.22).

**Proof.** We immediately derive from (B.3) and (B.23) that \( e_{du}(\mu, t^k) = \Psi(\mu, t^k) - \Psi_N(\mu, t^k) \) satisfies

\[ m(v, e_{du}(\mu, t^k); \mu) + \frac{\Delta t}{2} a(v, e_{du}(\mu, t^k) + e_{du}(\mu, t^{k+1}); \mu) \]

\[ = m(v, e_{du}(\mu, t^{k+1}); \mu) + \Delta t R_{du}(v, \mu, t^k), \quad \forall v \in Y, \forall k \in K, \]  

(B.36)

with final condition \( m(v, e_{du}(\mu, t^{K+1}); \mu) = R_{du}(v, \mu), \forall v \in Y \). Choosing \( v = e_{du}(\mu, t^k) + e_{du}(\mu, t^{k+1}) \), and invoking (B.22) we obtain

\[ m(e_{du}(\mu, t^k), e_{du}(\mu, t^k); \mu) - m(e_{du}(\mu, t^{k+1}), e_{du}(\mu, t^{k+1}); \mu) \]

\[ + \frac{\Delta t}{2} a(e_{du}(\mu, t^k) + e_{du}(\mu, t^{k+1}), e_{du}(\mu, t^k) + e_{du}(\mu, t^{k+1}); \mu) \]

\[ \leq \Delta t \varepsilon_{du}(\mu, t^k) \|e_{du}(\mu, t^k) + e_{du}(\mu, t^{k+1})\|_Y, \quad \forall k \in K. \]  

(B.37)

We now apply (4.69) with \( c = \varepsilon_{du}(\mu, t^k), d = \frac{1}{2} \|e_{du}(\mu, t^k) + e_{du}(\mu, t^{k+1})\|_Y, \) and \( \rho = \hat{\alpha}_a(\mu)^{\frac{1}{2}} \).
Invoking (4.7) and (4.57), we arrive at

\[ m(e^{du}(\mu, t^k), e^{du}(\mu, t^{k+1}); \mu) - m(e^{du}(\mu, t^{k+1}), e^{du}(\mu, t^k); \mu) \]
\[ + \Delta t \left( \frac{1}{2} (e^{du}(\mu, t^k) + e^{du}(\mu, t^{k+1})), \frac{1}{2} (e^{du}(\mu, t^k) + e^{du}(\mu, t^{k+1})); \mu \right) \]
\[ \leq \frac{\Delta t}{\partial_a(\mu)} \left( \epsilon_{N_{du}}(\mu, t^k)^2 \right), \quad \forall k \in \mathbb{K}, \quad \text{(B.38)} \]

We now perform the sum from \( k' = k \) to \( K \) and invoke (B.32) to obtain

\[ m(e^{du}(\mu, t^k), e^{du}(\mu, t^{k+1}); \mu) \]
\[ + \sum_{k'=k}^{K} \Delta t \left( \frac{1}{2} (e^{du}(\mu, t^{k'}), e^{du}(\mu, t^{k'+1})), \frac{1}{2} (e^{du}(\mu, t^k) + e^{du}(\mu, t^{k+1})); \mu \right) \]
\[ \leq \frac{\Delta t}{\partial_a(\mu)} \sum_{k'=k}^{K} \epsilon_{N_{du}}(\mu, t^{k'})^2 + \epsilon_{m}(\mu) \Delta_{N_{du}}(\mu)^2, \quad \forall k \in \mathbb{K}, \quad \text{(B.39)} \]

which is the result stated in Proposition 20.

Output Bound

Finally, the error bound for the output estimate is given in the following proposition.

**Proposition 21.** Let the output of interest, \( s(\mu, t^k) \), and the reduced-basis output estimate, \( s_N(\mu, t^k) \), be given by

\[ s(\mu, t^k) = \ell(y(\mu, t^k)), \quad \forall \mu \in \mathcal{D}, \forall k \in \mathbb{K}, \quad \text{(B.40)} \]

and

\[ s_N(\mu, t^k) = \ell(y_N(\mu, t^k)) + \sum_{k'=1}^{K} R^{pr}(\frac{1}{2} (\Psi_N(\mu, t^{K-k+k'}) + \Psi_N(\mu, t^{K-k'+1})); \mu, t^{k'})) \Delta t, \]
\[ \forall \mu \in \mathcal{D}, \forall k \in \mathbb{K}, \quad \text{(B.41)} \]

respectively. The error in the output of interest is then bounded by

\[ |s(\mu, t^k) - s_N(\mu, t^k)| \leq \Delta^s(\mu, t^k), \quad \forall \mu \in \mathcal{D}, \forall k \in \mathbb{K}, \quad \text{(B.42)} \]

where the output bound \( \Delta^s(\mu, t^k) \) is defined as

\[ \Delta^s(\mu, t^k) \equiv \Delta_{N_{pr}}^{pr}(\mu, t^k) \Delta_{N_{du}}^{du}(\mu, t^{K-k+1}), \quad \text{(B.43)} \]

and \( \Delta_{N_{pr}}^{pr}(\mu, t^k) \) and \( \Delta_{N_{du}}^{du}(\mu, t^k) \) are defined in Propositions 19 and 20, respectively.

**Proof.** To begin, we recall the definition of the dual problem for the output at time \( t^L, L \in \mathbb{K}, \)
given by
\[
m(v, \psi_L(\mu, t^k); \mu) + \frac{\Delta t}{2} a(v, \psi_L(\mu, t^k) + \psi_L(\mu, t^{k+1}); \mu) = m(v, \psi_L(\mu, t^{k+1}); \mu),
\]
\[
\forall v \in Y, \ (K \geq) L \geq k \geq 1, \quad (B.44)
\]
with final condition \(m(v, \psi_L(\mu, t^{k+1}); \mu) \equiv \ell(v), \ \forall v \in Y\). We now choose \(v = \frac{1}{2}(e^{pr}(\mu, t^k) + e^{pr}(\mu, t^{k-1}))\) in (B.44) and sum from \(k = 1\) to \(L\), to obtain
\[
\frac{1}{2} \sum_{k'=1}^L m(e^{pr}(\mu, t^{k'})) + e^{pr}(\mu, t^{k'-1}), \psi_L(\mu, t^{k'}) - \psi_L(\mu, t^{k'+1}); \mu)
\]
\[
+ \sum_{k'=1}^L \frac{\Delta t}{4} a(e^{pr}(\mu, t^{k'})) + e^{pr}(\mu, t^{k'-1}), \psi_L(\mu, t^{k'}) + \psi_L(\mu, t^{k'+1}); \mu) = 0. \quad (B.45)
\]
which can be rewritten in the form
\[
\frac{1}{2} \sum_{k'=1}^L m(e^{pr}(\mu, t^{k'})) - e^{pr}(\mu, t^{k'-1}), \psi_L(\mu, t^{k'}) + \psi_L(\mu, t^{k'+1}); \mu)
\]
\[
+ \sum_{k'=1}^L \frac{\Delta t}{4} a(e^{pr}(\mu, t^{k'})) + e^{pr}(\mu, t^{k'-1}), \psi_L(\mu, t^{k'}) + \psi_L(\mu, t^{k'+1}); \mu) = m(e^{pr}(\mu, t^L), \psi_L(\mu, t^{L+1}); \mu) \quad (B.46)
\]
where we used the fact that \(e^{pr}(\mu, t^0) = 0\). We now note from the final condition of the dual problem that \(m(e^{pr}(\mu, t^L), \psi_L(\mu, t^{L+1}); \mu) = \ell(e^{pr}(\mu, t^L))\) to obtain
\[
\ell(e^{pr}(\mu, t^L)) = \frac{1}{2} \sum_{k'=1}^L m(e^{pr}(\mu, t^{k'})) - e^{pr}(\mu, t^{k'-1}), \psi_L(\mu, t^{k'}) + \psi_L(\mu, t^{k'+1}); \mu)
\]
\[
+ \sum_{k'=1}^L \frac{\Delta t}{4} a(e^{pr}(\mu, t^{k'})) + e^{pr}(\mu, t^{k'-1}), \psi_L(\mu, t^{k'}) + \psi_L(\mu, t^{k'+1}); \mu). \quad (B.47)
\]
We next choose \(v = \frac{1}{2}(\psi_L(\mu, t^k) + \psi_L(\mu, t^{k+1}))\) in the error equation for the primal variable, (B.27), and sum from \(k = 1\) to \(L\), to find
\[
\frac{1}{2} \sum_{k'=1}^L m(e^{pr}(\mu, t^{k'})) - e^{pr}(\mu, t^{k'-1}), \psi_L(\mu, t^{k'}) + \psi_L(\mu, t^{k'+1}); \mu)
\]
\[
+ \sum_{k'=1}^L \frac{\Delta t}{4} a(e^{pr}(\mu, t^{k'}) + e^{pr}(\mu, t^{k'-1}), \psi_L(\mu, t^{k'}) + \psi_L(\mu, t^{k'+1}); \mu) = \sum_{k'=1}^L R^{pr}(\frac{1}{2}(\psi_L(\mu, t^{k'})) + \psi_L(\mu, t^{k'+1}); \mu, t^{k'}) \Delta t. \quad (B.48)
\]
From (B.47) and (B.48) we thus obtain

\[
\ell(e^{pr}(\mu, t^L)) = \sum_{k'=1}^{L} R^{pr}(\frac{1}{2}(\Psi_L(\mu, t^{k'})) + \Psi_L(\mu, t^{k' + 1})); \mu, t^{k'}) \Delta t. \tag{B.49}
\]

\[
= \sum_{k'=1}^{L} R^{pr}(\frac{1}{2}(\Psi(\mu, t^{K-L+k'}) + \Psi(\mu, t^{K-L+k'+1})); \mu, t^{k'}) \Delta t. \tag{B.50}
\]

From the definition of \(s(\mu, t^k)\) and \(s_N(\mu, t^k)\), and (B.50) we now obtain

\[
s(\mu, t^k) - s_N(\mu, t^k) = \ell(e^{pr}(\mu, t^k))
- \sum_{k'=1}^{k} R^{pr}(\frac{1}{2}(\Psi_N(\mu, t^{K-k+k'})) + \Psi_N(\mu, t^{K-k+k'+1})); \mu, t^{k'}) \Delta t \tag{B.51}
\]

\[
= \sum_{k'=1}^{k} R^{pr}(\frac{1}{2}(e^{du}(\mu, t^{K-k+k'})) + e^{du}(\mu, t^{K-k+k'+1})); \mu, t^{k'}) \Delta t. \tag{B.52}
\]

Invoking (B.21) and the Cauchy-Schwarz inequality we arrive at

\[
|s(\mu, t^k) - s_N(\mu, t^k)| \leq \sum_{k'=1}^{k} e^{pr}_{N}(\mu, t^{k'}) \|\frac{1}{2}(e^{du}(\mu, t^{K-k+k'}) + e^{du}(\mu, t^{K-k+k'+1}))\|_Y \Delta t \tag{B.53}
\]

\[
\leq \left( \sum_{k'=1}^{k} e^{pr}_{N}(\mu, t^{k'})^2 \Delta t \right)^{\frac{1}{2}} \times \left( \sum_{k'=1}^{k} \|\frac{1}{2}(e^{du}(\mu, t^{K-k+k'}) + e^{du}(\mu, t^{K-k+k'+1}))\|_Y^2 \Delta t \right)^{\frac{1}{2}}. \tag{B.54}
\]

Let us first bound the second term on the right hand side. From (4.7) and the fact that \(\hat{\alpha}_a(\mu) \leq \]
\[ \alpha(\mu), \forall \mu \in \mathcal{D}, \text{ we obtain} \]
\[ \sum_{k'=1}^{k} \| \frac{1}{2} (e^{d_u}(\mu, t^{K-k+k'}) + e^{d_u}(\mu, t^{K-k+k'+1})) \|_{\text{C}_N}^2 \Delta t \]
\[ \leq \frac{1}{\alpha_a(\mu)} \sum_{k'=1}^{k} \left( \frac{1}{2} (e^{d_u}(\mu, t^{K-k+k'}) + e^{d_u}(\mu, t^{K-k+k'+1})); \mu ) \Delta t \right) \]  \hspace{1cm} (B.55)
\[ = \frac{1}{\alpha_a(\mu)} \sum_{k'=-K+1}^{K} \left( \frac{1}{2} (e^{d_u}(\mu, t^{k'}) + e^{d_u}(\mu, t^{k'+1})); \mu ) \Delta t \right) \]  \hspace{1cm} (B.56)
\[ \leq \frac{1}{\alpha_a(\mu)} \left( \sum_{k'=-K+1}^{K} \left( \frac{1}{2} (e^{d_u}(\mu, t^{k'}) + e^{d_u}(\mu, t^{k'+1})); \mu ) \Delta t \right) \right) \]  \hspace{1cm} (B.57)
\[ = \frac{1}{\alpha_a(\mu)} \left( \| e^{d_u}(\mu, t^{K-k+1}) \|_{\text{C}_N}^2 \right), \]  \hspace{1cm} (B.58)

where the second inequality follows from the coercivity of \( m(\cdot, \cdot; \mu) \) and the last equality from the definition (B.33) of the \( \| \cdot \|_{\text{C}_N} \)-norm. Finally, inserting (B.58) into (B.54) and invoking (B.25) and (B.34), we obtain
\[ |s(\mu, t^k) - s_N(\mu, t^k)| \leq \Delta_{N_{pr}}^{d_u} (\mu, t^k) \Delta_{N_{du}}^{d_u} (\mu, t^{K-k+1}), \]  \hspace{1cm} (B.59)

which is the result stated in Proposition 21.


\section*{B.3.3 Offline-Online Computational Procedure}

The offline-online computational procedure is very similar to the bound calculation for the Euler-Backward scheme described in detail in Section A.2. Since the derivation in Section A.2 can easily be adjusted to the Crank-Nicolson scheme we omit the detailed equations here and only summarize the operation count.

The computational cost in the offline stage is (to leading order) \( O((N_{pr,max} + N_{du,max})(Q_a + Q_m)) \) solutions of the underlying “truth” finite element approximation and \( O((N_{pr,max}^2 + N_{du,max}^2)(Q_a^2 + Q_a Q_m + Q_m^2)) \) \( N \)-inner products; the storage requirement is \( O((N_{pr,max}^2 + N_{du,max}^2)(Q_a^2 + Q_a Q_m + Q_m^2)) \). In the online stage — given a new parameter value \( \mu \) and associated reduced-basis solutions \( y_N(\mu, t^k) \) and \( \Psi_N(\mu, t^k), \forall k \in \mathbb{K} \) — the computational cost to evaluate \( \Delta^s(\mu, t^k), \forall k \in \mathbb{K} \), is \( O(K(N_{pr}^2 + N_{du}^2)(Q_a^2 + Q_a Q_m + Q_m^2)) \). Thus, all online calculations needed are independent of \( N \).
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Appendix C

AP I: Delamination (Reference Domain)

C.1 Reference Domain

The fixed reference domain $\Omega \equiv [0,30] \times [0,11]$ for $\mu_{1,\text{ref}} = 5$ (the geometry only depends on $\mu_1$ and not on $\mu_2$) of the delamination problem is shown in Figure C-1. We first divide $\Omega$ into 10 subdomains, $\Omega^i$, $1 \leq i \leq 10$. The delamination is indicated by the magenta horizontal line, $\Gamma_{\text{del}}$, between the domains $\Omega^1, \Omega^2$ and $\Omega^5, \Omega^7$, respectively. We note that we only have to consider geometric variations, i.e., a stretch in the $x_1$-direction, in regions $\Omega^2, \Omega^3, \Omega^7$, and $\Omega^8$; the remaining regions do not vary with the delamination width $w_{\text{del}}$. We also note that the “fictitious” regions $\Omega_6$ and $\Omega_{10}$ are only introduced for easier reference — the two outputs are defined as the average temperatures over these regions. The affine mapping does not require a distinction between the regions $\Omega_9$ and $\Omega_{10}$ and the regions $\Omega_5$ and $\Omega_6$, respectively. We assume homogeneous Neumann boundary conditions on $\Gamma_N$ and homogeneous Dirichlet boundary conditions on $\Gamma_D$.

![Diagram of the reference domain with delamination](image-url)

Figure C-1: AP I: Reference domain
C.2 Affine Decomposition

The affine decomposition resulting from the geometric mapping is given as follows (note that the output functional, \( f \), does not depend on \( \mu \)):

**Bilinear form** \( m(\cdot, \cdot; \mu) \): \( Q_m = 3 \)

\[
\begin{align*}
\Theta_m^1(\mu) &= 1 \\
\Theta_m^2(\mu) &= \frac{\mu_1 - 0.5}{5} \\
\Theta_m^3(\mu) &= \frac{12 - \mu_1}{6.5}
\end{align*}
\]

\[
\begin{align*}
m^1(w, v) &= \int_{\Omega^1 \cup \Omega^4 \cup \Omega^5 \cup \Omega^8} w v \\
m^2(w, v) &= \int_{\Omega^2 \cup \Omega^7} w v \\
m^3(w, v) &= \int_{\Omega^3 \cup \Omega^8} w v
\end{align*}
\] (C.1)

**Bilinear form** \( a(\cdot, \cdot; \mu) \): \( Q_a = 10 \)

\[
\begin{align*}
\Theta_a^1(\mu) &= 1 \\
\Theta_a^2(\mu) &= \mu_2 \\
\Theta_a^3(\mu) &= \frac{5}{\mu_1 - 0.5} \\
\Theta_a^4(\mu) &= \frac{\mu_1 - 0.5}{5} \\
\Theta_a^5(\mu) &= \frac{12 - \mu_1}{6.5} \\
\Theta_a^6(\mu) &= \frac{6.5}{\mu_1 - 0.5} \\
\Theta_a^7(\mu) &= \mu_2 \\
\Theta_a^8(\mu) &= \frac{\mu_1 - 0.5}{5} \\
\Theta_a^9(\mu) &= \frac{12 - \mu_1}{6.5} \\
\Theta_a^{10}(\mu) &= \mu_2
\end{align*}
\]

\[
\begin{align*}
a^1(w, v) &= \int_{\Omega^1 \cup \Omega^4} \nabla w \cdot \nabla v \\
a^2(w, v) &= \int_{\Omega^5 \cup \Omega^8} \nabla w \cdot \nabla v \\
a^3(w, v) &= \int_{\Omega^2} w_x v_x \\
a^4(w, v) &= \int_{\Omega^2} w_y v_y \\
a^5(w, v) &= \int_{\Omega^3} w_x v_x \\
a^6(w, v) &= \int_{\Omega^3} w_y v_y \\
a^7(w, v) &= \int_{\Omega^7} w_x v_x \\
a^8(w, v) &= \int_{\Omega^7} w_y v_y \\
a^9(w, v) &= \int_{\Omega^8} w_x v_x \\
a^{10}(w, v) &= \int_{\Omega^8} w_y v_y
\end{align*}
\] (C.2)

**Linear form** \( b(\cdot; \mu) \): \( Q_b = 3 \)

\[
\begin{align*}
\Theta_b^1(\mu) &= 1 \\
\Theta_b^2(\mu) &= \frac{\mu_1 - 0.5}{5} \\
\Theta_b^3(\mu) &= \frac{12 - \mu_1}{6.5}
\end{align*}
\]

\[
\begin{align*}
b^1(w, v) &= \int_{\Gamma_1^1 \cup \Gamma_4^4} \nu d\Gamma \\
b^2(w, v) &= \int_{\Gamma_2^2} \nu d\Gamma \\
b^3(w, v) &= \int_{\Gamma_3^3} \nu d\Gamma
\end{align*}
\] (C.3)
Bibliography


246


