Mitigation of Human Supervisory Control Wait

Times through Automation Strategies
by
Paul Jeffrey Mitchell
B.S., Queen’s University, Kingston, Ontario, Canada, 2002

Submitted to the Department of Aeronautics and Astronautics
in partial fulfillment of the requirements for the degree of

Master of Science in Aeronautics and Astronautics

OFWCHNgLIggv
at the
JUN 2 3 2005
MASSACHUSETTS INSTITUTE OF TECHNOLOGY
LIBRARIES

May 2005 [June 200§
(© Massachusetts Institute of Technology 2005. All rights reserved.

Author.................. ..
Department of Aeronautics and Astronautics

May 20, 2005
PV BN o - f'

Certified by....... ...... R e S I S S
Mary@»éssy) L. Cummings

Boeing Assistant Professor of Aeronautics and Astronautics

\ o ' Thesis Supervisor

N . ) _ - P

Accepted by ............ . e
Voo Y Jaime Peraire

Professor of Aeronautics and Astronautics
Chair, Committee on Graduate Students

‘AERO‘\






Mitigation of Human Supervisory Control Wait Times
through Automation Strategies
by
Paul Jeffrey Mitchell

Submitted to the Department of Aeronautics and Astronautics
on May 20, 2005, in partial fulfillment of the
requirements for the degree of
Master of Science in Aeronautics and Astronautics

Abstract

The application of network centric operations principles to human supervisory control
(HSC) domains means that humans are increasingly being asked to manage multiple
simultaneous HSC processes. However, increases in the number of available infor-
mation sources, volume of information and operational tempo, all which place higher
cognitive demands on operators, could become constraints limiting the success of net-
work centric processes. In time-pressured scenarios typical of networked command
and control scenarios, efficiently allocating attention between a set of dynamic tasks
is crucial for mission success. Inefficient attention allocation leads to system wait
times, which could eventually lead to critical events such as missed times on targets
and degraded overall mission success. One potential solution to mitigating wait times
is the introduction of automated decision support in order to relieve operator work-
load. However, it is not obvious what automated decision support is appropriate, as
higher levels of automation may result in a situation awareness decrement and other
problems typically associated with excessive automation such as automation bias.

To assess the impact of increasing levels of automation on human and system
performance in a time-critical HSC multiple task management context, an experi-
ment was run in which an operator simultaneously managed four highly autonomous
unmanned aerial vehicles executing an air tasking order, with the overall goal of
destroying a pre-determined set of targets within a limited time period. A 4x2(3)
repeated measures design was utilized in which the level of decision support provided
to operators was a between-subjects factor and level of re-planning, which represents
operational tempo, a within-subjects factor. The automated decision support, which
took the basic form of a timeline display to aid with scheduling, had four increas-
ing levels: manual, passive, collaborative, and management-by-exception. Level of
re-planning refers to how much operators were required to adjust the initial plan in
flight, based on unexpected occurrences such as changing deadlines or target sets,
and included low and high levels.

The passive level of decision support, which provided assistance to the user through
color coding and re-organization of scheduling information, was the best overall per-
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former as it had no major drawbacks. Management-by-exception had the best perfor-
mance across several metrics but had a greater number of catastrophic events occur
where a UAV erroneously destroyed a friendly target. The manual level performed
better than expected, but had a similarly high critical event rate. Contrary to ex-
pectations, the collaborative level of decision support, which provided predictions for
possible periods of task overload as well as possible courses of action to relieve the
high workload, had the worst performance. This is attributable to an unintended
consequence of the automation where the graphical visualization of the computer’s
predictions caused users to try to globally optimize the schedules for all UAVs instead
of locally optimizing schedules in the immediate future, resulting in them being over-
whelmed. Total system wait time across both experimental factors was dominated
by wait time caused by lack of situation awareness, which is difficult to eliminate,
implying that there will be a clear upper limit on the number of vehicles that any
one person can supervise because of the need to stay cognitively aware of unfolding
events.

Thesis Supervisor: Mary (Missy) L. Cummings
Title: Boeing Assistant Professor of Aeronautics and Astronautics
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Chapter 1

Introduction

1.1 Motivation

As modern technology continues to evolve, the role of humans in many systems is
shifting from manually controlling a system to that of supervising the system, oth-
erwise known as human supervisory control (HSC). HSC is the process by which a
human operator intermittently interacts with a computer, receiving feedback from and
providing commands to a controlled process or task environment which is connected
to that computer. Figure 1-1, adapted from Sheridan [38], illustrates this concept.
Human supervisory control is comprised of five generic functions, usually accom-
plished in the following cyclical order: planning a computer-based task, teaching the
computer what was planned through various inputs, monitoring the computer’s ac-
tions for errors and/or failures, intervening when the plan has been completed or the

computer requires assistance, and then the human learns from the experience [38].

— _’@b_—' ——
Displays [’ Sensorg [dem—

Figure 1-1: Human Supervisory Control [38]

Human Operator
(Supervisor)

19



As HSC tasks are primarily cognitive in nature and generally do not require con-
stant attention and/or control, it is possible for humans to effectively supervise
tiple simultaneous HSC processes. For example, a single air traffic controller can
handle multiple aircraft because the onboard pilots handle the flying task, while the
controller is primarily concerned with navigation and deconfliction tasks that do not
require constant attention. In order to maximize human performance for the purposes
of cost reduction, efficiency, and safety, there is considerable interest in increasing the
number and type of HSC processes a single human can handle. Therefore, it is ever

more common for humans to be engaged in multiple HSC task management.

1.1.1 Network Centric Operations

Network Centric Warfare (NCW) is a concept of operations envisioned to increase
combat power by effectively linking or networking knowledgeable entities in a bat-
tlespace. Greater combat power is generated through the creation of shared sit-
uational awareness, increased speed of command, self-synchronization, and higher
operational tempo, lethality and survivability [1]. NCW’s basic tenets (Figure 1-2)

are as follows [11]:

1. A robustly networked force improves information sharing.

2. Information sharing and collaboration enhance the quality of information and

shared situational awareness.
3. Shared situational awareness enables self-synchronization.

4. These, in turn, dramatically increase mission effectiveness.

A force with these capabilities is therefore able to increase combat power by lever-
aging information superiority. This is a substantial change from the past when tra-
ditional methods for boosting combat power were driven by numerical superiority.

NCW is a broad concept that is applicable to many different HSC domains other

than the military, such as commercial aviation, business ventures, and emergency
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Network-centric
Force

improves

Figure 1-2: Tenets of NCW [23]

response agencies who are also attempting to leverage intelligent information networks
to produce superior performance in time critical settings. However, the primary
advantage of operations based upon the tenets of NCW (network centric operations
or NCO), that of rapid access to information across the network, will likely be a
major bottleneck and possible point of failure for those humans who must synthesize
voluminous data from the network and execute decisions in real-time, often with
high-risk consequences under significant uncertainty. Network-centric operations will
bring increases in the number of available information sources, volume of information
and operational tempo, all which place higher cognitive demands on operators.

In time-pressured scenarios like those typical of command and control, efficiently
allocating attention between sets of dynamic tasks becomes critical to both human
and system performance. Inefficient attention allocation could lead to system wait
times, which might eventually lead to degraded overall mission success. For example,
consider the role of an Air Warfare Coordinator (AWC) on a naval ship engaged in an
air defense. The AWC’s responsibilities include identifying unknown air tracks, mon-
itoring previously identified tracks, issuing warnings to enemy or unknown aircraft
‘caching minimum distances from the ship, and providing launch orders for defensive

counter measures, if required. This is a HSC system, as the operator is exerting indi-

21



rect control over friendly forces, commercial aircraft and maybe even enemy aircraft in
the immediate area of the ship. It is likely that this operator will have many simuli..

neous tasks to supervise, and if saturated, system wait times could be incurred due to
the high workload of the human operator. Inefficient attention allocation could lead
to an increase in wait times such that, for example, friendly aircraft receive orders too
late to prevent enemy aircraft from attacking, resulting in a damaged or sunk ship. It
is also possible that if the human in the decision loop is saturated, disengagement of
aircraft or weapons systems prosecuting an inappropriate target such as a commercial

aircraft could also be missed.

1.1.2 Unmanned Aerial Vehicles

An unmanned aerial vehicle (UAV) is a powered, aerial vehicle that does not carry
a human operator, can fly autonomously or be piloted remotely. is expendable or
recoverable, and can carry a lethal or non-lethal payload [10]. They are remotely
controlled or autonomous aircraft used primarily in military applications for surveil-
lance or strike missions, and can range in size from handheld miniature vehicles such
as the Desert Fox (Figure 1-3) to more long range vehicles such as the Predator (Fig-
ure 1-4). The range of commercial applications for UAVs is growing very quickly, as
they have found use in border patrol, law enforcement, fire fighting, agriculture, and
weather monitoring applications, amongst others. The Aerosonde (Figure 1-5) is an
example of a UAV with established uses in weather and atmospheric monitoring.

Unmanned aerial vehicles have been increasingly utilized by militarized forces
around the world in recent years to take advantages of their reduced radar signature,
increased endurance and decrease in both capital costs and potential loss of human life
during operations in hostile territory. The growing importance of UAVs is reflected
in the amount of funding allocated to them in the US Department of Defense’s (DoD)
budget: approximately $1 billion USD in 2004, up from $760 million USD in 2002
and $360 million USD in 2003 [30].

To take full advantage of UAVs in network centric operations, it is desired to have

larger “swarm” of vehicles operating in concert. An integral part of this vision involves
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Figure 1-3: The Desert Hawk Miniature Unmanned Aerial Vehicle

dramatically changing the number of operators it takes to effectively supervise these
vehicles. Multiple operators are currently required to supervise and control the largest
and most complex unmanned combat aerial vehicles (UCAVs) such as the Predator,
which has a crew of three directly controlling it and a support staff many times
this number. In the future, the goal is to invert this ratio so that a single operator
supervises the operations of multiple UAVs, and thus this becomes a multiple HSC
attention allocation problem. To do so will not only require significant advances in
onboard vehicle control and autonomy, but also in the interfaces used for human-
computer interaction. Cummings and Guerlain [9] found that Navy personnel were
able to effectively manage up to 12 simulated re-targetable Tommahawk missiles, which
are highly autonomous and do not require any intervention for in-flight stability
control and landing. However, the number of UAVs that can be effectively supervised
by operators is likely much less, as they can perform a far wider variety of tasks and
snally require some level of flight and navigational control from the human. Ruff et

al. [35] studied operators controlling up to 4 autonomous UAVs, and Wickens et al.
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Figure 1-4: The Predator MQ-1 Unmanned Combat Aerial Vehicle

[44] designed a similar simulator where operators supervised 2 vehicles. Both found
that operators could adequately manage these numbers of UAVs so long as they had
a basic level of decision support. Significant performance decrements were seen under
more manual forms of decision support, which indicates that a major limiting factor
on how many vehicles can be effectively supervised is operator workload. As operator
workload increases to saturation, the amount of time vehicles have to wait to receive
attention when they need it, either for goal state changes or emergency operations,

will steadily increase, potentially degrading mission effectiveness.

1.1.3 Automated Decision Support

One potential solution to mitigating system wait times in human supervisory control
of UAVs is the introduction of automated decision support in order to relieve operator
workload. For example, an accident with a Predator occurred in Bosnia in 1999 simply
because the operators experienced an unusual flight condition, aircraft icing, and the

added workload associated with this unusual state dramatically increased the system
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Figure 1-5: The Aerosonde Unmanned Aerial Vehicle

wait time beyond critical levels. Introduction of automated decision support through
automatic flight control would have decreased wait times sufficiently such that the
accident could have been avoided. However, it is not obvious what automated decision
support is appropriate in general for multiple UAV supervision, as higher levels of
automation (LOA) may result in a situation awareness decrement and automation
bias. This problem has been studied to some degree by Ruff et al. [35] and Wickens
et al. [44], but they focused solely on human performance metrics, and did not
consider the overall system in their evaluations. In the future vision of allowing a
single operator to control multiple unmanned vehicles, it is not well understood how
operators will manage multiple vehicles, what kind of decision support will aid or
hinder the operator, and how human cognitive limitations will impact overall system

effectiveness.
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1.2 Problem Statement

The primary questions for this research effort are:

e How do how unmanned vehicle operators cope with managing multiple simul-
taneous human supervisory control processes, particularly under high workload

conditions?

e What amount and types of decision support can best aid operators in these

situations?

e What effects do human performance limitations have on system performance?

1.3 Research Objectives

The research objectives of this thesis, in the context of multi-vehicle, time-critical

human supervisory control are:
o to develop and validate a model of system wait times,

e to present conclusions on how system wait times and human performance in-
fluence each other, and consequently what the implications of this are on the

ability of humans to effectively supervise multiple autonomous vehicles,

e to determine what levels of automation are best for supporting operators in

terms of both human and system performance characteristics, and

e to study the general cognitive strategies employed by overloaded operators.

1.4 Thesis Organization

This thesis is organized into the following seven chapters:

e Chapter 1, Introduction, introduced and described the motivation and objectives

for this study.
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Chapter 2, Background, provides an introduction to past human factors work
in multiple UAV control and supervision, and frames the research objectives
outlined above in the context of this prior work. A wait time model is introduced
as a metric of system performance and the effect of levels of automation on this

wait time model is discussed.

Chapter 3, Simulation and Interface Design, presents the details of an interface
and simulation developed to study human and system performance issues in-
volved with the human supervisory control of multiple vehicles in time-critical

applications.

Chapter 4, Hypotheses and Methods, discusses predicted system performance
trends with increasing levels of automation, and presents the details of an ex-
periment conducted with the program described in the Simulation and Interface

Design chapter.

Chapter 5, Results, presents the statistical results of the experiment described

in the Methods chapter.

Chapter 6, Discussion, compares the results with the hypotheses outlined in the
Hypotheses and Methods chapter and discusses how they answer the primary

research questions of this study.

Chapter 7, Conclusion, summarizes the key findings of this study and presents

concluding remarks. Recommendations for future work are also suggested.
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Chapter 2

Background

This chapter provides a summary of relevant prior human factors work in multiple
vehicle control and supervision from both the human and system perspectives. It
then shows how the goals of this research attempt to address the gap between these

two approaches to system design.

2.1 Overview

The application of network centric warfare principles to human supervisory control
domains means that humans are increasingly being asked to manage multiple simul-
taneous HSC processes. At the same time, NCO brings greater amounts and variety
of information to the operator, placing potentially overwhelming cognitive demands
on them. One information overload strategy is to introduce automated systems of
varying degrees to relieve operator workload so that overall mission performance is
improved. Previous work has been conducted to study human performance and UAV
control with varying levels of automation, but these studies did not fully explore the
impacts on overall system performance [34, 45]. At the same time, the problem of
workload and control of multiple vehicles has been studied from the system perspec-
tive without regard for cognitive human-system interaction issues [27]. This chapter
discusses these separate approaches and then relates them to each other to identify

the gap that this research attempts to address.
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2.2 Human Performance

Gawron [16] and Mouloua et al. [25] provide informative summaries of the many
human factors issues associated with UAVs. Significant effort has been expended on
developing better visualization techniques and interfaces to improve UAV operators’
performance and situation awareness (for example, Draper and Ruff [12], Wickens
et al. [44]), but very few detailed efforts have investigated how to properly allocate
tasks between UAVs and operators, and in particular between multiple UAVs and
operators. Current operations of large scale UAVs require many operators per vehicle
because of the need for humans to perform low level tasks such as flight control and
image processing. However, in the future it is likely the level of autonomy built into
such vehicles will increase to the point that the human’s role becomes supervisory in
nature. As it is desired to eventually invert the ratio of many operators controlling
one vehicle to one operator supervising many vehicles, there is a need for greater
vehicle autonomy and higher levels of decision support for operators. However, it is
not clear what degree of autonomy and/or decision support is optimal to support this

goal.

2.2.1 Appropriate Levels of Automation

Automation allocation for decision support can range from fully automatic where
the operator is completely left out of the decision process to minimal levels where
the automation offers basic data filtering or recommendations for the human to con-
sider. Table 2.1, originally proposed by Sheridan and Verplank [39], outlines a scale
commonly used to characterize the allocation of function between man and machine.
Human interaction with automation represents a range of intermediate levels from
1-6 on this scale.

For routine operations, higher levels of automation in general result in lower work-
load, while the opposite is true for low levels of automation [20]. The relationship
between workload and performance is illustrated in Figure 2-1, which is adapted to

the Yerkes-Dodson Law [46]. This illustration shows that optimal human perfor-
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Automation Automation
Level Description

—

The computer offers no assistance: human must take all decision and actions.
The computer offers a complete set of decision/action alternatives, or
narrows the selection down to a few, or
suggests one alternative, and
executes that suggestion if the human approves, or
allows the human a restricted time to veto before automatic execution, or
executes automatically, then necessarily informs humans, and
informs the human only if asked, or

© 00~ U W

informs the human only if it, the computer, decides to.

[y
o

The computer decides everything and acts autonomously, ignoring the human.

Table 2.1: Levels of Automation [39)

mance occurs at moderate levels of workload. As a consequence, there is an optimal
level of workload, and thus an optimal level of automation whereby performance is
maximized for a particular task. Therefore, performance degr;xdation can occur if a
LOA for a task is selected that is too high or too low. If the LOA is too high, HSC
problems can include: 1) manual or mental skill degradation, 2) loss of situational
awareness, 3) automation brittleness and literalism, and 4) increased time and diffi-
culty to diagnose failures and manually take over when required 3, 29]. If the LOA
is too low, potential HSC problems can include: 1) cognitive and working memory
overload in routine tasks under time pressure, 2) human decision biases and heuris-
tics, 3) lack of repeatability and consistency, 4) complacency and boredom, and 5)
greater human interdependency and chaos under failure [3, 29]. As a consequence,
care must be taken to consider each of the roles human and machine should perform
in a given task, and automation only introduced when there is a specific need to do

S0.

2.2.2 The Impact of Automation on Human Performance

Several previous studies have investigated levels of automation in the context of mul-
tiple UAV supervisory performance. Ruff et al. [35] conducted a study that looked at

the effects of level of automation and decision-aid fidelity in human interaction with 1,
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Figure 2-1: The Yerkes-Dodson Law [46]

2 and 4 UAVs. They found that a medium level of automation called management-by-
consent, which corresponds to an automation level of 5 on the scale of Table 2.1, had
significant advantages over manual control (Le‘\rr,el 1, Table 2.1) and management-by-
exception (Level 6, Table 2.1) supervisory control schemes. This level of automation
had the highest levels of operator situation awareness (SA) and performance, though
subjective workload ratinés were not always better. Performance declined sharply as
the number of supervised UAVs increased in the manual control condition, suggesting
significant levels of automation are required for acceptable performance in supervising
multiple vehicles.

Ruff et al. [34] later examined the effects of automation on task completion
time and subjective workload levels in the control of 2 or 4 UAVs. A management-
by-consent level of automation (Level 5, Table 2.1) was compared to management-
by-exception (Level 6, Table 2.1), and no significant differences in performance or
workload were initially found between the levels. It was hypothesized this result was
due to a common behavior exhibited by subjects where they were likely to act on the
automation’s recommendation before the automation carried out the action under

LOA 6. Subjective workload ratings were higher and performance lower for 4 UAVs

32



than with 2. A follow-up experiment then kept the number of UAVs constant at 4
and the time limit to over-ride the management-by-exception automation was made
an independent variable. It was found that there still was no performance difference
between automation conditions, but shorter time limits to over-ride the computer
in management-by-exception caused higher workload and poorer performance. An
important finding from this study was that subjects using management-by-exception
(Level 6, Table 2.1) did not use the automation as intended. Upon receiving a notifi-
cation of what the automation was planning to execute, users consistently executed
it themselves manually instead of letting the computer take over. This suggests that

subjects may not have been properly evaluating or did not trust the computer’s rec-

ommendations.

Under the Defense Advanced Research Projects Agency (DARPA) Mixed-Initiative
Control of Automata (MICA) program, some research has been conducted into the
development of unmanned combat aerial vehicle controllers that enable small teams
of operators to effectively task large teams of aircraft. Linegang et al. [22] set out
to determine what information requirements human operators needed to effectively
use and interact with such systems. They found that it was particularly difficult to
convey to the user a dynamic understanding of a mission in both space and time,
which is critical for high levels of operator SA. Timeline and map-based components
of an interface were recommended to overcome this. Under the same research pro-
gram, Roth et al. [32] evaluated a prototype mixed-initiative interface intended for
the supervisory control of multiple vehicles, with the intent of investigating to what
extent human operators were able to understand mission plans for the UAVs that
were generated by automated controllers. They found that while humans could un-
derstand the plans created, they could not understand the rationale behind them.
Therefore, operators had low SA as they were not able to evaluate the effectiveness
of the automatically generated plans and could not predict the effects of changing
them. The conclusion that can be drawn is that in multiple UAV control, operators
using high levels of automation may perform very well under nominal conditions but

likely will not be able to cope as well with uncertainty in the mission plan.
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Wilson and Russell [45] investigated whether adaptive automation based on psy-
chophysiologic cueing could be used to relieve operator taskload during periods of
high workload, and in so doing improve task performance. Subjects performing a
UCAV target identification task showed improved hit rates on targets and less missed
weapons release points under adaptive aiding, thus showing the benefits of mitigat-
ing operator workload in potential overload situations. However, the adaptive aiding
used in the study decreased the velocity of the UAV and did not actually change the
level of automation for the human controller. Modifying mission parameters to relieve
operator workload is often not a viable option in time-critical applications, as UAVs
generally must operate within strict windows of time. This is an example of what
can occur when system designers only incorporate human performance considerations

into their designs and ignore hard environmental (system) constraints.

2.3 System Performance

2.3.1 Wait Times

In previous work modeling human-robot (ground-based) interaction and operator
capacity for supervisory control, it has been proposed that the number of robots or
vehicles a single individual can control is given by Equation 2.1 [17, 26, 27]. In this
equation, FO (Fan Out) equals the number of robots a human can effectively control,
NT (Neglect Time) is the expected amount of time that a robot can be ignored before
its performance drops below some acceptable threshold, and IT (Interaction Time) is
the time it takes for a human to interact with the robot to ensure it is still working
towards mission accomplishment. The addition of one in Equation 2.1 represents the
baseline condition in that an operator can control a single robot. While originally
intended for ground-based robots, this work has direct relevance to more general
human supervisory control tasks where operators are attempting to simultaneously
manage multiple entities, such as in the case of UAVs. Fan out is a measure of

workload, as the smaller the ratio of NT to IT gets, the greater the proportion of
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time that the operator has to spend attending to a single vehicle.

NT
FO=—+1 .
0="77+ (2.1)

Modeling interaction and neglect times are critical for understanding human work-
load in terms of overall management capacity, but there remains an additional critical
variable that must be considered when modeling human control of multiple robots,
regardless of whether they are on the ground or in the air, and that is the concept of
Wait Time (WT). In HSC tasks, humans are serial processors in that they can only
solve a single problem or task at a time [4], and while they can rapidly switch between
cognitive tasks, any sequence of tasks requiring complex cognition will form a queue
and consequently wait times will build. In the context of a system of multiple vehicles
or robots in which two or more vehicles will likely require attention simultaneously
from a human opcrator, wait times are significant in that as they increase, the actual
number of vehicles that can be effectively controlled decreases, with potential nega-
tive consequences on overall mission success. Figure 2-2 illustrates how wait times

could impact an overall system.

In multiple vehicle supervisory control, operators interact with a robot or vehicle
to bring its performance to some acceptable performance threshold and then neglect
it until such time that it requires assistance. Performance may degrade gradually
over time (NT; in Figure 2-2), or very suddenly with a discrete event (N7} in Figure
2-2). For example, if a robot has a directional gyro that is slightly miscalibrated
and it is instructed to autonomously reach a certain navigational point, its position
error increases gradually over time until the human chooses to interact with it again.
A discrete event causing a sudden drop in performance such that a robot requires
immediate operator assistance is a system failure or the need for clarification of a
goal state. Sliding degradation is much harder for operators to correct, because
the rate of change of a system state may be so gradual that the operator does not
detect it immediately. In this case, performance is significantly degraded without the

operator realizing that they need to intervene. In either case, as soon as the robot’s
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performance level decreases below a specified level or threshold, wait time begins.
This is shown as a static, constant line on Figure 2-2, but this performance threshold
may change depending on the task at hand.

While interaction and neglect times are important in predicting human capabilities
for handling multiple robots, for those domains that are time-critical and high risk
like UAVs, WT becomes a critical point for possible system failure. In many ground-
based robot applications such as mine-sweeping, waiting for human interaction may
not be critical, but certainly for UAVs and UUVs (unmanned underwater vehicles)
with expected time on targets and dynamic threat areas, waiting is not only sub-
optimal, it can be extremely hazardous. While most robots and vehicles can be
programmed to follow some predetermined contingency plan if they do not receive
required attention, mission success will likely be significantly degraded if wait times

grow unexpectedly.

wWr | IT, NT,

Performance
Threshold

Figure 2-2: The Relationship Between IT, NT, and WT

From the robot or vehicle perspective, WT imposed by human interaction (or lack
thereof) can be decomposed into three basic components: 1) wait time in the human
decision-making queue (WTQ), 2) interaction wait time (WTI), and 3) wait time due

to loss of situation awareness (WTSA). For example, suppose an operator is control-
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ling two robots on a semi-autonomous navigation task (much like the Mars Rovers).
While typical operations involve human interaction with a single vehicle, there will
be times when both vehicles require attention simultaneously or near-simultaneously.
When this occurs, if the human operator begins assisting the first robot immediately,
the first robot must wait while the operator solves the problem and then issues com-
mands to it (WTI;). For the second robot, the time it waits in the queue (WT'Q,) is
effectively WTI;. If an operator does not realize a robot or vehicle needs attention,
the time from the initial onset of the event to actual operator intervention could range
from seconds to minutes. This wait time induced by lack of recognition for required

intervention is an example of WTSA.

IT, which was previously defined as the time it takes for a human to interact
with a robot, can be further decomposed. IT is the time during which a human’s
attention is focused on a single robot in order to solve a problem or induce some
change to improve performance above a specified threshold. From the human per-
spective, IT includes the time required to determine the nature of the problem, solve
the problem, and communicate that solution to the robot, with some type of feed-
back. Thus the robot must wait some period of time during the "interaction” due
to the human decision-making process. In teleoperation where the human is directly
controlling a robot’s movements and positions, interaction wait times might be very
small, and occur in rapid succession as the controller adjusts commands according to
sensor feedback. However, in other scenarios that require minimal manual control but
significant cognitive input such as the need to provide a new mission to a UAV, WTI
can be quite large depending on the complexity of the problem. Previous research
has indicated that system interaction times of operators should not exceed 0.7 of the

total system operating time due to cognitive and physical limitations [33, 36].

X Y zZ
WT =S WTL+ Y WTQ; + Y WTSA, (2.2)
=1 J=1 k=1
FO NT 1 (2.3)

T IT+WT - 32X, WTT, *
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Equation 2.2 defines the definition of wait time to be used for the remainder of
this thesis. It categorizes total system wait time as the sum of the interaction wait
times, which are the portions of IT that occur while the vehicle is in a degraded
state (WTI), wait times that result from queues due to near-simultaneous arrival of
problems (WTQ), plus wait times due to operator loss of SA (WTSA). In Equation
2.2, X indicates the number of times an operator interacted with a vehicle while the
vehicle was in a degraded state, Y indicates the number of interaction queues that
build, and Z indicates the number of time periods in which a loss of SA causes a wait
time. Equation 2.3 demonstrates how the Fan Out equation (Equation 2.1) would
change as a result of the inclusion of wait times. WTI must be subtracted from the
denominator of Equation 2.3 because WTI is a subset of IT, and WTI’s inclusion
in the wait time formula means it would otherwise be replicated. The addition of
wait time to the denominator of this equation is likely to significantly decrease the
predicted number of vehicles one person can control, as aggregate wait time can be

many times the size of IT.

2.3.2 The Impact of Automation on System Performance

It is not clear what effect the level of automation of a human supervisory control
task has on the various types of wait times, and what the overall system effectiveness
will be as these wait time components change in magnitude and proportion to one
another. The following section will make predictions of trends across different levels

of automation which will be compared to results later on in this thesis.

Interaction Wait Time (WTI)

Olsen and Goodrich [26] described four components of IT as 1) vehicle monitoring and
selection (VMS), 2) context switching and acquisition (CSA), 3) planning or problem
solving (PPS), and 4) command expression (CE). As outlined above, interaction wait
time is a subset of IT that occurs when any or all parts of these stages take place while

the vehicle requires human input. In general, increasing levels of decision support
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should decrease vehicle selection time, as a primary goal of automation in this context
would be to more quickly identify problem states. Context switching and acquisition,
the next step in the interaction process, occurs when operators attempt to update
their knowledge of the new vehicle’s current goals and problems. The process of CSA
in conjunction with VMS can incur a “switching cost” in which switching between
tasks incurs added cost in terms of wait time because of the cognitive need to orient
to the new problem. Switching costs are not incurred simply as a function of change
detection, but occur as an operator regains the correct mental model and situation

awareness needed to solve the new problem.

Switching costs in terms of added wait times will occur because in the control of
multiple UAVs, operators spend time monitoring unfolding events, but periodically
engage in interactive UAV control tasks. This need to concentrate on a task, yet
maintain a level of attention for alerts causes operators to have a conflict in mental
information processing. Interrupt-driven processing, needed for monitoring alerts,
occurs when people are sensitized to possible problems and expect distraction. This
is the mode operators supervising multiple UAVs will nominally find themselves in
when missions are executed according to plan. Concentration on a task, like that
needed for UAV intervention, requires task-driven processing which is likely to cause
decreased sensitivity or attention to external events. While interrupt and task driven
processing can both be present in a person, attention must be shared between the
two and switching can incur cognitive costs that can potentially result in errors [24].
Therefore, switching costs are expected to be higher for very low levels of automation

as there is a greater demand for task-driven processing at low automation levels.

The planning/problem solving stage of interaction time occurs when the operator
plans a course of action for the selected vehicle. In general, increasing levels of
automation should lower planning times because the computer takes progressively
more decision options away from the human and/or aids the human by executing
some of the planning steps. As the human is presented with fewer or no alternatives,
they have a smaller problem space to explore, though this limitation may result in

less than ideal solutions.
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The last stage of interaction wait time is the execution or command expression
stage. In this stage, users must express their intent to the vehicle by mapping it onto
a series of actions that the vehicle can understand. Increasing levels of automation
are likely to decrease this time as well because higher levels of automated decision
support may not require human command intent to execute some or all functions, or
it may offer the human a single or limited options to choose from in terms that the
vehicle already understands.

With the exception of CSA, all the components of WTI follow the same trend of
decreasing with increasing levels of automation. Therefore, unless CSA dominates all
other components of WTI at very high or very low levels of automation, WTI should

decrease with increasing levels of automation.

Wait Time in the Queue (WTQ)

In the context of human supervisory control and multi-UAV management, the ele-
ments of an operator’s queue are tasks that the operator must perform, such as firing
on a target, re-planning a route, or assigning an emergent target to a particular UAV’s
mission plan. In the context of queuing theory, the operator’s tasking can be thought
of as a preemptive priority queue with a single server. The time of the service rate,
the average time an operator takes to attend to a vehicle, is essentially the average
WTI. As previously mentioned, WTI for the vehicle in service corresponds to addi-
tional queuing wait time for all the vehicles in line. From the above discussion, WTI
is predicted to decrease with increasing levels of automation, so the same trend can
be expected with service rate. The arrival rate is the average time between tasks that
the operator must perform, and is dependent upon the scenario complexity and the
number of UAVs to be controlled, amongst other things. Within this framework, it
can then be seen that utilization of the operator will decrease with increasing level
of automation, and therefore the average wait time in the queue will decrease, po-
tentially in a non-linear way. A small increase/decrease in individual vehicle WTI
can have a much larger impact on WTQ, particularly as the number of tasks in the

queue becomes large. The implications of this are that there could be a much steeper
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increase in WTQ at the lowest levels of automation.

Situation Awareness Wait Time (WTSA)

WTSA is perhaps the most difficult wait time component to model because it rep-
resents how cognitively engaged and aware an operator is in the task. Situation
awareness is generally defined as having three levels, which are: 1) the perception
of the elements in the environment, 2) the comprehension of the current situation,
and 3) the projection of future status [13, 14]. An example of a WTSA would be the
failure of an operator to notice a message from a UAV that notified her of a failure
which rendered it useless for the remainder of a mission, such as an inability to re-
lease weapons. The time it takes for the operator to process the message and task the
appropriate UAV to return to base would be a WTSA. While notifications and cri-
tiquing devices included in decision support systems can help to alleviate added wait
time due to loss of SA, it is still an event that at the very least, should be included
as a probabilistic variable in a larger model of wait time for human interaction with
multiple vehicles.

As an operator’s level of SA can decrease under high workload due to competition
for attentional resources [43], but also decrease under low workload due to boredom
and complacency [31], it can be concluded that optimum level of operator SA occur
under moderate levels of workload. It is predicted that WTSA will follow the opposite
trend. Therefore, medium levels of automation should have the lowest accumulated
WTSA, while very low or very high LOAs should have higher WTSA.

Very high levels of automation should eliminate any wait time due to the loss of
SA, but only for planned events. A primary concern with highly automated systems is
that when an unanticipated event occurs, automated systems often arrive at erroneous
solutions and humans do not have enough SA to recognize the failure mode. Because
of the propensity of human towards automation bias in command and control settings
[5] which can be exacerbated by the loss of SA, it is possible that an operator will
not veto erroneous automated actions, thus causing some potentially catastrophic

event. Indeed, this problem was seen recently in the 2004 war with Iraq when the
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U.S. Army’s Patriot missile system engaged in fratricide, shooting down a British
Tornado and an American F/A-18, killing three. This avoidable loss of life occurred
because human operators did not recognize the guidance system had erroneously
locked onto aircraft instead of enemy missiles. It is exactly in this kind of instance
where highly automating the system to reduce wait times caused by humans should

be very carefully considered.

2.3.3 Wait Time Costs

The preceding discussion on wait times has not mentioned their cost. A wait time cost
measure is needed because wait times alone don’t quantify how much impact they
have on a particular mission. It can be inferred that higher wait times are related to
higher costs in performance, but the threshold at which they incur a cost needs to
be identified. In addition, the context in which wait times occur may have an even
greater influence on overall system performance. For example, a typical mission for
a UCAV such as a Predator involves striking targets at precise times. If the mission
planner has built in additional “slack” time into a route so that the UAV may incur
wait times without missing its deadline, then the cost of wait time is relatively low
until all of the slack time is used, whereas any additional wait time will cause the
UAV to fail to destroy a target on time. This could have a very high potential cost if
the target was of strategic importance. Freed et al. [15] has quantified wait time cost
with respect to UAV surveillance for the purpose of evaluating computer algorithms,

but more research is needed in this area.

2.4 Conclusion

Several studies, particularly those conducted by Ruff et al. 34, 35], have investigated
what levels of automated decision support are appropriate for multiple UAV supervi-
sory tasks. The general conclusions are that manual levels of decision support might
perform adequately when controlling smaller numbers of UAVs, but larger numbers

of UAVs quickly overwhelm operators. Higher levels of decision support, LOA 6 and
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higher from Table 2.1, appear to have performance advantages over lower levels of
decision support under nominal conditions, but operators are likely to have degraded
SA and therefore cannot adapt to abnormal, unexpected conditions. Review of cur-
rent literature suggests that to strike the best balance between performance and SA,
moderate levels of automation, LOAs 4 or 5 (Table 2.1) should be used.

However, all of these studies focused solely on human performance metrics and did
not consider the overall system in their evaluations. From the system performance
perspective, it is important to model the sources of wait times, especially since these
times could potentially lead to system failure. The impact of increasing levels of
automation on overall wait times is unclear, but some trends can be predicted for
individual wait time components. In particular, wait times due to interaction and
queuing should decrease with level of automation, while those due to situation aware-
ness should increase only at very low or high levels of automation.

The remainder of this thesis will seek to extend previous work on appropriate
levels of automation for time-critical multiple HSC tasks, specifically for UAV super-
vision, but from a mission-centered as opposed to a human-centered perspective. In
addition to the previous studies that examined automation strategies, in this research,
human and system performance will be measured simultaneously and evaluated both

individually and against each other.
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Chapter 3

Simulation and Interface Design

This chapter presents the details of a multiple vehicle supervisory control simulation
and interface developed to study the effects of automation levels on human and system
performance in time critical applications. Explanations of this program’s function-
ality, appearance, and usage are outlined, and the rationale behind the program’s

design is offered.

3.1 Overview

In order to study how levels of automation affect temporal constraints in human su-
pervisory control multiple task management, a dual screen simulation test bed named
the Multi-Aerial Unmanned Vehicle Experiment (MAUVE) interface was developed
(Figure 3-1) that allows an operator to effectively supervise four UAVs simultaneously,
and intervene as the situation requires it. Using this interface for subsequent exper-
iments, subjects took on the role of an operator responsible for supervising 4 UAVs
collectively tasked with destroying a set of time-sensitive targets in a suppression of
enemy air defenses (SEAD) mission. The simulated UAVs were highly autonomous,
and therefore only required operators to provide high level mission planning and
input execution actions to the UAVs. The UAVs launched with a pre-determined
mission plan that came from an air tasking order (ATO), so initial mission planning

to include target assignments and routes was already completed prior to launch. The
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Figure 3-1: The MAUVE Dual Screen Interface

operator’s specific tasking in the MAUVE simulation was to monitor each UAV’s
progress, re-plan aspects of the mission in reaction to unexpected events, and in some

cases manually execute mission critical actions such as arming and firing of payloads.

3.2 Navigation Display

The UAVs supervised by subjects in MAUVE were capable of 6 high-level types of
actions in the simulation: 1) traveling enroute to targets, 2) loitering at specific loca-
tions, 3) arming payloads, 4) firing payloads, 5) performing battle damage assessment,
and 6) returning to base. Battle damage assessment (otherwise known as battle dam-
age imagery or BDI) is the post-firing phase of weapons release where it is determined

whether the weapon(s) hit the target, and if the desired effect was achieved. Table

UAV Action Color
Enroute Blue
Loitering Orange

Arming Payload Yellow

Firing Payload Red

Battle Damage Assessment Brown
Return to Base Green

Table 3.1: Color Coding of UAV Actions in MAUVE
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Figure 3-2: The MAUVE Navigation, Mission Planning and Execution Display

3.1 outlines the color coding assigned to each of these actions in the simulation.
The left-hand side of the MAUVE interface is known as the navigation display,
and it consists of a mission time window, map display, and a mission planning and

execution bar (Figure 3-2).

3.2.1 Mission Time Window

At the top right of the map display is a mission time box showing both time elapsed
and time remaining in absolute and relative terms. Due to the time critical nature
of the set of targets to be destroyed and the large number of tasks to be performed
while supervising four UAVs, time management and scheduling is the fundamental

problem faced by operators in MAUVE. Operators are supported in meeting the
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global deadline for the mission by the time remaining and end of strike timers, while
the time elapsed and current time displays aid operators in meeting local, individual

target deadlines.

3.2.2 Map Display

The map display (Figure 3-3) represents a two-dimensional spatial layout of the bat-
tlespace, updated in real-time. The icons used in the map display (Figure 3-3) fol-
low the MIL-STD-2525B!standard whenever possible, which is the US DoD interface
standard for common warfighting symbology. A legend very similar to Figure 3-3 was
available for users to toggle on or off as desired.

The UAVs on the display are numbered 1 through 4, and they independently
change colors according to the action being performed by them at that instant (Table
3.1). Latitude and longitude markers on the left and top sides of the window give
the operators absolute location references. The current mission plan for each UAV is
indicated by thin black lines, with arrows at the bisector of each segment indicating
the direction of traversal. The thick light green line around one of the mission plans
indicated that plan was the one currently selected by the user. For instance, in Figure
3-3, UAV4’s route has been selected by the user.

Targets are designated by a diamond-shaped icon, and are assigned a relative
importance to the mission plan (priority) of high (H), medium (M), or low (L). All
target names follow a naming convention of T-XXP, where “I” indicates it is a
target, “XX” is a unique identifying number, and “P” is its priority. All target
names are super-imposed on the relevant icon (Figure 3-4) and active targets are
differentiated from inactive targets by their color, which is either red or gray on the
display, respectively. An inactive target is any target that had either was destroyed
or its TOT deadline passed.

Waypoints, which are shown on the map display with black triangle icons, rep-

resent UAV turn points while enroute. Naming of waypoints follows the convention

1A military standard (MIL-STD) is a specification which lists and explains a compilation of
prerequisites that an item must meet for US DoD acceptance
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Figure 3-3: The Map Display with Legend

WP-XY, where “WP” indicates the object is a waypoint, “X” is the UAV number that
the waypoint is associated with, and “Y” is a unique identifying letter for the specific
route. Loiter points are represented in a similar fashion. The naming conventions are
identical, except loiter point names begin with the letters “LP” and their icons have
an additional circle around the black triangle graphic. Functionally, a loiter point
is the same as a waypoint except that when a UAV reaches a loiter point, the UAV
loiters for a user-specified amount of time before moving on. Minor adjustment to
UAYV routes on the map display can be made by selecting a particular waypoint or
loiter point (indicated by a dark green highlighting as seen at the top of Figure 3-3)
and dragging it across the display to the desired location. More significant routing
changes such as the addition or removal of waypoints, loiter points, or targets (to-
gether known as navigation points) is accomplished using the mission planning and
execution bar which is described in Section 3.2.3.

Threat or hazard areas are always circular in shape with a striped yellow coloring
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Figure 3-4: An Active Target with Mouse-Over Pop Up Window

pattern, and use the naming convention H-XX where “H” indicates the object is
a threat/hazard and “XX” is a unique identifying number. Threat areas can be
dynamic throughout scenarios through either changing size, locations, disappearing
entirely, or periodically emerging. Users can obtain more detailed information about
particular screen elements on the map display by briefly hovering the mouse cursor
over them. While doing so, a small orange pop-up window appears next to the screen
element (Figure 3-4) showing that screen element’s name, position in degrees latitude
and longitude, and if a target, the beginning and end of its TOT window. The TOT
window start and end were designated by the ToT and To headings, respectively

(Figure 3-4).

3.2.3 Mission Planning and Execution Bar

Located on the far left of the navigation display, the mission planning and execution
bar (Figure 3-5), supported the majority of human interaction with the UAVs. Each
UAV has its own mission planning and execution bar that is selected by either clicking
on the desired UAV’s status window on the decision support display (Figure 3-7),
or on the UAV icon in the map display. As described in section 3.2.2, light green
highlighting around the UAV’s status bar and its current mission plan in the map

display told subjects which UAV and route was currently selected.

Mission Planning

Through the mission planning interface, users are able to manipulate the set of targets

each UAV visits (including order of visitation), their deadlines, and the path the UAV
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travels between them. A key element in mission planning is the target assignment
queue window (Figure 3-5). The target assignment queue lists all targets currently
assigned to a UAV in the order they were to or did visit, so it serves as a time history
and future prediction of all targets currently assigned to that UAV. Just like the map
display (Section 3.2.2), inactive targets are grayed out in the list to differentiate them
from active targets. Battle damage assessment is toggled to the opposite setting of
“on” or “off” for a particular target by selecting it in the target assignment queue and
clicking the “Target BDA” button to the immediate bottom right of the window. A
check mark beside a target indicates that battle damage assessment is currently “on”,
or scheduled for that target. BDA is semi-automated in the sense that the operator
is responsible for scheduling BDA in advance, but the UAV performs it automatically
after firing, if scheduled. Due to the planned approach to this function, the user
chooses whether BDA is performed on a target before the arming window occurs.
Subjects can also change the order that targets are visited by hitting the “Move up”
or “Move down” buttons beside the top right of the target assignment queue. In doing
so, the mission paths on the map display are automatically re-planned with straight
line paths between the new set (or ordering) of targets. All existing waypoints and

loiter points on the affected paths are deleted.

The “Request TOT Delay” button allows users to have a limited opportunities
to manipulate the set of TOTs they are attempting to meet in any given scenario.
Subjects can request a time-on-target (TOT) delay for a given target for two reasons:
1) According to the current mission plan, a UAV is predicted to arrive late to that
target and therefore miss its deadline, or 2) for workload purposes, i.e., if a subject
feels they need to spread out workload to manage the UAVs more effectively. However,
this function musf be used with care because moving back one target’s deadline affects
a UAV’s arrival time at all subsequent targets. Users have to be careful that they
are not causing additional missed targets farther in the future in return for near
term gains. This change of TOT is a request, not a command, and the request can be
approved or denied. The probability of approval is a function of how far in advance of

the deadline the request is sent, as would likely be the case in true military situations.
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The probability distribution for chance of approval is given by Equation 3.1. Subjects
do not know the actual probability function but are aware that if they want to move

a deadline, they have a greater chance of doing so farther in advance.

P(Approval) = 1.0 — ¢~/4% (3.1)
where t = time in seconds before deadline request was sent

When a TOT deadline is immediately approaching, the chance of approval is near
zero, but nearly 1.0 when requested 15 minutes in advance, which is as far ahead as
the decision support shows for higher levels of automation. A request always takes
5 seconds to come back, and during this intervening time no other TOT requests for
any other targets can be made. Users can request as many TOT delays as they wish
for a given target, but there is no guarantee of ever having one approved. Requesting
TOT delays requires focused operator attention for extended periods of time, which
can be problematic because it may be more appropriate to focus on another more
time-critical task, such as re-planning a route due to an emergent threat.

Targets can be added and removed from specific UAV’s routes by hitting the “Add
Target” and “Remove Target” buttons. To add a target, subjects first select from the
list of eligible targets in the pull-down box immediately below the button. In order for
a target to be eligible to be added to a route, it cannot be a part of any other route.
If a user wishes to switch a target to a different route, they must first remove it from
one route before adding it to another. This was done deliberately to ensure a target
could only be assigned to a single UAV. Frequently there are no unassigned targets
in the battlespace, so in this case the option to add a target was disabled entirely, as
seen in Figure 3-5. The “Remove Target” button works similarly, the only difference
is that the target to be removed can additionally be selected by clicking on it in the
target assignment window. The “Remove Target” button is primarily used to remove
particular targets from the mission plan after a re-planning message gives orders to
do so, but it is also used to re-assign targets between different UAVs. The “Add

Target” function is required when an emergent target appears, when a missed target
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Figure 3-5: The Mission Planning and Execution Bar

is added back to the schedule, or when an operator wants to assign a target to a
different route.

The final mission planning functions available to users of the MAUVE interface
are the ability to add and remove waypoints and loiter points. Removing waypoints
and loiter points is a simple 2 step process. First, users click on the waypoint or
loiter point on the map display that they want to remove, and then they hit the
“Remove Waypoint” or “Remove LoiterPoint” button. To add a waypoint, users hit
the “Add Waypoint” button and click on the map display where they want to place
it. Based on the currently selected route, the simulation attempts to add it to the
nearest route segment. From there, users drag the waypoint to any desired location

on the map display. Adding a loiter point through the “Add LoiterPoint” button
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worked similarly, except upon placement, a dialog box appears on the map display
that asks users how long they wish to have the UAV loiter at that specific point.
Users could add waypoints to avoid threat areas, while loiter points could be used if a
user wanted a UAV to remain in a certain area for a specific reason. One such reason
would be that the operator suspects a high priority emergent target might appear at

a later time.

Mission Execution

The mission execution functions available in MAUVE are arming, firing, performing
BDA (described in Section 3.2.3), returning to base, and moving to another target.
Figure 3-6 shows a nominal sequence of mission execution events that a UAV performs
at an active target. The sequence occurs as follows: UAV 4 arrives at active target T-
1L before the start of that target’s firing window (1), loiters until the beginning of the
arming window (2), arms during the arming window (3), fires during the TOT window
(4), performs BDA immediately after firing (5) and after finishing BDA, moves onto
the next target automatically (6). Step 2 might be skipped if the UAV arrived late
to a target, i.e., in that target’s arming or firing windows. Step 6 (performing BDA)
was not required at every target.

The “Arm Payload” and “Fire Payload” buttons on the Mission Planning and
Execution Bar (Figure 3-5) are only enabled if the rules of engagement (RoE) (Ap-
pendix A) of the simulation are met. For arming, this means that the UAV is directly
on top of a target and the mission time is within the arming or firing windows, and
for firing it means that the UAV is at the relevant target, within the arming window,
and already armed. In either case, the arming or firing buttons are not enabled unless
the relevant action is predicted to finish by the end of the firing window.

The “Move to Next Target” button causes the selected UAV to start moving
enroute to the next scheduled target, and can only be used in off-nominal situations.
It is required because the automation rules governing UAV behavior cause every UAV
arriving at an active target to loiter indefinitely unless the user intervenes, such as

arming and firing on that target. However, if arming and firing does not occur within

o4



(1) (2) (3)

(4) (5) (6)

Figure 3-6: A Series of Typical UAV Actions at an Active Target

the appropriate windows, then that target is missed and the user needs a way to get
the UAV moving again. There could be situations in the simulation where the RoE
changes such that a previously designated target should not be destroyed, thus in this
case arming and firing on certain targets is not desired. In terms of Figure 3-6, the

“Move to Next Target” button is a way to go from Step 2 to Step 6 directly.

The “Return to Base” function causes all future targets, waypoints and loiter
points to be deleted from the individual UAV’s mission plan, and a straight line path
for that UAV is planned directly back to base. It is used whenever subjects want to

get a UAV back to base as soon as possible.

3.3 Decision Support Display

The right-hand side of the MAUVE simulation is termed the decision support in-
terface, and it consists of a UAV status window, chat box, UAV health and status

updates, and the decision support window (Figure 3-7).
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Figure 3-7: The MAUVE Decision Support Display

3.3.1 UAYV Status

The top left of the decision support display contains a status window (Figure 3-8) that
gives the operator low level, detailed information for each UAV. This window shows
each UAV’s current target, current status, position in latitude and longitude, course,
and weapons information. The current target field indicates which target the UAV
is currently scheduled to reach or the target it was currently loitering at, depending
on whether the UAV was enroute or loitering. The UAV’s current action field has a
description consistent with the color of the UAV on the map display (Figure 3-3) as
well as the icon on the right of the panel. The payload ready indicator always reads
either “1” or “0”. If it shows “1” instead of “0”, this means that the UAV has armed

for its current target, and is available to fire.
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Figure 3-8: The UAV Status Displays

Speed and altitude are also shown in the status display, although they are not
directly controllable by operators. Each simulation is run approximately 4 times
faster than real time so an entire strike can take place over 30 minutes (instead of
several hours as is commonplace in real life strikes), thus the speeds shown are not

representative of true UAV simulated velocities.

3.3.2 Chat Box

The bottom left of the decision support display holds a text-based communication
tool known as a chat box (Figure 3-9) that contains a time history of all human
interaction. The chat box is an established method of communications in current day
military command and control scenarios [6]. The use of a chat tool in the MAUVE
simulation adds ecologic and external validity as a secondary workload and situation
awareness tool [8].

The chat box window displays various notification messages that appear in re-
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3 , . Message History
Base (12:07:18) => New TOT for T-5His 12:17:10Z - 12:17:30Z
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Intelligence (12:08:45) => Reporting the following emerging threats: H-4
Base (12:08:55) => How many active medium priority targets remain to be destroyed?
Intelligence (12:09:30) => Reporting the following emerging targets: T-18M
EIntelligence (12:09:40) => The following targets have been re-assigned to another strike mission: T-14L P
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Figure 3-9: The Chat Box Window

sponse to scenario events or actions taken by users, as well as periodic task-relevant
questions for operators to answer. A scroll bar on the right side of the chat box
ensures that subjects can scroll up to see a complete time history of all messages for
the current session. The accuracy and time delay in responses to the online queries
are measured to obtain an objective measurement of situation awareness as well as
secondary workload, or spare capacity. Messages in red are from intelligence com-
manders and always require an immediate re-planning response by the operator. An
arrival of one of these high priority messages is signaled by an audio alert to ensure
operators were aware of these events as they occurred. Messages in bold black are
questions about the current situation from a remotely located commander or supe-
rior officer. A response is required, but is a lower priority task than supervising the
UAVs. Messages in plain black are purely informational messages that do not require
a response. One informational message that is particularly important to operators
are notifications that TOT requests had been accepted or denied. If a TOT request
is denied, a pop-up box appears on top of the map display, an audio alert sounds, and
a message stating the denial appears in the chat box. If it is approved, the requested
target’s TOT is moved and a message stating the approval and new deadline for that

target appears in the chat box.
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B Health & StatusUpdates
UAV 2 (12:15:19) => Arming for T-11M A~
UAV 2 (12:15:25) => Arming completed for target T-11M
UAV 2 (12:15:26) => Available to fire for target T-11M
UAV 2 (12:15:27) => Firing on T-11M
UAV 2 (12:15:33) => Firing completed for target T-11M
UAV 1 (12:21:26) => Available to arm for target T-13L
UAV 1 (12:21:26) => Arming for T-13L
UAV 1 (12:21:31) => Arming completed for target T-13L
UAV 3 (12:21:31) => Under Fire from threat H-2
UAV 1 (12:21:36) => Available to fire for target T-13L
UAV 1 (12:21:39) => Firing on T-13L
UAV 3 (12:21:42) => Under Fire from threat H-2
UAV 1 (12:21:45) => Firing completed for target T-13L
UAV 3 (12:21:52) => Under Fire from threat H-2
UAYV 3 (12:22:02) => Under Fire from threat H-2 v

Figure 3-10: The UAV Health and Status Updates Window

3.3.3 UAYV Health and Status Updates

The bottom right of the decision support display contains a notification window
similar in appearance to the chat box (Figure 3-10). The health and status updates
window separates human from system communications, and therefore only contains
messages from individual UAVs. This reduces clutter and confusion about the source
of incoming messages in the chat box window while still allowing the system to notify

the operator of important changes.

The system generates three types of messages in MAUVE: 1) emergency health
messages in red, which are accompanied by an auditory alert, 2) important status
messages in bold black, and 3) lower priority informational status messages in stan-
dard black. The emergency health messages are generated when a UAV is under fire
from a threat area. Higher priority status messages are automatically sent by UAVs
when they are ready to arm and fire, and the UAVs also send lower priority messages

informing the operator of their status during all stages of arming and firing.
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3.3.4 Decision Support

The decision support, represented by timelines, always appears in the top right of
the decision support display (Figure 3-7). The manipulation of the appearance and
functionality of this window is the primary independent variable of the experiment
that will be discussed in Chapter 4. There are four possible forms of decision support
in MAUVE that represent levels 1, 2, 4, and 6 on Sheridan and Verplank’s levels
of automation scale (Table 2.1), termed manual, passive, active, and super active
respectively. This section will discuss the functionality and rationale behind the
design of each of these levels, but leave the experimental design details for Section

4.5.

The basic premise of the decision support is to simplify standard air tasking order
(ATO) data and combine it in a single interface with up-to-date mission planning
information. An ATO provides a schedule of events and required resources needed
over a period of hours and/or days for an offensive attack. Examples of information
contained in an ATO are which aircraft/UAVs are assigned to certain strikes, times
on targets, waypoints that must be flown on those strikes, and call signs to be used on
those missions. As air tasking orders often involve a large number of aircraft with mul-
tiple missions, they are complex and often hard to interpret, particularly under time
pressure. Despite this, operators are still expected to extract the information they
need in a timely manner. Figure 3-11 shows part of a typical paper-based ATO from
Operation Desert Storm that illustrates how difficult it is to extract relevant informa-
tion from these tasking documents. Once operators have obtained this information
and the mission commences, they must constantly compare the current and projected
mission status to the ATO and make adjustments to ensure compliance with mission
requirements. Combining these sources of information, which often include external
sources as well, is a cognitively demanding task that can easily overwhelm operators
under time pressure, particularly when supervising multiple vehicles at once. It is
for these reasons that the decision support in MAUVE is directed at simplifying this

process. While it is known that some level of decision support is required to more
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Figure 3-11: Example High-Level ATO Document

effectively manage ATO information and scheduling, it is not clear what level of au-
tomation will provide the most improvement in overall schedule maintenance while
avoiding negative side-effects, such as a loss of situation awareness. Therefore, four
versions of the decision support were created and structured so that higher levels of
decision support expanded upon the features found in lower levels while still retaining

all of the functionality and basic information content from previous levels.

The fusion of basic ATO information with current mission planning information
resulted in a decision support structure with both hard and soft constraints. As a
mission plan is continually modified by operators in response to events unfolding in the
battlespace, it does not necessarily have to satisfy the ATO, so the decision support
was designed to compare the ATO to the current mission plan. Hard constraints
built into the decision support come from the ATO and include such information as
the set of targets for the current mission, the TOT windows or deadlines for each
of those targets and whether or not the target requires BDA. ATO elements can
change occasionally during discrete re-planning events, but as far as the operators
are concerned, these are static elements not under their control. Soft constraints on

the mission can be directly manipulated by operators and includ elements such as
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the set of targets each UAV is due to visit, estimated time of arrival (ETA) at all
navigation points, and whether BDA would be performed at each individual target.

This information is shown separately for each UAV.

Manual

The manual level of decision support (Figure 3-12, LOA 1) presents all required ATO
and mission planning information in a text-based table format. Under the “Current
Target” and “Upcoming Active Targets” headings, current TOT windows and ETAs
for up to the next 4 targets in queue are presented next to each other for easy
comparison. ETAs for arrival back at base in the “Mission Finish” column are listed
as well as the next waypoint or navigation point on the current route segment (if
applicable) under “Next Waypoint or Loiterpoint”. Further assistance is provided to
the operator through the “Next Expected Action” column, which tells the user what
they should be doing next and at what time, according to the ATO and mission plan
depicted on the map display. All of this information is updated dynamically to reflect
changing ATO requirements and mission planning changes initiated by the operator.
With some effort, all of this information could be mentally constructed to create
an accurate future schedule for each UAV. For example, in Figure 3-12 the decision
support for UAV 3 tells the following story: UAV 3 will arrive at waypoint WP-
3A at 12:05:48, before moving onto target T-12L and arriving at 12:07:41, almost
1.5 minutes before the start of that target’s firing window at 12:09:15. The next
two targets in the queue are T-4H and T-10H, and the UAV’s current ETAs at
those targets are both before the start of the applicable firing windows, so this UAV
currently is ahead of schedule. Assuming everything goes according to plan, the UAV
will arrive back at base at 12:26:10. This level of decision support is termed manual
because the automation does not take any decisions or actions for the human. The
ATO is simply organized in a digital format for easer reading as compared to a paper

version (Figure 3-11).
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Figure 3-12: Example Manual Decision Support Window
Passive

The passive LOA (Figure 3-13, LOA 2) takes all of the ATO and current mission
information contained in the manual level and transforms it into a horizontal timeline
format color coded by action (Table 3.1). The major difference between this and the
manual level is that the entire schedule is visually integrated with both color and
iconic representation. These are display design interventions that reduce cognitive
load by allowing operators to directly perceive relationships instead of deriving them
through calculation, inference, and data transformation. Spatial relationships and
actions are understood better with visual representations as opposed to linguistic
[37], thus this passive display should improve performance over that of the manual
display.

The visual timelines are relative and represent time up to 15 minutes into the fu-
ture. Figure 3-14 illustrates the standard elements of a representative visual timeline.
As can be seen from the diagram, target ETAs are represented by black rectangles

on the bottom of each timeline, and waypoint, loiter point and base arrival times are
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Figure 3-13: Example Passive Decision Support Window

marked by black triangles on the top of each timeline. ATO elements such as target
TOT windows, arming windows, and times when BDA is required are represented by
red, yellow and brown blocks of time at the appropriate times.

With this visual representation, recognizing problems with the current mission
plan becomes a process of comparing the relative location of display elements instead
of specific times to one another. The visual task is much easier and faster to perform
because it only involves perception, as opposed to the cognition required to compare
the ETA and TOT numbers to each other. An example of how users recognized
problems with the mission plan using this visual timeline is as follows: in Figure
3-13, the ETA marker for target T-5H (assigned to UAV 4) is entirely to the right of
that target’s firing window. This means that UAV 4's arrival time to T-5H is after the
deadline for that target, and a upon seeing this, users knew right away that they were
going to miss that target and that they had to act to change this. Another emergent
feature of this display is that if the color of the UAV icon to the immediate left of the
timeline is not the same color as the current timeline block, the operator immediately

knows that the UAV needs attention, as this means that the UAV is missing a target
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Figure 3-14: Representative Decision Support Visual Timeline

deadline specified by the ATO. This level of decision support is termed passive because
the automation is not performing any tasks except transforming the basic ATO and

mission planning information into a graphical format.

Active

The active LOA (Figure 3-15, LOA 4) uses the same horizontal timeline format
as the passive automation level, but provides additional computer aid to the user.
In this version of the decision support, an algorithm searches for periods of time
in the schedule that it predicts will cause high workload for the operator, and it
directs the operator’s attention towards them. The computer identifies high workload
areas, or “bottlenecks” as periods of time during which multiple UAVs are scheduled
to be simultaneously executing mission critical actions, defined as arming, firing,
or performing BDA. The automation draws attention to these areas of concern by
a reverse shading technique, in which the “bottlenecks” are highlighted while the
rest of the timeline’s colors are muted into the background, but still visible. As no
information is hidden, only made less salient, the operator’s attention is directed to
the appropriate areas of the schedule while allowing them to maintain SA for the

rest of the mission. This technique also does not require any drilldown to subsequent
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Figure 3-15: Example Active Decision Support Window

screens to solve the problem, so it permits operators to make local changes to alleviate
workload and immediately see their effect on the global mission plans of all UAVs.

In addition to identifying areas of high workload, the computer also recommends
a course of action to spread out the operator’s workload, such as the delay of a
particular TOT. Computer recommendations appear in gray boxes to the right of
each UAV’s timeline that they pertain to (Figure 3-16). It should be noted that
while the automation makes locally optimal recommendations, the algorithm is not
globally optimal. In other words, following the computer’s recommendation to relieve
a high workload area always removes that particular schedule conflict, but sometimes
it creates another in the process.

Schedule changes to relieve areas of high workload are requested by the operator
if they so desire (Section 3.2.3). The active level of decision support gives subjects
several options: 1) they could acknowledge a high workload area but take no action,
2) they could follow the recommendation to relieve the projected high workload area
by shifting a TOT, or 3) they could make other mission planning changes to ensure

the high workload area does not occur in the first place, such as removing a target
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Figure 3-16: Automation Recommendation for a TOT Delay Request

from a UAV’s mission plan. If all high workload areas are taken care of by the
operator, full color is restored to the timeline and the automation looks and acts like
the passive level of automation until such time that a schedule change creates a new
high workload area.

An approved TOT delay request causes the deadline for the relevant target to
automatically be moved back in one of the following ways: 1) 30 seconds, or 2) far
enough back to prevent that target’s arming, firing or BDA windows from occurring
in the same time period as any other overlapping targets. For example, if a target has
a firing window that overlaps with two other high priority targets assigned to other
UAVs, an approved TOT request for that target would move it back 45 seconds or
more to avoid the start of that target’s arming window overlapping with the other
targets’ BDA windows. In this way, TOT requests occasionally move a target’s TOT
window back a minute or more. The algorithm also ensures that deadline moves do
not create conflicts with other targets assigned to the same UAV.

The purpose of this level of automation is to help operators to identify time
periods of potential concern where they could be overwhelmed farther in advance,
so that they can better plan to avoid them, or at least be better prepared to handle
them. This level of decision support is termed active because the automation narrows
down a set of possible solution alternatives for high workload problems to a single

recommendation, consistent with Sheridan’s level 4 of automation.

Super Active

The super active LOA (Figure 3-17, LOA 6) also builds upon the passive level vi-
sual timeline, but instead of making recommendations to the operator as in the active

LOA, a management-by-exception approach is taken whereby the computer automat-
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Figure 3-17: Example Super Active Decision Support Window

ically executes the arming and firing actions for all UAVs at each target, when the
rules of engagement for such actions are met (Appendix A). For example, in order
to fire, a UAV has to be located at the particular target it is due to fire on, already
armed, and the scenario time within the TOT window for that target. It should
be noted that there are no special rules of engagement for the super active level of
automation; the computer follows the same rules for humans in other LOAs. In this
way, responsibility for executing routine arming and firing actions is removed from the
operator, rendering the computer recommendations of the active level unnecessary.
However, the operator is still responsible for determining if the arming and firing
actions are appropriate, and for re-planning actions and manipulating routes to ensure
the UAVs arrive at the correct targets on time. Up to 30 seconds in advance before
every arming and firing action, exception boxes (Figure 3-18) appear to the right of
the timeline that allow the operator to veto these actions. These exception boxes
show which target the UAV is due to fire on, which action the UAV is preparing
to take, when it will take it, and it contains a countdown timer that indicates how

many seconds from current time that the action will be executed. The color of the
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Figure 3-18: An Arming Exception Box Under Super Active Automation

box redundantly indicates which action the UAV is preparing to perform: red for
firing and yellow for arming. This color also matches the next timeline block in the
relevant timeline. This level of decision support is termed super active because the

automation is performing all of the mission critical execution actions for the user.

Summary

Figure 3-19 shows the progression of the decision support window as the level of

automation selected in the MAUVE program moves from manual to super active.
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Figure 3-19: The 4 Possible Levels of Decision Support in MAUVE
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Chapter 4

Hypotheses and Methods

The first part of this chapter presents hypotheses where predictions are made for
trends in system performance for each of the four levels of decision support in the
MAUVE simulation program and interface described in Chapter 3. The last half of
the chapter provides the details of an experiment conducted with MAUVE evaluating
different levels of automation in the context of both human and system performance.
Major areas of the experiment that are outlined in this chapter are the experimental

objectives, apparatus, participants, and the experimental design.

4.1 System Performance Hypotheses

The discussion regarding the effects of automation on wait times in Chapter 2 can
now be extended to make predictions about the specific levels of decision support in
the MAUVE interface. This section describes the features of the MAUVE simulation
and interface that have an impact on wait times, and makes wait time predictions

based on these features and the theory introduced in Chapter 2.

4.1.1 Interaction Wait Time (WTTI)

Interaction time in MAUVE is likely to be significantly influenced by the timeline

introduced for higher levels of decision support, as it provides a visual, color-coded
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representation of critical temporal information needed to properly task the UAVs.
Vertical stacking of the timelines and status display make it possible to observe all
vehicle actions simultaneously. As the operator re-plans, the timeline automatically
updates thus allowing problem spaces to be more easily explored. All of this in-
form