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ABSTRACT

An investigation is performed to determine the applicability of fuzzy logic techniques to
temporal classification for real-time threat warning systems. Existing discrimination al-
gorithms apply a series of classifiers designed to detect threatening targets at particular
ranges in signals generated from multiple electro-optic sensors. Recent growth in the
temporal complexity of this system has restricted its performance due in part to two in-
herent problems in the discrimination approach. Fuzzy logic is applied to a key subset
of the classifiers to exploit complex temporal characteristics of signals from evolving
targets at various ranges.

Fuzzy logic is a discipline that utilizes approximate reasoning and multi-valued logic in
dealing with complex problems that must deal with imprecise information in some trac-
table manner. Real-world knowledge is represented by a continuum of logical truth val-
ues ranging between false and true. These truth values simultaneously stimulate a set of
fuzzy rules to varying degrees, the consequences of which are interpolated into a single
crisp result. Fuzzy rules are based on both common sense laws and expert knowledge
about the system being designed.

The fuzzy system designed for this investigation converts a set of input signal measure-
ments to corresponding fuzzy sets and applies a Mamdani-based fuzzy inference engine
to generate output fuzzy alarm levels. The fuzzified inputs simultaneously stimulate a
set of if-then fuzzy rules that are designed to capture the decision relevant expert knowl-
edge about the discrimination process.

This investigation demonstrates that by applying fuzzy logic to a key portion of the tem-
poral discrimination problem, moderate performance improvements can be achieved.
These improvements are primarily due to the ability of fuzzy logic to represent and ex-
ploit complex temporal knowledge fundamental to the threat warning process in a robust
and meaningful manner. Further improvements are anticipated by converting the entire
system to a fuzzy logic paradigm.
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1 Introduction

1.1 Statement of the Problem

Discrimination algorithms have been developed for real-time threat warning systems
that detect airborne targets by analyzing the signals gathered from multiple electro-optic
sensors. Each sensor is a wide field of view staring receiver that collects inband radia-
tion and converts it to a digital signal. The signal from each sensor is processed inde-
pendently. The algorithms are intended to discriminate between signals generated from
threatening targets and signals generated from other sources that are non-threatening.
Threatening targets are known to emit or reflect varying patterns of energy over the
course of the engagement. The discrimination algorithms are designed to detect these
patterns by continuously applying a series of temporal' classifiers to the signals. Each
classifier is designed to measure a particular set of temporal characteristics and test for
the presence of a threatening target. If any classifier detects a target then an alarm is
reported and the appropriate countermeasure action is taken. The goal of this system is
to provide a high probability of target detection with adequate early warning capability
while maintaining a sufficiently low false alarm rate. This system is currently being
used in a variety of real-time situations.

These discrimination algorithms are subject to several inherent problems due in part to
the growth in the complexity of the system requirements as more threat data became
available. The algorithms were originally designed to classify a limited number of well
understood threats in a real-time system when existing hardware provided relatively
limited processing capability. Under these circumstances, a straight forward yet highly
successful approach was taken that applied a small number of tests for each classifier
using a series of one-dimensional thresholds established for the appropriate temporal
characteristics. A relatively few number of classifiers were needed. However, as addi-
tional tactical scenarios and target designations became available, a higher level of com-
plexity was demanded from the discrimination algorithms. This simple approach be-
came inadequate in terms of performance and growth capability. The problem is to
develop an approach that achieves the required performance and growth capability while
preserving, as much as possible, simplicity in the system

1.2 Investigation of Fuzzy Logic

The goal of this thesis is to present an investigation into the applicability of fuzzy logic
techniques to the temporal discrimination problem for threat warning systems. Fuzzy
logic is a discipline that utilizes approximate reasoning and multi-valued logic in deal-
ing with complex problems that must deal with imprecise information and vagueness in

1 The term "temporal" is used throughout this report in reference to processes or events that are dependent
on time and whose characteristics evolve as a function of time. The term temporal classification refers
to a classifier which takes advantage of the temporal nature of the process or event of interest both for
the purposes of discrimination and for computational simplification.
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some tractable manner (Zadeh, [1965])1. It allows us to represent and reason with forms
of real-world knowledge where observations and decisions are often based on uncer-
tainty by allowing a continuum of logical values representing degrees of truth ranging
between false (0) and true (1). These "fuzzy truth values" simultaneously stimulate a set
of "fuzzy rules" to varying degrees, the consequences of which are interpolated into a
single "crisp" result. Fuzzy rules are based on both common sense laws and expert
knowledge about the system being designed. Fuzzy logicians maintain that fuzzy logic
closely mimics the ability of the human mind to summarize ambiguous data and focus
on decision-relevant information. 2

This investigation of the applicability of fuzzy logic to the temporal discrimination
problem is executed by converting a key portion of the existing threat warning system to
fuzzy logic and analyzing the effects of fuzzy logic on detection performance. Specifi-
cally, three primary tasks are performed. First, a fuzzy logic subsystem is designed to
replace a subset of the sequential classifiers in the current system that are temporally re-
lated. This includes the design of a fuzzy rule base that captures the expert knowledge
about the system and exploits the temporal information available to each classifier.
Next, the impact of the fuzzy logic subsystem on classification performance and early
warning capability is evaluated. And finally, conclusions are drawn as to the overall ap-
plicability of fuzzy logic to the entire threat warning system. These three tasks are pre-
sented in greater detail in later sections.

Research indicates that this is a novel application of fuzzy logic techniques to real-time
temporal classification for threat warning systems. This investigation should advance
our understanding of the applicability of these techniques in terms of probability of tar-
get detection, probability of false alarm, and earlier warning capability.

1.3 Summary of the Results

The application of the fuzzy logic subsystem to the discrimination problem has shown a
moderate improvement in detection performance and early warning capability. The pro-
cedure used to characterize this performance is summarized below, followed by some
specifics of the performance improvement obtained.

Test data are available for a variety of engagements with threatening targets and other
sources that are known to be non-threatening. Each engagement (either a threat or a
non-threat) is processed independently. Detection performance is measured as the per-
centage of threats correctly classified as threats (probability of detection) and the per-
centage of non-threats incorrectly classified as threats (probability of false alarm).
These statistics are gathered only for the threat and non-threat signals that are actually
processed by the subset of existing classifiers selected for this investigation. Due to the
temporal nature of the processing structure, some signals are never processed by these
classifiers, and thus are not considered during performance characterization. In addi-
tion, these performance statistics characterize only the "local" performance of the se-

1 Citations such as this are in reference to the bibliography at the end of this report.
2 Attributed to Lotfi A. Zadeh
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lected classifiers and the fuzzy logic subsystem. They do not reflect the overall "global"
performance of the entire system.

The detection performance for the selected subset of classifiers is known for the existing
algorithms. Specifically, the probability of detection (PD) is 0.82 for the test data sets.
This means that 82 percent of the threats that were processed by the selected classifiers
were successfully detected. The probability of false alarm (PFA) is 0.40 for the same
data sets, indicating that 40 percent of the non-threat were incorrectly classified as
threats.

The detection performance for the fuzzy subsystem shows moderate improvement in
these statistics. With the same probability of detection, the fuzzy subsystem can reduce
the probability of false alarm to 0.22, cutting the number of false alarms almost in half.
On the other hand, by allowing the same number of false alarms, the fuzzy subsystem
can increase the probability of detection to 0.91. This improvement in performance for
the fuzzy subsystem is presented in more detail in section 5 in terms of receiver operator
(ROC) curves and other performance metrics for the fuzzy logic subsystem.

In addition, an improvement in early warning capability was demonstrated by the fuzzy
subsystem. Warning time is a measure of the time between the detection of a threat and
the estimated time of impact (or closest point of approach). An average warning time
improvement of about 6.7 percent was observed for the successfully detected threats.
Even small increases in warning time may prove to be significant for certain threat
warning applications. Also, it is recognized that warning times are inherently limited by
the temporal characteristics of the evolving threat signals. These and other performance
issues will be discussed in more detail in sections 4 and 5.

This investigation has demonstrated that by applying fuzzy logic to a key portion of the
temporal discrimination problem, moderate performance improvements can be
achieved. These improvements are primarily due to the ability of fuzzy logic to repre-
sent and exploit complex temporal knowledge fundamental to the threat warning system
in a meaningful and efficient manner. Further improvements are anticipated by convert-
ing the entire system to a fuzzy logic paradigm.

2 Background

2.1 Details of the Problem

2.1.1 Temporal Aspects of the Threat Warning System

The threat warning system uses multiple electro-optic sensors to detect threatening
targets at the longest possible range to provide the earliest warning time so that the ap-
propriate countermeasure action can be taken. Each sensor is a wide field of view star-
ing electro-optic receiver that collects radiation in a specific waveband and converts it to
digital form. The result from each sensor is a one-dimensional time series signal. Fig-
ure 1 shows a signal generated from a simulated threat for a single sensor.
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Figure 1. Simulated threat signal.

The signal from each sensor is processed independently by the discrimination algo-
rithms to determine whether the signal is generated from a threatening target or if the
signal is the result of another source that is known to be non-threatening.

Threatening targets are known to emit or reflect varying patterns of energy during the
course of their flight. These patterns of energy can be detected by the system's optical
detectors and converted to digital signals with characteristic temporal profiles. The
level of visible detail and the strength of these threat signals are highly dependent on
range to the target. For instance, temporal patterns characteristic of targets early in their
flight are only visible for targets initiated at close range. These preliminary patterns are
not visible for targets initiated at long range. On the other hand, signals from long range
targets exhibit temporal patterns characteristic of targets later in their flight. These tem-
poral patterns tend to increase in strength as the target approaches.

The temporal characteristic of the threat signals is the basis for the design of the threat
warning system. The goal of the discrimination algorithms is to accurately detect these
temporal characteristics and declare an alarm with sufficient warning time to be able to
avoid the threat.

2.1.2 Classification Modes

The existing discrimination algorithms consist of a series of tests that are continuously
applied to the signals from each sensor. These tests are designed to detect temporal
characteristics of signals from threatening targets at various ranges. Each test is referred
to as a classification "mode", or simply a "mode". Modes that are designed to detect
close range threats look for temporal patterns that are characteristic of targets early in
their flight. Since these targets pose the most immediate threat, close range modes are
applied at every sample using full resolution data. Conversely, modes that detect longer
range threats look for longer range characteristics that are only visible well into their
flight and are applied at a reduced rate using lower resolution data. The temporal nature
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of this multiple mode discrimination process is designed to detect threats at the earliest
possible time given the signal processing resources available.

A total of eight temporal modes are currently used in the threat warning system. If any
mode detects a threat, then an alarm is declared and the appropriate countermeasure ac-
tion is taken. More than one mode may declare an alarm at the same time. If no modes
declare an alarm for the current sample, then the system proceeds to the next sample and
the appropriate classification modes are re-applied. The decision made by one mode
does not effect the decision made by any subsequent mode.

Each classification mode measures a set of predefined signal characteristics, orfeatures,
that represent the unique temporal patterns for that particular mode. Up to fifteen fea-
tures may be measured for any one classification mode. Each feature measurement for a
particular mode is compared to either a single or a pair of one-dimensional thresholds to
determine if that feature measurement falls within the expected limits for the corre-
sponding temporal characteristic established for threat signals. All feature measure-
ments for a particular mode must pass their respective threshold tests in order for an
alarm to be declared by that mode. If any single feature measurement fails its threshold
test then that sample is rejected as a possible threat for that classification mode.

This series of classification mode tests can be thought of as a cascade of binary deci-
sions where each classification mode thresholds a set of features measurements to deter-
mine whether the signal represents a threat or a non-threat. The binary decision made
by one mode does not effect the decision made by any subsequent mode. However,
some signal characteristics measured for close range modes are used as prerequisites for
applying tests for longer range modes.

2.1.3 Data Base Training

The thresholds applied to each feature are determined a priori through years of training
and analysis by an experienced engineering team. For these purposes, an extensive da-
tabase of actual field data containing both threats and non-threats plus numerous simu-
lated threat signals is maintained and available for this investigation.

Field data are gathered from digital recorders connected to the threat warning system
during actual flight tests. These flight tests consist of a coordinated set of threat engage-
ments with a variety of target types, approach vectors, and atmospheric conditions. In
addition, data are collected for a number of non-threatening sources that are known to
produce signals that are similar to those produced by threatening targets. These non-
threat signals are intended to stress the discrimination capability of the threat warning
system.

Numerous simulated threat signals are available from a sophisticated set of target, at-
mospheric, and sensor modeling utilities. Target models are based on spatial, spectral,
and temporal characteristics measured for a variety of known targets. Flight profiles for
threatening targets are controlled by kinematic models that simulate a variety of realistic
approach paths. Atmospheric transmission models are designed to simulate various ab-
sorption, scattering, and radiance levels of the target models. The threat warning sen-
sors are modeled to gather target radiation from a variety of moving platforms. Noise is
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added to the simulated data by modeling the digital signal as a Poisson process. The
combination of these modeling utilities provides a matrix of simulated threat signals for
various target, atmospheric, and sensor modeling parameters.

Each set of data contains an engagement of either a single threat or one or more non-
threat sources. The duration of each engagement varies. Some data sets may contain
less than five hundred samples, while data sets for longer flights may contain more than
five thousand samples for each sensor. Up to four sensors may be active during any
particular engagement. The signals from each sensor are gathered concurrently. Ancil-
lary information about each data set, including source designations, flight dynamics,
number of sensors, and threat range and closing time, is available for each engagement
as ground truth data.

Table 1 summarizes the data sets available for this investigation.

iiiiiiiiiiiii~iiii iiiiii!!iiiiii iiii! iii·:i:iiiiiii:ii! ii .. .·. · .··..... . . .. ..... . ....

Field Data 61 286

Simulated Data 1936

TOTAL 1997 286

Table 1. Available test data sets.

2.2 Need for an Alternative Method

2.2.1 Growing Complexity of System Requirements

Performance demands on the threat warning system have become increasingly complex
as more target designations and non-threatening sources are now available and longer
detection ranges are required for earlier warning times. Fortunately, advances in hard-
ware technology are also available to provide higher processing throughput. However,
it has been necessary to incorporate additional classification modes and feature meas-
urements into the discrimination algorithms in an attempt to handle the added complex-
ity of the system requirements.

Original algorithm designs employed only three classifiers that measured a small num-
ber of characteristic features to detect a relatively few target types. The current system
applies up to eight classifiers to each signal with anywhere from six to fifteen features
measured for each mode. Several of these classifiers attempt to capture some of the
temporal characteristics of the signal by retaining features measured during previous
time intervals. These temporal features are typically time tags of when a particular tem-
poral event was previously detected. The result is a complex discrimination process that
attempts to detect temporally evolving signals in a high dimensional decision space.

The current approach to this complex system is difficult to model and audit in a purely
numeric framework. Not only does this complexity limit performance, but periodic re-
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visions to the existing algorithms in response to new data or additional system require-
ments are increasingly difficult to manage. Minor changes in feature characteristics or
threshold levels can have an unpredictable impact on the overall response of the system.
Any change to the temporal nature of the discrimination process would require a major
restructuring of the algorithms. A new approach is sought.

Performance limitations are primarily due to the fact that the current discrimination al-
gorithms have two inherent problems. These two problems, coined the "binary deci-
sion" problem and the "brick wall" problem, are discussed in the next two sections, fol-
lowed by a description of the governing design philosophy for the threat warning system
that is partially responsible for its past success in real-world applications.

2.2.2 The "Binary Decision" Problem

The classification result for any particular mode is a binary decision based on a series of
one-dimensional tests applied to the set of features measured for that mode. Each fea-
ture measurement is independently compared to either a single or a pair of thresholds to
determine if the feature falls within the expected limits established for a threat signal at
the appropriate range. If any single feature measurement fails its threshold test then the
classifier rejects the current sample as coming from a threat signal for that mode, regard-
less of how threat-like the other feature measurements appear. Only if all feature meas-
urements pass their respective threshold tests is a threat declared for that mode.

This results in an overall decision boundary that can be described as a "hyper-rectangle"
aligned with the coordinate axes of the feature space. In many cases this may be highly
suboptimal since this decision function does not exploit possible relationships between
the features measurements within each mode. For instance, two features that exhibit a
stronger linear correlation for threat data than for the non-threat data may offer more
discrimination power when using a quadratic decision boundary that better reflects this
relationship'. A rectangular boundary may exhibit substantial "holes" in the decision
surface. Figure 2 shows a scatter plot of two features for a particular classification
mode measured for the threat data with a three-sigma Gaussian ellipse superimposed.
Clearly a rectangular decision surface is suboptimal in this case.

1A more classic approach to this problem was addressed by the author in a 1993 spring term project for
Pattern Analysis and Pattern Recognition at MIT in which signal patterns were classified by applying
multivariate two-class discriminant functions for Gaussian densities at each mode.
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Figure 2. Distribution of two correlated features for a particular classification
mode with a three-sigma Gaussian ellipse superimposed.

2.2.3 The "Brick Wall" Problem

The second inherent problem is that classification modes do not exploit temporal infor-
mation obtained during previous classification modes. Mode decisions are strictly bi-
nary so that no partial or "shaded" information from previously applied modes is avail-
able to help detect temporal trends and mode transitions for the current mode. Some
classifiers do measure the time at which a particular temporal feature was previously de-
tected. But again, this is based on a binary decision as to whether or not the particular
event occurred, not the degree to which it may have been detected.

This temporal limitation is referred to as the "brick wall" problem, which clearly limits
the robustness of the discrimination algorithm. For instance, suppose one particular
classification mode is close to declaring an alarm in that only a few features do not com-
pletely satisfy the thresholds for that mode. And suppose that the subsequent classifica-
tion mode is even closer to declaring an alarm. It may be that this combination is in-
dicative of a temporal trend that is indeed worthy of an early alarm declaration, yet the
current algorithms are not capable of declaring an alarm in this situation.

2.2.4 Design Philosophy

The design philosophy of this system has been and will continue to be based on main-
taining a thorough understanding of the physical meaning behind the discrimination
process. That is to say, any decision criteria should be based on measurements and
thresholds that can be related to underlying physical phenomena. The idea here is to
design the system using our knowledge base rather than relying solely on the available
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database so as to avoid training on artifacts that may be present within the data and to
provide the system with manageable growth capabilities when presented with new target
designations, longer detection ranges, and earlier warning requirements. Although our
database is quite extensive, data for certain classification modes is fairly sparse and can
not be considered truly representative.

The continuation of this design philosophy is one reason why techniques in fuzzy logic
are being pursued over other more conventional methods such as those based on prob-
ability theory and those using neural networks. These methods are subject to data de-
pendencies and lack the physical traceability that this system requires.

2.3 Benefits of Fuzzy Logic

Fuzzy logic is most useful for complex systems that are not easily described by an exact
numerical model and that must respond to imprecise or ambiguous real-world informa-
tion in a controlled and meaningful manner. Fuzzy logic provides a simple but robust
method of representing and implementing expert knowledge about a particular system.
It logically combines structured knowledge that can be expressed in linguistic terms
with a powerful interpolative mechanism that simultaneously evaluates multiple rules to
various degrees of satisfaction. These rules are designed to capture expert knowledge
about the system and are represented in simple linguistic terms. In this way, fuzzy sys-
tems are easily managed and understood so as to provide an efficient and robust classifi-
cation system.

The benefit of applying fuzzy logic to the temporal discrimination problem for threat
warning is that the complex temporal relationships for this system can be easily repre-
sented and manipulated. Signal characteristics relating to real-world physical concepts
that are measured by this system are inherently imprecise. The current system treats
these characteristics as numeric quantities and applies strict thresholds to make binary
decisions. These decisions are clearly lacking in robustness. Fuzzy logic, on the other
hand, provides the ability to represent and manipulate these physical characteristics as
fuzzy concepts that capture the meaning of the characteristics but tolerate a certain de-
gree of imprecision. Furthermore, these concepts can be logically related using a set of
fuzzy rules that combine common sense and expert knowledge about the threat warning
system. These fuzzy rules are designed to capture the complex temporal relationships
that are characteristic of signals generated from real target threats.

In this way, fuzzy logic provides a powerful technique for temporal discrimination that
is based on the underlying physics behind the signals being processed. This approach
also provides future growth potential when the system is faced with additional system
requirements. New threat data with possibly more complex temporal relationships may
be handled in the fuzzy logic framework by modifying the fuzzy rule base and, if neces-
sary, adding new fuzzy concepts to the fuzzy data base. This growth potential is critical
for threat warning systems that must provide a long term growth capability.
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3 Principles of Fuzzy Logic

Following a brief history of fuzzy logic, a discussion of the basic concepts of fuzzy set
theory and fuzzy logic that are applicable to the temporal classification problem is pre-
sented. Specifically, the concepts of fuzzy sets and linguistic variables, fuzzy relations
and fuzzy implications, and fuzzy rules are discussed. A more detailed discussion of
fuzzy logic may be found throughout the literature. (See Kandel, [1982] and Dubois,
Prade and Yager, [1993] for voluminous bibliographies in fuzzy sets and fuzzy logic ap-
plications.)

3.1 Brief History

The birth of fuzzy logic can be attributed to Lotfi A. Zadeh in 1965 when he published
his seminal paper on fuzzy sets, the first to generalize the concept of a characteristic
function of a set to allow for continuous degrees of membership. Zadeh's work is re-
sponsible for stimulating extensive interest in fuzzy logic over the last two decades with
research and applications spanning many disciplines.

The application of fuzzy set theory to pattern recognition problems was originally dis-
cussed in the 1966 paper by Bellman, Kalaba, and Zadeh which dealt with interpolation
of fuzzy set membership functions for decision making processes. The concept of a
fuzzy partition for pattern analysis was introduced by Ruspini in 1969, and was ex-
panded to cluster analysis by Bezdek and Dunn in their landmark work on fuzzy ISO-
DATA and the fuzzy c-means algorithms in the early seventies. In 1979, S. K. Pal ap-
plied fuzzy sets to problems in speech recognition. Subsequently, Bezdek and Pal have
been major contributors to the theory and application of fuzzy models in image process-
ing.

Tremendous interest in applying fuzzy logic to marketable control systems has grown
throughout Europe and Japan in the last decade, pioneered by work in approximate rea-
soning by Mamdani and his colleagues, and is more recently becoming more accepted in
the United States. Their work and the work of Rutherford, Ostergaard, and Tanaka have
demonstrated the utility of fuzzy control systems in home appliances, automotive elec-
tronics, manufacturing robotics, and automatic train operation, to name only a few. Sta-
bility of fuzzy control systems has been analyzed by Gupta et al in the mid-eighties.
Nonlinear fuzzy control was advanced by the work of Sugeno and Murakami who ap-
plied systematic fuzzy control to the parking of a model car. Recent advances have
been made by Kosko in adaptive fuzzy systems that modify the fuzzy rule base by learn-
ing from examples.

Fuzzy systems have recently become more practical with the development of the fuzzy
chip by Togai and Watanabe in 1985, followed by Yamakawa's complete fuzzy control-
ler hardware system in 1986. Voluminous bibliographies in fuzzy sets and fuzzy appli-
cations have been complied in many sources including those by Dubois, Prade and
Yager [1993] and Kandel [1982]. Zadeh himself has published more than a hundred pa-
pers on the subject since 1965.
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3.2 Fuzzy Logic Concepts

The following discussion on fuzzy concepts is broken down into sections on fuzzy sets
and linguistics variables, fuzzy relations and fuzzy implications, and fuzzy rules. Each
section is an overview of broad areas in the discipline of fuzzy logic, but should be suf-
ficient for establishing the necessary framework for this thesis project.

3.2.1 Fuzzy Sets and Linguistic Variables

Let U be a collection of objects with some common characteristic that defines the uni-
verse of discourse (or domain) for the objects with a generic element u so that U = { u }.
The elements of U may be discrete (and finite) or continuous (and infinite). Often, as in
our case, the universe of discourse will be the real numbers. A fuzzy set A defined in a
universe of discourse U is characterized by its membership function RA which maps each
point in U to a real number in the interval [0, 1] such that the value of gLA(u) represents
the degree of membership of u in the set A. A fuzzy set may be viewed as a generaliza-
tion of the ordinary (classical or crisp) set whose membership function only takes on the
two values { 0, 1 ). A fuzzy set A is completely determined by the set of tuples

A = (u, A(U)), V U E U}

and, depending on whether U is continuous or discrete, can be written concisely as fol-
lows:

U continuous: A = fu 11A(U) / u
n

U discrete: A = 1 (ui) / ui
i=1

where the symbol / denotes a tuple. For example, a fuzzy set A representing the set of
real numbers approximately equal to 5 may have a membership function defined as

1

1 + (U - 5)2

where U = 9t, the set of real numbers. More typically, membership functions are chosen
from a standard set of parametric functions that are either increasing, decreasing, or ap-
proximating (see Figure 3).
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1.0

p (u) o.5

0.0

Figure 3. Three piecewise linear membership functions. Left: Decreasing.
Middle: Approximating. Right: Increasing.

For this investigation, the following two parametric forms for piecewise linear (general-
ized trapezoid) and second order membership functions are considered:

piecewise linear:
gp(u;a,b,c,d) =

second order:

Ig(u;a,b,c,d) =

0
(u-a)/(b-a)
1

(u-d)/(c-d)
0

0
2[(u-a)/(b-a)]2

1-2[(u-b)/(b-a)]2
1

2[(u-d)/(c-d)]2

1 - 2[(u-c)(cd)]2

0

for u < a,
for a < u < b,
for b < u < c,
for c u <ud,
for d <u

for u < a,
for a < u < (a+b)/2,
for (a+b)/2 < u < b,
for b < u < c,
for c<u<(c+d)/2,
for (c+d)/2 < u < d,
for d < u,

where the parameters (a, b, c, d) are nondecreasing (i.e., a < b < c < d). Figure 4 shows
examples of fuzzy membership functions defined using these parametric forms.
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1.0

pRp(u) .5

0.0

U

1.0

9p0(u) 0.5

0.0

U

Figure 4. Two membership functions defined in parametric form.
Top: Piecewise Linear. Bottom: Second Order.

Often fuzzy sets are used to represent imprecise linguistic notions like "tall", "thin", and
"young" on the domains Height, Weight, and Age respectively. These domains represent
the physical measurement space for what is known as a linguistic variable, the funda-
mental unit of knowledge representation in fuzzy logic.

The linguistic variable is a variable whose values are words or phrases in a natural lan-
guage and can be characterized by a tuple (x, Tx, Ux, Mx) where x is the name of the
variable, Tx is the term set, or set of linguistic values that x can take on, Ux is the physi-
cal domain over which x is defined, and Mx is a semantic function which gives "mean-
ing" to the variable by mapping each term to its corresponding fuzzy set representation
via a membership function. For example, the linguistic variable temperature t could be
characterized by a term set Tt = I cold, cool, comfortable, warm, hot where each term in
T, is represented by a fuzzy set defined over the domain Ut = [-10°C, 40°C] and the
meaning of the function Mt is represented by membership functions as shown in Figure
5.
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Figure 5. Possible term set for linguistic variable representing temperature.

Basic operations on fuzzy sets, such as union, intersection, and complement, can be de-
fined in terms of their membership functions in a variety of ways. Let A and B be two
fuzzy sets with membership functions gA and gB, respectively, over a universe of dis-
course U. Then, Zadeh proposes a simple extension of the classical set operations as
follows:

union: gAB(U) = min (A(u), aB(u)), V u E U,

intersection: 9A(u) = max (A(U), gB(U)), V u E U,

complement: .A(U) = 1 - 11A(U), V u e U.

Other extensions are possible as well and can be generalized into a family of triangular
norms and co-norms that satisfy certain properties for each operation (Weber, [1983]).

With these set operations, it is easy to show that fuzzy sets follow most of the same ba-
sic properties as do classical sets, such as commutativity, associativity, distributivity,
DeMorgan's laws, etc. (Zadeh, [1965]). Because of this, classical sets can be consid-
ered a special case of fuzzy sets. (One property that is not shared is the excluded middle
law, since fuzzy sets, and their complements, are allowed to overlap.)

3.2.2 Fuzzy Relations and Fuzzy Implications

An important concept in fuzzy set theory is the fuzzy relation, another extension from
classical set theory. An n-ary fuzzy relation is a fuzzy set that relates n fuzzy variables
in the product space (Ulx..-xU, ) of the variables. For example, let the binary fuzzy re-
lation R define the fuzzy notion "approximately equal to" over the space UxU with U
representing the continuous interval [0, 100]. Then a possible membership function for
R may be defined as
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9R(u,v) = 1 - lu-vV10, for lu-vl < 10,
0, for lu-vl > 10,

which can be expressed parametrically as PIR(u,v) = gp(lu-vI;-10,0,0,10), a piecewise
linear triangle. Thus, the truth value of the relationship u is "approximately equal to" v
is 1 when u = v, linearly decreases towards 0 as their absolute difference approaches 10,
and is 0 when their absolute difference is more than 10.

Fuzzy relations are important because they can describe interactions between variables
and in particular can represent the meaning behind fuzzy inference rules, which will be
used in our fuzzy discrimination system. Two inference rules of particular importance
in approximate reasoning are the generalized modus ponens and the compositional rule
of inference. The generalize modus ponens has an if-then inference structure repre-
sented symbolically as

x1 is P.
if x i is Ql then x2 is Q2,
.. x2 is P2

where x1 and x2 are objects and P1, P2, Ql and Q2 are fuzzy object properties.

The compositional rule of inference, on the other hand, uses a fuzzy relation to represent
the if-then rule (and thus is considered a superset of the generalized modus ponens rule
of inference) and can be described symbolically as

xi is P
xi R x2

.' x2 is P2,

where the second line reads "xi is in relation R to x2" and R is characterized by its mem-
bership function RR. This combination of fuzzy sets and fuzzy relations is called compo-
sition, denoted by the symbol o, and is performed with the aid of the fuzzy operations
conjunction (or cylindrical extension) and projection, which basically map the domains
of fuzzy sets onto higher and lower dimensional spaces so that inferences can be made
(Zadeh, [1977], Dubois and Prade, [1980], Kandel, [1982]).

The composition operation has two forms. If A is a fuzzy set defined on U and R is a
fuzzy relation defined on UxV, then the composition of A and R resulting in a fuzzy set
B defined on V is B = A o R. This is done by taking the intersection of R and the cylin-
drical extension of A onto UxV, and projecting the result onto V. With the projection
operation typically taken as the supremum function (SUP) for continuous domains (or
the maximum function for discrete domains), composition is referred to as the sup-star
composition where "star" denotes a fuzzy intersection operation (Lee, [1990a]). If the
minimum operator is used for intersection , then we have sup-min composition with

's(v) = SUP (MIN (A(u), gR(u,v))),
uE U

and if the product operator is used, then we have sup-product composition with

p8(V) = SUP (A(U) ' R(U,V))).
ue U
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Other interpretations of the compositional rule of inference are found in the literature
but the sup-min (attributed to Zadeh) and the sup-product are the most frequently used
due to their computational advantages (Lee, [1990b]).

The inference mechanism considered for this fuzzy system is based on a set of rules
that take the form of the fuzzy implication "if p then q" or "p -* q", where p is the rule
antecedent, which is a (possibly compound) fuzzy proposition, and q is the rule conse-
quent, also a fuzzy proposition. These fuzzy implications describe the causal relation-
ship between the system input measurement variable(s) and the output decision variable,
and can be described by a suitable fuzzy relation. There are a variety of ways of inter-
preting the meaning of these fuzzy implications (Driankov, et al, [1993]). Four of the
most common methods used in fuzzy decision systems will be described in terms of
their representative fuzzy relations.

Consider the inference rule "if X is A then Y is B" where the fuzzy sets A and B are char-
acterized by their membership functions gA and X8B respectively. Two fuzzy implica-
tions are based on the classical equivalence p -- q -p V q. The Kleene-Dienes impli-
cation interprets the "or" operation as the maximum of p and q, and is described by the
fuzzy relation RD which is characterized by its membership function

D(x,y) = MAX (1 - A(X), Es(Y)).

Similarly, the Lukasiewicz implication interprets the "or" operation as the bounded sum
so that the relation RL is characterized by

gL(x,y) = MIN (1, 1 - gA(X) + gs(Y))'

The Zadeh implication uses the equivalence p -- q - (p A q) V --p to define the relation
Rz characterized by

gz(x,y) = MAX (MIN (pgA(x), gB(Y)), 1 - gA(X)).

Two of the better known implications in fuzzy logic literature are the Mamdani implica-
tion and the Gcdel implication. The Mamdani implication, which uses the equivalence
p -e q p A q to define the relation RM, is characterized by

gM(x,y) = MIN (9A(X), As(Y)),

and is popular due to its computational simplicity. The G6del implication defines the
relation RG characterized by the membership function

p.G(x,y) = 1 for IrA(X) < tB(y)),
gB(y) otherwise.

Dubois and Prade [1980] establish an ordering for fuzzy implications in terms of their
strength, which gives us RL D RD D RG D RM and RL D RZ D RM, so that RM (the
Mamdani implication) is the strongest of these implications. Choice of these implica-
tions is dependent on how the inference mechanism is used to represent the set of fuzzy
rules in the system's rule base.
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3.23 Fuzzy Rules

As mentioned previously, the inference mechanism for this system is based on a set of
rules that describe the relationship between the input measurements and the output deci-
sion variable. These rules are derived from expert knowledge about the system and its
environment. Multiple-input single-output (MISO) rules take the form

if x, is Ak,l and x2 is Ak,2 and ... and xm is Ak~ then y is Bk, k = l,...,n,

for n rules with m input fuzzy variables xi having fuzzy values Ak,i and one output fuzzy
variable y having fuzzy value Bk. The rule antecedent (xl is Ak,l and x2 is Ak,2 and ... and
xm is Ak,,) forms a fuzzy set in the product space Uk, Ix... xUk,, for the Ak. The rule con-
sequence (y is Bk) forms a fuzzy set in Vk for Bk These n rules are represented as fuzzy
relations using a suitable implication strategy (e.g., the Mamdani implication) and can
be combined to produce a single inference mechanism in a variety of ways. For in-
stance, composition based inference first combines all rules into a single overall relation
Rm and then "fires" the relation with the fuzzy input variables via a sup-star composition
operator. Another way is individual rule based inference which first "fires" each rule
individually and then combines the resulting fuzzy sets into a single output. It has been
shown that for the Mamdani type of inference these two methods are equivalent (Lee,
[1990b], Driankov, et al, [1993]).

The development of the fuzzy rule base is a critical step in the design of a robust fuzzy
system. Although there is no formal development methodology for a fuzzy rule base,
several properties of the set of rules are considered. These properties include complete-
ness, consistency, continuity, and interaction (Driankov, et al, [1993]), which are dis-
cussed in subsequent sections.

4 Research

4.1 Investigation Procedure

The current system uses a set of eight temporal classification modes to perform threat
versus non-threat target discrimination. For this investigation, a subset of these classifi-
cation modes is converted to a fuzzy logic subsystem and integrated with the other
modes of the current system. This new system is referred to as the fuzzy system. Based
on the relative performance of this fuzzy system and the original system, the applicabil-
ity of fuzzy logic is assessed. The following sections discuss the procedures for this in-
vestigation in more detail.

4.1.1 Classification Mode Selection

Two sequential classification modes are selected for this investigation. Specifically,
classification mode 4 and classification mode 5 are used for several clear reasons. First,
mode 4 and mode 5 are two of the key modes that are applied during the temporal evo-
lution of the medium to long range target signals. They measure strong signal charac-
teristics that are evident at most detectable ranges. These signal characteristics, how-
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ever, are similar for many non-threatening sources, which can cause a false alarm prob-
lem for these modes. Application of fuzzy logic to these modes will attempt to reduce
these false alarms.

Secondly, the classification structure for modes 4 and 5 are very similar. In fact, the
same features are measured for both modes. These features measure signal strength and
various shape characteristics over a specific (finite) time interval. The difference be-
tween the two modes is that they apply a different set of thresholds as part of the classi-
fication tests. Mode 4 is designed to detect closer range threats than mode 5. As such,
the thresholds for mode 5 tend to be more restrictive than those for mode 4, since the
signals from longer range threats must match more closely the target model to keep the
false alarm rate down. This similarity in classification structure easily lends itself to a
combined fuzzy logic subsystem.

Thirdly, the design of these two modes is based on the detected occurrence of a previous
temporal event. In fact, the application of mode 4 and mode 5 is mutually exclusive. If
the occurrence of this temporal event is detected within some prior time interval, then
classification mode 4 is applied. If, on the other hand, the temporal event is detected
prior to this time interval or not detected at all, then classification mode 5 is applied.
The detection of this temporal event is binary. Features that measure the strength and
shape of the desired temporal event, as well as the error in these measurements, are
tested against nominal thresholds. If these tests are satisfied then the temporal event is
declared and its time is retained for the subsequent choice between the application of
mode 4 or mode 5 classification tests. The features used to measure the occurrence of
this temporal event can be incorporated into the fuzzy subsystem. By allowing for a
continuous degree of occurrence of the temporal event, the fuzzy subsystem provides a
continuous transition between mode 4 and mode 5 classification criteria.

For these reasons, classification mode 4 and classification mode 5 are selected for this
investigation into the applicability of fuzzy logic. The next section discusses the selec-
tion of features for fuzzy logic processing. This is followed by a section on the imple-
mentation of the fuzzy logic subsystem and how it is integrated with the rest of the sys-
tem. Finally, a description of the evaluation strategy used for this thesis project is
presented.

4.1.2 Feature Selection

As discussed in above, classification mode 4 and classification mode 5 measure the
same set of features. Specifically, eight features are measured by the original classifiers.
Four of these features are incorporated into the fuzzy logic subsystem as fuzzy vari-
ables. These four features, referred to as {x1, x 2, x 3, x4}, measure specific signal charac-
teristics related to signal shape and feature measurement quality.

The other four features are not incorporated into the fuzzy logic process and remain sub-
jected to the same strict threshold tests as in the original system. This is because two of
these features measure very general characteristics that must be evident in the signal for
a threatening target to be present. Loose thresholds are applied to these features to
eliminate those signals which do not exhibit these general characteristics. A third fea-
ture measurement is tested simply to ensure that the computational integrity of the
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measurements of the other features is intact. A fourth feature is not incorporated into
the fuzzy logic process because it represents the discrete time at which the contingent
temporal event (described in the previous section) was previously detected. This feature
is replaced in the fuzzy subsystem by two new features, {x5, x6}, that measure the size
and shape of the temporal event in a continuous manner.

Thus, a total of six features are incorporated into the design of the fuzzy logic subsys-
tem. These features define the input vector x = {xl, x 2, x 3, x4, x 5, x6} used for this inves-
tigation.

4.1.3 Fuzzy Logic Subsystem Implementation and Integration

A software simulation of the original system has been developed in the FORTRAN pro-
gramming language. All test data sets are digitally stored in binary data files that are
directly accessible by the FORTRAN simulation. Due to the graphical interface and
feedback conducive to the development of fuzzy systems, the fuzzy logic subsystem for
this investigation is developed in a visualization and analysis environment implemented
in the C programming language.

The fuzzy logic subsystem directly replaces the mode 4 and mode 5 classification mod-
ules. The other six classification modules are integrated with the fuzzy logic subsystem
to form a fuzzy simulation used for this investigation. In addition, this simulation is in-
tegrated with all relevant post-processing and input/output modules from the original
system. The fuzzy simulation is designed such that with the appropriate "crisp" defini-
tion of fuzzy set membership functions and the proper fuzzy rule base, identical results
can be obtained as from the original system.

Various graphical interface utilities are embedded in the fuzzy simulation as well.
These utilities are described in more detail in section 4.5.1

4.1.4 Evaluation Strategy

Evaluation of the applicability of fuzzy logic techniques to temporal discrimination is
performed by comparing the classification results from the original mode 4 and mode 5
classifiers with the classification results of the fuzzy logic subsystem. These results are
considered "local" results in that they do not measure the overall system performance.
An evaluation of these local results allow conclusions to be drawn as to the "global" ap-
plicability of fuzzy logic techniques to the entire threat warning system.

The test data sets are split into two classes, namely, the threat class and the non-threat
class. Each class is processed separately by both the original system simulation and the
fuzzy system simulation. The simulations have the ability to capture local result statis-
tics. Specifically, the number of correctly classified threats and the number of incor-
rectly classified non-threats are measured. In addition, detection times are recorded for
early warning time assessment. Performance metrics are discussed in more detail in
section 4.5.2.

Each data set consists of up to four signals, one for each active sensor, for a particular
engagement. Each data set in the threat class contains the signal (or signals) for a single
threat engagement. Each data set in the non-threat class contains the signal (or signals)
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for at least one non-threatening source. No single data set contains both a threat and a
non-threat source. As shown in table 1, 1997 threat data sets and 286 non-threat data
sets are available. The classification systems are applied to the samples in the data sets
at the appropriate sample rate.

The threshold tests applied to the four features not incorporated into the fuzzy logic sub-
system, as described in section 4.1.2, are used to define the data sets used for accumulat-
ing local performance statistics. Since these tests are common to both the original mode
4 and mode 5 classification tests and the fuzzy classification tests, data sets that do not
pass these cursory tests are locally rejected by both systems. Of the 1997 threat data
sets, 1651 contain signals that satisfy this criteria for at least one sample. Of the 286
non-threat data sets, 86 contain signals that also satisfy this criteria. Performance meas-
ures are only applied to these restricted data sets. In this way, the performance measures
are further localized to the common processes that are relevant to this investigation.

Local performance statistics count the number of data sets for which a threat was de-
clared. If multiple threats are declared for a particular data set, then that data set is
counted as being a threat declaration exactly once. If a threat is detected in a particular
data set, the earliest time at which it was detected is recorded for warning time assess-
ment. For the original system, local performance statistics count the number of data sets
for which threats are detected by either classification mode 4 or classification mode 5.
For the fuzzy system, these statistics count the number of data sets for which threats are
detected by the fuzzy subsystem.

4.2 System Design

The principal components of a fuzzy logic subsystem arefuzzification, the inference en-
gine, and defuzzification as shown in the block diagram in Figure 6. These components
interact with a knowledge base which contains a data base of membership functions and
normalization factors, and a rule base of fuzzy decision rules. The input to the fuzzy
subsystem is a feature measurement vector of crisp values. The output of the subsystem
is a single crisp value indicating the degree of alarm to be reported. Design procedures
for these components shall be summarized in the next few sections.
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INPUT

FUZZIFICATION

DATA BASE INFERENC E ENGINE RULE BASE

DEFUZZIFICATION

OUTPUT

Figure 6. Fuzzy logic subsystem block diagram.

4.2.1 Fuzzificatlon

The purpose of the fuzzification module is twofold. First, the input vector is optionally
transformed from its physical domain into an arbitrary normalized domain. Input nor-
malization is usually, although not necessarily, a linear scaling. This normalization can
simplify the definition of fuzzy membership functions at the possible expense of remov-
ing the design parameters from a more familiar physical domain. For this investigation,
input normalization is not performed since the expert knowledge about the system has
historically been expressed in terms of the physical domain of the input features.

Secondly, each crisp value is converted to suitable fuzzy set representation of the rule
base antecedents. This fuzzification of the inputs will be done in one of two ways, de-
pending on the type of inference mechanism selected. If composition based inference is
used, then the crisp value must be converted into a fuzzy set so that the fuzzy relation
representing the meaning of the overall set of rules can be stimulated by the fuzzified
input using a composition operator. In this case, a crisp input value *x is converted to a
singleton fuzzy set S represented by a membership function gs(x) equal to 1 at the point
*x and 0 everywhere else. (Note that crisp values shall be preceded by asterisk super-
scripts to distinguish them from fuzzy values.)

If individual rule based inference is used, each rule is fired to the degree determined by
how well the crisp input values match the rule's antecedent. This is accomplished by
evaluating the membership functions for each of the fuzzy sets in the antecedent at the
crisp input values (i.e., A(*x) for fuzzy set A). How these two methods utilize the
fuzzified inputs and combine their results is discussed in the next section.
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4.2.2 Inference Engine

There are two basic approaches used in the design of the inference engine in a fuzzy
discrimination system, namely, composition based inference and individual rule based
inference. The fuzzy inference engine applies the fuzzified inputs to the antecedents of
the rules in the rule base using the selected inference mechanism. The rule conse-
quences are then inferred and combined into a single fuzzy set that represents the re-
sponse of the system to the fuzzy inputs.

Let the relation Rk represent the following compound implication that describes the k-th
rule in the fuzzy rule base:

if x, is Pk.,1 and x2 is Pk,2 and ... and xm is Pk,, then y is Pk,y,

where the xi's and y are fuzzy variables and the Pk,,i's and Pk,y are respective fuzzy prop-
erties of the fuzzy variables.

Using the Mamdani interpretation of this implication, for example, the membership
function characterizing relation Rk is

Ak(ly ) = MIN (W l(xl 1), lk, 2 (X2 ), ""I Akxm(Xm), k,y(Y))),

where gkWx,i(xi) is the membership function describing the i-th proposition in the antece-
dent of the k-th rule and gk(,,y) is shorthand for gt(xx2,...,Xm,y). If a composition base
inference engine is used, then all the rules are combined into a single relation represent-
ing the meaning of the whole set of rules and this relation is fired by the fuzzified input
vector via the composition operator. Under the Mamdani interpretation, the relations
describing the individual rules are combined using a union operator to form the overall
relation

n

RCB = U Rk.
k=1

Using sup-min composition, the resulting membership function characterizing Rcs can
then be expressed as

P-CB(y) = SUP (MIN (,,(*X), (*X), k,,2(*X2), km( Xm)(, k,y(Y))),
k

where the tk,,i(*x ) 's are the fuzzified inputs. Other continuous (or discrete) interpreta-
tions can be used as well.

If individual rule based inference is used, each rule is fired individually by computing
the degree of match between the crisp input values {*xi} and the fuzzy sets { k.,,i(xi) 
representing the rule's antecedent. Using the Mamdani interpretation, the result is a
fuzzy set representing the rule's consequence that has been clipped to the degree to
which the rule's antecedent has been matched by the crisp input. The resulting sets for
all the rules are then combined using a suitable union operator. If the union is per-
formed with the supremum operator, then the relation representing the individual rule
based inference is characterized by the same membership function

LIRB(y) = SUP (MIN (kx,,l(*Xl), k,2(*X 2 ), . Jkxm(*Xm), ky(Y)))
k

- 30 -



indicating that under the Mamdani interpretation, composition based inference and indi-
vidual rule based inference are equivalent. (For a proof of this equivalence, see Lee
[1990b].)

Given this equivalence, which eliminates the possibility of rule interaction (Hellendoorn
[1992]), and considering its computational simplicity, the Mamdani implication, as de-
scribed above, is selected as the basis for the fuzzy inference engine used for this inves-
tigation.

4.2.3 Defuzzification

The defuzzification module is responsible for two functions. First, the output of the in-
ference engine must be defuzzified, or converted from a fuzzy set representation to a sin-
gle crisp output value. For the fuzzy subsystem designed for this investigation, each
fuzzy rule applied by the fuzzy inference engine produces a fuzzy consequence set that
is clipped to the level at which the rule's antecedent is satisfied. These clipped fuzzy
sets are combined to form an overall output fuzzy set representing the degree of alarm
indicated for the given input vector. The defuzzification process converts this output
fuzzy set to a single crisp output value that indicates whether or not a threat detection
should be declared. A graphical representation of this defuzzification process is shown
in figure 7. Here, three rules have been partially satisfied, resulting in three clipped con-
sequence sets, and the crisp value (*y) is computed using a particular defuzzification
method.

Defuzzification

Y

*y

Figure 7. Illustration of the defuzzification Proc-

A variety of defuzzification methods are discussed in the literature, including center-of-
area, center-of-sums, center-of-largest-area, first-, middle-, last-, and mean-of-maxima,
and height defuzzification. Although choice of which defuzzification method to use is
highly dependent on the individual application, it is suggested that several important
defuzzification criteria be considered (Driankov, et al, [1993]). For instance, the
defuzzification procedure should be continuous, so that small changes in the input
should not produce large changes in the output. Defuzzification should also be unambi-
guous so that a unique crisp value can be determined from any fuzzy set. Computa-
tional complexity is an obvious consideration for some systems. Another important cri-
teria is weight counting. Weight counting is the property that dictates how overlapping
consequence sets are aggregated into a single crisp output (Driankov, et al, [1993]). The
issue here is whether or not overlapping areas are counted more than once during
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defuzzification. For instance, the center-of-area method computes the centroid of the
clipped consequence fuzzy sets by counting overlapping areas only once (no weight
counting). The center-of-sums method, on the other hand, computes a weighted average
of all the overlapping consequence sets regardless of whether or not they overlap
(weight counting). Satisfaction of the weight counting property is dependent on how the
if-then rules are defined in the fuzzy rule base (see section 4.4).

For this investigation, the center-of-sums defuzzification method is used. The center-of-
sums method satisfies the weight counting property. This is desirable since the the par-
ticular form of the fuzzy rules design for this fuzzy subsystem expect the consequence
of each rule to contribute to the overall results individually. Thus, the overlapping areas
must be counted separately.

Three other desirable properties are satisfied by the center-of-sums defuzzification
method. For instance, this method is continuous, so that small changes in the position
and height of the clipped consequence sets produce small changes in the crisp value of
the defuzzified output variable. This provides a certain degree of consistency in alarm
declaration for the temporal discrimination process. The center-of-sums method is also
unambiguous, so that the crisp output value is always unique. And finally, the center-
of-sums method is computationally more efficient than, for example, the center-of-area
method.

For piecewise linear membership functions defined in the parametric form tpL(u;a,b,c,d),
described above, the consequence fuzzy sets can be represented by a generalized trape-
zoidal function. Computing the center-of-sums for these trapezoids involves first meas-
uring the center-of-gravity for each trapezoid as

1 a2 + b2 + ab - c2 - d2 - cd
COG 3 a+b-c-d

Then to compute the overall center-of-sums, the individual centers-of-gravity are
weighted by their clipped heights (hi) and accumulated as

1 . hi (a2 + b2+ ab - c2- d- cd)
COS = -x

3 hi (a + b-c-d)

where, the summations are computed over all the consequence sets.

The second function of the defuzzification module is to optionally transform the output
value from a normalized domain to its actual physical domain. For this system, the do-
main of the output variable is alarm level, which can be defined on an arbitrary scale.
Specifically, alarm level is defined on a continuous scale of [0, 1], where a value near 0
indicates a very low alarm level and a value near 1 indicates a very high alarm level (see
section 4.3). Thus, denormalization of the defuzzified output is not performed for this
investigation.

4.2.4 Knowledge Base

The knowledge base of the fuzzy logic subsystem consists of a data base and a rule
base. The purpose of the knowledge base is to provide the necessary information for the
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proper functioning of the fuzzy system. The design of both the data base and the rule
base is subjective in nature and requires experienced engineering knowledge of the how
the classification system is to function. Application of this knowledge should adhere to
the threat warning design philosophy presented in section 2.2.4 by exploiting the under-
lying phenomenology behind the discrimination process. Several important aspects of
this design are considered during development of the knowledge base, as indicated be-
low. The specific design of the knowledge base for this investigation is presented in
sections 4.3 and 4.4.

A) Data Base

The data base contains the information necessary to characterize the imprecise knowl-
edge used in the fuzzy system. In particular, the data base defines the fuzzy sets repre-
senting the meaning of the linguistic input and output variables in terms of their mem-
bership functions. In this investigation, these membership functions are defined for
each fuzzy set in the term set of a linguistic variable using the parametric forms de-
scribed previously in section 3.2.1. For each fuzzy set, the parameters {a,b,c,d} control
the shape and position of the membership function for that fuzzy set along the (normal-
ized) domain of the linguistic variable. The number of terms in the term set is chosen to
represent the desired granularity, or resolution, for a particular variable and is usually
determined heuristically. The total number of terms in the input space and the output
space defines the maximum number of rules that can be constructed in the rule base.
For example, for a system with three input variables with two, five and six terms respec-
tively, and one output variable, then the maximum number of rules would be 2x5x6 =
60 rules. However, in practice it is not necessary to completely "cover" the rule space
since some antecedent term set combinations may either never occur or are considered
unimportant (Kosko, [1992]). The support (or width) of each fuzzy set can be related to
the measurement noise associated with that variable. Other membership function design
parameters include peak value, degree of overlap (defined in terms of cross-point level
and cross-point ratio), and symmetry. These issues are considered during the data base
design described in section 4.3 below.

B) Rule Base

The rule base contains the set of rules that describe the relationship between the input
variables and the output variable. These multiple-input-single-output (MISO) if-then
rules take the form

if x1 is Pk.,1 and x2 is Pk,,,2 and ... and x, is Pk., then y is Pky,

for the k-th rule, as describe above. Rules are typically stated in linguistic (rather than
numerical) terms selected from the term sets of the linguistic variables defined in the
fuzzy data base. There are a variety of ways that the rule base can be developed. Most
of these are based on common sense and engineering judgment derived from expert
knowledge about the system. Self-organizing systems have been demonstrated that ex-
hibit a human-like learning ability to create and modify rules based on system perform-
ance (Sugeno, [1985]). The design of this discrimination system capitalizes on the ex-
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tensive experience gathered over a period of twelve years by a crew of engineers who
have an intimate understanding of how the system responds to the available test data.
Rule base design is described in section 4.4 below.

4.2.5 The Fuzzy Logic Subsystem

A graphical representation of the principal components of the fuzzy logic subsystem are
shown in Figure 8 on the following page. This simplified system uses a fuzzy inference
engine based on the Mamdani implication method. Three multiple-input-single-output
if-then fuzzy rules are fired simultaneously. Each fuzzy rule contains two antecedent
propositions and a single output proposition, or consequence. The fuzzy rules describe
the casual relationships between two input fuzzy variables and an output fuzzy variable.
Two crisp inputs are fuzzified according to the membership functions representing the
meaning of the input fuzzy variables. The degree to which each rule antecedent is satis-
fied is computed using the minimum operator for the Mamdani-based inference engine.
The degree of satisfaction of the entire rule antecedent determines the degree to which
the corresponding consequence is satisfied. This output degree of satisfaction is repre-
sented graphically as a clipped version of the membership function representing the
meaning of the output fuzzy variable. All three rules, in this case, have varying degrees
of output satisfaction. A single crisp output value is obtained from a defuzzification
process that combines the lipped fuzzy membership functions using some centroid
technique. This crisp output represents the response of the fuzzy system to the two crisp
inputs.
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4.3 Data Base Design

The data base design strategy is based on expert knowledge developed during years of
analysis on the discrimination problem for threat warning systems. This experience has
led to the definition of the features used in the existing discrimination algorithms and
the establishment of the thresholds designed to test these features for threat-like charac-
teristics. The fuzzy data base design is based on these features and feature thresholds.

A linguistic variable is defined for each input and output feature used by the fuzzy sub-
system. In particular, six input linguistic variables (corresponding to the input features x
= {x1, x2, x 3, x4, x5, x6 ) and one output linguistic variable (corresponding to the output
alarm level) are defined. For each linguistic variable, a set of fuzzy sets are defined to
partition the variable's domain into distinguishable fuzzy concepts. These fuzzy sets are
represented in terms of their respective membership functions.

The parameters used to define the fuzzy data base include the number of fuzzy sets in
the term set of each linguistic variable, the position and general shape of each member-
ship function, and its parametric form. The design of each of these parameters is based
on the established thresholds for each feature. Up to four thresholds are defined for
each feature to be used by the fuzzy subsystem. This is because each feature may have
a minimum and a maximum bound for each classification mode, and each feature is
common to both classification mode 4 and classification mode 5 (i.e., they have com-
mon feature domains). For a particular such feature, xi, these thresholds typically parti-
tion the feature domain as shown in figure 9,

Xi 4I I I I '

Ti4Jnmin Tiin Ti,5max Ti,4max

Figure 9. Typical threshold partition for feature xi for classification modes 4 and 5.

where {Ti 4 in, Ti,4m } are the mode 4 bounds for xi and Ti mi Ti,, 5Ti,} are the mode 5
bounds for xi. Typically, the mode 5 thresholds are more strict (and thus fall between)
the mode 4 thresholds since they represent criteria for which there is no prior (in the
temporal sense) collaborating evidence.

A direct conversion strategy is used to define the linguistic variable representing this
feature. At most five fuzzy sets are defined in the term set for this linguistic variable,
one for each of the possible intervals defined by the threshold partitioning of the feature
domain. Each fuzzy set represents a fuzzy concept, or property, that can be associated
with this feature. If a mode 4 and mode 5 minimum or maximum threshold coincide,
then the corresponding interval does not exists and no fuzzy set is defined for that
threshold pair. The resulting number of fuzzy sets provides the necessary and sufficient
descriptive power to capture the meaning behind the expert knowledge developed for
this system. Additional terms may be added to the fuzzy subsystem, but these four
fuzzy sets for each feature represent the level and complexity to which the current sys-
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tern has been designed. This direct conversion strategy provides a strong basis for com-
parison and evaluation suitable for this investigation.

Another advantage to this direct approach is that by defining the fuzzy sets with "crisp"
boundaries, as represented in figure 10(a), identical results can be achieved from the
original and the fuzzy system. This is useful for testing purposes during development
and for studying the effects of incremental fuzzification of the fuzzy data base for de-
sign analysis.

Ac Bc Cc Dc Ec

Xi 

Ti,4Ain Ti,5,min Ti. Ti,4,max
(a)

Ti4mi Tin Ti,5,n Tia Ti,4max
(b)

Figure 10. (a) Five "crisp" fuzzy sets (A,, Bc, Cc, Dc, Ec) corresponding to the threshold
partition for feature xi. (b) Five piecewise linear "fuzzified" fuzzy sets (A? B? Cp D? Ef)
corresponding to the same threshold partition.

Fuzzy sets are "fuzzified" by allowing elements to have variable degrees of member-
ship, as indicated in figure 10(b). Fuzzy sets are allowed to overlap so that a single
crisp value may be a member of more than one fuzzy set. The degree of overlap is de-
termined by the position and shape of the fuzzy set membership functions. For this
fuzzy subsystem, membership functions for adjacent fuzzy sets intersect at the estab-
lished threshold values that partition the two sets. This conforms to the direct conver-
sion strategy that partitions each fuzzy domain into distinguishable concepts as deter-
mined by the available expert knowledge about the system.

The membership value at this point of intersection is set to 0.5 for all adjacent fuzzy sets
so that at least one fuzzy set has a dominant membership value for any one input. (In
the extreme case, two adjacent membership functions can both have membership values
of exactly 0.5 for a single element.) This also provides a smooth transition in the re-
sponse of the fuzzy subsystem as inputs transition from one fuzzy concept to another
and allows multiple rules to be fired for any given input vector.

The support, or width, of the membership functions controls how "fuzzy" the fuzzy sets
are. This can be determined by a combination of a thorough understanding of the be-
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havior of the corresponding feature measurements, an analysis of the noise in the feature
measurement (as suggested by Devi and Sarma, [1985]), and experimental analysis. It
has been found in this investigation that the support of the fuzzy set membership func-
tions has only a small effect on the performance of the fuzzy subsystem (see section
5.2).

Several fuzzy data bases are defined for this investigation. The i-th fuzzy data base is
referred to as i. Figure 11 shows the membership functions for the input and output
fuzzy sets defined for fuzzy data base Q1. The intersection points of the membership
functions for the six input variables correspond to the thresholds established for the
original system. Fewer than five fuzzy sets are defined for the first four variables (x1 , x2,
x3, and x4) since some of the mode 4 and mode 5 thresholds coincide. Each fuzzy set
has a linguistic name that described the fuzzy concepts referred to by the if-then rules in
the fuzzy rule base. The membership functions for the two extreme fuzzy sets "big" and
"small" extend towards plus and minus infinity, respectively. The term sets for the two
input variables (x5 and x6) that characterize the previous temporal event, each contain
only two fuzzy sets. These two sets are highly fuzzified to provide a smooth transition
between classification mode 4 related tests and classification mode 5 related tests.

The output fuzzy variable for Q1 is partitioned into a sufficient number of fuzzy sets to
adequately describe the alarm level for each fuzzy rule. These output fuzzy sets are de-
fined to be symmetric about their peak values since the center-of-sums method is used
for output defuzzification. If this were not the case, then the defuzzified output value,
when a single rule is fired, may not correspond to the peak membership value. This
would suggest a lack of plausibility in the fuzzy rule base (Driankov, et al, [1993]). In
addition, the overlap and support of these output fuzzy sets, defined as shown, provides
a smooth response to continuously varying inputs. The same output fuzzy sets are de-
fined for all fuzzy data bases f i used in this investigation.

Figure 12 shows an alternate set of membership functions for the same input and output
variables that define fuzzy data base .2. The input variables in this case have fuzzy sets
with "fuzzier" membership functions. That is, some fuzzy sets have wider support so
there is more overlap between adjacent fuzzy sets. No significant difference in detec-
tion performance is noticed when using Ql or Q2 (see section 5.2).

- 38 -



Fuzzy St M Ip Fundon bor Ftu XS

.0-
0.8

o._

oA

0.2
o.o

0 0 100 180so

Fuzzy Set Mem hp Function or Featu XS

1.o

0.4

oA

0.2
0.0

000 0.06 0.10 0.18 0.20

Figure 11. Membership functions for fuzzy data base Q1.
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Two additional fuzzy data bases, D3 and g24, are defined for performance analysis. The
fuzzy set membership functions for these fuzzy data bases are shown in Appendix A.
The design of the 23 and 14 data bases is discussed in section 5.3 below.
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4.4 Rule Base Design

The design of fuzzy if-then rules for this fuzzy subsystem is based on common sense
and engineering judgment derived from expert knowledge about the system. This is a
heuristic process with no formal development methodology available'. However, sev-
eral design issues and desirable properties are considered during the design of the rule
base. The following sections discuss the strategy used for defining the if-then rules in
the fuzzy data base designed for this investigation, the visualization of decision surfaces
generated from this rule base, and some basic properties considered during this rule base
design.

4.4.1 Rule Definition Strategy

The maximum number of possible rules in the rule base is determined by the number of
input variables and the number of fuzzy sets in the term set of each corresponding lin-
guistic variable. For the fuzzy data bases used for this investigation, a total of
4x4x3x4x2x2 = 768 rules are possible. However, a considerable reduction in the total
number of rules is achieved by understanding and exploiting the relationships between
the input variables and, in particular, their relative importance.

For this fuzzy subsystem, a hierarchical strategy based on expert knowledge about the
system is used for developing the fuzzy rule base. It is recognized that two of the input
features, specifically xl and x2, are the key features that measure the shape of the signal
to determine how characteristic it is of signals generated from threatening targets at the
appropriate ranges. A set of if-then rules is defined that captures the well understood
relationships between these shape features for target ranges considered by each classifi-
cation mode. For instance, it is known that shape characteristics for threat signals at
relatively close range (for classification mode 4 detection) produce "medium" levels for
xi and x2 feature measurements. If either feature measurement is "low" or "high", then
the shape characteristics indicating the presence of a close range threat is not evident in
the signal. These relationships for classification mode 4 criteria are translated into fuzzy
rules of the form

ifx 1 is SMALL,, and x2 is SMALL,2... then y is LOW
if xi is MEDIUM-SMALLx. and x2 is MEDIUM-SMALLx,2... then y is VERY HIGH
if xi is MEDIUM-BIGx,, and x2 is MEDIUM-BIGx,2... then y is VERY HIGH
if xi is BIGx,, and x2 is BIGX2... then y is LOW
... etc.,

where the output variable y represents alarm level and the fuzzy sets (SMALL,
MEDIUM-SMALLxi, MEDIUM-BIGx, BIGx,, LOW, and VERY HIGH) are defined in the fuzzy
data bases described above. These relationships are completely described by a set of
4x4 = 16 rules for classification mode 4 detection ranges (see table Al). A different set
of rules describe the relationship between these two features for classification mode 5
detection ranges..

1Several attempts at developing formal rule definition methodologies for fuzzy control systems are dis-
cussed in Lee, [1990a].
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Additional rules are defined to capture the effects that other features have on the rela-
tionships between these two key features. Specifically, feature x 3 measures the error in
the measurements of the two shape features. For example, a "high" level of x3 indicates
that the xi and x2 values are unreliable. Accordingly, the possibility of a threat signal is
less and the resulting alarm level should be reduced. A set of three fuzzy rules are de-
fined to capture this relationship (see table Al). Since the tolerance level in measure-
ment error is lower for longer range targets, only one rule is required for mode 4 detec-
tion ranges, while two rules are required for mode 5 detection ranges.

Feature x 4 is used to further refine the decision space for the shape features. In fact, fea-
ture x4 measures a linear relationship between xl and x2 that when satisfied also reduces
the probability of a threat being present. Four additional fuzzy rules are defined to cap-
ture this relationship (see table Al), one for mode 4 detection ranges and three for mode
5 detection ranges.

Finally, the relationship between classification mode 4 criteria and classification mode 5
criteria is defined in terms of fuzzy sets. Features x5 and x6 measure the size and shape
of the temporal event that controls the degree to which the mode 4 and mode 5 tests are
applied. For relatively close range threats, x5 tends to be "big" and x6 tends to be
"small," in which case mode 4 tests are emphasized. If x5 is "small" or if x5 is "small"
and x6 is also "small," then the system emphasizes classification mode 5 tests. This
knowledge is incorporated into the fuzzy rule base by defining one set of fuzzy rules for
the relatively close range target conditions and two sets of fuzzy rules for longer range
target conditions. Each of these sets of rules captures the knowledge behind the rela-
tionships described above between the first four features (xl, x2, x 3, x4 ). The linguistic
variables corresponding to features x5 and x6 are highly fuzzified to provide a smooth
transition between classification mode 4 detection ranges and classification mode 5 de-
tection ranges.

This hierarchical approach to designing the rule base for this investigation results in
(16+1+1) = 18 rules for classification mode 4 detection ranges and 2x(16+2+3) = 42
rules for classification mode 5 detection ranges for a total of 60 rules used for this inves-
tigation. The rules in this fuzzy rule base are articulated in Appendix B.

4.4.2 Rule Base Decision Surfaces

The fuzzy rule base defines a complex decision surface in what is referred to as "fuzzy
hyper-space." That is, for each crisp input vector, the fuzzy subsystem responds with a
crisp output value indicating the detected degree of alarm. This output value is located
at a point in fuzzy hyper-space. The domain of each linguistic variable represents one
degree of freedom in this space, for which a continuous decision function is defined.
Obviously, this fuzzy hyper-space is impossible to visualize. However, due to the hier-
archical strategy used to define the rule base, a meaningful representation of the re-
sponse of the fuzzy subsystem can be obtained by examining the two-dimensional fuzzy
decision surface representing the relationships between the shape features, x1 and x2, at
discrete values of the other input features. For example, figure 13 shows this decision
surface for the shape features for mode 4 detection ranges with low measurement error.
The membership functions for the fuzzy sets defined for the x1 and x 2 linguistics vari-
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ables are shown along the edges of plot. Each fuzzy set is labeled with a number (to
simplify the presentation format) that represents the linguistic name of the fuzzy set in
sequence (e.g., 0 represents SMALL, 1 represents MEDIUM-SMALL, etc.). The horizontal
and vertical lines overlaying the decision surface correspond to the discrete thresholds
established for each input feature domain.
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Figure 13. Decision surface for shape features at mode 4 ranges with low measurement error

Figures 14 through 16 show similar decision surfaces for other discrete values of the
other input features. As the values of the other features continuously change, the x1 ver-
sus x2 decision surface smoothly varies in height and shape. These decision surfaces
provide an understanding of the system response function in a meaningful format. In
addition they illustrate that the rule base designed for this investigation exhibits the
properties of completeness, consistency, and continuity.
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Figure 14. Decision surface for shape features at mode 4 ranges with high measurement error
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Figure 15. Decision surface for shape features at mode 5 ranges with low measurement error
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Figure 16. Decision surface for shape features at mode 5 ranges with high measurement error

4.4.3 Rule Base Properties

Completeness ensures that the system fires at least one rule to a dominant degree for any
given input so that a decisive response is always produced. That is, the antecedent of at
least one rule is satisfied to a degree of at least 0.5 so that the rule consequence is ap-
plied to the corresponding degree. This property is ensured by the fact that the fuzzy
sets for the xl and x2 input variables have membership functions that intersect at a level
of 0.5 so that these two input domains are fully "covered" in the corresponding decision
space .

The rule base is said to be inconsistent if a contradiction between rules exists. This can
only happen when two rules share the same antecedent but have difference conse-
quences. This is clearly not the case for the rule base designed for this fuzzy subsystem.
The hierarchical design approach ensures that no two fuzzy rules in the rule base have
the same antecedent.

The continuity of the rule base ensures that smoothly varying inputs elicit a continuous
response from the fuzzy subsystem. Satisfaction of this property is indicated (although
not insured) by the smoothness in the decision surfaces (figures 13 through 16). Note

1 It is not necessary frix the rule base for a fuzzy system to be complete. Due to the fuzziness of the input
variables, many fuzzy control systems show no significant reduction in performance using only a subset
of control rules.
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that the apparent blockiness in the presentation format of these surfaces is simply due to
the resolution at which they are displayed.

4.5 Analysis and Evaluation Tools

The following sections discuss the analysis and evaluation tools used for this investiga-
tion. These tools include a useful graphical feedback utility that is embedded into the
simulation of the fuzzy logic subsystem and several utilities to evaluate the performance
of the fuzzy logic subsystem in comparison with the existing algorithms.

4.5.1 Graphical Feedback Utility

Analysis of any fuzzy process is a difficult task. The fuzzy logic subsystem designed
for this investigation converts a crisp input vector to a set of fuzzy variables, applies an
inference engine that simultaneously fires multiple fuzzy rules, and interpolates the
fuzzy result to get a crisp output value. This process is performed for every appropriate
sample (i.e., every sample that passes the cursory tests described in section 4.1.4) in
each signal. For each of these samples, it is useful to know which rules are fired and to
what degree they are satisfied by the inputs. In addition, it is useful to monitor this be-
havior from sample to sample so as to gain insight into the temporal behavior of the sys-
tem.

For these purposes, a dynamic graphical feedback utility has been developed for this in-
vestigation that is embedded into the simulation of the fuzzy logic subsystem. This util-
ity provides four graphical displays that are updated during the processing of each sam-
ple. Figure 17 shows a snapshot of this display capability for a particular sample taken
during the processing of a threat signal.

The top display shows the degree to which each rule is satisfied by the current input
vector. The x-axis represents the rule number (see table Al) and the y-axis is the degree
of membership in the fuzzy relation defined by that particular rule. For this sample,
four rules are satisfied to various degrees. The rule numbers indicate that only rules de-
fined for mode 4 detection ranges are satisfied. The information in this display relates
directly to the second display which shows the clipped membership functions for the
fuzzy sets that represent the consequences of the applied rules. The level to which these
membership functions are clipped is equal to the level to which the corresponding rules
are satisfied. The vertical dashed line on this display indicates the defuzzified output
value for the fuzzy subsystem. This crisp output value represents the current level of
alarm indicated by the fuzzy subsystem. The third display shows a time history of these
crisp output values over a finite set of samples. This display is useful for monitoring the
temporal trend of the alarm level as each sample is processed. The horizontal line repre-
sents an arbitrary threshold that could be applied to the alarm level for threat declara-
tion. The bottom display shows a normalized histogram of the rules that are satisfied
during the processing of a particular signal. The height of each vertical bar represents
the number of times the corresponding rule has been satisfied, normalized to a scale be-
tween 0 and 1. The histogram shown in figure 17 indicates that six rules for mode 4 de-
tection ranges and the two feature x 3 and x 4 rules are satisfied at the indicated frequen-
cies. No rules for mode 5 detection ranges are satisfied for this signal.
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Figure 17. Snapshot of dynamic graphical display utility for one sample from a threat signal.

4.5.2 Performance Evaluation Utilities

Several evaluation utilities were developed for this investigation to compare the per-
formance of the fuzzy logic subsystem with the performance of the existing algorithms.
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Performance is measured both in terms of detection probabilities and early warning ca-
pability. Detection probabilities are measured as the percentage of threats correctly
classified as threats (probability of detection) versus the percentage of non-threats incor-
rectly classified as threats (probability of false alarm). Note that these probability meas-
ures are not based on known density functions, but are generated from estimated density
functions based on histograms of the results obtained from processing the test data sets.
These detection statistics are gathered from the threat and non-threat signals that are
processed by both the fuzzy subsystem and the existing mode 4 and mode 5 classifiers.
As indicated in section 4.1.4, these performance statistics characterize only the "local"
performance of these classifiers in that they do not reflect the overall "global" perform-
ance of the entire integrated system.

The detection performance for the existing mode 4 and mode 5 classifiers is known.
Specifically, the estimated probability of detection (PD) is 0.82 and the estimated prob-
ability of false alarm (PFA) is 0.40 for the processed data sets. The output of the fuzzy
logic subsystem is the defuzzified alarm level for each test sample. To determine the
detection performance of this system, a threshold is applied to the output alarm level. If
the alarm level for any sample for a signal in a particular data set exceeds that threshold,
then an alarm is declared for that data set and the earliest time at which this occurs is
recorded.

To compare the false alarm performance of the fuzzy logic subsystem with the existing
algorithms, the detection threshold can be set at a level that yields the same probability
of detection as obtained by the existing algorithms for the fuzzy subsystem. Then, the
probability of false alarm is measured by counting the data sets with alarm level that
exceed this threshold across the non-threat data sets. Conversely, the threshold can be
set such that the same probability of false alarm is achieved, so the probability of detec-
tion can be compared. These performance numbers for the test data sets are presented in
the next section.

A more continuous method of comparing detection performance statistics is to compute
what is known as receiver operator (ROC) curves' for the fuzzy logic subsystem. The
probability of detection and the probability of false alarm measured for a particular set-
ting of the detection threshold can be plotted on a graph. By allowing this threshold to
continuously vary, the relationship between these two parameters forms a curve. Figure
18 shows the form of a typical ROC curve. As the threshold increases, the correspond-
ing position along the curve moves from the point (1,1) to the point (0,0). Superior per-
formance is indicated when the ROC curve falls higher in the upper left-hand comer of
the plot. In such a case, higher probabilities of detection are achieved with lower prob-
abilities of false alarm. ROC curves for the fuzzy logic subsystem are presented in the
next section.

1ROC curves have historically been used for two-class pattern problems for radar systems.
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Figure 18. Representative ROC curve for threat versus non-threat discrimination problem.

An assessment of the warning time for each system is made as well. The warning time
for a threat engagement in a particular data set is a measure of the amount of time be-
tween the earliest time a threat is declared by the classifiers considered for this investi-
gation and the time remaining to target intercept. Clearly, the earliest warning time pos-
sible is desired for such a system so that sufficient time is available for appropriate
countermeasure action. Due to the temporal nature of the classifiers considered in this
investigation, there are inherent limits as to how early a threat can be detected. For in-
stance, these classifiers are dependent on the measurement of a previously occurring
temporal event that determines the range characteristics of the potential threat signal.
This measurement operates on a certain number of previously processed data samples.
Since detection can not occur before these samples are processed, the warning times for
these temporal classifiers are limited. Warning time performance for each system is
measured by simply averaging the warning times across all the successfully classified
simulated threat data sets. Warning times are presented in terms of processing sample
units. That is, the number of samples to be processed after the sample at which the de-
tection occurred but before the sample at which intercept occurs, is presented. Warning
time results for the existing classifiers and the fuzzy subsystem are presented in the next
section.

5 Results

The next few sections describe the results obtained during this investigation. First, the
known results for the existing mode 4 and mode 5 classification algorithms are pre-
sented. This is followed by a presentation of various experiments using the fuzzy sub-
system. These results are analyzed and compared using the performance evaluation
utilities developed for this investigation.
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5.1 Performance of the Existing Classifiers

As described in section 4.1.4, test sets containing 1651 threat data sets and 86 non-threat
data sets are used for performance evaluation and system comparison for this investiga-
tion. These data sets contain the signals that are actually processed by both the fuzzy
subsystem and either of the existing mode 4 or mode 5 classifiers. "Local" performance
measures are computed for these two processes using the evaluation utilities described
in the previous section. Performance statistics for the existing mode 4 and mode 5 clas-
sifiers are shown in table 2, which is often referred to as a confusion matrix.

... S.TI...S... . . Classified as Threats Classified as Non-Threats

Actual Threats 1350 (82%) 301 (18%)

Actual Non-Threats 34 (40%) 52 (60%)

Table 2. Confusion matrix for existing mode 4 and mode 5 classifiers.

These performance statistics represent a single point on the ROC plots for the fuzzy sub-
system since the existing classifiers can only makes binary decisions (i.e., there is no
decision threshold to vary).

The warning times for the mode 4 and mode 5 classifiers are also known for the existing
algorithms. In particular, the average warning time (in processing sample units) for
these combined modes is measured at 7.16 samples. That is, on average, either the
mode 4 or the mode 5 classifier for the existing algorithms detected a threat a little more
than seven samples prior to the sample at which target intercept is expected to occur.

5.2 Performance of the Fuzzy Subsystem

Various experiments were performed for this investigation to assess the performance of
the fuzzy subsystem. A set of four fuzzy data bases { l, 2, Q3, f)4} were developed
and used in conjunction with the fuzzy rule base designed for the fuzzy subsystem (as
described in section 4.4). For the fuzzy data base fl, (see figure 11), the ROC curve
shown in figure 19 was generated. A single point, designated by the asterisk, is the
probability of detection and probability of false alarm for the existing mode 4 and mode
5 classifiers.

- 50 -



0.0 0.2 0.4 0.5 0.8 1.0

PFA

Figure 19. ROC curve for fuzzy subsystem using fuzzy data base l. The asterisk
indicates the PD and the PFA for the existing mode 4 and mode 5 classifiers.

This plot indicates a moderate level of performance improvement over the existing algo-
rithms is achieved when using the Ql data base for the fuzzy logic subsystem. With the
same probability of detection, this fuzzy subsystem has a lower probability of false
alarm at about 0.22, which is equivalent to reducing the number of false alarms by al-
most one half. In addition, by allowing the same number of false alarms, the fuzzy logic
subsystem has an increased the probability of detection from 0.82 to about 0.91.

Note that for this investigation, a reduction in the number of false alarms is judged to be
more critical than an increase in the number of detections. This is because other classi-
fication modes (modes 1-3 and modes 6-8) are available to possibly declare some of the
missed detections as threats. However, once an alarm occurs, whether it be induced
from an actual threat signal or a non-threat signal, it can only be retracted by post-
processing suppression algorithms. In fact, it may be desirable to select an operating
point with a probability of detection lower than the present value of 0.82 in order to pre-
serve an even lower number of false alarms. This trade-off must be made in the overall
context of total system performance and is beyond the scope of this investigation.

The average warning time measured for the fuzzy subsystem using the Ql data base is
equivalent to the time of 7.64 samples. This corresponds to an average warning time
improvement over the existing classifiers of about 6.7 percent. Even such small in-
creases in warning time may prove to be significant in certain threat warning situations
when swift countermeasure action is essential.

A similar experiment was performed using the fuzzy data base .2 (see figure 12). The
corresponding performance statistics are summarized by the ROC curve shown in figure
20.
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Figure 20. ROC curve for fuzzy subsystem using fuzzy data base 2.

This plot indicates a similar level of performance improvement over the existing algo-
rithms as observed using the Q fuzzy data base. In particular, the same probability of
false alarm (about 0.22) is indicated using both Q, and 2z when the probability of de-
tection is fixed at the value obtained from the exiting classifiers. When the probability
of false alarm is fixed at the value allowed by the existing classifiers, the fuzzy logic
subsystem using the .2 data base has a probability of detection of about 0.93. This sta-
tistic is slightly higher than that obtained using the f21 fuzzy data base. It may be to
appropriate to select the point on the operating curve just prior to the point where the
slope of the curve begins to flatten. Low slope regions of the ROC curve indicate small
gains in probability of detection for relatively large numbers of false alarms.

The average warning time measured for the fuzzy subsystem using the Q2 data base is
8.34 samples which is a moderate improvement over the average warning time of the
existing algorithms by about 16.4 percent. This average warning time is even higher
than the average warning time for the Q2 data base. This is expected since the member
functions defined for the f22 data base have a higher degree of fuzziness.

The similarity in the performance of the fuzzy subsystem using these two fuzzy data
bases suggests a certain degree of robustness in the application of fuzzy logic to this dis-
crimination problem. The fuzzy data bases f2 and 2 consist of fuzzy sets that are de-
signed with substantially different levels of fuzziness as indicated by their membership
functions (see figures 11 and 12). This suggests that by fuzzifying the input boundaries
to any degree and by applying a fuzzy combination of the mode 4 and mode 5 classifica-
tion criteria, information about the relationships between the features and the temporal
knowledge inherent in this process is more effectively utilized.

5.3 Fuzzy Subsystem Variations

Two alternate fuzzy data bases, D.3 and Q4, were also designed. The fuzzy sets con-
tained in these data bases are represented in figures Al and figures A2, respectively, lo-
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cated in Appendix A. The purpose of these designs is to determine the source of the
performance improvement demonstrated by the fuzzy logic subsystem. In the f3 fuzzy
data set, the linguistic variables for the first four features {x1, x2, x 3, x4} contain identical
fuzzy sets as the Ql fuzzy data base. These four features measure signal characteristics
related to signal shape and feature measurement quality. The other two features {x, x2 }
that measure occurrence of the previous temporal event are designed as "crisp" fuzzy
sets so that the distinction between mode 4 and mode 5 classification tests reverts back
to a binary decision. This way, the contribution of fuzzy logic applied to the shape and
measurement features for each current sample can be isolated. This corresponds to the
fuzzification of the "binary decision" problem (see section 2.2.2). The performance of
the fuzzy logic subsystem using this fuzzy data base is presented in terms of the ROC
curve shown in figure 21.

0.0 0.2 0.4 0.6 0.8 1.0

PFA

Figure 21. ROC curve for fuzzy subsystem using fuzzy data base .3.

Although improved performance over the existing classifiers is indicated, the amount of
improvement is about half as much as was observed using the Ql and 2 fuzzy data
base designs.

Conversely, the 04 fuzzy data base was designed to isolate the contribution of fuzzy
logic applied only to the previous temporal event features. This corresponds to the
fuzzification of the "brick wall" problem (see section 2.2.3). The performance of the
fuzzy logic subsystem using the fi4 data base is also presented in terms of an ROC
curve, as shown in figure 22.
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Figure 22. ROC curve for fuzzy subsystem using fuzzy data base 04.

Again, some improved performance over the existing classifiers is indicated. The
amount of improvement here is about the same as that indicated using the Q23 fuzzy data
base design.

These results indicate that the improved performance gained by applying the fuzzy logic
subsystem is derived from both the fuzzification of the signal shape features and the
fuzzification for the previous temporal event features. The improved performance using
the 3 fuzzy data base indicates that by fuzzifying the decision boundaries for classifi-
cation mode 4 and classification mode 5 features, the binary decision problems induced
by strict thresholds can be relieved. In addition, the improved performance using the Q24
fuzzy data base indicates that by allowing a continuous transition between classification
mode 4 and classification mode 5 detection criteria, temporal information can be ex-
ploited to reduce the exclusive nature of the existing classification structure. These re-
sults also suggest that these performance gains are complementary in that the degree of
improvement in performance statistics appears to be additive.

6 Conclusions and Recommendations

6.1 Investigation Summary

This investigation has demonstrated that by applying fuzzy logic techniques to a key
portion of the temporal discrimination problem, moderate performance improvements
can be achieved. These improvements can be attributed to two reasons. The first reason
is due to the ability of fuzzy logic to represent the input features for each individual
classification mode as fuzzy linguistic variables. As discussed in section 3.2.1, fuzzy
linguistic variables partition the domain of the variable into a number of overlapping
fuzzy sets. Each fuzzy set is defined in terms of a continuous membership function rep-
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resenting truth values between 0 and 1. In this way, it is possible for each input feature
to belong to multiple fuzzy sets with variable degrees of membership.

In contrast, the existing algorithms, against which the fuzzy logic approach is being
compared, apply each individual classifier as a binary decision based on a series of one-
dimensional threshold tests. This results in a strictly binary decision surface that does
not allow for "shaded" decisions and does not capture the relationships between the in-
put features. Instead, each individual classification mode rejects the current sample if
any one of the input feature measurements fails its corresponding threshold test.

The application of fuzzy logic to each individual classification mode provides continu-
ous and overlapping boundaries between the fuzzy concepts defined along the domain
of the input feature. A set of fuzzy rules defined in terms of these fuzzy concepts are
simultaneously applied to the input features. Some of these fuzzy rules capture decision
relevant information that relates to all of the features for each classification mode.
Thus, a more continuous decision can be made at each sample, which provides an im-
provement in the performance statistics as discussed in section 5.2 above.

The second reason for the improved performance is due to the ability of fuzzy logic to
better exploit the temporal characteristics inherent in this discrimination process than do
the existing algorithms. The existing algorithms suffer from what is called the "brick
wall" problem which limits the temporal information that is shared between individual
classification modes. In particular, a binary decision is made as to whether to apply
classification mode 4 or classification mode 5 at each sample based on the values of fea-
tures that measure the size and quality of a previously occurring temporal event. If
these feature measurements pass a set of strict threshold tests then classification mode 4
is applied. Otherwise, classification mode 5 is applied.

The fuzzification of this process allows a continuous transition between classification
mode 4 and classification mode 5 decision criteria. With fuzzy logic, both of these
modes can be applied simultaneously but with different levels of confidence. The level
to which each classification mode is applied is based on the degree to which the tempo-
ral event features satisfy the temporal criteria for that mode. This fuzzification in the
temporal domain provides an improvement in the performance statistics as discussed in
section 5.3 above.

These two fuzzification processes are combined in the fuzzy logic subsystem designed
for this investigation. The improved performance demonstrated by this subsystem indi-
cates that fuzzy logic is able to benefit from both of these processes in a complementary
fashion. With the same number of detections obtained from the existing classifiers, a
moderate reduction in the number of false alarms (almost by a factor of 2) is achieved.
In addition, an increase in the average warning time (ranging from 6 to 16 percent) for
simulated threat data is demonstrated. These results are presented in detail in section 5.

The fuzzy logic subsystem developed for this investigation is based on expert knowl-
edge about threat warning systems gathered from years of experience. A direct conver-
sion of this knowledge was used to define the linguistic variables that represent the fea-
tures defined in the original system. Well established thresholds were used to partition
these linguistic variables into fuzzy sets. Several fuzzy data bases (i.e., l , 2', 3, and
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Q4) were tested with the fuzzy subsystem. The fuzzy data bases Ql and Q2 were de-
signed such that every input feature is fuzzified to various degrees of fuzziness. Similar
performance improvement was achieved from both of these experiments, which sug-
gests a certain degree of robustness in the design of the fuzzy subsystem. The fuzzy
data base fl 3 was designed to determine the effects of fuzzy logic applied only to the
individual classifiers. As such, only the individual classification features (x1, x2, x3, and
x4) are fuzzified. About half as much performance improvement over the Ql and 2
tests was observed using the Q3 fuzzy data base. Conversely, data base f~4 was de-
signed to determine the effects of fuzzy logic applied only in the temporal domain. In
this case, only the temporal event features (x5 and x) are fuzzified. Again, about half as
much performance improvement was observed using the fQ4 fuzzy data base. Complete
fuzzification of this fuzzy subsystem, using either fuzzy data base fl or , is the pre-
ferred method of applying fuzzy logic to the temporal classification problem.

A set of fuzzy rules was designed to capture the expert knowledge that was used to de-
velop the original system. These rules were defined using a hierarchical strategy that
provides a straight forward method of translating this high dimensional discrimination
problem into a manageable number of fuzzy rules. Desirable rule base properties were
shown to be satisfied by these fuzzy rules.

6.2 Applicability to the Entire System

The positive results from this investigation suggest that fuzzy logic techniques are in-
deed applicable to this temporal classification problem. The key portion of the existing
algorithms that have been investigated here are judged to be representative of the tem-
poral structure of the entire system. The same techniques that were used to apply fuzzy
logic to the classification mode 4 and mode 5 algorithms could be used to convert the
complete set of classifiers into a single fuzzy logic system.

It is anticipated that similar benefits will be achieved from the fuzzification of each ad-
ditional classification mode. Each existing classifier measures a different set of features
that are designed to capture distinctive temporal characteristics of threats at specific
ranges and applies a set of binary thresholds to these features. Fuzzification of each
classifier could potentially improve detection performance as seen in this investigation.

In addition, the unification of all these individual classifiers into a single fuzzy system
that applies fuzzy logic across the entire temporal domain has the potential for signifi-
cant performance improvement. The fuzzy combination of classification modes 4 and 5
is based on the fuzzification of a single temporal event. In actuality, many temporal
events occur in a threat signal over the course of the engagement. Each classifier in the
original system was designed to detect these temporal events using relatively limited bi-
nary classification tests. By applying fuzzy logic to the entire system, the relationships
between all these temporal events can be exploited in a unified and more continuous
process.

The additional complexity involved in integrating this entire temporal classification sys-
tem into a single process is well suited to fuzzy logic techniques. New fuzzy linguistic
variables can be defined for each additional feature in the decision space. Fuzzy sets
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can be defined along the domain of each feature to effectively partition the feature do-
main into an appropriate number of fuzzy concepts that represent feature values in lin-
guistic terms. Additional fuzzy rules can then be defined using these linguistic terms
and added to the fuzzy rule base. These fuzzy rules should capture the appropriate rela-
tionships between the linguistic variables and exploit the additional temporal informa-
tion available in the threat signal. Similar hierarchical design techniques can be used to
develop a meaningful set of rules and to control the overall size of the fuzzy rule base.

6.3 Recommendations

It is recommended that the fuzzification of the entire threat warning system be pursued
in an attempt to further improve the performance of the discrimination process and to
provide the manageable growth capability that is desirable for an evolving system such
as this. This would include combining all classification modes into a single fuzzy proc-
ess using the fuzzy logic techniques considered during this investigation. In addition,
information from concurrent signals from other sensors could also be incorporated into
the fuzzy process with the addition of the appropriate fuzzy rules to the fuzzy rule base.
Continued analysis of variations in the fuzzy knowledge data should be performed in an
attempt to optimize performance and to further establish the fuzzy relationships between
the fuzzy variables.

It is also recommended that the issue of processing time for the fuzzy subsystem should
be considered before advanced fuzzy logic techniques are pursued. The simulation for
this fuzzy subsystem was designed with a high degree of flexibility both in fuzzy design
parameters and graphical display options. As such, no effort at optimizing this process-
ing has been performed. This simulation takes about five times longer than the simula-
tion of the original algorithms to process the entire set of test data. However, the under-
lying operations required to perform the fuzzy logic operations are quite straight
forward. It is anticipated that by assuming that certain design parameters (e.g., infer-
ence method, membership function form, defuzzification method, etc.,) will be fixed,
and by considering recent developments in fuzzy logic hardware (Lee, [1990b]), real-
time implementation of a fuzzy logic system for threat warning systems is a possibility.

Various fuzzy hybrid techniques that incorporate classical pattern recognition tech-
niques and adaptive learning techniques (including neural network hybrids) should also
be considered in future research.

For this threat warning system, however, it is essential that any approach conform to the
prescribed design philosophy that is based on maintaining a thorough understanding of
the physical meaning behind the discrimination process and to be able to relate the de-
sign parameters back to underlying physical phenomena. The fuzzy logic techniques
applied during this investigation conform to this design philosophy.
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Appendix A

Fuzzy Set Menmrshib Functions for Feature X1
12 OMM.L 40 ME S&W.L 140 MEDK30 BIG

10

0.0

0200 0.10 020 0.30 040 0.80

Fuzzy Set MmrsHib Functlo for Fture X5
1.0

ol- SMLL BIG0.6

0.4

0.2
0.0

0 0 100 180

Fuzz S Mmberb i Funcobnr r Feature X8
.22 SML -B-IG0

1.0

0.4

0.2
0.0

0.00 o.o 0. 15 0.20

Figure Al. Membership functions for fuzzy data base 23.
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Appendix B

Classification mode 4 detection rules:

1 if xI is SMALL and x2 is SMALL and x5 is BIG and x6 is SMALL then y is Low
2 if x I is SMALL and x 2 is MEDIUM-SMALL and x 5 is BIG and x 6 is SMALL then y is MODERATE
3 if x is SMALL and x2 is MEDIUM-BIG and x5 is BIG and x6 is SMALL then y is MODERATE
4 if x1 is SMALL and x2 is BIG and x5 is BIG and x6 is SMALL then y is LOW

5 if x1 is MEDIUM-SMALL and x 2 is SMALL and x 5 is BIG and x6 is SMALL then y is MODERATE
6 if x I is MEDIUM-SMALL and x2 is MEDIUM-SMALL and x 5 is BIG and x6 is SMALL then y is VERY HIGH
7 if x i is MEDIUM-SMALL and x 2 is MEDIUM-BIG and x5 is BIG and x6 is SMALL then y is VERY HIGH
8 if x is MEDIUM-SMALL and x 2 is BIG and x5 is BIG and x6 is SMALL then y is MODERATE

9 if x1 is MEDIUM-BIG and x2 is SMALL and x5 is BIG and x6 is SMALL then y is MODERATE
10 if x i is MEDIUM-BIG and x2 is MEDIUM-SMALL and x5 is BIG and x6 is SMALL then y is VERY HIGH
11 if x1 is MEDIUM-BIG and x2 is MEDIUM-BIG and x5 is BIG and x6 is SMALL then y is VERY HIGH
12 if x I is MEDIUM-BIG and x2 is BIG and x 5 is BIG and x6 is SMALL then y is MODERATE

13 if x1 is BIG and x2 is SMALL and x5 is BIG and x6 is SMALL then y is LOW
14 if x I is BIG and x2 is MEDIUM-SMALL and x 5 is BIG and x 6 is SMALL then y is MODERATE
15 if x I is BIG and x2 is MEDIUM-BIG and x 5 is BIG and x6 is SMALL then y is MODERATE
16 if xI is BIG and x2 is BIG and x 5 is BIG and x6 is SMALL then y is LOW

Classification mode 5 detection rules:

17 if x i is SMALL and x2 is SMALL and x5 is SMALL then y is VERY LOW
18 if x1 is SMALL and x2 is MEDIUM-SMALL and x5 is SMALL then y is VERY LOW
19 if x I is SMALL and 2 is MEDIUM-BIG and x5 is SMALL then y is VERY LOW
20 ifx I is SMALL and x2 is BIG and x5is SMALL then y is VERY LOW

21 if x1 is MEDIUM-SMALL and x2 is SMALL and x5 is SMALL then y is VERY LOW
22 if x I is MEDIUM-SMALL and x2 is MEDIUM-SMALL and x 5 is SMALL then y is LOW
23 if x i is MEDIUM-SMALL and x2 is MEDIUM-BIG and x5 is SMALL then y is MODERATE
24 if x i is MEDIUM-SMALL and x2 is BIG and x5 is SMALL then y is LOW

25 if x i is MEDIUM-BIG and x2 is SMALL and x5 is SMALL then y is VERY LOW
26 if x I is MEDIUM-BIG and x2 is MEDIUM-SMALL and x5 is SMALL then y is MODERATE
27 if x I is MEDIUM-BIG and x2 is MEDIUM-BIG and x5 is SMALL then y is VERY HIGH
28 if x I is MEDIUM-BIG and x2 is BIG and x5 is SMALL then y is MODERATE

29 if x i is BIG and x2 is SMALL and x5 is SMALL then y is VERY LOW
30 if xl is BIG and x2 is MEDIUM-SMALL and x5 is SMALL then y is LOW
31 if x I is BIG and x2 is MEDIUM-BIG and x5 is SMALL then y is MODERATE
32 if x is BIG and x2 is BIG andx 5 is SMALL then y is LOW

33 if x I is SMALL and x2 is SMALL and x5 is BIG and x6 is BIG then y is VERY LOW
34 if x1 is SMALL and x 2 is MEDIUM-SMALL and x5 is BIG and x6 is BIG then y is VERY LOW
35 if x I is SMALL and x 2 is MEDIUM-BIG and x5 is BIG and x6 is BIG then y is VERY LOW
36 ifx 1 is SMALL and x2 is BIG and x5 is BIG and x6 is BIG then y is VERY LOW
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37 if x1 is MEDIUM-SMALL and x 2 is SMALL and x 5 is BIG and x6 is BIG then y is VERY LOW

38 ifx I is MEDIUM-SMALL and x2 is MEDIUM-SMALL and x5 is BIG and x6 is BIG then y is LOw
39 if x, is MEDIUM-SMALL and x2 is MEDIUM-BIG and x5 is BIG and x6 is BIG then y is MODERATE

40 if x I is MEDIUM-SMALL and x2 is BIG and x5 is BIG and x6 is BIG then y is LOW

41 if x1 is MEDIUM-BIG and x2 is SMALL and x5 is BIG and x6 is BIG then y is VERY LOW

42 if x1 is MEDIUM-BIG and x2 is MEDIUM-SMALL and x5 is BIG and x6 is BIG then y is MODERATE

43 if x I is MEDIUM-BIG and x2 is MEDIUM-BIG and x5 is BIG and x6 is BIG then y is VERY HIGH
44 if x is MEDIUM-BIG and x2 is BIG and x5 is BIG and x6 is BIG then y is MODERATE

45 if xI is BIG and x2 is SMALL and x5 is BIG and x6 is BIG then y is VERY LOW
46 if x1 is BIG and x2 is MEDIUM-SMALL and x5 is BIG and x6 is BIG then y is LOW
47 if xl is BIG and x2 is MEDIUM-BIG and x5 is BIG and x6 is BIG then y is MODERATE
48 if x1 is BIG andx 2 is BIG and x5 is BIG and x6 is BIG then y is LOW

Measurement error rules:

49 ifx 3 is BIandx 5 isBIG andx6is SMALL then yis VERY LOW

50 if x 3 is M and x5 is SMALL then y is VERY LOW
51 ifx 3 is BIG andx 5 is SMALL then y is VERY LOW
52 ifx 3 is M and x5 is BIG and x6 is BIG then y is VERY LOW
53 if x3 is BG and x5 is BIG and x6 is BIG then y is VERY LOW

Linear shape feature rules:

54 if X4 is BIG and x5 is BIG andx 6 is SMALL then y is VERY LOW

55 if x4 is SMALL and x5 is SMALL then y is VERY LOW

56 ifx 4 is MEDIUM-BIG and x5 is SMALL then y is VERY LOW
57 if x 4 is BIG and x5 is SMALL then y is VERY LOW
58 if x4 is SMALL and x5 is BIG and x6 is BIG then y is VERY LOW
59 if x4 is MEDIUM-BIG and x 5 is BIG and x6 is BIG then y is VERY LOW

60 ifx 4is BIG and x is BIG andx 6is BIG then yis VERY LOW
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