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Doctor of Philosophy

Abstract

Two experiments are presented which measure atomic properties using an atom in-
terferometer. The interferometer splits the sodium de Broglie wave into two paths,
one of which travels through an interaction region. The paths are recombined, and
the interference pattern exhibits a phase shift depending on the strength of the inter-
action.

In the first experiment, the interaction involves a gas. De Broglie waves traveling
through the gas experience a phase shift represented by an index of refraction. By
measuring the index of refraction at various wavelengths, the predicted phenomenon
of glory oscillations in the phase shift has been observed for the first time. The
index of refraction has been measured for sodium atoms in gases of argon, krypton,
xenon, and nitrogen over a wide range of wavelength. These measurements offer
detailed insight into the interatomic potential between sodium atoms and the gases.
Theoretical predictions of the interatomic potentials are challenged by these results,
which should encourage a renewed effort to better understand these potentials.

The second experiment measures atomic polarizability with an atom interferome-
ter. Here, the interaction is with an electric field; the atom experiences a phase shift
proportional to its energy inside the field. Previously, this method was used to per-
form the most accurate (< 1%) measurement of sodium polarizability. The precision
was limited, however, by the spread of velocities in the atomic beam—the phase shift
is different depending on velocity, and the interference pattern is washed out. This
thesis presents a new technique to “rephase” the interference pattern at large applied
fields, and demonstrates a measurement that is free of this limitation. In addition,
most of the systematic errors that plagued the previous polarizability measurement
are eliminated by the new technique, and an order of magnitude improvement in pre-
cision now appears quite feasible. The remaining systematic errors can be eliminated
by measuring the ratio of polarizabilities between two different atoms, a comparison
whose precision is better by another order of magnitude.

Thesis Supervisor: David E. Pritchard
Title: Professor of Physics
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Motion being eternal, the first mover will be eternal also.

— Aristotle, Physics
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Chapter 1

Theory and Operation of an Atom

Interferometer

1.1 Introduction

The design, construction, and operation of the MIT atom interferometer, as well as

incremental improvements, have been described in detail in many sources over the

past decade, most notably in the dissertations of past doctoral students [53, 33, 18,

47, 88, 80, 56] as well as other publications [54, 8]. The most recent innovations are

outlined in [56] and [57].

We will briefly recap the layout of the interferometer, including a record of its

current operating parameters and capabilities. These specifics may be important in

relation to the experiments discussed in later chapters.

The subsequent part of this chapter will address the most important consideration

for successful operation of the interferometer—prevention of the many processes that

can degrade the interference pattern. It will begin with an analysis of alignment

requirements for a three-grating interferometer, and continue with a look at external

influences that can introduce decoherence, such as vibration, gravity, magnetic fields,

and atomic collisions.
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Figure 1-1: A schematic of the MIT atom interferometer, drawn to scale.

1.2 Experimental Setup

The interferometer (Fig. 1-1) consists of the source, which creates the atomic beam,

the interferometer itself, which splits the beam into two paths and then recombines

them into a single path, and the detector, which counts each atom to observe con-

structive or destructive interference in the recombined beam.

A supersonic expansion in the source creates a beam with a very narrow range of

velocities, with a typical rms velocity of 3–7% of the mean. The mean velocity can be

adjusted to any value between 700–3000 m/s depending on the mixture of the carrier

gas (we use a mixture of rare gases—various Ar-He mixtures can cover the 1000–3000

m/s range) used to pressurize the source (20 psi above atmosphere). Heaters warm

melted sodium in the source to a temperature of up to 600◦C. Sodium atoms mix with

the carrier gas and expand isotropically (and adiabatically) from the pressurized oven

with a temperature of up to 800◦C through a hotter nozzle (70 µm diameter). The

skimmer (500 µm diameter) extracts the core of the supersonic expansion to form the

atomic beam.

The beam is collimated by two slits spaced 90 cm apart. The first slit is 18 cm from

the skimmer. The second slit is 248 cm from the detector. The slits are adjustable

14



Figure 1-2: A magnified view of one of interferometer’s microfabricated diffraction
gratings, imaged with a scanning electron microscope. The black slots are etched
gaps that allow atoms to pass through. The grating period is 100 nm.
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Figure 1-3: A typical diffraction pattern from a 100 nm grating.

15



among five widths of approximately 15, 25, 35, 45, and 55 µm. The smallest slits (used

almost exclusively) are known more precisely to have widths of 11.5 µm and 16 µm

for the upstream and downstream slits respectively. The beam can also be collimated

vertically by continuously adjustable slits, which we leave open for improved flux. For

the experiments in this thesis, the height of the beam was exactly 1 mm tall.

The detector consists of a 50 µm diameter rhenium wire, heated with a current

of 140 mA (it is oxidized with pure O2 at 10
−4 Torr at 200 mA for 2 min prior to

use for improved efficiency and noise). Sodium ionizes on the surface of the hot wire

and charged screens on either side direct the ions into a channel electron multiplier

to be counted individually. The detection efficiency varies in the vertical direction

along the wire and depends somewhat unpredictably on the voltages of the charged

screens.

The interferometer consists of three microfabricated diffraction gratings (Fig.1-2),

the first works as a beam splitter, the second diffracts two of the orders back together,

and the third recombines the paths into a single beam once again (Fig.1-5). We can

switch between two sets of gratings in situ to use either a 100 nm or 200 nm period

grating. The microfabricated chips with the 200 nm gratings have up to six windows

with a grating in each window. The windows are 50–200 µm wide by 1 mm tall. The

100 nm grating chips each have two or three windows that are 1 mm wide by 5 mm

tall.

The gratings are exactly 36 in. apart. The first grating is about 4 in. from the

second slit, and the third grating is 21 in. from the detector wire. With the 100 nm

gratings and a 1 km/s beam, the paths of the interferometer separate by 160 µm

at the second grating. The interaction region separates the paths with a thin wall

approximately 40 µm in thickness, allowing an interaction (for example, a gaseous

medium or electric field) to be applied to just one path, creating a measurable phase

shift in the interference pattern.
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Figure 1-4: A typical interference pattern, collected in a one second interval. The
detector monitors the combined signal of the two interferometer paths. Moving a
grating changes the interference fringe from constructive to destructive interference.
Top: the data are fit with a sine wave to determine the contrast and phase of the
fringe. Bottom: the same signal is shown as a parametric plot evolving in time;
the phase fluctuates due to imperfect cancellation of the mechanical vibration of the
gratings. The phase is determined by monitoring the motion of the gratings with a
laser interferometer.
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1.3 Interferometer Alignment Requirements

To achieve interference, the three gratings that make up the interferometer must be

properly aligned. If the length of the two paths in the interferometer differs by more

than the coherence length, no interference will occur. If the atomic beam was a

monochromatic plane wave, the two paths would interfere no matter how bad the

misalignment. Our beam, however, can be represented by a mixture of plane waves,

each of a different wavelength and propagation direction. If the interferometer is mis-

aligned and the spread in wavelength and direction is too large, then the interference

pattern from each wave will be out of phase with the rest, and the interference fringes

will be washed out.

In this section, we will derive the alignment requirements for an atom interferome-

ter by calculating the phase of the fringe formed by a pure plane wave in a misaligned

interferometer. To account for all the possible errors in the interferometer geometry,

we consider the angle of the beam, Gratings 1, and Grating 3 with respect to Grating

2, and the two inter-grating distances—from Grating 1 to 2 and from 2 to 3. All

the misalignments of the interferometer can be represented as an offset or spread in

these five variables (for example, if the grating is tilted about the axis of the grat-

ing wavevector, this can be represented as a spread in inter-grating distances, i.e.

the gratings will be closer at the top of the atomic beam and farther apart at the

bottom). We are, however, neglecting grating rotations about the beam axis in this

treatment—that has been covered in detail in other sources [53, 33].

As will be shown, this analysis reveals analytic expressions for five phase errors

that can destroy contrast if their spread is too large. This is a great simplification

compared to earlier models of interferometer contrast—modeling the interference pat-

tern used to involve large amounts of computation time on a Cray supercomputer

[53, 101]. The following derivation, together with the theory describing the profile

of the interfering orders developed in Chapter 2, gives a complete prediction for the

detected interference.

The reason we can replace the computationally intensive methods, which involved

18



Grating 2Grating 1

z

x
2

x
1α β

α�

β�

ψ
1

ψ
2

L L

γ
1

x

Figure 1-5: Propagation of atom plane waves in the interferometer in the presence of
errors in the geometry of the gratings.

fast-fourier-transform algorithms to calculate the propagation of the diffracted wave-

fronts, is because we can make two approximations: first, that the distances from one

grating to the next is large enough to be in the far field, and second, that there is not

any significant diffraction of the profile of the beam while it propagates to the detec-

tor (i.e. the beam is wide enough so the detector is in the near field of the collimation

slit diffraction). Both these conditions are easily satisfied in the MIT interferometer.

Consider the two converging paths of the interferometer in the vicinity of the third

grating. We will solve for these plane waves, ψ1 and ψ2, under various misalignments

of the first and second grating (see Fig. 1-5). We define the coordinate axis parallel

to Grating 2, so we must consider error in the angle of the beam (β) and the angle

of Grating 1 (γ1) with respect to Grating 2.

The angles of propagation for ψ1 and ψ2 near Grating 3 are α
′ and β′. We can

19



solve for these angles using the grating equation:

Grating equation at Grating 1:
λ

d
=
kg
k
= sin(α− γ1)− sin(β − γ1)

Grating equation at Grating 2:
λ

d
= sinα′ − sin β for ψ1

λ

d
= sinα− sin β ′ for ψ2

(1.1)

λ = 2π/k is the de Broglie wavelength and d = 2π/kg is the grating period.

Each plane wave is a function of the total accumulated phase:

ψ ∝ exp i
[

phase accumulated between Grating 1 and 2

+ phase due to diffraction by Grating 2

+ phase from Grating 2 to the point (x,z)
]

(1.2)

(We choose the transverse position of Grating 1 such that there is no phase due to

its diffraction.) For each plane wave we have:

ψ1 ∝ exp i
[

kL/ cos β + kgx1 + k(L+ z) cosα′ + k(x− x1) sinα′
]

ψ2 ∝ exp i
[

kL/ cosα− kgx2 + k(L+ z) cos β ′ + k(x− x2) sin β ′
]

(1.3)

where x1 = L tan β and x2 = L tanα. Now we can find the total wavefunction in the

vicinity of Grating 3 as a function of x and z. Using the fact that

kg(x1 + x2) = kL tan β(sinα′ − sin β) + kL tanα(sinα− sin β ′)

= kL(cos β − sec β − cosα + secα + sinα′ tan β − sin β ′ tanα)
(1.4)

due to Eq. 1.1, the result simplifies to:

|ψ1+ψ2|2 = 1+cos
[

kx(sinα′−sin β ′)+kz(cosα′−cos β ′)+kL(cosα′−cos β ′−cosα+cos β)
]

(1.5)

If the interferometer is perfectly aligned, then γ1 = 0, α = α′, β = β ′, sinα −

20
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of the wavefunction |ψ1 + ψ2|2 that has periodicity d.

sin β = λ/d, then we get the expected interference pattern:

|ψ1 + ψ2|2 = 1 + cos
[

2π
x

d
− 2πz

d
tan(

α + β

2
)
]

(1.6)

We will now consider Grating 3 acting as a mask and detector (Fig. 1-6), with

width w (the width of the detector wire), angle γ3, and centered at position (x0,z0).

We now have enough parameters to account for any possible misalignment in the

interferometer. Consider the intensity along Grating 3 as a function of s, the distance

along the grating, where z = z0−s sin γ3 and x = x0+s cos γ3, and defining α0 ≡ λ/d:

|ψ1 + ψ2|2 = 1 + cos
[

2π
z0
d
[cosα′ − cos β ′]/α0 + 2π

x0
d
[sinα′ − sin β ′]/α0

+2π
L

d
[cosα′ − cos β ′ − cosα + cos β]/α0

+2π
s

d
[cos γ3(sinα

′ − sin β ′)/α0 − sin γ3(cosα′ − cos β ′)]
]

(1.7)

Now simplify by solving the three grating equations (Eq. 1.1) for α, α′, and β ′ in

21



terms of α0, β, and γ1 in the limit of small angles:

(sinα′ − sin β ′)/α0 = 1−
1

2
γ21 + γ1(

1

2
α0 + β) +O[3]

(cosα′ − cos β ′)/α0 = −(
1

2
α0 + β) +O[3]

(cosα′ − cos β ′ − cosα + cos β)/α0 = γ21(
1

2
α0 + β)− 2γ1(

1

2
α0 + β)2 +O[4]

(1.8)

This leads to the following for the intensity along Grating 3:

I(s) = |ψ1 + ψ2|2 = 1 + cos
(

2π
x0
d

+2π
x0 − 2L(12α0 + β)

d

[

γ1(
1

2
α0 + β)− 1

2
γ21
]

−2πz0
d
(
1

2
α0 + β)

+2π
s

d

[

1− 1
2
γ21 −

1

2
γ23 + (γ1 + γ3)(

1

2
α0 + β)

]

)

(1.9)

If there is perfect alignment we get I(s) = 1+cos[2π(x0+s)/d] as expected. If not,

then the other parameters may have significant spread, and the interference pattern

will wash out. We use the previous equation to define five sources of phase spread:

|ψ1 + ψ2|2 = 1 + cos
[

φ0 +∆φ1 +∆φ2 +∆φ3 +∆φ4 +∆φ5
]

(1.10)

where

∆φ1 =2π
∆L

d

[

γ21(
1

2
α0 + β)− 2γ1(

1

2
α0 + β)2

]

∆φ2 =2π
L

d
(
1

2
∆α0 +∆β)

[

γ21 − 4γ1(
1

2
α0 + β)

]

∆φ3 =2π
∆z0
d
(
1

2
α0 + β)

∆φ4 =2π
z0
d
(
1

2
∆α0 +∆β)

∆φ5 =2π
w/2

d

[

1− 1
2
γ21 −

1

2
γ23 + (γ1 + γ3)(

1

2
α0 + β)

]

.

(1.11)

∆φ2 was calculated by assuming the detector position x0 is centered on the interfering

order, x0 = 2L(
1
2
ᾱ0+ β̄). ∆φ5 is the phase mismatch from s = −w/2 to s = w/2 due

22



to the period of the fringes along s being different than the period of Grating 3.

If the phase spread takes the form of a Gaussian distribution (such as for the

velocity spread of the beam giving rise to ∆α0), we have

∫ ∞

−∞

dφ
e−φ

2/2∆φ2

√

2π∆φ2
cos[φ0 + φ] = e−∆φ

2/2 cosφ0, (1.12)

resulting in a relative contrast of C = e−∆φ
2/2 with respect to the original, where ∆φ

is the rms width of the distribution.

For a distribution of ∆φ varying equally between −∆φ and +∆φ (such as for the
detector width w),

∫ ∞

−∞

dφ
1

2∆φ
cos[φ0 + φ] =

sin∆φ

∆φ
cosφ0, (1.13)

leading to a relative contrast of C = | sin∆φ
∆φ
| where the full-width of the distribution

is 2∆φ.

For our interferometer, typical values of the misalignment parameters and their

spreads are shown in Table 1.1. Using these parameters, we have the following con-

tributions to contrast loss:

∆φ1 ≈ 2π
∆L

d
[2γ3] ≈ 0.002 rad

∆φ2 ≈ 2π
L

d
[2∆βγ2] ≈ 0.1 rad

∆φ3 ≈ 2π
∆z0
d
γ ≈ 16 rad

∆φ4 ≈ 2π
z0
d
∆β ≈ 0.6 rad

∆φ5 ≈ π
w

d
[2γ2] ≈ 0.3 rad

(1.14)

The value of ∆φ3 suggests the contrast would be almost nonexistent (C3 ≈ 0.02),
but in fact we correct for this error by tilting the gratings about the beam axis by an

angle θ = γδ ≈ 0.5 mrad. ∆φ3 doesn’t contribute to contrast loss, but it should be
taken into account when performing the contrast search by scanning θ1 and θ3.

Assuming 100% initial contrast, the relative contrast as a result of errors in inter-
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γ = γ1,2,3 ≈ 10−2 Angle of gratings about axis ⊥ to plane of inter-
ferometer

β ≈ 10−2 Angle of beam with respect to Grating 2
∆β ≈

1
2
( detector wire diameter
wire-to-collimation-slit distance

) ≈
1
2
(50 µm
2.5 m

) ≈ 10−5

Angular spread of atomic beam

w = 50 µm Width of detector wire
L = 0.75 m Distance between Gratings 1 and 2

λ = 0.174 Å De Broglie wavelength for a 1 km/s sodium beam
d = 100 nm Period of gratings

α0 ≡ λ/d = 1.74× 10−4 Diffraction angle
∆α0 = 5%× α0 = 8.7× 10−6 Diffraction spread due to a 5% rms velocity width

of beam
z0 ≈ 1 mm Difference between L and the Grating 2–3 distance

δ = δ1,2,3 ≈ 5× 10−2 Angle of gratings about transverse axis
h ≡ 0.5 mm Height of atomic beam

∆z = ∆z1,2,3 ≈ 1
2
δh ≈

12.5 µm
Spread in the longitudinal position of the gratings
due to the angle of misalignment δ

∆L = ∆(z2 − z1) ≈ ∆z ≈
12.5 µm

Spread in Grating 1–2 distance

∆z0 = ∆(z3 − 2z2 + z1) ≈
2∆z ≈ 25 µm

Spread in the difference of inter-grating distances

Table 1.1: Typical values and errors in the alignment of the atom interferometer.
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ferometer geometry is

C =C1 × C2 × C4 × C5

=
∣

∣

∣

sin∆φ1
∆φ1

∣

∣

∣
×
∣

∣

∣

sin∆φ2
∆φ2

∣

∣

∣
×
∣

∣

∣

sin∆φ4
∆φ4

∣

∣

∣
×
∣

∣

∣

sin∆φ5
∆φ5

∣

∣

∣

=(1− 6× 10−7)× (0.998)× (0.94)× (0.985) = 93% contrast

(1.15)

The size of these effects have motivated us to take more care in grating alignment

when using 100 nm gratings. We have been especially careful to combat ∆φ4 by

finely adjusting the inter-grating distances using a longitudinal translation stage for

Grating 2.

The alignment is much more critical for 100 nm gratings than for 200 nm gratings.

All of the phase spreads are half the size for a 200 nm grating period. This mean

that for a 200 nm interferometer the relative contrast would instead be C1/4, or 98%

rather than 93%.

1.4 External Decoherence Processes

Even if the interferometer is perfectly aligned, we must deal with several other ex-

ternal sources of possible contrast loss, which we will collectively label as sources of

“decoherence.” Arguably, some of these effects are not “true” decoherence, since they

may just result from measuring a mixture of different interference patterns rather than

a quantum process. We will consider what defines “true” decoherence in Appendix B.

1.4.1 Vibration

By far the largest source of decoherence is due to motion of the gratings. The phase

of the interference fringe varies with the relative grating positions as φ(t) = k[x1(t)−
2x2(t) + x3(t)]. Any significant motion during the collection time of the interference

pattern reduces the fringe amplitude by a factor exp[−φ2rms/2], where φ
2
rms = 〈φ2(t)〉t.

We fight this in a number of ways. First is with a passive system of vibration

isolation, mounting the gratings on an elastically suspended board [56]. Second is an
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Figure 1-7: An interferometer tilted with respect to gravity experiences a phase shift.
The maximum separation between the interferometer paths is d = hL

mvλg

active system of vibration cancellation and monitoring, using a light interferometer

arranged with the same geometry as the atom interferometer. The light interferometer

measures the quantity x1(t)− 2x2(t) + x3(t). We use feedback to keep this constant

on a slow timescale (. 1 Hz) and otherwise monitor it with the data acquisition

system to correct for vibration using software. The third way to fight vibration is

by operating the experiment only at night, when the magnitude of mechanical noise

(arising primarily from the construction site next door) is greatly reduced.

1.4.2 Gravity

The earth’s gravitational field is a source of decoherence if the plane of the interfer-

ometer is not perpendicular to vertical. The experiment by Colella, Overhauser, and

Werner [23] went to great lengths to accurately observe the phase induced by gravity.

We must take steps to minimize this phase or, in conjunction with the velocity spread

of the beam, it will reduce fringe contrast.

Consider the interferometer tilted about the beam axis at an angle θ with respect

to horizontal (Fig. 1-7). The phase induced by gravity can be calculated two different

ways.

1. Atom in a potential
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The atom experiences a potential ∆U(z) = mg∆z. Path
¤£ ¡¢1 is defined as being

at z = 0. Paths
¤£ ¡¢2 and ¤£ ¡¢3 experience a varying potential but the accumulated

phases are identical and cancel out. Path
¤£ ¡¢4 is lower than path ¤£ ¡¢1 by a distance

∆z = d sin θ = hL
mvλg

sin θ.

The total phase difference between the paths is

∆φ = ωt =
∆U

~
× ( path length

beam velocity
) =

mgd sin θ

~
× L

v
= 2π

gL2

λgv2
sin θ (1.16)

2. Acceleration of interferometer

Alternately, we can assume the gratings are uniformly accelerating in the z

direction at a rate g. Using ∆φ = 2π(x1 − 2x2 + x3)/λg where x1,2,3 are the

transverse grating positions, then x1,2,3 =
1
2
gt2 sin θ are the positions given a

transverse acceleration g sin θ. Take t = 0 to be when the atom enters the

interferometer. Then x1 = 0, x2 =
1
2
g(L

v
)2 sin θ, x3 =

1
2
g(2L

v
)2 sin θ resulting in

a total phase

∆φ = 2π
gL2

λgv2
sin θ (1.17)

For typical parameters g = 9.807 m/s2, L = 1 m, v = 1 km/s, λg = 100 nm,

the phase is ∆φ = (616 rad) sin θ. For a phase with velocity dependence φ ∼ 1/v2,
contrast loss is C ∼ exp

[

1
2
(2φσv/v)

2
]

. For a 5% rms velocity distribution, we have

over 40% loss in contrast for θ = 1◦.

It is important to take this phase into account when aligning the interferometer.

The best procedure is to align Grating 2 perpendicular to the optical breadboard

with as much precision as possible (Gratings 1 and 3 are adjusted relative to Grating

2 using motors), measuring the angle of tilt using laser diffraction from the grating

support structure. Then the board is made perpendicular to gravity using a level

when it is mounted in the vacuum chamber. If at a later date new components are

mounted to the board, the weight distribution may shift the angle of the interferome-

ter, which must be corrected for by again leveling the board. We succeeded fairly well

in minimizing the gravity phase—from Fig. 3-11 in Chapter 3 it can be inferred that
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the contrast of our interferometer was at least 98% of what it could be with perfect

alignment.

1.4.3 Magnetic Fields

A difference in magnetic field across the two paths of the interferometer will cause a

phase shift in the interference pattern. The phase will be different depending on the

hyperfine state of the atom and, consequently, if it is large enough it will cause a loss

in fringe contrast.

Almost all of the components we use in the interferometer are moved into the beam

and precisely aligned using motorized actuators. The motors are a huge convenience,

having 1 µm resolution with up to 2” travel under computer control. We play a

dangerous game by using them, however, because they emanate magnetic fields of

several Gauss. Installation of new motor-controlled components near the paths of the

interferometer should always include the use of a Hall probe to check the size of the

fields produced.

We will estimate the size of the fields needed to cause contrast loss. A sodium

atom in a small magnetic field (| ~B| . 10 Gauss) experiences a potential U =

(0.77 MHz/Gauss)×mF h | ~B|, wheremF is the Zeeman number of the hyperfine state.

Sodium has hyperfine states F = 1 and F = 2, so the intensity of the beam is divided

between 1
4
of the atoms in each of mF = −1, 0,+1 and 1

8
in each of mF = −2,+2.

Contrast will decay if there are unequal phase shifts among these states, because

the fringes produced by each state won’t line up with each other. If ∆φ1 is the

phase shift of the mF = 1 atoms, the total interference pattern will change from

I = N + A cosφ0 to:

I =N + A
1

8

∑

F,mF

cos(φ0 +mF∆φ1)

=N + A
(cos∆φ1 + cos

2∆φ1
2

)

cosφ0

(1.18)

The phase shift ∆φ1 is the difference in the phases of each path, which is propor-
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tional to the change in magnetic field in the transverse direction:

∆φ1 ≈
2π

h

(dU

dx

)

× (separation between paths)×
( length of magnetic field region

beam velocity

)

= 2π (0.77 MHz/G)
( d

dx
| ~B|

) ( hL

mvλg

)

(`/v)

(1.19)

As a rough estimate, a magnetic object will produce a field “bubble” of approxi-

mate length ` along the beam if it is a distance ` away from the beam. Since the field

varies on the scale `, we can estimate d
dx
| ~B| ≈ B/`. For 100 nm gratings 1 m apart

and a 1 km/s beam we have:

∆φ1 = (0.84 radians/Gauss)×B (1.20)

A 1 Gauss field would reduce fringe contrast by a factor (cos∆φ1+cos
2∆φ1)/2 =

40%. For comparison, the field near a motor is about 1 Gauss at a distance of ∼ 1
2
”,

but can be as high as 10 Gauss on the motor itself. Some translation stages create

fields as high as 10 Gauss as well. From experience, we have found it is necessary to

use µ-metal shielding and measure dB
dx
with a Hall probe whenever a motor or stage

is inserted near the separated paths.

1.4.4 Background Gas

When photons are scattered in an atom interferometer, the scattered atoms are still

detected (the deflection angle is only ∼ 10−5) but due to the phase shift they no longer
contribute to the interference fringe, thereby causing decoherence. When atoms are

scattered from a background gas, the collision removes the atom from the detected

beam with near certainty. The scattering centers can be considered much like small

hard spheres—the only atoms that reach the detector are ones that haven’t been

scattered. The scattering reduces the intensity of the fringe, but if the number of

scattering events is the same in each path, the contrast of the interference fringe
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Figure 1-8: Interferometer paths exposed to the same pressure gas can experience
different densities of particles due to thermal fluctuations. Unequal attenuations and
phase shifts due to these fluctuations cause decoherence.

remains unchanged.1

However, if the number of scattering events is not the same in each path, deco-

herence can occur [95, 96]. This can happen due to statistical fluctuations in the gas

density. Consider a region of the interferometer in which the paths are exposed to a

different number of gas atoms, N1 and N2 (Fig. 1-8). If we know the complex index

of refraction of the gas, we can predict the attenuation and phase shift of each path.

We can write the wavefunction of each path as

ψ1 =
ψ0√
2
e−

1
2
N1/N0 ei

1
2
ρN1/N0 eiφ

ψ2 =
ψ0√
2
e−

1
2
N2/N0 ei

1
2
ρN2/N0

(1.21)

where N0 is defined as the coherent cross-sectional area of the wavefunction divided

by the total scattering cross-section. N0 is the number of atoms required to reduce

1To be more precise, about half of the scattered flux in a collision goes into the forward diffracted
peak, which has an angle of a few mrad (on the order of the de Broglie wavelength divided by the
range of the potential). The collimation of the interferometer is of order 50 µrad, so only ∼ 1% of
the scattered atoms are detected, approximating zero contrast loss.

30



the intensity by 1/e. ρ is the ratio of real to imaginary index of refraction, or ρ ≡ Ref
Imf

in terms of the scattering amplitude. φ is the phase difference between the two paths.

The interference of the two waves produces the following intensity

|ψ1+ψ2|2 = ψ2
0

[1

2
e−N1/N0+

1

2
e−N2/N0+e−

1
2
(N1+N2)/N0 cos[φ+

ρ

2
(N1−N2)/N0]

]

. (1.22)

N1 and N2 come from a Poisson distribution with mean value N :

〈

|ψ1 + ψ2|2
〉

/ψ2
0 =

∞
∑

N1,N2=0

PN1
PN2

[1

2
e−N1/N0 +

1

2
e−N2/N0 + e−

1
2
(N1+N2)/N0 cos[φ+

ρ

2
(N1 −N2)/N0]

]

(1.23)

where the probability distribution is PNi
= e−NNNi/Ni. Using the fact that

∑

PN1
exp[−N1/N0] =

exp[−N +Ne−1/N0 ], the interference pattern is:

〈

|ψ1 + ψ2|2
〉

/ψ2
0 =

exp[−N +Ne−1/N0 ] + exp
[

− 2N + 2Ne−1/2N0 cos(
ρ

2N0

)
]

cosφ
(1.24)

And the contrast of the interference pattern is:

exp
[

N −Ne−1/N0 − 2N + 2Ne−1/2N0 cos(
ρ

2N0

)
]

(1.25)

In the limit of large N0 (assuming N0 →∞, N . N0, ρ ∼ 1):

Contrast ≈ 1− N(1 + ρ2)

4N2
0

+O[N 2/N4
0 ]

Intensity ≈ e−N/N0

(1.26)

Now we must estimate, N0, the number of atoms required to attenuate the co-

herent area by 1/e. The coherent cross-sectional area is determined by the width of

the single slit diffraction due to the collimating slits, which is as large as s1 = 50 µm

horizontally and s2 = 500 µm vertically. If the background gas is L = 0.75 m down-
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stream of the slits, the coherent area is A = L2λ2dB/s1s2 = 800 nm2 assuming a

3 km/s (0.06 Å wavelength) beam. A typical scattering cross-section for sodium with

another gas is 10 nm2, so N0 ≈ 80. Unfortunately, this is too large a value to observe
the unique decoherence effect discussed here in our atom interferometer. To produce

a 1% reduction in contrast, the intensity would already be down to 4% of its original

value—leaving far too little signal-to-noise to see such a small difference.
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Chapter 2

Measuring Glory Oscillations with

an Atom Interferometer

2.1 Introduction

An atom interferometer is used to measure the index of refraction for sodium matter

waves passing through gases of argon (Ar), krypton (Kr), xenon (Xe), and nitrogen

(N2) as a function of the sodium beam velocity. We have observed for the first time

glory oscillations in the phase shift (as opposed to the attenuation) induced by the

index of refraction. Our measurements are quite sensitive to the long and mid-range

interatomic potential between the sodium and gas atoms, and they are inconsistent

with calculations based on all of the published predictions for these potentials.

A description of the experiment and its results has been submitted for publication

in Physical Review Letters. A preprint of that paper is included in Appendix A.

2.2 What Is Glory Scattering?

Glory scattering is a phenomenon in both quantum and classical systems in which the

scattering of waves or particles is enhanced in the forward or backward direction. A

common example of this occurs in the scattering of light from water droplets, where

glory scattering can be observed with the naked eye if atmospheric conditions are
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perfect—just like a rainbow, a closely related phenomenon. The easiest way to see it

is from an airplane. When the shadow of the airplane passes over a cloud below, a

bright region can be seen surrounding the shadow, which is caused by light scattering

backward toward the sun by the spherical water droplets in the cloud. This effect

can also be observed on the ground under rarer conditions. With the sun low in the

sky and dew on the grass, you can sometimes see a faint halo circling the shadow

of your head. This occurrence caused the Italian sculptor Benvenuto Cellini to infer

that the glory of God had descended upon him, resulting in the name we give this

effect today.

Even in a seemingly simple system such as this—an electromagnetic wave scatter-

ing from a dielectric sphere—the glory effect is quite complicated [11, 12, 55, 72, 73]

and studies still continue to the present [21, 64]. Glory scattering is important in a

wide range of other optical and acoustical systems as well: black holes [67, 40], acous-

tical scattering in the sun’s corona [26], lidar systems [92, 93], even radar scattering

that has detected buried craters on Jupiter’s moons [35].

Quantum systems also exhibit glory scattering. This was first observed in atom-

atom de Broglie wave scattering in the Li-Xe and K-Xe systems by E. W. Rothe et

al. in 1962 [79]. Subsequent experiments have measured glory scattering in dozens of

combinations of atom-atom and atom-molecule systems in an effort to better under-

stand their interactions. Glory scattering has even been observed in nuclear scattering

in both the backward [97, 25] and forward [75, 74] directions, though in the latter

case there are reservations as to whether the evidence is conclusive [102].

2.3 Classical Glory Scattering

In classical mechanics, scattering from a spherical potential is fully described in terms

of the differential cross section, dσ
dΩ
. This can be determined from the deflection

function, θ(b) (the angular deflection for a trajectory with impact parameter b), which

34



can in turn be calculated from the scattering potential V (r):

θ(b) = π − 2b
∫ ∞

r0

dr

r2
√

1− b2

r2
− V (r)

E

(2.1)

where E is the kinetic energy of the particle and r0 is the turning point, satisfying

the equation

1− b2

r20
− V (r0)

E
= 0. (2.2)

The differential scattering cross section is

dσ

dΩ
=

b

sin θ

∣

∣

∣

∣

dθ

db

∣

∣

∣

∣

−1

. (2.3)

The differential cross section diverges when sin θ is zero in this equation (as long

as b is non-zero and finite). The result is glory scattering—a large enhancement of

the forward (θ = 0) or backward (θ = π) scattered flux.

A singularity also occurs when the term | dθ
db
|−1 diverges due to an extremum in

the deflection function, causing rainbow scattering.

2.4 Quantum Scattering

In a quantum system we still describe scattering in terms of the differential cross

section; dσ
dΩ
|θ is the area of the target that scatters the incident de Broglie wave into

angle θ per unit solid angle. What is missing in this assessment, however, is the

phase of the scattered wave. For a complete description, quantum scattering must be

formulated in terms of the scattering amplitude, f(k, θ), as a function of the incident

wavevector, k, and the angle of scattering θ. The scattered intensity is found from

the scattering amplitude,
dσ

dΩ
= |f(k, θ)|2. (2.4)

f represents the complex amplitude of the scattered wave in the asymptotic limit

far from the scattering center. In other words, assuming an incident plane of the form
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ψ ∼ eikz, the scattered wavefunction will have the form:

ψ ∼ eikz +
f(k, θ)

r
eikr (2.5)

This result is valid for any scattering system so long as the scattering is elastic

(kinitial = kfinal) and the scattering potential has a finite range (so that the scattered

wave has an asymptotic limit).

Making the additional assumption that the potential is spherical, f can be ex-

panded in spherical harmonics

f(k, θ) =
1

k

∞
∑

l=0

(2l + 1) Pl(cos θ) e
iδl sin δl (2.6)

where δl is the phase shift of the l
th outgoing spherical harmonic.

δl is found by solving the one-dimensional Schrodinger equation for each partial

wave with and without the potential V (r):

d2ul(r)

dr2
+

[

k2 − l(l + 1)

r2
− 2µ

~2
V (r)

]

ul(r) = 0 (2.7)

d2wl(r)

dr2
+

[

k2 − l(l + 1)

r2

]

wl(r) = 0 (2.8)

We are performing the calculation in the center-of-mass frame, so µ is the reduced

mass and k is the relative wavevector of the system. In the limit of large r, the

wavefunctions will take the form:

ul(r) ∼ sin(kr + φl) (2.9)

wl(r) ∼ sin(kr + φ′l) (2.10)

δl is the difference in phase between the asymptotic wavefunctions:

δl = φl − φ′l = φl + l
π

2
. (2.11)

where we have used the fact that wl(r) can be solved exactly using spherical Bessel
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functions: φ′l = −lπ/2.

Using this prescription we can find f(k, θ) for any potential V (r). For the poten-

tials and wavevectors we are considering in this experiment, Eq. (2.6) would require a

sum over hundreds of partial waves, each requiring a numerical solution to a differen-

tial equation. Instead, since the de Broglie wavelength is small compared to the range

of the potential, we can replace the sum with an integral, identifying b ≡ (l+ 1
2
)/k as

the classical impact parameter

f(k, θ) = k

∫ ∞

0

db b J0(kbθ) 2 e
iδ(b) sin δ(b) (2.12)

where we have used the approximation

Pl(cos θ) = J0

[

(

l +
1

2

)

θ
]

for θ ¿ 1. (2.13)

Furthermore, we can also use the Eikonal approximation if we assume that the

kinetic energy ~2k2/2µ is much greater than the potential energy V (r). In this limit,

δ(b) is the phase accumulated by the wave along a straight-line, constant-speed path

at fixed impact parameter b:

δ(b) =
−µ
2~2k

∫ ∞

−∞

V
(
√
b2 + z2

)

dz. (2.14)

We will use the Eikonal approximation for all of the scattering calculations in this

chapter. Over the range of experimental parameters we are using, this approach is

valid to 6% in comparison to the exact quantum treatment [36] (and valid to 3% for

the larger mass scattering centers Kr and Xe).

If better accuracy is required the WKB approximation (requiring only that the

potential change slowly over a wavelength) could be used to solve Eq. (2.7) for the

phases [58]: δl =
∫∞

r0

[
√

k2 − (l+ 1
2
)2

r2
− 2µV (r)

~2 − k

]

dr + π
2

(

l + 1
2

)

− kr0. (r0 is the

classical turning point.) This equation is different than the incorrect versions given

in dissertations [47, 56] in which the integral does not converge.
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Figure 2-1: The classical trajectories of atom-atom scattering at various impact pa-
rameters, b. In quantum scattering, the forward scattered paths (bold) interfere, and
their relative phase varies with the incident wavevector, k.

2.5 Atomic Scattering: Glory Oscillations

Glory oscillations are a manifestation of quantum glory scattering. They arise in an

interatomic system when there is a close-range repulsion and a long-range attraction,

forming a minimum in the interatomic potential. The forward glory scattering has

contributions from two components, the wave in the long range part of the potential

and the wave passing near the minimum of the potential (Fig. 2-1). These waves

interfere and their relative phase depends on the de Broglie wavelength. As a function

of wavelength, the glory scattering exhibits oscillations.

We will provide an example of how glory oscillations arise. The simplest model

for an interatomic potential is the Lennard-Jones potential:

V (r) = De

[

(re
r

)12 − 2
(re
r

)6
]

. (2.15)

Written in this form, De (the dissociation energy) is the depth of the minimum of

the potential and re (the equilibrium distance) is the location of the minimum. This

potential exhibits both the strong repulsive core and the long range r−6 attractive
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Figure 2-2: The Lennard-Jones 6-12 potential is the simplest model for the interatomic
potential between sodium and argon. The depth of the potential is De = 2.0 ×
10−4 H = 5.4× 10−3 eV. The minimum occurs at re = 9.4 a0 = 5.0 Å [17].

Van der Waals regime characteristic of atom-atom interactions.

We can explicitly solve for δ(b) using Eq. 2.14:

δ(b) = −Dere
µ

~2k

[ 63π

1024

(re
b

)11 − 3π
16

(re
b

)5
]

(2.16)

In glory scattering, we are only concerned with the forward scattering amplitude,

f(k) ≡ f(k, 0). In the semiclassical approximation the real and imaginary parts of

the forward scattering amplitude are

f(k) = k

∫ ∞

0

db b sin 2δ(b) + ik

∫ ∞

0

db b sin2 δ(b). (2.17)

Ref and Imf for our example potential are plotted in Fig. 2-3. Glory oscillations

are evident in both the real and imaginary parts of f . Though quite similar in form,

measuring Ref and Imf is quite different in practice. The famous optical theorem

relates Imf to the total scattering cross section, σ:

σ =
4π

k
Imf(k) (2.18)
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The natural way to measure Imf is to observe the attenuation of the beam as a

function of wavevector. Ref , on the other hand, requires observing the phase shift

of the forward scattered wave, a task that was impossible before the invention of the

atom interferometer.

Glory oscillations in Imf were first observed by E. W. Rothe et al. in 1962 in the

Li-Xe and K-Xe systems [79] and subsequently measured in dozens of combinations of

atom-atom and atom-molecule systems. There are drawbacks, however, in using just

Imf to map out glory oscillations and obtain information on the interatomic potential.

The difficulty lies in the fact that the oscillations are not very strong in the imaginary

part (from the top curve in Fig. 2-3 it can be seen that the oscillations barely create

any periodic minima at all). Moreover, the strong v−2/5 velocity dependence of Imf

can obscure the small oscillations. Also, a measurement of Imf will be dependent

on the gas density, which is hard to determine accurately and which may fluctuate.

Fluctuations in the flux of the incident beam causes problems too.

With the atom interferometer we can measure Ref as well as Imf . By simulta-

neously measuring both, we can determine the ratio, Ref/Imf , which cancels out

the biggest sources of error. Measuring this quantity cancels out the strong velocity

dependence and completely eliminates variations due to beam flux or pressure fluc-

tuations. Furthermore, the glory oscillations themselves are enhanced, because the

oscillations are much stronger in Ref , and oscillations are 90◦ out of phase in Ref

compared to Imf , so by taking the ratio they are even larger. These combined effects

can be seen by comparing the glory oscillations in Ref/Imf plotted in Fig. 2-4 with

the oscillations in Fig. 2-3.

2.6 Measuring Atomic Scattering: The Index of

Refraction

f describes the scattered wavefunction for a single atom scattering from a single

scattering center. In practice we cannot measure a single scattered wavefunction—we
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must instead measure the scattering of atoms from a gas containing many scattering

centers. Measuring the wave scattered into the forward direction by the gas is simply

a measure of the index of refraction, n, which is quite closely related to f . The index

of refraction is complex, with the real part of n representing the change in phase of

the wave and the imaginary part representing the attenuation. Just as in optics, a

plane wave inside the medium has the wavefunction

ψ(z) ∼ ei n klab z (2.19)

so passing through a gas of length L modifies the wavefunction by the factor

eiφe−η (2.20)

where

φ = (Re[n]− 1) klab L (2.21)

η = Im[n] klab L (2.22)

In the next section we will show how the quantities φ and η can be directly measured

using the atom interferometer.

By assuming that the range of the potential is smaller than the inter-particle

spacing in the gas (i.e. re ¿ nd
− 1

3 ), we can use the theory of independent multiple

scatterers [61, 71, 85, 17] in which the forward propagating wave is the sum of the

incident plane wave plus the scattered spherical waves from each scattering center. n

can then be determined from f :

n(klab) = 1 +
2πnd
klab

〈f(k)

k

〉

(2.23)

where nd is the density of scatterers. The brackets, 〈...〉, indicate an average over
all relative wavevectors due to the thermal distribution of atoms in the gas. Up to

this point, we have assumed the scattering centers are not fixed potentials but rather
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interactions with other masses, hence the quantity f(k) is calculated in the center-

of-mass frame with reduced wavevector k and reduced mass µ. Once the thermal

average over k is computed, n can be found in the lab frame as a function of the lab

frame wavevector, klab.

In terms of the particle velocities we have:

n(v) = 1 +
2πnd~2

µmv

〈f(vrel)

vrel

〉

(2.24)

where v is the velocity of the beam (or lab velocity) and vrel the relative velocity

satisfying the relations

v =
~
m
klab (2.25)

vrel =
~
µ
k. (2.26)

There are currently two conflicting explanations in the literature on how to per-

form the thermal averaging. We will use the following, which is explicitly derived in

[47] and agrees with that of Dalgarno et al. [38]:

〈f(vrel)

vrel

〉

=

∫ ∞

0

f(vrel)

vrel

[ 2vrel√
παv

e−
v2+v2rel

α2 sinh
(2vvrel
α2

)

]

dvrel (2.27)

where α ≡ 2kBT/mT (mT is the mass of the target atom). In the limit T → 0

the expression in brackets above reduces to a delta function, [. . . ] → δ(vrel − v), as
expected.

An alternative derivation by Vigue and coworkers [17] expresses the thermal av-

erage over a different quantity,

n(v) = 1 +
2πnd~2

µm

〈f(vrel)

v2rel

〉

(2.28)
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with a very different weighting function,

〈f(vrel)

v2rel

〉

=

∫ ∞

0

f(vrel)

v2rel

[

2v2rel√
παv2

e−
v2+v2rel

α2

(

cosh
(2vvrel
α2

)

− α2

2vvrel
sinh

(2vvrel
α2

)

)

]

dvrel.

(2.29)

The differences between these weighting functions are negligible in this experi-

ment. They differ most at low velocity for small target mass atoms. For the sodium-

argon Lennard-Jones potential, the difference is a maximum of 0.3%.

With the atom interferometer we can measure the real and imaginary parts of n.

We measure the ratio of real to imaginary components,

ρ(v) =
Re[n(v)− 1]
Im[n(v)]

(2.30)

which is quite similar to the ratio Ref/Imf . In fact, ρ(v) differs only due to the

thermal averaging, and is equal to Ref/Imf in the limit of low temperature gas, high

beam velocity, or large target mass. We have mentioned the advantages of measuring

the ratio of real to imaginary components. Experimentally, the most important of

these is that ρ has no dependence on the gas density nd. The pressure of the gas

cannot be measured precisely because of the small size of the gas cell and the small

pressures involved. Measuring ρ rather than n removes this experimental uncertainty.

Fig. 2-5 plots ρ for a 6-12 Na-Ar potential with room-temperature thermal aver-

aging (we used a room-temperature gas in all measurements) and without thermal

averaging (equivalent to a zero temperature gas). The thermal averaging dramatically

damps the glory oscillations at low velocity. The damping also depends strongly on

the mass of the scattered particle compared to the scatterer. The damping is less for

a heavier gas (Kr and Xe) and greater for a lighter gas (N2).

2.7 Finding ρ from an Interferometer Measurement

A plane wave undergoes an attenuation and phase shift ψ → e−ηeiφψ after passing

through a gas, where η = Im[n]klabL and φ = (Re[n]−1)klabL. Our goal is to measure
η and φ to find ρ = η/φ. To do this we expose one of the interferometer’s paths to a
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Figure 2-5: A comparison of thermally averaged ratio ρ(v) = Re[n(v) − 1]/Im[n(v)]
for a sodium-argon 6-12 potential at T = 0◦K (grey), and at T = 300◦K (black). In
the limit of zero temperature, ρ is equivalent to Ref/Imf .

gas, leaving the other to propagate through vacuum.

In the absence of gas, we observe an interference pattern in the detected signal I0

that depends on the position x of one of the gratings,

I0(x) = |ψ1 + ψ2e
ikgx|2 = N0 + A0 cos(φ0 + kgx), (2.31)

where ψ1 and ψ2 are the wavefunctions of the two paths. When the path ψ2 is exposed

to the target gas, the interference pattern becomes

Igas(x) = |ψ1 + e−ηeiφψ2e
ikgx|2 = Ngas + Agas cos(kgx+ φgas) (2.32)

By inspection, the amplitude of the new interference pattern is different by the factor

e−η = Agas/A0. Similarly, the phase of the interference pattern is different by φ =

φgas − φ0.

We fit the measured interference patterns I0(x) and Igas(x) with a sine function

to determine the amplitudes, A0 and Agas, and the phases, φ0 and φgas. From these
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values we can determine ρ:

ρ =
φgas − φ0

lnAgas − lnA0

(2.33)

The alternating measurement of I0(x) and Igas(x) is repeated for a long duration of

time (30–45 min) to improve the statistical precision of the measurement. During that

time, we alternate frequently between measurements of I0(x) and Igas(x) to reduce

the error due to thermal drift, which changes the phase of the interference pattern as

the relative positions of the gratings drift.

We have mentioned the benefits of measuring the ratio ρ instead of the attenuation

or phase shift individually—the measurement is independent of many experimental

parameters like the gas pressure and the gas cell length. There are other advantages,

too. Typically, we cannot avoid measuring more than just the two paths ψ1 and

ψ2—some of the extra atoms reach the detector after passing outside the gas cell,

some are attenuated by the gas cell, and still others are background counts that don’t

originate from the atom beam at all. These signals change the predictions for N0

and Ngas, but since they don’t contribute to the interference amplitude, they do not

influence the measurement of ρ.

There do exist pairs of extra paths that can interfere at the detector, but for the

most part these are avoidable. This is the largest source of possible systematic error,

however, which we will fully investigate in Section 2.12.

2.8 Experimental Apparatus

The experiment for measuring the index of refraction has received three recent im-

provements, allowing us to map out glory oscillations in four different systems after

many nights of data acquisition:

1. We have hooked up four different gases to the gas cell, Ar, Kr, Xe, and N2, with

the ability to switch quickly from one to the next.

2. A 100 nm grating interferometer has been installed which doubles the range of

velocities over which ρ(v) can be measured.
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3. The beam velocity is now determined by a set of pre-mixed, certified, mixtures

of rare gases, providing a reproducibility to the beam velocity that was not

possible with the gas flow controllers used previously.

Other improvements have been made as well since the last published measurement

of the index of refraction [83], which are described in detail in [56]. The two most

notable improvements are in the gas cell, which has been made with a thinner wall to

fit between the interferometer paths, and the gas delivery system, which has a much

smaller time constant for filling the gas cell allowing us to take better measurements

more quickly. These improvements and the general experimental procedure for mak-

ing an index of refraction measurement are described in detail in [56]. We will give a

brief description here.

The primary new component for measuring the index of refraction is the gas cell.

Our gas cell [47, 56] was designed and constructed by Ed Smith in MIT’s Microsystems

Technology Laboratory. It consists of a 10 µm thin silicon wafer anodically bonded

to a borosilicate glass substrate with a matching coefficient of thermal expansion, so

that the wafer will not break due to temperature changes. The wall, or septum, of

the cell is thin enough to fit between the two paths of the interferometer so that one

path can be exposed to gas while the other is unaffected. The effective thickness of

the septum is 28 µm due to the fact that the wafer is not perfectly flat. 5 mm wide

channels are cut into the glass substrate to create the volume of the cell and to provide

thin (200 µm) ports for the entrance and exit of the beam. The glass also has a hole

for the gas inlet through which the cell can be filled and emptied of gas by means

of a supply line. The gas cell is mounted on a stage with three computer-controlled

degrees of freedom—translation to move the septum in and out of the beam, pitch to

line up the septum parallel to the beam line, and tilt to line up the septum parallel

to the height of the skinny 1 mm tall beam. The gas cell is positioned just upstream

of the second grating, where the path separation is greatest (Fig. 2-6).

The supply lines feeding the gas cell have an i.d. of 3
16
”. This is much wider than

the supply lines used to be, allowing us to cycle the gas into and out of the cell much

more quickly. It also allows us to make measurements with a fixed pressure of gas in
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Figure 2-6: A top down view of the interferometer and gas cell.

the cell, rather than with a slowly changing pressure, eliminating a source of possible

systematic error. Computer controlled valves located in the gas line can instantly

close off the gas supply from the reservoir and open the gas cell inlet to the main

chamber vacuum to rapidly empty the cell of gas. The gas line exits the vacuum via

a feedthrough and is hooked up to an external reservoir of gas at a pressure of a few

mTorr. The pressure is adjusted by the equilibrium between the leak rate of 20 psi

gas into the reservoir (set by a needle valve) and the vacuum turbo pump speed (set

by a gate valve in front of the pump).

2.9 Experimental Results

We collected measurements of ρ(v) over sodium beam velocities of 1–3 km/s for gases

Ar, Kr, Xe, N2. Figs. 2-7, 2-8, 2-9, and 2-10 show the measurement of ρ vs v for each

gas. Data for each gas are plotted twice. In the first, each data point represents an

average of 30–45 min of data taken continuously, alternating between a single, fixed
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pressure and no pressure. In the second, each data point represents an average of

all measurements taken at a particular velocity on a single night (an average of 1–4

measurements at different pressures). The data were taken over a total of 21 nights

between Dec 2000 and July 2001, with ρ measured at 2–3 different velocities each

night.

The data points are shown in open circles (◦) for data taken with the 100 nm
grating interferometer and closed circles (•) for the 200 nm data. For comparison, the
data points taken with the older interferometer, published in [83], are shown as squares

(¤) with the published statistical error bars. The curves shown are calculations of ρ

derived from various predictions for the interatomic potential.

The data points in the second figure show a both the statistical and systematic

error bars. The extent of the statistical error is represented by the length of the

error bar inside the cap. The estimated systematic error, discussed in Section 2.12,

is added on to the outside of the cap.

2.10 Comparison with Predictions of ρ

The alkali-rare-gas interaction has been studied extensively since the 1960’s, with

most of the effort focused on the sodium-rare-gas (especially Na-Ar) systems. It is

desirable to study these systems for the sake of improving and testing our understand-

ing of these systems and as a step toward understanding more complicated systems.

There are practical reasons as well. If our knowledge improves, alkali-rare-gas mix-

tures hold promise as candidates for future excimer laser designs [86]. The studies

could also be useful to build a better light blub; current sodium vapor lamp design

evolves from empirical observations of what works rather than from a fundamental

understanding of the collision dynamics involved. Other branches of physics would

also find improvements in the analysis quite useful. The collision broadening of alkali

resonance lines is important in understanding the spectra of such diverse things as

flames, laser-induced plasmas, and brown dwarfs [5].

Prior to this experiment, Na-rare-gas potentials were found by ab initio calcula-
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Figure 2-7: The ratio of real to imaginary index of refraction, ρ, for sodium atoms
with velocity v in Ar. Top: Each measurement is taken at a different pressure and
velocity (• using 200 nm gratings, ◦ 100 nm). Bottom: All measurements at a single
velocity are averaged and systematic error bars are included. A comparison is made
with theoretical predictions, [1](—), [28](−−−), [38](· · · ), [100](·−·−), [98](· ·−··−),
and an older measurement [83](¤).
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Figure 2-8: The ratio of real to imaginary index of refraction, ρ, for sodium atoms
with velocity v in Kr. Top: Each measurement is taken at a different pressure and
velocity (• using 200 nm gratings, ◦ 100 nm). Bottom: All measurements at a single
velocity are averaged and systematic error bars are included. A comparison is made
with theoretical predictions, [1](—), [31](−−−), and an older measurement [83](¤).
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Figure 2-9: The ratio of real to imaginary index of refraction, ρ, for sodium atoms
with velocity v in Xe. Top: Each measurement is taken at a different pressure and
velocity (• using 200 nm gratings, ◦ 100 nm). Bottom: All measurements at a single
velocity are averaged and systematic error bars are included. A comparison is made
with theoretical predictions, [6](—), [31](−−−), [13](· · · ), and an older measurement
[83](¤).
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Figure 2-10: The ratio of real to imaginary index of refraction, ρ, for sodium atoms
with velocity v in N2. Top: Each measurement is taken at a different pressure and
velocity (• using 200 nm gratings, ◦ 100 nm). Bottom: All measurements at a single
velocity are averaged and systematic error bars are included. A comparison is made
with an older measurement [83](¤).
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tions [7, 9, 76, 82, 98, 99, 77, 24, 30, 60] or by either spectroscopic or beam scattering

experiments. One method of obtaining spectroscopic data is by measuring the “far

wings” of a collision broadened resonance line, also known as the “spectroscopy of the

transition state” or the study of “radiative collisions” [106, 51, 50, 104]. Alternately

(and providing a more precise determination of the interatomic potential) laser spec-

troscopy is performed on weakly bound Van der Waals molecules produced in the

supersonic expansion of a molecular beam source, including Refs. [87, 41, 100, 2, 107,

108, 10, 6], plus many by Pritchard and coworkers [14, 3, 78, 59, 43]. Beam scattering

experiments to determine the potential take the form of either measuring the angular

dependence of the differential cross section for crossed molecular beams [14, 29] or

the velocity dependence of the total scattering cross section [31, 13, 32, 103, 27].

Prior studies of the Na-N2 potentials have been limited to a few fairly recent

studies involving a theoretical approach or far-wing spectroscopy [46, 52, 69, 70, 42].

The relative lack of understanding in this area can be attributed to the difficulty

of constructing the atom-molecule interaction potential. Both known predictions,

[69, 70] and [46], model the Na-N2 ground state with a Lennard-Jones potential, but

in each case the C6 coefficient, representing the long-range Van der Waals attraction,

is estimated to be zero, predicting a purely repulsive potential. Our measurements

can rule out these predictions immediately (without even knowing the form of the

potential) since ρ(v) < 0 for all v for a purely repulsive potential, yet we measure

ρ(v) > 0 for all chosen v.

The predictions of ρ for the sodium-rare-gas systems all show disagreement with

the measurements we have taken (as well as disagreement with each other). The

disagreement with the data is likely due to how sensitive ρ is to the shape of the

potential near the minimum. This is precisely where understanding of the interatomic

potential is weakest as it is the transition region between the repulsive core and the

long-range Van der Waals attraction.

The Van der Waals potential, for instance, is very hard to predict in this region.

At larger distances it is very accurately predicted by a power series expansion of
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inverse even powers of the interatomic distance:

VVdW(r) = −
C6

r6
− C8

r8
− C10

r10
. . . (2.34)

The coefficients can be deduced experimentally (the best method is high-resolution

Feshbach spectroscopy), calculated (if the system is not too complex), or estimated

as is done in Refs. [89, 99]:

C2n+4 =
(C2n+2

C2n

)3

C2n−2 (2.35)

Unfortunately, the Van der Waals expansion doesn’t converge. (This can be

demonstrated using Eq. 2.35.) The series works best however if it is cut off at the

smallest term (at a particular r, one of the terms Cn/r
n will be smallest), and the

error in this expansion will be on the order of the size of that term. To create a

smoother approximation, various damping functions have been proposed to gradually

turn off the Van der Waals terms at small r, as the error begins to grow and the repul-

sive part begins to dominate. Models for damping the Van der Waals potential and

matching it to the core potential rely on (sometimes ad hoc [9]) methods of cutting

off the series term-by-term, either sharply [98], or smoothly [99, 38], as it diverges at

small distances.

2.11 Exploring Potentials that Fit the Data

We have found no predicted potentials that agree with our measurements of ρ. Un-

fortunately, the “inverse problem of scattering”—deriving the potential V (r) from

knowledge of f(k)—is not possible [66, 65, 16]. The difficulty lies in the processes of

unwrapping the function δ(b) from its appearance in the term sin δ(b) in the function

for f(k). Finding V (r) is additionally complicated by the fact that V (r) is not unique

given f(k).

Despite these difficulties, we can still test modifications to various potentials to

find ones that do agree with our measurements. This provides insight into where
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the theoretical potentials fail. To explore these modifications we will make some

simplifications to the process of deriving f(k) from V (r).

Any interatomic potential that has a minimum can be expressed in the form:

V (r) = De g
( r

re

)

(2.36)

where De is the depth (in energy) of the potential well at its minimum and re is the

location of the minimum. g(x) is a dimensionless function describing the shape of

the potential. By definition, g(1) ≡ −1. With this substitution we can find a new
equation to replace the Eikonal approximation for δ(b) in Eq. 2.14,

δ′(y) = −α
∫ ∞

0

dx g
(

√

x2 + y2
)

(2.37)

where we have defined the quantity

α ≡ Dereµ

k~2
=
Dere
mv~

. (2.38)

Neglecting thermal averaging we have

ρ(v) =

∫∞

0
y sin 2δ(y)dy

∫∞

0
2y sin2 δ(y)dy

(2.39)

which depends only on two things—the dimensionless parameter α and the dimen-

sionless shape g(x).

One conclusion we can draw immediately is that since ρ depends only on the

product Dere/v, our measurement of ρ can give no information on either the well

depth or location individually. This also means that the effect on ρ of changing De

or re is the same as scaling the velocity. We could determine the product Dere this

way by scaling the velocity axis of the ρ(v) curve until the glory oscillations fit the

predictions.

The max and min of the glory oscillations in ρ match up fairly well with the

predictions, however, which suggests that the predicted potentials are accurate in

56



their knowledge of De and re, even though the shape g(x) could use improvement.

We also know De and re are accurate to within 10% due to agreement among different

methods (for example, see Ref. [17]). Since the disagreement lies in the shapes of the

potentials, we have explored various modifications to V (r) without changing De and

re to see what potentials would agree.

Most of the model potentials suggested in the literature consist of functions with

many parameters, for example: the distance scale for exponential core repulsion, the

energy at r = 0, the matching radius between core and Van der Waals regimes, or

the strength and distance scale for damping of each of the Van der Waals coefficients.

After an exhaustive empirical study of the change in ρ(v) affected by modifying

these parameters (and combinations of parameters) for each suggested potential, we

found surprisingly little control could be had over shaping ρ(v) in the ways necessary

to fit our data. Often the parameters modified ρ(v) very little before creating a

physically unrealistic V (r). The reason for this is that there are regions of V (r) that

our measurements are quite insensitive to—regions where the integrands in Eq. 2.39

are always highly oscillatory (like inside the core) or negligibly small (like at long

range, r & 3re).

A potential was needed that could be modified in the area where our measurements

are sensitive—namely, in the shape of the minimum and its transition to the long

range region. Such a potential was created by combining the modifications proposed

by Duren and Groger [28] (used to model their differential cross section data), with

the potential suggested by Forrey et al. [38] (a Morse potential smoothly matched to

a damped Van der Waals attraction).

We start with the Forrey potential, which is a Morse potential,

VMorse(r) = De

[

e−2β(
r
re

−1) − 2e−β( r
re

−1)
]

, (2.40)

connected to a Van der Waals potential (Eq. 2.34) at a “cutoff” distance. We use the

Duren modifications to take a Gaussian “bite” out of the Forrey potential between the

minimum and the Van der Waals cutoff. Three parameters are used to describe the
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size, location, and width of the bite. Besides the bite there are only three additional

parameters: the Morse well depth, the distance scaling of the Morse potential, and

the Van der Waals cutoff location. We do not allow the strength of the Van der Waals

potential to vary since these coefficients are fairly well known for each of the systems.

Of the six parameters total, we can obtain a reasonable fit to our data for all four

Na-gas potentials with three of the parameters fixed (the Van der Waals cutoff, and

the width and location of the bite), and three with very slight modifications (the well

depth, the scaling of the Morse potential, and the size of the bite).

The shape of the minimum in the Morse potential is determined by the same

parameter that defines the small r exponential repulsion. For agreement with our data

we found it necessary to have a wide, flat minimum, which requires an abnormally

weak core repulsion in the Morse potential. So to have a realistic potential we create

a third region of the potential, cutting off the Morse potential below distances r < r0

(where r0 satisfies V (r0) = 0) and replacing it with a realistic exponential repulsive

region (V (r) = Ae−br, where the constants A and b are fairly well known). Our

measurements are completely insensitive to this third region; we do this only to

create a potential that agrees with others in that region. Also included are small

constant offsets to avoid discontinuities where the different regions of the potential

meet. V (r) may still appear somewhat artificial due to the discontinuities in the

slope where different regions are matched. However, we keep these cusps in order to

keep the form of the potential simple; they could be smoothed out though with no

discernable difference in ρ(v). The full algorithm for creating the potential is shown

in Table 2.1.

To provide a good fit for all four systems, we have fixed the width (4 Bohr) and

location (15 Bohr) of the Gaussian bite and fixed the Van der Waals cutoff at a

location of about 3re (27 Bohr), allowing the other three parameters to vary for the

different systems. A good fit with our data is found using the choices in Table 2.2.

The potentials produced by these parameters and the corresponding comparison with

the data are shown in Fig. 2-11 to 2-14. The shapes of the sodium-rare-gas potentials,

scaled by De and re, are compared in Fig. 2-15.
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function/d Vg(r,param1,param2,param3)

variable r,param1,param2,param3

//all units are atomic units

variable eV=1/27.21,angstrom=1/.5292,inversecm=1.240e-4*eV

variable De=45.43*inversecm,re=4.991*angstrom,a=.4989,rc=10.2672*angstrom

//parameters from Forrey97

variable c6=190,c8=12700,c10=820000

//VdW coefficients are for Ar; multiply by 1.49 for Kr or 2.32 for Xe

variable v,r0

re= 10

//set minimum at r=10

rc= 27

//set VdW cutoff at r=27

r0= re-ln(2)/(a*param1)

//r0 is the radius where Vmorse(r0)=0

v+= De*exp(-2*a*(r-re)) *(r<=r0)

//repulsive part of potential (has no effect but makes it realistic)

v+= -De*exp(-2*a*(r0-re)) *(r<=r0)

//a constant offset to match repulsive core to Morse

De*= param3

//adjust well depth of Morse

v+= De*( exp(-2*a*param1*(r-re)) - 2*exp(-a*param1*(r-re)) ) *(r>r0) *(r<=rc)

//Morse part of potential

v+= -De*( exp(-2*a*param1*(rc-re)) - 2*exp(-a*param1*(rc-re)) ) *(r<=rc)

//offset to match Morse to VdW potential

v+= ( -c6/max(r,rc)^6 -c8/max(r,rc)^8 -c10/max(r,rc)^10 )

//VdW part of potential (includes an offset for r<rc to match Morse potential)

v*= 1 - param2*exp(-(r-15)^2/4^2)

//bite part of potential

return v

end

Table 2.1: The algorithm for creating the interatomic potentials in Figs. 2-11 through
2-14.
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param1 param2 param3

gas well curvature size of bite scaling of well depth
Ar 0.40 0.4 0.7
Kr 0.52 0.4 1.1
Xe 0.67 0.55 2.2
N2 0.60 0 0.55

Table 2.2: Parameters used with the algorithm in Table 2.1 to generate the potentials
in Figs. 2-11 through 2-14.

We can also compare the product Dere for our fit potentials with the De and re

of various predictions. The value of De varies by about 10% among the predictions,

and the value of re varies by about 5%. Compared to the parameters for the three

sodium-rare-gas Lennard-Jones potentials in Ref. [17], the product Dere is smaller

for our potentials by 38% for Ar, 38% for Kr, and 18% for Xe. This is outside of

the typical variation among various predictions. This most likely results from the

imperfections in the ad hoc nature of the shape of our potential g(x) which can

weakly affect the phase of the glory oscillations.

We can now address the question of where the various predictions of V (r) go

wrong. In comparison to our ad hoc potentials, the biggest difference is the need for

a “bite” in the midrange—in other words, the predictions for the potential need to be

significantly less attractive in the range re < r < 2re. This is an effect that can’t be

duplicated by the parameters of the other model potentials, so we conclude that the

various damping functions in general do not do enough to correct for the divergence

of the Van der Waals series.

Around re, we can also conclude that the various predictions do not allow for a flat

enough minimum. Some predictions use the Morse potential, which can replicate this

behavior as we have done, but this in itself is not sufficient, since by doing so it creates

an unrealistically weak repulsive core. Furthermore, it is not just the flatness of the

minimum that is important but also the slight extension of the attractive portion of

the well into the core region, i.e. the location of the repulsive-to-attractive transition

(V (r0) = 0) must be at a slightly smaller radius r0.

A striking result of these comparisons is that the four sodium-gas interactions can
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Figure 2-11: A model of the sodium-argon potential (top), and the corresponding
function ρ(v) in comparison with the data (bottom).
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Figure 2-12: A model of the sodium-krypton potential (top), and the corresponding
function ρ(v) in comparison with the data (bottom).
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Figure 2-13: A model of the sodium-xenon potential (top), and the corresponding
function ρ(v) in comparison with the data (bottom).
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Figure 2-14: A model of the sodium-nitrogen potential (top), and the corresponding
function ρ(v) in comparison with the data (bottom).
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Figure 2-15: A comparison of shapes of the fit potentials in Fig. 2-11 to 2-13, for Ar
(black), Kr (dark grey), and Xe (light grey). Each has been scaled by the depth De

and location re of the minimum (Eq. 2.36).

seemingly be modeled by nearly the same potential, differing significantly only in the

well depth. N2 was in fact the most difficult to fit with this form, despite the data

lying in a straight line. We might postulate that the sodium-rare-gas potentials are

in fact quite similar except for their depth and the location of their minimum.

Because there is good agreement in the known values of De and re we can scale

our measurements of ρ(v) to verify this hypothesis. In Fig. 2-16 we have scaled our

data, plotting all of the sodium-rare-gas measurements of ρ vs the parameter α using

values of De and re taken from Ref. [17]. If the potentials all have the same shape

g(x) the data points should lie along the same curve. Of course, this neglects the

effects of thermal averaging which would be 5% or less if the three systems had the

same shape g(x). Also included in the plot are data from the Na-Ne system taken

with the old apparatus from Ref. [83], which are contained in Refs. [37, 8].

Scaled in this manner, the data show more than a full oscillation in the glory

scattering. From the general overlapping of the data from different gases, we can

conclude that the shape of the sodium-rare-gas potentials are all quite similar.
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Figure 2-16: ρ for the Na-rare-gas systems, Na-Ne (¤), Na-Ar (•), Na-Kr (♦), and
Na-Xe (N), plotted versus the dimensionless parameter α ≡ Dere/~v. Also shown
is the predicted ρ assuming a Lennard-Jones potential (—), and a Morse potential
(−−−).
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Figure 2-17: The various interfering orders that can be detected in the index of
refraction measurement. The same three orders exist for molecules in the beam, but
the diffraction angles are smaller by 1

2
.

2.12 Systematic Errors

2.12.1 Other Interfering Orders, Including Molecules

Systematic errors in this experiment were considered in detail in Ref. [56]. We revisit

this topic with a more in-depth look at some of these errors and examine a few new

ones.

The existence of other paths in the interferometer that can interfere at the detector

is by far the largest systematic affecting our index of refraction measurements. To

better account for this effect, we must model the intensity and shape of the different

interfering pathways in the detector plane.

The profile of each interfering order is trapezoidal with a shape determined by

the width and location of the beam collimation slits. The smallest slits were used

almost exclusively in this experiment (except for the lowest velocity data points of

the 200 nm Ar and 100 nm Ar, Kr, Xe, N2 data). The slits were 11.5 µm and 16 µm

wide, located 333 cm and 246 cm from the detector.
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We need to calculate the intensity of other interfering pathways reaching the

detector. The intensity is proportional to the product of the amplitudes of the two

paths that are interfering. We represent the amplitude of one path with the notation

ψ012, which represents the plane wave that gets diffracted into the 0
th diffractive order

by the first grating, the 1st diffractive order by second grating, and the 2nd diffractive

order by last grating.

The other interferometers that we need to be concerned about are:

ψ0 1 (n−1) ψ1−1n “normal” interference pattern (one path inside gas cell, one outside)

ψ1 1 (n−1) ψ2−1n “unattenuated” interference pattern (both paths outside gas cell)

ψ−1 1 (n−1) ψ0−1n “attenuated” interference pattern (both paths inside gas cell)

The same three interfering pathways occur for the molecules in the beam also, but

the angles and separations are half that for the atoms. The variable n acknowledges

the fact that two paths inside the interferometer can interfere at several locations in

the detector plane due to diffraction by the third grating. Though the interfering

orders with large n are greatly reduced in intensity, it is important to consider paths

up to at least n = ±4 because they will be detected in spite of careful positioning of
the detector.

The amplitude of the plane wave diffracted into the nth diffractive order from a

single grating is

An = fsinc(nπf) (2.41)

where f is the open fraction of the grating. The intensity of an interfering order is the

product of the diffraction amplitudes of each path for each order from each grating:

ψm 1 (n−1) ψ(m+1)−1n = I0 f
2
1 sinc[mπf1] sinc[(m+ 1)πf1]

× f 22 sinc2[πf2]

× f 23 sinc[(n− 1)πf3] sinc[nπf3]

(2.42)

where I0 is the intensity of the beam in the absence of the gratings (neglecting the
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Figure 2-18: The intensity of interfering orders that make up the “normal” inter-
ference pattern (black). Also shown is the total detected interference intensity as
a function of detector position (grey); it is the sum of all orders convolved over the
50 µmwidth of the detector. This example is for our 200 nm interferometer (f1 = 0.67,
f3=0.57) at v = 1 km/s.
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Figure 2-19: Relative intensities of “wrong” interfering orders compared to the “nor-
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flux lost to the grating support structure which reduces the intensity by 15–25%).

Eq. 2.42, with all possible n and m, accounts for all of the interfering orders that

will be detected. There are other diffracted paths that can interfere, but they are

either not “white fringe” interference (i.e. having a velocity dependent phase that

gets washed out) like the interference of ψ000ψ1−21, or they have higher period fringes

like the diamond-shaped interferometer ψ−12−1ψ1−21.
1 Since sinc(x) can be positive

or negative, the intensity of some interfering orders will be negative, meaning that the

intensity will contribute 180◦ out of phase with the interference pattern. Fig. 2-18

shows the interfering orders that contribute to the profile of the “normal” interfering

order, all the “wrong” interfering orders are similar in shape. Fig. 2-19 shows the

intensity and location of this profile relative to the wrong orders (assuming a 20%

molecule fraction in the intensity).

To accurately calculate the contamination by the wrong orders, we must also

account for the cropping of each order by the gas cell. This is extremely important

for the normal-molecule order because its maximum lies so closely on the detector and

creates a huge uncorrectable error since ρ for Na2 is completely unknown. Thankfully,

a cataloging of all the septum widths as measured on each of the nights we took data

shows that the septum was always wider than the molecule path separation, making

molecule interference impossible. For our earliest measurements, we were simply lucky

in this regard. Later, after we became aware of this source of error, we prevented it

by deliberately misaligning the the septum (to an average effective septum width of

40 µm) to make it block all the molecules.2

Cropping was modeled assuming the septum acts as a straight-edge in the far field

of the slit collimation. Fig. 2-20 shows the intensities of the attenuated/unattenuated

atom/molecule interference relative to the normal interference. The example shown

is for the worst case of infringement by the wrong orders—using a 2 km/s beam with

200 nm gratings. The problem is caused by both the closeness of the orders at this

1The presence of these higher period fringes means that the interference pattern we measure is
not actually a sine wave, depending upon how much of these higher order components are present.

2The 1993 measurement did not consider this error and as a result as much as 20% of the detected
interfering intensity was due to molecules.
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Figure 2-20: Intensities of “wrong” interfering orders (· · · ), (- - -) compared to
the “normal” order (—), this time including the effects of clipping by the septum
(molecule orders are in grey). This example models the worst case of contamination
experienced during our measurements: v = 1 km/s, 200 nm gratings. The “normal”
intensity is greatly reduced due to clipping by the septum.

velocity, and the attenuation of the normal order because its paths are clipped by

both sides of the septum.

Fig. 2-21 shows the fraction of intensities of the wrong orders hitting the detector

as a function of velocity. It doesn’t matter whether the unattenuated orders are from

molecules or atoms, so they are combined into one percentage. Similarly for the

attenuated orders—we don’t know the constant of attenuation ηmolecules, but a good

estimate is ηmolecules = ηatoms [56], so we can combine the attenuated orders into a

single percentage as well. Fig. 2-21 has also taken into account possible uncertainty

in the detector position due to initial misalignment or thermal drift, estimated at

±20 µm.3 The curves shown are the maximum percentage of contaminating orders

found within ±20 µm of the position we tried to align the detector to.

Once we known the fractional intensity of the contaminating orders, we can

3The ±20 µm position uncertainty is primarily due to thermal drift, which was estimated by
comparing how the position of the 0th beam drifted during a night’s worth of data.
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Figure 2-21: The fractional intensity of the wrong orders hitting the detector as a
function of the interferometer velocity, using 200 nm (—) and 100 nm (- - -) gratings.
The curves are for the unattenuated (black) and attenuated (grey) orders, and include
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Figure 2-22: The fractional systematic error in the measurement of ρ due to wrong
interfering orders, as a function of velocity for the 200 nm (—) and 100 nm (- - -)
interferometers. Although the attenuated orders (black) are larger than the unatten-
uated ones (grey) to start with (see Fig. 2-21), they influence the measurement of ρ
less because during the measurement they are greatly attenuated.
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estimate the error in measuring ρ. Fig. 2-22 shows the fractional error (ρtrue −
ρmeasured)/ρtrue due to unwanted interference. For simplicity, we have assumed typical

parameters of ρtrue = 0.75 and η = 1.5. Varying these parameters doesn’t signifi-

cantly change the error estimate. For both the 100 nm and 200 nm interferometers,

there is a critical velocity above which all the interfering orders overlap and the error

grows dramatically. Note that the error in ρ is always positive. This means that our

measurement of ρ is always a little lower than ρtrue.

2.12.2 Other Systematic Errors

Impure Target Gas

The low velocity Ar data presented here suffer from the presence of a small air leak

that was present during some of the early data acquisition. This problem was fully

described in Ref. [56], which estimated the error due to the leak (0–5%) for each of

the affected data points.

Since those measurements we have been careful to check for leaks during each

night of data. We do this by making a ratio measurement with the reservoir empty.

A leak would put air either in the reservoir or the gas inlet line and show up as an

attenuation of the fringes. These tests never showed a recurrence of the leak.

Attenuation of the Path Traveling Outside the Gas Cell

This error arises due to the imperfect nature of the gas cell, namely, that when ex-

posing the inside path to the gas, some gas escapes through the ends of the cell and

slightly attenuates the outside path. We characterize this by the ratio of attenuation

ε ≡ ηoutside/ηinside. If not accounted for, the extra attenuation will give a mismeasure-

ment of the ratio: (ρtrue−ρmeasured)/ρtrue = 2ε for ε¿ 1 [56]. The factor of two arises

because the outside gas increases the attenuation of the fringe by a factor (1+ ε) but

decreases the phase shift by (1− ε).
To measure ε, we have followed the same procedure as in [56]. We measured the

the attenuation of the beam inside and outside the cell at different pressures, with the
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result: ηoutside/ηinside = 8.2(7)× 10−3. However, this procedure neglects the presence
of molecules in the beam which change the pressure dependence of η. The uncertainty

of the molecule attenuation, estimated at ηmolecules = (1.5 ± 0.5)ηatoms, increases the

uncertainty in the measured ε:

ε = 8.2(1.4)× 10−3. (2.43)

The bottom line is that we correct for this systematic by multiplying ρmeasured by

a factor (1 − 2ε) = 0.9836, and there remains a ±0.3% systematic error in ρ due to

our uncertainty in ε. This is negligible compared to the error of unwanted interfering

orders.

Gas Cell Filling and Emptying

The gas cell can be filled or emptied in just a few seconds. The quicker we alternate

between a full cell and an empty one, the better we measure the phase difference

between the two situations, since the phase is always drifting due to mechanical

vibrations and thermal expansion. To shrink the fill-evacuate cycle time as short as

possible, we collect some of the fringe data while the gas pressure is still coming to

equilibrium. (In fact we collect data throughout the entire cycle, but in post-analysis

the first three seconds of data taken during filling or emptying are thrown out.) There

is a systematic error that arises because even after 3 sec the cell has not quite reached

its equilibrium pressure. We end up fitting to a slightly time-averaged interference

pattern rather than one taken at a fixed pressure.

The conclusion stated in Ref. [56] based on an analysis of this effect was that the

error is negligible, because after waiting 3 sec the gas cell pressure is almost at equilib-

rium and because ρ doesn’t depend on pressure even though η and φ do. One problem

with that analysis is that it assumes the time-dependence of the amplitude and phase

is the only thing affecting the fit for determining the amplitude and phase. Unfortu-

nately, the average count rate (the offset of the fringe) also has a time-dependence,

and it is large enough to hamper the fringe fit-routine. To illustrate, when filling, the
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pressure in the cell has an exponential dependence

P (t) = P0

[

1− e−t/τ
]

, (2.44)

where τ is the time constant for filling. The attenuation constant has a linear depen-

dence on pressure, so the fringe amplitude varies as

A(t) = A0 exp[−η(1− e−t/τ )], (2.45)

and the average intensity varies as

N(t) = N0 +N1 exp[−2η(1− e−t/τ )], (2.46)

where η is the equilibrium attenuation constant. Assuming typical parameters, a

fringe contrast A(0)/N(0) = 5% with an empty cell, a time constant τ = 2 sec for

filling the cell, and an equilibrium value of η = 2, then even after 10 seconds N

still differs from its equilibrium value by an amount larger than A. Any change in

the count rate larger than the size of the interference amplitude is bound to create

significant errors in the fringe fit routine—e.g. the fit routine will preferentially fit

the trough of the fringe to the place where the average count rate is lowest, and the

peak of the fringe to where it is highest. Only the data taken when the cell is being

filled need to be corrected for this problem—scans taken when evacuating the cell are

at sufficient equilibrium after 3 sec.

We fix this problem by subtracting the time-dependent average count rate from

the interference pattern before fitting it. To find the average count rate, we average

all of the count-rate-vs-time files for each set of data and fit the result using Eq. 2.46.

We found that Eq. 2.46 modeled N(t) very well for all datasets, though interestingly

the time constant τ depended on the gas used (Table 2.3).

After subtracting the time-dependent count rate from the interference pattern, we

can then fit for φ and η. The remaining systematic error is then calculated using the

procedure in Ref. [56], using Eq. 2.44 to predict the time-dependence. The remaining

76



Gas Gas Cell Time
Constant, τ

Remaining Systematic Error
in ρ after Correction

Ar 1.2 sec 0.09%
Kr 1.7 sec 0.26%
Xe 2.1 sec 0.53%
N2 1.1 sec 0.06%

Table 2.3: Total fractional systematic error in ρ due to the time dependence of the
pressure in the gas cell, during both filling and evacuating.

error ranges from 0.1–0.5% depending on the gas used (Table 2.3). This error is

included in the systematic error bars for ρ in Figs. 2-7 through 2-10.

Conclusion

Error bars on the new data points in Figs. 2-7 through 2-10 include the sum of

statistical and systematic errors. The average size of the statistical-plus-systematic

error bars is 9% of ρ. The systematic error due to “wrong” interfering orders is the

only non-negligible systematic error (apart from some of the Ar data affected by a

leak) contributing to those error bars.

Because the only non-negligible systematic comes from interfering orders that are

erroneously detected due to beam alignment and drift, we have an independent check

of this error by examining the repeatability of data taken on different nights. We

expect that the error in alignment or drift may exceed our estimates on some nights,

but this can be recognized: ρ will be artificially low compared to other nights, we will

see this deviation in all the gases measured, and the measurement will have larger

statistical error bars as the ratio changes due to drift. An example of these features

can be seen in the severely outlying data points measured at 1450 m/s for Kr, Xe,

and N2.

Another indication of this systematic error would be a dependence of ρ on the

pressure at which the index of refraction is measured. The reduced χ2 for the average

of ρ from two or more sets of data taken at different pressures is 0.64 on average. The

fact that χ2 is not greater than one suggests that there is not a correlation between ρ

and the pressure at which it is measured—such a correlation would be an indication of
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any kind of possible pressure-dependent systematic error. The χ2 also indicates that

on average the systematic error due to thermal drift is not greater than the statistical

error, since if the thermal drift was large, data taken at different times during the

night would give slightly different values of ρ.

Another check of systematics can be made by comparing the 100 and 200 nm data

where they overlap. At this velocity, unwanted interference is seven times larger for

the 200 nm data than for the 100 nm data, yet the agreement between the two is well

within the error estimates, suggesting that our worst case scenario overestimates the

effects of the undesired interfering pathways.
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Chapter 3

Measuring Polarizability with an

Atom Interferometer

3.1 Introduction

The MIT atom interferometer was previously used to perform the most precise mea-

surement of sodium’s polarizability [34]. The measurement was limited by the spread

of velocities in the atomic beam. We present a new technique which has evolved from

earlier ideas [48] that described how atomic beam choppers can be used to overcome

the limitations of that experiment, though at a substantial loss in signal-to-noise. In

this chapter we will generalize the ideas of atomic beam choppers to the quantum

regime, showing how a new pulsed-phase-shift technique has evolved from those ideas,

and how it can push polarizability measurements to far greater precision.

The MIT measurement of polarizability was performed with a precision of 0.4%

[34]. The precision was limited by three factors:

1. The electric field produces a velocity-dependent phase shift of the interference

pattern. The atomic beam has a spread of velocities resulting in a washed-out

interference pattern at high electric fields.

2. Uncertainties in the mean velocity and the detected velocity distribution intro-

duce systematic errors.
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3. The geometry of the electric field region has limited precision.

The new rephasing technique completely eliminates the obstacles imposed by lim-

itations 1 and 2. Limitation 3 can be overcome using some improvements discussed in

later in the chapter. Alternatively, it can be eliminated from consideration by making

a relative measurement of the polarizabilities of two atoms—although each individual

measurement is in error due to geometrical uncertainties, the ratio of polarizabilities

is exact.

3.2 Evolution of the Rephasing Technique for Mea-

suring Polarizability

3.2.1 The Problem: Interference Fringe Dephasing

Polarizability is measured in an atom interferometer by applying a region of constant

electric field on one of the paths, introducing a relative phase shift between the paths,

and a change in the phase of the interference pattern. The phase depends not only

on the strength of the electric field but also on the transit time through the region,

consequently, the phase depends on the velocity of the atom as well. If the phase of

the slowest atoms differs from that of the fastest atoms by more than a few radians,

the interference pattern is washed out. We will quantify this contrast loss.

The interference pattern we measure is usually independent of velocity of the

atoms in the beam. We see a count rate that varies with the “reference” phase of the

interferometer as

I(φ0) = N + A cosφ0, (3.1)

where the reference phase

φ0 ≡ k(x1 − 2x2 + x3) (3.2)

depends on the position of the gratings.

The energy of an atom in an electric field is U = αE2/2, where E is the magnitude

of the electric field and α is the polarizability. To measure α, we introduce an electric
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field on one path of the interferometer, which shifts the phase of the interference

pattern by an amount Ut/~, where t is the time spent in the the field. Because the

transit time depends on the inverse-velocity, the phase shift does too:

φelec(v) =
α

2

(V

d

)2 `

~v
≡ 2πvref/v (3.3)

where V , `, and d are the voltage, length, and plate separation for a constant electric

field interaction region. To simplify the notation, we have introduced the variable

vref ≡
α

2

(V

d

)2 `

h
, (3.4)

which can be thought of as the beam velocity that sees a phase shift of exactly 2π in

the interaction region.

Average over the observed fringes of the velocity-dependent interference pattern

reduces the contrast:

I =

∫

P (v)I(v)dv =N + A

∫

1
√

2πσ2v
e−

1
2
(v−v0)2/σ2

v cos[φ0 + 2πvref/v]dv

=N + AC ′ cosφ′
(3.5)

where

φ′ =φ0 + 2πvref/v0 and

C ′ =exp
[

− 1
2

(2πvrefσv
v20

)2]

,
(3.6)

and we have assumed the probability distribution P (v) is Gaussian with average

velocity v0, rms velocity σv, and σv ¿ v0.

The result is that the contrast C ′ falls off dramatically when the interaction phase

is large (vref À v0). To measure polarizability, we cannot surpass an interaction

phase of about φelec(v0) ≈ 2πv0/σ without drastically loosing signal-to-noise. Since
the measurement is limited by how well we can statistically determine the phase of the

interference pattern, ∆φ, we are limited in the precision with which we can determine
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the polarizability: ∆α/α = ∆φ/φint(v0).

3.2.2 Rephased Interference with Beam Choppers

Atomic beam choppers can be used to prevent contrast loss due to the velocity spread.

Beam choppers, typically implemented using spinning slotted disks, act as shutters

that open and close at a fixed frequency f . Two of these choppers placed a distance

L apart change the velocity distribution of the beam—atoms with velocities fL/n for

integer n can get through both choppers, and atoms with velocities fL/(n+ 1
2
) cannot

(Fig. 3-1). For the atoms that do get through, we can make sure they all contribute

in phase to the interference pattern. By adjusting the frequency f we can adjust the

spacing of the peaks in the velocity distribution, so that the phase picked up in the

electric field region differs by a multiple of 2π for each peak. We will calculate how

well the interference pattern can be rephased by this method.

Transmission of Beam Choppers

If we chop the intensity of the beam with mechanical choppers, we can create a

new velocity distribution, since the transmission through the choppers depends on

velocity. We will calculate this transmission, T (v). Suppose the intensity transmitted

by a single chopper is periodic with frequency f ≡ ω/2π. Then we can write the

transmission as:

a(t) =
∞
∑

n=0

an cos(nωt) where 0 < a(t) < 1 (3.7)

For a square wave chopper, a0 = p and an =
2
nπ
sin(nπp) where p is the fraction of

time the chopper is open.

For two choppers separated by a distance L, the total transmission through the

choppers now depends on the velocity of the beam:

T (t, v) = a(t)a(t+ L/v) =
∑

n,m

anam cos[nωt] cos[mω(t+ L/v)] (3.8)
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Figure 3-1: A schematic of mechanical beam choppers and the resulting velocity
distribution. If an electric field is applied to one path, the frequency can be adjusted
so that the phase picked up by neighboring peaks in the velocity distribution differs
by exactly 2π, rephasing the interference pattern. The initial distribution is Gaussian
with a mean of 1000 m/s and 5% rms spread. The chopped distribution uses 50%
duty cycle choppers with L = 1 m and a f = 25 kHz (Eq. 3.9).
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We are only interested in the time-averaged transmission:

T (v) =
〈

T (t, v)
〉

t
=
〈

∑

n

a2n cos
2[nωt] cos[nωL/v]

〉

t

= a20 +
∞
∑

n=1

1

2
a2n cos[nωL/v].

(3.9)

Rephased Contrast of Beam Choppers

Chopping the beam creates a new velocity distribution P ′(v) = P (v)T (v) where P (v)

is the initial Gaussian distribution and T (v) is the transmission of the choppers. The

new distribution will no longer have the same exponential contrast loss when the

“polarizability phase” is applied by turning on the electric field interaction region.

As before, the detected interference pattern is an average over the fringes having

different phases depending on velocity:

I =

∫

P ′(v)I(v)dv =

∫

P (v) a20
(

N + A cos[φ0 + 2πvref/v]
)

dv

+
∞
∑

n=1

∫

P (v)
a2n
2
cos[nωL/v]

(

N + A cos[φ0 + 2πvref/v]
)

dv
(3.10)

If vref À v0, the first term averages to a
2
0N—we get no contribution to the interference

from this term because the contrast is exponentially small. We can also assume that

subsequent terms will vanish as well unless 2πvref ≈ nωL. If we choose the chopping

frequency such that

ω = 2πvref/L (3.11)

then the only surviving contributions to the interference pattern will be

I = a20N +
a21
2
A

∫

P (v) cos[ωL/v] cos[φ0 + ωL/v]dv (3.12)

If the function P (v) varies smoothly with v compared to the function cos(ωL/v),

then the term cos[ωL/v] cos[φ0 + ωL/v] averages to 1
2
cosφ0:

I = a20N +
a21
4
A cosφ0 (3.13)
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For a square wave we have

I = N ′ + A′ cosφ0 (3.14)

with intensity N ′ = p2N and contrast (A′/N ′) = (A/N)sinc2(πp) (p is the duty cycle).

The resulting interference pattern is rephased, but at a loss of both intensity and

contrast compared to the original interference pattern. The signal-to-noise ratio for

the fringe measurement is proportional to A
√
N (see Appendix E). For a 50% duty

cycle, the intensity is down by a factor 1
4
and the contrast is down by 0.405, so the

signal-to-noise ratio is down by 0.203. The best signal-to-noise occurs at p = 0.371,

where it is down by a factor 0.231.

3.2.3 Rephased Interference with Phase Choppers

Phase choppers are similar to mechanical choppers but instead of modulating the

intensity of the beam in two locations, we modulate the phase of the interferometer.

Modulating the phase of the interference pattern between 0 and π is like modulat-

ing the intensity of the sine-wave fringe between positive and negative amplitude

(compared to the mechanical choppers which modulated the intensity between posi-

tive amplitude and zero). The resulting rephased fringe will have a much-improved

signal-to-noise level, since the phase choppers do not remove atoms from the beam.

We will calculate the intensity and contrast of the rephased interference pattern

using phase choppers. Consider square wave phase choppers with a 50% duty cycle

that each apply a π phase shift to the interferometer when they are on, and zero

phase shift when they are off. We can treat the phase choppers in the same manner

as beam choppers if we identify four different classes of atoms that pass through the

interferometer—those that pass through the choppers in each combination of states

(1stand 2ndchoppers either on or off). The choppers have no affect on the intensity of

the beam, but each individual class of atoms can be treated as if it is being chopped

out—intensity lost to one class of atoms (when the phase applied by the chopper

changes) will be gained by another. We now have four different velocity distributions
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Figure 3-2: A schematic of phase choppers and the corresponding velocity distribu-
tion, using the same parameters as in Fig. 3-1. When they are on, the phase choppers
introduce a π phase shift to the velocity distribution in grey, and the peaks of both
velocity distributions contribute in phase to the interference pattern.
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to deal with, which each pick up different total phases from the two choppers:

T1(v) =
〈

a(t)a(t+ L/v)
〉

t
Both choppers on

T2(v) =
〈

a(t)
[

1− a(t+ L/v)
]

〉

t
One on, one off

T3(v) =
〈

[

1− a(t)
]

a(t+ L/v)
〉

t
One off, one on

T4(v) =
〈

[

1− a(t)
][

1− a(t+ L/v)
]

〉

t
Both choppers off

(3.15)

Since we are driving the chopper with a square wave, a(t) is the intensity of atoms

transmitted when the chopper is on and 1 − a(t) is the intensity transmitted when
the chopper is off. Re-deriving the time-averaged transmission of the choppers (as in

Eq. 3.9) while now allowing for chopping to occur out of phase (with a time delay

tchop),

T (v) = a20 +
∞
∑

n=1

1

2
a2n cos[nω(L/v + tchop)]. (3.16)

Using the fact that 1 − a(t) = a(t)|tchop=π/ω for a 50% duty cycle and neglecting the

rephasing at higher harmonics (n 6= 1) of the chopping frequency we find:

T1,4(v) =
1

4
+
1

2
sinc2

(π

2

)

cos[ωL/v]

T2,3(v) =
1

4
+
1

2
sinc2

(π

2

)

cos[ωL/v + π]
(3.17)

Each of these distributions has a different interference pattern associated with it,

picking up a π shift from each chopper if it is on:

I1(v) = N + A cosφ0

I2(v) = N + A cos[φ0 + π]

I3(v) = N + A cos[φ0 + π] = I2(v)

I4(v) = N + A cos[φ0 + 2π] = I1(v)

(3.18)

If we apply an electric field interaction, φint(v) = 2πvref/v, such that vref = ωL/2π,
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Method Duty Cycle Intensity Contrast Signal-to-noise Measurement Time

Mechanical Choppers 50% 0.25 0.405 0.203 24.3

Mechanical Choppers 37.1% 0.138 0.622 0.231 18.7

Phase Choppers 50% 1 0.405 0.405 6.1

Table 3.1: Comparison of the signal-to-noise ratio for mechanical vs phase choppers.
All values are relative to an interference pattern in the absence of chopping with no
electric field interaction applied.

the interference pattern created by the choppers is:

I =

∫

P (v)[T1(v)I1(v) + T2(v)I2(v) + T3(v)I3(v) + T4(v)I4(v)]dv. (3.19)

Each of the four contributions to the interference pattern is exactly the same (note

that T1I1 = T2I2 = T3I3 = T4I4), so the total interference pattern is:

I = N ′ + A′ cosφ0 (3.20)

where N ′ = N and the contrast (A′/N ′) = (A/N)sinc2(π/2) = 0.405.

The advantage of phase choppers is that we get the same rephased interference

pattern but with four times the signal. This greatly improves the signal-to-noise ratio

in our measurement of the interference pattern (see Table 3.1).

3.2.4 Implementing Phase Choppers with a Gradient Field

Region

Theoretical Design of a Gradient Field Region

The phase choppers must apply a relative phase shift between the two paths at a

certain location inside the interferometer. To implement this experimentally, we need

interactions that are physically small (so that their separation is precise) with an

interaction phase that can be modulated very quickly. The best way to do this is

by using an electric field gradient. We produce the gradient field using a charged

cylinder located next to the interferometer paths (Fig. 3-3).

We will calculate how the gradient field affects the phase of the interferometer,
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Figure 3-3: A charged cylinder is used to apply a differential phase shift to the
separated paths of the wavefunction inside the interferometer.

and calculate the parameters of the setup required to produce a π phase shift. As

an atom passes the charged cylinder, phase is accumulated at a rate ωE where ~ωE
is the energy of the atom in the field. We can integrate the total phase accumulated

along each path of the interferometer and take the difference to find the total phase

shift of the interference pattern.

The charged cylinder has radius r and is at a potential Φ = Φ0, oriented with

its axis perpendicular to the plane of the interferometer. The cylinder sits next to a

ground plane at Φ = 0 a distance a from the axis and parallel to the axis and the

beam. The potential around the cylinder is:

Φ = Φ0 ln
−1

[a+ b

a− b
]

ln
[(a+ b− x)2 + z2

(a− b− x)2 + z2

]

(3.21)

where b ≡
√
a2 − r2. The square of the electric field is:

E2 = (∂xΦ)
2 + (∂zΦ)

2 = Φ2
0 ln

−2
[a+ b

a− b
] 16b2
[

(a+ b− x)2 + z2
][

(a− b− x)2 + z2
] .

(3.22)

The potential energy of a passing atom is U(x, z) = − 1
2
αE2(x, z) and the total
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Figure 3-4: The charged cylinders apply a relative phase shift to the paths inside the
interferometer.

phase acquired along one path through the interferometer is:

θ(x) =

∫ ∞

−∞

1

~v
U(x, z)dz

= −4π αΦ
2
0

~v
ln−2

[a+ b

a− b
] b

b2 − (a− x)2
(3.23)

The phase shift to the interference pattern is the difference in the phase applied

to the two paths of the interferometer, separated by distance d. For d ¿ x we can

approximate the phase difference as ∆θ ' dθ
dx
d. d is given by the diffraction angle

θdiff = h/mvλg and the location of the choppers within the interferometer of total

length L′. Assuming the choppers are equidistant from the second grating, then

d = (L′ − L)h/2mvλg, and the phase shift of the interference pattern is:

∆θ = −8π2 αΦ
2
0

mv2
(L′ − L

λg

)

ln−2
[a+ b

a− b
] b(a− x)
[

b2 − (a− x)2
]2 (3.24)

In the limit of aÀ x (using b ' a[1− r2/2a2]) this simplifies to

∆θ ' −π
2

2

αΦ2
0

mv2
(L′ − L

λg

)

ln−2(2a/r)
1

x2
. (3.25)

For sodium, αNa/mNa = 7.03 × 10−14 volt−2 s−2 m4 (for cesium, αCs/mCs =
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Figure 3-5: Schematic of the electric field gradient region used as a phase chopper.

0.428× αNa/mNa). For the choppers we have constructed (r = 0.5 mm, a = 1.5 mm,

x ≈ r) with typical interferometer dimensions (λg = 200 nm, L
′−L = 1 m) it takes a

voltage of 1.2 kV to create a phase shift of π radians for a v = 1 km/s sodium beam.

Construction of the Gradient Field Region

Construction of the choppers is relatively simple. The ground plane is copper, about

1” wide by 3” tall, polished smooth to prevent arcing. A glass microscope slide with

thickness a − r0 = 1 mm is used as a spacer and high voltage insulator. A copper

wire with a radius r0 = 0.5 mm is separated from the ground plane by the glass

separator. The elements are glued in place with epoxy, and electrical connections are

soldered to the wire and back plane. The chopper is mounted through an insulator

to a motorized stage. The stage moves the wire laterally for fine adjustment of the

variable x, and tilts to make x the same at both the top and bottom of the 1 mm

tall beam. The two choppers are placed equidistant from the second grating, with

the distance between them measured to be L = 985.8(4) mm.
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Imperfections of the Gradient Field Region

The phase produced by the electric field gradient is not ideal. We desire the phased

to be exactly ∆θ = π, but from Eq. 3.25 we find that the phase depends on the beam

velocity and the location of the path relative to the cylinder. There is a spread in

both of these parameters, which will cause a slight spread in phase when the field is

on, reducing the contrast of the interference pattern.

To find the amount of contrast loss, first consider the velocity spread. The phase

difference between the paths is ∆θ(v) = πv20/v
2 where v0 is the mean velocity. The

1/v2 dependence arises because the phase depends linearly on both the the transit

time (∝ 1/v) and the path separation (∝ 1/v). Using the fact that

∫

P (v) cos[φ0 + πv20/v
2]dv ' exp

[

− 2(πσv/v0)2
]

cos[φ0 + π] (3.26)

we find that we can get a π phase shift only with a reduction in contrast by an amount

exp
[

− 2(πσv/v0)2
]

.

If the beam has an appreciable width, the contrast will be further reduced because

the phase depends on the distance from the cylinder. If the beam has a Gaussian

spatial distribution P (x) = (2πσ2x)
− 1

2 exp[−1
2
(x − x0)

2/σ2x] we can apply a phase

∆θ(x) = πx20/x
2 with resulting contrast loss exp

[

− 2(πσx/x0)2
]

when a chopper is

on.

In general, an arbitrary phase applied with a 1/vγ velocity dependence,

φ(v) = φ0

(v0
v

)γ

(3.27)

will suffer a change in contrast by a factor

exp
[

− 1
2
γ2
(σv
v0

)2
φ20

]

(3.28)

where σv/v0 is assumed to be small.

Our field gradient regions apply a phase φ0 = π with γ = 2, and for a velocity

width σv/v0 = 0.05 the contrast will be 95% of the original. If the gradient regions

92



are used to apply a phase φ0 = 2π the contrast decreases to 82%.

3.2.5 Dephasing and Rephasing using Phase choppers

In Section 3.2.3 we calculated the contrast of the rephased interference pattern formed

using the phase choppers. We extend this derivation now to find how the phase and

contrast of the rephased fringe depends on the chopping parameters. We will also

predict how the phase choppers function in the absence of the interaction phase, as

they dephase the interference at high chopping frequency. We have measured this

dephasing effect, and we show that it is a useful tool for accurately measuring the

mean velocity and the shape of the velocity distribution.

Predicted Interference Pattern as a Function of Phase-Chopping Parame-

ters

For a single velocity and no choppers, we represent the interference pattern as:

I = cos
[

φ0 + 2π
(vref
v

)γ
]

(3.29)

where 2π(vref/v)
γ is a phase applied by an interaction region. We allow for the

possibility of using a different kind of interaction region, with a 1/vγ dependent

phase (for instance, γ = 1 for a constant electric field region, or γ = 2 for a gradient

field region). We have simplified the form of the interference pattern here; to get

the actual interference pattern we can always multiply by A and add N to get I =

N + A cos[φ0 + 2π(vref/v)
γ].

For two identical choppers separated by L each applying π phase when on, we
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create two new velocity distributions, P+(v) and P−(v):

Choppers off: P (v) =
1√
2πσ2

exp
[

− (v − v0)
2

2σ2

]

Choppers on: P+(v) = P (v)T+(v) =
[1

2
+

∞
∑

n=0

bn cos(nωL/v)
]

P (v)

P−(v) = P (v)T−(v) =
[1

2
−

∞
∑

n=0

bn cos(nωL/v)
]

P (v)

(3.30)

The P+(v) distribution has an interference pattern with no phase difference. The

P−(v) distribution has a π phase difference:

I+(v) = cos[φ0 + 2π(vref/v)
γ]

I−(v) = cos[φ0 + 2π(vref/v)
γ + π] = −I+(v)

(3.31)

The total interference pattern is:

I =

∫

dv[P+(v)I+(v) + P−(v)I−(v)]

=

∫

dvP (v)[
∞
∑

n=1

2 bn cos(nωL/v) cos(φ0 + 2π(vref/v)
γ)]

(3.32)

Now express cos(nωL/v) = 1
2
[einωL/v + e−inωL/v] and cos(φ0 + 2π(vref/v)

γ) =

Re eiφ0 ei2π(vref/v)
γ
.

I = Re eiφ0

∫

dvP (v)
∞
∑

n=−∞

bn e
inωL/v ei2π(vref/v)

γ

(3.33)

where we define b0 ≡ 0, and for 50% duty cycle square-wave chopping

bn =











0 for n even

4
n2π2 for n odd

(3.34)

(In general, bn = sinc
2[nπ × duty cycle].)

We can perform the integral using the approximation v0 À σ so 1
vγ
≈ 1

vγ0
(1−γ v−v0

v0
).
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Figure 3-6: The contrast (from Eq. 3.35) vs the chopping frequency f ≡ ω/2π assum-
ing v0 = 1 km/s, L = 1 m, and σ/v0 = 5%. Three cases are shown: no interaction
phase (—); a 1/v-dependent interaction phase like that produced by a high voltage
septum (· · · ); and a 1/v2-dependent interaction phase like an electric field gradient
(– – –). Note that the mean phase applied is the same for both interactions (2π× 10
radians), but the revivals occur at different frequencies. For the larger frequency
revival, higher order revivals can be seen (though barely) at multiples 1

3
, 1
5
, . . . of the

rephasing frequency.

Substituting v′ = v − v0,

I =Re eiφ0

∞
∑

n=−∞

bn e
inωL/v0 ei2π(vref/v0)

γ

∫

dv′
e−

1
2
v′2/σ2

√
2πσ2

e−inωLv
′/v2

0 e−i2πγ(vref/v0)
γv′/v0

I =
∞
∑

n=−∞

bn exp
(

− 1
2

[

nωL/v0 + 2πγ
(vref
v0

)γ
]2σ2

v20

)

cos
[

φ0 + nωL/v0 + 2π
(vref
v0

)γ
]

(3.35)

Dephasing

Now we can predict the effects of dephasing caused by the phase choppers. If the

choppers are on but there is no interaction phase applied (θint = 0), Eq. 3.35 reduces

to:

I = cosφ0

∞
∑

n=1

2bn e
− 1

2
[nωLσ/v2

0 ]
2

cos[nωL/v0]. (3.36)

An example of this can be seen in the solid curve of Fig. 3-6.
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Rephasing

If the interaction phase is large enough, v0/σ . (vref/v0)
γ, and only n < 0 terms in

Eq. 3.35 contribute:

I =
∞
∑

n′=1

bn′ e
− 1

2
[n′ωL/v0−γθint]

2σ2/v2
0 cos

[

φ0 − nωL/v0 + θint
]

. (3.37)

Revivals in contrast occur when the mean interaction phase, θint ≡ 2π(vref/v0)
γ, is

an odd multiple of 1
γ
ωL/v0 (see Fig. 3-6). The main revival occurs at a frequency

freph = γθintv0/2πL, which for γ = 1 is equivalent to

freph = vref/L. (3.38)

Experimental Verification

Experimental operation of square-wave electric choppers is demonstrated in Fig. 3-7,

showing dephasing of the interference pattern as the chopping frequency is increased

with no interaction applied. We can fit the data using Eq. 3.36, and adjusting the

parameters v0 and σ. The fit demonstrates that the electric choppers are working as

expected. This a very precise method of measuring the velocity of the beam and its

velocity distribution, yielding v0 = 3007(5) m/s, σ/v0 = 5.7(1)%. This measurement

constitutes the most accurate determination of the beam velocity and rms velocity

ever performed with the MIT atom interferometer.

3.3 Fully Rephased Interference Using Ramped-

Phase Choppers

The analysis that we have considered so far uses phase choppers switching between

discrete phases. We will show that by continuously ramping the phase of the choppers

instead, we can actually achieve a full rephasing of the interference pattern, with an

intensity and contrast equal to the original interference pattern.
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Figure 3-7: A measurement of contrast vs chopping frequency with no interaction
phase applied. Eq. 3.36 was used to fit the data. The fit to the data yields a
very precise method of measuring the mean and rms velocity: v0 = 3007(5) m/s,
σ/v0 = 5.7(1)%.

3.3.1 Finding the Optimum Phase Function

We can control the gradient field choppers with a time-dependent voltage of any form,

and we will now consider what the optimum time-dependent phase function would

be. We will show that with the right function, it is possible to get rephasing with

100% of the initial signal-to-noise, for arbitrarily large interactions.

Consider the phase of each chopper having an arbitrary, periodic function of time,

φ1(t) and φ2(t). We represent the original interference pattern (with no applied

interaction or choppers) as I = eφ0 . (To get the actual interference pattern we

can always take the real part, multiply by A, and add N .) Then in the presence

of an interaction phase φint(v) = 2πvref/v and choppers phases φ1(t) and φ2(t) the

interference pattern is:

I =
〈

eiφ0 eiφint(v) eiφ1(t) eiφ2(t+L/v)
〉

t,v
(3.39)

where 〈. . .〉t,v ↔
∫

P (v)dv
∫ 1/f

t=0
fdt is an average over time (f = ω/2π is the repetition

frequency) and the velocity distribution.

We want |I| to be as large as possible, ideally |I| = 1, and we would like the

rephasing to occur no matter how wide the velocity distribution is. Consider I in the

limit of large velocity v →∞, or any velocity for which L/v is an integer multiple of
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1/f . Then for these velocities

I =
〈

eiφ0 eiφ1(t) eiφ2(t)
〉

t
(3.40)

For best contrast at these velocities we should choose φ1(t) = −φ2(t). (They could
differ by a constant phase as well, which we will choose to be zero.) At rephasing the

repetition frequency will satisfy the rephasing condition (Eq. 3.38), ωL/v = φint(v).

We then have

I =
〈

eiφ0 eiωL/v eiφ1(t) e−iφ1(t+L/v)
〉

t,v
(3.41)

The contrast of the interference pattern would be ideal if we could satisfy the condition

φ1(t+ L/v)− φ1(t) = ωL/v (3.42)

for all v. Again, to satisfy this equation in the limit v → ∞, or for any v for which
L/v ≈ n/f , this reduces to the condition d

dt
φ1(t)L/v = ωL/v, from which we conclude

φ1(t) = −φ2(t) = 2πft. (3.43)

Substituting this form for φ1(t) we find that the resulting contrast is actually ideal

for any velocity distribution:

I =
〈

eiφ0 eiωL/v ei2πft e−i2πf(t+L/v)
〉

t,v
=
〈

eiφ0
〉

t,v
= eiφ0 . (3.44)

We have 100% rephasing of the original contrast!

The reason this works is that, due to the time-delay in traveling from the first to

the second chopper, and due to the ramping of the second chopper phase, there is a

larger phase applied to slower atoms. The velocity dependence of this phase exactly

cancels the velocity dependence of the phase produced by the interaction region. The

phase of the first chopper must be ramped as well, so that the sum of the phases of the

two choppers doesn’t depend on the time at which the atom enters the interferometer.

98



3.3.2 Predicted Interference Pattern as a Function of Ramped-

Phase Parameters

We will now calculate how the phase and contrast of the rephased interference pattern

depends on the parameters of the phase-ramp function. In Section 3.5, we will show

that in a precision measurement of the interaction phase, the goal will be to determine

the precise frequency at which rephasing occurs.

Combining Eq. 3.39 and Eq. 3.43 gives us:

I = eiφ0

∫

P (v)dv eiφint(v) e−i2πfL/v (3.45)

For a narrow Gaussian velocity distribution this reduces to:

I = C ′eiφ
′

(3.46)

where (quite similar to Eq. 3.6)

φ′ =φ0 + 2π(vref − fL)/v0,

C ′ =exp
[

− 1
2

(2π(vref − fL)σv
v20

)2]

.
(3.47)

Or, in terms of the mean interaction phase applied φint ≡ 〈φint〉v ≈ φint(v0),

φ′ =φ0 + φint − 2πfL/v0,

C ′ =exp
[

− 1
2

(

φint − 2πfL/v0
)2(σv

v0

)2]

.
(3.48)

An example of the rephased contrast and phase is shown in Fig. 3-8. The rephasing

frequency freph must be found by examining where the plotted phase φ
′ − φ0 passes

though zero underneath the exact center of the peak of the rephased contrast.
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Figure 3-8: Contrast and phase of the interference pattern using ramped-phase
choppers to perform the rephasing. In this example, we have used v0 = 1 km/s,
σv/v0 = 0.05, L = 1 m, and an applied phase of 2πvref/v0 = 2π × 10 rad. The
resulting rephasing frequency under these conditions is freph = 10 kHz.

3.4 Implementing Ramped-Phase “Choppers”

It would be impossible in practice to apply a phase as in Eq. 3.43 that keeps increasing

for all time. However, since a phase of 2π has no noticeable difference from a phase

of zero, we can use a ramping phase that quickly returns to zero after reaching 2π

or any multiple of 2π. The periodicity of the ramp is very important for another

reason as well—instead of needing to measure the mean velocity of the beam with

great accuracy, we will only need to know the repetition frequency f and chopper

separation L.

To put this into practice, we must apply the correct time-dependent voltage to

the phase choppers. Recall that the charged cylinders produce a phase that depends

on the square of the applied voltage. To create a phase linear in time φ ∼ t requires

a voltage Φ0 ∼
√
t. In practice it would be expensive to produce such an arbitrary

high-voltage waveform, which would require an arbitrary waveform generator and

a very fast, high-power, high-voltage amplifier. We can overcome this difficulty be
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∆θ(t) ~ Φ0
2
(t)Φ0(t)V(t)

HV Pulse
Generator

Figure 3-9: An approximate triangular phase ramp is created using a high voltage
square wave and a low-pass RC filter.

approximating the square-root dependence with an RC circuit (Fig. 3-9). The pulse

generator remains at a fixed high voltage most of the time, briefly returning to zero at

the end of the cycle. When the input is high, the RC filtered voltage is Φ0(1−e−t/RC).
The voltage drains quickly to zero through a diode when the input is low. The phase

produced is:

φ1,2(t) = ±2πγ(1− e−t/RC)2 0 < (t mod 1/f) < p/f. (3.49)

We set γ = 0.8 and RC = 0.4/f to best approximate a straight ramp when using a

duty cycle p = 90%. φ1,2 are made equal and opposite by applying the same voltage to

each of gradient field region and orienting them on opposite sides of the interferometer,

as in Fig. 3-10. The resulting phase and its deviation from an ideal ramp is discussed

in detail in Section 3.6.1 (and plotted in Fig. 3-13) where we consider how the error

affects the rephasing.

To demonstrate rephasing, we also need to apply the 1/v-dependent interaction

phase. We do this by exposing one path of the interferometer to a region of constant

electric field, using the same type of assembly as describe in the last polarizability

measurement [34]. It is essentially a parallel-plate capacitor, consisting of a 10 µm

thin copper foil, or septum, suspended between metal plates separated with high-

precision spacers (Fig. 3-10). The septum and one of the plates is kept at ground,

and a high voltage is applied to the other plate. As discussed earlier, this applies a
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Constant Electric Field

Interaction Region

Gradient Field

Regions

Figure 3-10: Interferometer layout for measuring rephased interference with an elec-
tric field interaction applied. In the depicted arrangement, the interaction region
voltage must be applied to the bottom plate to see a rephasing, since the magnitude
of the voltage applied to the gradient regions is increasing in time.

Stark shift to one path while leaving the other path undisturbed:

φint(v) =
αV 2`

2~d2
1

v
(3.50)

where V , `, and d are the voltage, length, and plate separation of the interaction

region.

3.5 Measuring Polarizability Using Ramped-Phase

Choppers: A Demonstration

3.5.1 Contrast of Rephased Fringes

Using this scheme we have measured the rephased interference pattern as a function

of applied voltage. In Fig. 3-11 we display the contrast of the interference fringes

as a function of the average applied interaction phase, φint ≈ αV 2`
2~d2v0

. The interaction

phase is adjusted by scanning the septum voltage, V (a negative phase is introduced by
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Figure 3-11: The contrast of the interference fringes as a function of the mean interac-
tion phase, φint ≈ αV 2`

2~d2v0
, measured with the choppers off (N), and with the choppers

on. At a chopping frequency of f = 17 kHz (•), we have achieved a 89% contrast
revival at a mean interaction phase of 62 radians. At f = 40 kHz (¥), a 56% revival
is obtained at a mean phase of 144 radians.

applying voltage to the opposite side of the septum).1 Data points were measured as a

function of V but are plotted versus φint using the constant φint/V
2 = 35.3(2) rad/kV2

for the particular septum and beam velocity used. We will show below how this

constant is obtained from the phase data of the contrast revivals.

The plotted points have been fit with a Gaussian curve according to Eqs. 3.6

and 3.48. The rephased interference at 62 radians is 89% of the original contrast.

This about the maximum expected using a ramp with a 90% duty cycle, as discussed

earlier. The revival at 144 radians is only 56% of the original contrast. This is most

likely because the ramp parameters γ and RC were not optimized (these factors need

to be re-tweaked every time the frequency is changed, and the frequency must be

changed when the interaction phase is changed), but there are many other factors

that can lower the rephased contrast as well. These will be discussed later along with

other chopper errors and imperfections.

1Note that the normal contrast envelope without the choppers can be slightly offset from zero
due to the presence of any of a number of possible velocity dependent interactions: rotation phase
due to the earth’s spin, gravity phase (Eq. 1.16), or the diffraction-angle-dependent alignment errors
∆φ2 and ∆φ4 mentioned in Chapter 1.
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The envelopes of the contrast revivals can be used to determine information about

the velocity distribution of the beam. Eq. 3.45 shows that, the envelope is the Fourier

transform of the velocity distribution, which is well-modeled by a Gaussian since the

velocity distribution is approximately Gaussian. All three of the contrast envelopes

are fit with the same width Gaussian, from which we infer that the rms velocity

width of the beam is σv/v0 = 3.55(6)%. The mean velocity can be inferred too.

When the rephased contrast is peaked, the relation φint = 2πfL/v0 holds. From the

centers of the 17 kHz and 40 kHz peaks, we find mean velocities of v0 = 1700(40) m/s

and v0 = 1720(40) m/s respectively. (The mean velocity can be found even more

accurately by using the phase data.)

When we compare this with measurements of v0 and σv as determined from the

diffraction pattern, we find a large difference. A fit to the diffraction from a 100 nm

grating finds a mean velocity v0 = 1940(10) m/s and σv/v0 = 6.8%. The discrepancy

is not due to an error in either method of velocity measurement, but arises because

the velocity distribution itself is different in the two cases.2 Atoms with a smaller

diffraction angle (larger velocity) have a greater chance of being blocked by the sep-

tum, making the mean velocity smaller and the velocity spread narrower. Also, when

interference is measured there is a correlation between velocity and the position of

the detector (just as exists in the diffraction pattern) resulting in a narrower velocity

spread. These were both complications that needed to be modeled in the previous

polarizability measurement [34], and contributed to about half of the reported sys-

tematic error. This is just one of the many sources of systematic error eliminated by

using phase choppers.
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Figure 3-12: The contrast and phase of the rephased fringes as a function of the
voltage-squared in the interaction region. By finding the voltage at which the inter-
ference pattern is exactly rephased (i.e. where the phase is zero under the peak) the
polarizability can be determined very accurately. Note that the phase error is small
only where the contrast revives.
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3.5.2 Phase of Rephased Fringes

At rephasing, the condition
αV 2`

2~d2v
= 2πfL/v (3.51)

holds for all v. Since we will be using a fixed frequency f in this experiment, our goal

will be to determine the voltage Vreph that gives perfect rephasing. Then we will be

able to express the polarizability in terms of very precisely known quantities:

α =
2hfL

V 2
reph

(d2

`

)

(3.52)

so long as the geometry of the interaction region, characterized by d2/`, is well deter-

mined.

We have already seen one way of finding Vreph—by fitting the location of the

peak contrast revival as in Fig. 3-11—however, using the phase of the revival is

much more accurate. We know that at V = Vreph the phase of the revival is exactly

zero, and since the phase changes very steeply with voltage, we can find the zero

crossing very precisely. To demonstrate this we refer to Fig. 3-12, which shows the

contrast and phase of the interference revival measured at various septum voltages.

(A different length septum and beam velocity was used here, so the phase for a given

septum voltage will be different compared to Fig. 3-11.) To reduce errors due to

phase drift of the interferometer, the data were taken by alternating very quickly

between a measurement of the fringe with the choppers and interaction region on,

and again with both turned off. We are interested in the relative ratio of the contrasts,

Crel = C“on”/C“off”, and the relative phase difference φrel = φ“on”/φ“off”. By doing a

comparison measurement on a short timescale we reduce errors due to vibration and

thermal drift.

2We have, however, discovered an irregularity in the diffraction measurement that may contribute
to the error. The separation between the +1 and 0th order peaks sometimes differs by as much as
10% from the −1 and 0th order separation, most likely due to an alinearity in the detector translation
motor drive.

106



Based on Eq. 3.45, we predict:

Crel e
iφrel =

∫

P (v) dv ei2π
(

fL−αV 2`
2hd2

)

/v (3.53)

By inspection, φrel|Vreph
= 0 exactly. For arbitrary V we have:

φrel = 2π
[

fL− αV 2`

2hd2
]

/v0, (3.54)

Keep in mind that whereas this expression is exact for V = Vreph, it is only an

approximation for V 6= Vreph—the expression is true only in the limit of a very nar-

row velocity distribution (it is only approximate that 〈φint(v)〉v = φint(v0)), and the

velocity distribution is not predicted to be precisely Gaussian anyway.

To find the zero crossing, we first must find the location of the contrast revival

peak. This was accomplished by fitting a Gaussian to the highest contrast points

(grey line in Fig. 3-12 contrast plot). The contrast measurements define the peak of

the revival well enough so that we can choose the right zero crossing and are not off by

a multiple of 2π (this kind of error would show up as a deviation in the α dependence

on V ). Next, we use the location of the contrast peak as a guess for fitting a line

through the zero crossing (grey line in Fig. 3-12 phase plot). Vreph is the voltage at

which the line fit crosses zero.

Residuals of the fit are shown below the phase plot. The residuals outside the

range of the line fit are scattered around zero, confirming that we have unwrapped

the phase correctly. This also displays how the error in the phase measurement grows

rapidly as the contrast decays.

The zero crossing as determined by the line fit is V 2
reph = 0.947(2) kV2. The

data were taken at a ramp frequency f = 21.40(5) kHz, with choppers a distance

L = 98.58(4) cm apart. The effective length of the septum was ` = 4.6(2) cm with

d = 0.2000(3) cm for the septum spacing.3

3The septum used here did not have guard electrodes. This made the measurement of ` fairly
uncertain. The length also varied across the height of the beam, creating a spread in applied
interaction phase contributing to loss of contrast in the contrast revival. This motivated construction
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To calculate the measured polarizability given these parameters, use the following

for Planck’s constant,

h = 5.955 213 6(5)× 10−22 cm3 (volt/cm)2 sec, (3.55)

derived from 1998 CODATA recommended values. Using this will give the polariz-

ability in Gaussian units of cm3. Take care in using this form of h—it is a convenient

way to use the SI unit of volt in an equation that is only meant for Gaussian units.

Our determination of α in this example is

α =
2hfL

V 2
reph

(d2

`

)

= 23.07(1.04)geom(0.06)chop(0.05)stat Å
3
. (3.56)

This agrees with the MIT interferometer’s published value of α = 24.1(1) Å3. Let’s

discuss the errors in our measurement of α. Certainly the biggest here is the geometry,

which has a large uncertainty here because we didn’t take the same care that went

into the precision of the old measurement. In an actual polarizability measurement,

the geometry could be measured to a precision of 0.2% using the techniques of the old

experiment. A subsequent section will suggest how this uncertainty can be overcome,

by either improving the knowledge of d2/` or performing a relative measurement in

which dependence on the geometry is eliminated.

The second source of uncertainty arises from the dependence on the chopping

parameters f and L. In an actual polarizability measurement f would effectively

be exact, by means of a frequency counter or a precision function generator. L was

measured to a precision of 4×10−4 simply by measuring it with a long ruler. This could
certainly be pushed to ±100 µm out of a meter, or orders better if an interferometric

method was used. The chopping also introduces some systematic error, but we will

discuss this in the next section.

The last amount of certainty comes from the error in Vreph. In a precision measure-

ment, V will have to be measured with a precision voltmeter, but in our experiment

of a new septum with guard electrodes, which was used to take the data in Fig. 3-11.

108



the source of error is the statistical nature of the phase measurement. This depends

on how many phase measurements are taken, the rms phase error of each measure-

ment, and the slope of the phase as it depends on the square-voltage. Using the

velocity of the beam we can predict the slope of the phase and hence the statistical

error:
∆αstat
α

=
∆V 2

reph

V 2
reph

=
v0

2πfL
φrms/

√
N (3.57)

(As a side note, alternatively we can use the slope of the line fit to determine the

mean velocity v0 =
2πfL
V 2
reph

d
dφ
(V 2). If we fit a line through all of the phase points in

Fig. 3-12, we find v0 = 1962(8) m/s.)

In this example there are only N = 10 phase measurements (two measurements

at each of five different voltages), each with φrms ≈ 400 mrad. φrms is unusually large

here for two reasons—each choppers-on and choppers-off fringe measurement was only

1 sec long, and there was a delay of 10 sec between each measurement (which allowed

the phase drift to grow). Combining the measurements, we have a total phase error

of 400 mrad/
√
10 = 130 mrad in 20 sec of measurement time (neglecting the delay

between measurements). The resulting statistical error in α is 0.2% The error could

easily be made even smaller by shrinking the delay time, thereby minimizing the

phase drift error.

For comparison, the old experiment measuring α took 10 min of data collection

time to reach the same statistical precision of 0.2%. This demonstrates the great

advantage of applying large interaction phases using the rephasing technique.4

Consider what we are now capable of in a comparable amount of data collection

time. Conservatively, we could alternate between a choppers-on and choppers-off

fringe measurement every 1
2
sec and still have plenty of signal for each fringe fit. We

had a count rate of 65 kHz with a choppers-off contrast of 16% and a revival contrast of

9%, so in a half second the phase can be fit to
√
2/C
√
N = 50 mrad (see Appendix E),

4It might be thought that we have an additional advantage over the old experiment due to having
much higher flux from a beam with twice the velocity, as made possible by the new 100 nm gratings.
However, the 100 nm gratings have much lower contrast, and the signal-to-noise here (9%×

√
65 kHz)

is the same as in 1995 (35%×
√
3.5 kHz)
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or 90 mrad with choppers on. Our short term phase drift is approximately 30 mrad

in 1
2
sec. Then for each phase measurement, comprising 1 sec of data ( 1

2
sec on,

1
2
sec off), the total rms statistical phase error is φstat = 110 mrad. In 10 min, the

phase error is down to 4 mrad, with corresponding error ∆αstat/α = 6 × 10−5. And
this result only assumes rephasing at the applied phase φint(v0) = 66 rad used here.

Larger phases are possible, and the statistical error will decrease in proportion to how

far out the rephasing occurs.

3.6 Sources of Systematic Error

The phase chopping technique falls short of ideal in several respects, which introduce

several imperfections into the polarizability measurement, some of which may produce

an error in the phase of the rephased fringe and affect the accuracy of a polarizability

measurement:

1. The phase applied is not an ideal ramp function.

2. The chopper phase varies across the width of the beam.

3. The magnitude of the phase applied is unequal between the two choppers due

to imperfect translational alignment.

4. The chopper phase depends on velocity—slower atoms see a stronger phase

ramp function.

5. The choppers have a finite length, so the chopper phase function will be de-

stroyed if the transit time is large compared to the repetition period.

All of these effects arise because we cannot apply a perfect ramp with each chopper:

φ1(t) = +2πft+ δφ1(t) + i∆1(t)

φ2(t) = −2πft− δφ2(t) + i∆2(t)
(3.58)
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where δφ1,2(t) accounts for the imprecision in the phase (Imperfections 1 and 2),

and ∆1,2(t) accounts for loss of contrast (Imperfection 3) due to the applied chopper

phase. These functions may depend on velocity as well (Imperfections 4 and 5).

If we represent the interference pattern as I = eiφ0 when the choppers and inter-

action region are off, then with everything turned on we have I = eiφ0I ′ where

I ′ =
〈

eiφint(v) eiφ1(t) eiφ2(t+L/v)
〉

t,v
(3.59)

We can re-express this as

I ′ =
〈

ei(ωint−ω)L/v a1(t) a
∗
2(t+ L/v)

〉

t,v
(3.60)

where ~ωint ≡ (12αV 2/d2)× (`/L), or ωint = 2πvref/L, and

a1,2(t) ≡ eiδφ1,2(t) e−∆1,2(t) =
∞
∑

n=−∞

c1,2 n e
inωt. (3.61)

By expressing a1,2(t) in terms of a Fourier series, we can simplify the average over t:

〈

a1(t) a
∗
2(t+ t′)

〉

t
=
〈

∑

n,m

c1 nc2
∗
m e

inωt e−imω(t+t
′)
〉

t
=
∑

n

c1 nc2
∗
n e

−inωt′ (3.62)

We will define the preceding expression as the convolution function, g(t′):

g(t′) ≡
〈

a1(t) a
∗
2(t+ t′)

〉

t
=
∑

n

gn e
inωt′ with gn = c1−nc2

∗
−n (3.63)

We now have:

I ′ =
〈

ei(ωint−ω)L/v g(L/v)
〉

v
(3.64)

We could perform the average over v, but to simplify matters, we will switch to an

average over τ ≡ L/v instead. τ is the time it takes for an atom with velocity v to

get from one chopper to the other. We will neglect for the time being the fact that
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the coefficients gn have some velocity dependence due to Imperfections 4 and 5.

I ′ =
〈

ei(ωint−ω)τ g(τ)
〉

τ
(3.65)

Since P (v) is roughly Gaussian, then the probability distribution P ′(τ) is roughly

Gaussian too, with mean τ0 ≡ L/v0 and rms width στ ≡ τ0(σv/v0).
5

I ′ =

∫ ∞

−∞

dτ

(

e−
1
2
(τ−τ0)2/σ2

τ

√

2πσ2τ

)

ei(ωint−ω)τ
∑

n

gn e
inωτ

= ei(ωint−ω)τ0
∑

n

gn e
inωτ0 e−

1
2
(ωint−ω+nω)

2σ2
τ

(3.66)

With this expression we can determine Imperfections 1, 2 and 3. Nowhere, how-

ever, have we assumed the imprecisions are small, and therefore Eq. 3.66 is perfectly

general. We can use it to derive the rephased fringes of any form of chopping what-

soever, for instance the amplitude choppers from Section 3.2.2 (with φ(t) as an imag-

inary square wave) or the square wave phase choppers from Section 3.2.3 (as well as

their low frequency behavior measured in Fig. 3-7).

For the purpose of measuring α, we are only concerned with I ′ for frequencies

near the chopping frequency, ωint ≈ ω. Then the n = 0 term will be the largest in the

series. Furthermore, the n 6= 0 terms will be negligible—these terms are exponentially
small, by a factor e−

1
2
n2ω2σ2

τ . Let’s look at how small this actually is. For a modest

rephasing frequency, f = 25 kHz, and a beam with v0 = 1 km/s and σv/v0 = 0.05,

this factor is ∼ 10−14.

Consider the g0 term. As a Fourier coefficient it is g0 = 〈g(t′)〉t′ . It can be

simplified, however:

g0 =
〈

a1(t) a
∗
2(t+ t′)

〉

t,t′
=
〈

a1(t)
〉

t

〈

a∗2(t)
〉

t
(3.67)

5Since we are concerned with very small effects in this section, it may not be precise enough
to approximate P ′(τ) as Gaussian, in which case we can find P ′(τ) from P (v) using P ′(τ)dτ =
− L
τ2P (L/τ)dτ . When doing so, however, we should use the more appropriate v

3 weighted Gaussian
for P (v) for the same reasons.
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Figure 3-13: The phase function φ(t) (as defined by Eq. 3.69) used to approximate
an ideal ramp, and the deviation from ideal δφ(t). Parameters used in the model are
f = 50 kHz, p = 90%, RC = .43/f , and γ = 1.1. The imperfection produces no
phase error, but limits the rephased contrast to a maximum of 86%.

Finally then, the interference fringe is:

I ′ = ei(ωint−ω)L/v0 e
− 1

2
(σv
v0

)2(ωint−ω)
2L2/v2

0
〈

e−∆1(t)+iδφ1(t)
〉

t

〈

e−∆2(t)−iδφ2(t)
〉

t
(3.68)

3.6.1 Imperfection 1: Non-ramp function

We will assume the choppers are driven with an RC-filtered square wave with the

following form:

φ(t) = 2π γ ×















[

1− e−t/RC
(

1
1+e−p/fRC

)

]2

for 0 < t < p/f
[

e−
p

1−p
(t−p/f)/RC

(

1
1+e−p/fRC

)

]2

for p/f < t < 1/f

(3.69)

p ≈ 0.9 is the duty cycle, RC ≈ 0.4/f is the RC time constant, and γ ≈ 1 describes
the strength of the phase. This function takes into account the fact that the phase

doesn’t have time to decay all the way to zero during the off cycle. This function and

the corresponding δφ(t) are plotted in Fig. 3-13. We will consider this function as a

worst-case scenario for a future polarizability measurement—it is simply a matter of
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Figure 3-14: The rephased contrast as a function of the dimensionless parameters γ
(the strength of the phase) and RC × f (roughly representing the slope of the phase)
when using a filtered square wave function of Eq. 3.69 with a p = 90% duty-cycle.
The contour lines are at 10% intervals. The highest contour (white) shows there is a
wide range of parameters giving 80% or greater contrast.

resources to use an arbitrary waveform generator amplified to high voltage to attain

a near perfect ramp.

Using Eq. 3.68, the interference pattern is:

I ′ = ei(ωint−ω)L/v0 e
− 1

2
(σv
v0

)2(ωint−ω)
2L2/v2

0

∣

∣

∣

〈

eiδφ(t)
〉

t

∣

∣

∣

2

(3.70)

We can conclude that there will be a reduction in contrast, but no change in the phase,

and hence no systematic error in measuring α. For δφ(t) resulting from Eq. 3.69, we

can attain a 86% rephasing of the contrast using a p = 90% duty cycle at values

γ = 1.1 and RC = .43/f . Fig. 3-14 shows the dependence of the rephased contrast

on γ and RC.

3.6.2 Imperfection 2: Phase variation across the beam width

The phase an atom picks up after passing a distance x from the center of the chopper

wire varies as φ ∼ 1/x2. The profile of the beam can be represented by a Gaussian,

centered at x0 with rms width σx. The wire is wide enough so that σx ¿ x0. If the
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applied phase is large enough, the spread in phase averaged over the width of the

beam will cause contrast loss in addition to a phase shift to the original interference

pattern (represented by eiφ0):

eiφ0 →
∫

dx
(e−

1
2
(x−x0)2/σ2

x

√

2πσ2x

)

ei[φ0+φ(x)] = e−2(σx/x0)2 φ2(x0) ei[φ0+φ(x0)] (3.71)

To find the time averaged contrast loss, we must average over the time dependence

of the choppers as well. As a function of time, φ(x0) ≈ ωt. The contrast loss as a

function of time is proportional to e−∆(t) where

∆(t) = 2
(σx
x0

)2
ω2t2 (3.72)

Due to the expanding collimation, the beam is actually a different width at the two

choppers, σx1 and σx2. The rephased interference pattern is:

I ′ = ei(ωint−ω)L/v0 e
− 1

2
(σv
v0

)2(ωint−ω)
2L2/v2

0
〈

e−∆1(t)
〉

t

〈

e−∆2(t)
〉

t

≈ ei(ωint−ω)L/v0 e
− 1

2
(σv
v0

)2(ωint−ω)
2L2/v2

0

[

1− 8π
2

3

(σx1
2 + σx2

2

x20

)

] (3.73)

There is an overall loss of contrast, but no phase error, due to the phase spread

across the width of the beam at both choppers. We typically use 15 µm collimating

slits spaced about 1 m apart. The first chopper is about 1
2
m downstream of the

slits, and the second chopper about 3
2
m downstream, so the rms beam widths (of

the trapezoidal profile) are σx1 = 7 µm and σx2 = 13 µm respectively. x0 is only

slightly larger than the wire radius (r = 0.5 mm in the current setup). Eq. 3.73 then

evaluates to a rephased contrast of [1− 2π2

3
(σx1

2+σx2
2

x2
0

)] = 98%.

The beam will also be effectively wider if it is tilted with respect to the wire. A

5◦ tilt in the wire relative to the 1 mm tall beam will reduce the contrast to 84%.

It may be profitable in a future experiment to reduce the radius of the wire at

the expense of some loss of contrast. The benefits to be gained are a smaller voltage

needed to get the same amount of phase, a relaxation of the frequency limitation

imposed by Imperfection 5 (due to the chopper wire’s finite size compared to the

115



chopper separation), and perhaps most importantly, a reduction in the phase error

from Imperfection 3 (due to unequal strength of the two chopper phases).

3.6.3 Imperfection 3: Unequal strength of chopper phases

It is easy to guarantee that the choppers get the same signals electronically. Since

the phase also depends on the spatial alignment, however, there is certain to be a

difference in the phases due to the initial positioning error and subsequent thermal

drift. The best way to align them, in fact, is to check using the interferometer that

they give the same applied phase for a given voltage. We show that the remaining

unknown difference in phase gives a direct uncertainty in the phase of the rephased

fringe and hence a systematic error in α.

As defined in Eq. 3.68, the error in the phase of the rephased fringe will be φerr,

where:

Ceiφerr ≡ 〈eiδφ1(t)〉t〈e−iδφ2(t)〉t (3.74)

Since the choppers get the same voltage signal, we know φ1 is proportional to φ2:

φ1(t) =
(

1 +
λ

2

)

φ(t)

φ2(t) =
(

1− λ

2

)

φ(t)

(3.75)

where λ is roughly the fractional difference between φ1(t) and φ2(t), and φ(t) is their

average.

As it turns out, it is a very good approximation that

φerr ≈ 〈φ1(t)− φ2(t)〉t = λ〈φ(t)〉t (3.76)

This approximation is good to 1% in φerr, so long as λ < 0.5.
6 Since φ(t) ≈ ωt, then

〈φ(t)〉t ≈ π, and we can estimate roughly that φerr ≈ λπ, but this approximation is

only good to 10% for the φ(t) in Fig. 3-13.

6This approximation works in spite of the fact that the equation 1+ i〈δφ(t)〉 ≈ 〈eiδφ(t)〉 is a very
poor approximation, which remains inaccurate even after 10 terms in the series expansion.
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It quickly becomes apparent that any amount of data collection time spent try-

ing to reduce the statistical error of the polarizability measurement will have to be

matched by time spent measuring φerr. There are two ways of dealing with this

problem:

1. One method is to separately measure λ and 〈φ(t)〉. λ can be measured with the
interaction region off and with the choppers kept static at a fixed voltage, Vfixed.

We choose Vfixed so that φ1 and φ2 are as large as possible (without introducing

decoherence due to their velocity spread or reaching the breakdown voltage).

Suppose we set φ1 ≈ −φ2 ≈ 3π, then we can measure λ = (φ1 + φ2)/3π.

With the factor of 3 advantage, λ can be measured to the same precision as

the polarizability phase in about 1
9
the time. Ideally, λ would be measured

beforehand to reduce it to as small a value as possible, and measured again

occasionally while interspersed with the polarizability measurements to track

drifts in λ due to thermal changes.

If λ cannot be kept small enough, a measurement of 〈φ(t)〉 would be needed in
addition. This is more complicated, since it depends on two things: the precise

form of the voltage waveform, V 2(t), which would need to be monitored by an

ADC through a voltage divider, and the proportionality constant of the phase

to V 2, which could be measured the same way as λ but with only one chopper

hooked up.

2. The second method is to measure φerr directly, replacing the zero phase measure-

ment. Instead of alternating between a fringe measurement with interaction-

on/choppers-on and interaction-off/choppers-off, we can keep both of them on

and alternate between a phase measurement taken at high rephasing frequency

and low rephasing frequency. φ(t) needs to be independent of frequency for this

to work, so we would use this method if we had an arbitrary waveform genera-

tor. This method would also work just so long as 〈φ(t)〉 was equal at both high
and low frequency.
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3.6.4 Imperfection 4: Chopper phase dependence on velocity

An atom picks up a phase difference ∝ 1/v2 as it passes the chopper wire. To first
order the effect is the same as that produced by Imperfection 2—the contrast loss as

a function of time at each chopper is proportional to e−∆(t) where

∆(t) ≈ 2
(σv
v0

)2
ω2t2, (3.77)

which leads to a total time-averaged contrast of (see Eq. 3.73):

C ≈ 1− 16π
2

3
(
σv

2

v20
) (3.78)

This is about 87% for σv/v0 = 0.05.

To estimate the size of the phase error, we need to return to Eq. 3.66

I ′ =

∫ ∞

−∞

dτ

(

e−
1
2
(τ−τ0)2/σ2

τ

√

2πσ2τ

)

ei(ωint−ω)τ
∑

n

gn e
inωτ (3.79)

We know that the n 6= 0 terms are insignificant, but we must consider that g0

(Eq. 3.67) has some slight velocity dependence. Recall that

g0 ≡ 〈eiδφ1(t)〉t〈e−iδφ2(t)〉t. (3.80)

g0 will be purely real for any velocity if δφ1(t) = δφ2(t). If they are not equal, the

slight velocity-dependence of the phase of g0 will be insignificant compared to φerr

due to Imperfection 3 (the unequal strength of the choppers). Furthermore, if we

are using the second method of measuring φerr, the velocity dependence is already

included.
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3.6.5 Imperfection 5: Effect of chopper transit time on the

time-dependent phase

Because it takes an atom a finite time to pass through the gradient field region, the

total time-dependent phase applied by the chopper will be averaged over the transit

time. If the transit time is slow compared to the chopper period, the electric field will

pulse many times in transit, and the phase picked up by the atom will be smeared

out in time, destroying the ramped phase necessary for the rephasing technique to

work. To quantify this, we need to calculate the effect this has on the interference

pattern as a function of the velocity, the ramp frequency, and the physical size of the

gradient field region.

We must first calculate the phase acquired as a function of the transit time while

passing the chopper wire. This was done previously in Section 3.2.4. If the wire

voltage is static, then the difference in potential energy ∆V (t) experienced by the

two paths of the interferometer (as a function of the transit time, t) is

∆V (t) = φ0
2~v
πr

1

(1 + t2v2/r2)2
(3.81)

where φ0 is a constant chosen such that
∫

1
~∆V (t)dt = φ0 is the total phase acquired,

and r is the wire radius, and v is the velocity.

Now assume the intended applied phase, φ0, is not static. Then the actual phase

acquired by an atom is the convolution of the chopper signal, φ0(t), with the transit

time, t′:

φconv(t) =

∫ ∞

−∞

dt′ φ0(t+ t′)
2v

πr

1

(1 + t′2v2/r2)2
(3.82)

Since we are adding up differential phases, it now matters whether φ0(t) = ωt

is a continuous function versus one that returns to zero when it reaches 2π—the

former gives φconv(t) = ωt no matter how slow the velocity, the latter averages to π

at very slow velocity. We are using one that returns to zero periodically—it can be
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Figure 3-15: The time-dependent ramping phase applied by a chopper is damped out
when the transit time past the wire grows comparable to the ramp period. φconv(t) is
plotted for different ramp frequencies (from darker to lighter), f = 50 kHz, 100 kHz,
200 kHz, 500 kHz, and 1 MHz, assuming a 1

2
mm radius wire and a 1 km/s beam

velocity. The rephased contrast attainable with these waveforms is 90%, 81%, 63%,
25%, and 3%, respectively.

represented by the expansion:

ωt = π −
∞
∑

n=1

2 sinnωt

n
for 0 < t < 2π/ω (3.83)

Using this expression in Eq. 3.82, we find

φconv(t) = π −
∞
∑

n=1

e−nωr/v(1 + nωr/v)
2 sinnωt

n
(3.84)

Fig. 3-15 shows how φconv(t) gets smeared out as ωr/v grows large.

The damping will effect the rephased interference pattern by increasing the size

of δφ(t) = φconv(t)− ωt and hence lower the contrast:

C =
∣

∣

∣
〈eiδφ(t)〉

∣

∣

∣

2

(3.85)

Fortunately, there is no change to the phase of the rephased fringe so long as the phase

of the two choppers is the same, for the same reasons discussed for Imperfection 4.
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Error Source Systematic Error Statistical Error
Velocity, v0 0.12%
Grating period 0.05%
Grating-to-detector distance 0.06%
Velocity distribution, P (v) 0.15%
Interaction phase, φint(v0) 0.15%
Septum spacer width, d 0.07%
Septum length, ` 0.08%
Septum field correction, `effective/` 0.10%

Table 3.2: Relative contributions of the various error sources in the old measurement
of sodium polarizability [33].

3.6.6 Summary

The imperfections discussed in this section impose very few limitations on how ac-

curately the polarizability can be measured. Most errors contribute only to loss of

contrast. The only source of systematic error, due to the unequal strength of the

chopper phases, can be corrected by the measurement techniques mentioned without

a significant increase in measurement time.

3.7 Accuracy of the Polarizability Measurement

3.7.1 Old Limitations

We now return to a discussion of the advantages of the rephasing method. The limi-

tations that are overcome by using the rephasing method are quite substantial. The

phase measurement can now be performed at a precision of 10−5 (or 0.001%): us-

ing the technology demonstrated in this chapter it is possible to attain a 1.5 mrad

statistical error (requiring one hour of measurement time using the estimate in Sec-

tion 3.5) in a 150 rad interaction (demonstrated in Fig. 3-11). The error budget from

the previous polarizability measurement is shown in Table 3.2. The beauty of the

rephasing method is that it eliminates the first four errors. The remaining errors are

related to the geometry of the interaction region. We will discuss how to overcome

this limitation below.
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3.7.2 Molecules

We need to consider another very important source of error that was not mentioned

at all in the old experiment: the presence of Na2 molecules in the beam. Since the

molecules have an average polarizability about 1.5× that of the atoms, any fraction
of molecules in the interference pattern will cause a fractional error in polarizability.

The molecules typically compose 20% of the beam intensity, but the fraction is much

smaller in the interference pattern because the molecule paths only separate by half

the distance of the atom paths, and don’t easily fit around both sides of the septum.

The dimensions quoted in the old experiment were an atom separation of 55 µm

(corresponding to 27.5 µm for the molecules) and a septum “shadow” of 20–30 µm.

If they were lucky, and the shadow was 30 µm, then molecule interference would be

impossible even for the slowest molecules of the distribution. A more likely scenario

is that about 10% of the 40 µm wide (FWHM) molecule beam got past both sides

of the septum to interfere at the detector. This would result in a 2% intensity of

molecules in the fringe, causing an error of order 2% in the phase and hence the

polarizability. If the polarizability is measured at many different phases the error

ought to on average cancel out, since the sign of the error is different at different

phases. In the old experiment however only a small number of different phases were

measured, with a select few having much greater weight.

Fortunately, measuring polarizability with the new method is not susceptible to

contamination by molecules. Since they have a different polarizability, they will have

a different rephasing condition than the atoms and won’t contribute any contrast to

the atom rephasing peak. The chopping voltages won’t be optimized for the different

polarizability either. Molecules will be present when measuring the zero phase, but

with the same phase as the atoms.

We should consider, though, that the molecules have a range of polarizabilities,

and even if molecules with their average polarizability are not present in the rephasing

peak, molecules with a polarizability closer to that of the atoms may be a problem.

Molecules have an anisotropic polarizability, characterized by two values, α⊥, the

122



polarizability when the electric field is perpendicular to the molecular axis, and α‖,

the polarizability when the field is parallel. Classically, the molecule can be at any

angle θ with respect to the field, in which case

α(θ) = α⊥ + (α‖ − α⊥) cos
2 θ (3.86)

For Na2, α⊥ = 29.2 × 10−24 cm3 is the minimum and α‖ = 55.6 × 10−24 cm3 is the

maximum that the polarizability could be [68] (the average is ᾱ = 38.0× 10−24 cm3).

α⊥ is fairly close to the value for atoms, α = 24.1 × 10−24 cm3. The rms width of a

rephasing peak in terms of frequency is:

σf =
v20

2πLσv
(3.87)

which is 3 kHz assuming v0 = 1 km/s, L = 1 m, and σv/v0 = 0.05. So to be

careful, we should make sure the atom rephasing peak is at least 3σf away from the

lowest molecule rephasing peak to avoid contamination. In this example it means the

rephasing frequency should be larger than 45 kHz. Alternatively, we could make sure

the septum is too wide to allow molecule interference.

In addition to molecule interference, we ought to also consider the contamination

from other interfering orders, for instance, two paths that both pass on the outside

or inside of the septum and interfere in the detector plane. This was a big consid-

eration in the index of refraction measurements, so we can’t ignore it in a precision

measurement of polarizability. The best way to combat the problem is to block out

the extra orders with a knife edge before they propagate back together and interfere

near the detector. This can be easily accomplished by attaching tabs to the front of

the interaction region that block everything within a certain distance of the septum.

Even if the problem can’t be eliminated, it can be dealt with in many ways. First,

it influences the zero-phase and rephased fringe measurements equally so it won’t

introduce any error if the rephased contrast is the same as the zero-phase contrast.
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Second, the systematic error will change sign if the septum voltage is reversed7 (to

attain rephasing the chopping phase can be time-reversed)—this should be done any-

ways to test for contact potentials. Third, it would manifest itself as a periodic warp

in the otherwise linear plot of φ vs V 2. Finally, it would also show up as a dependence

on the detector position.

3.7.3 New Limitations

The rephasing method introduces only two significant sources of new error. One

is the inter-chopper distance, measurable to 10−4 by conventional means, 10−5 if

the separation was set by a precision spacer, or even greater precision if measured

interferometrically. The second is the chopper phase error, φerr = 〈|φ1(t)| − |φ2(t)|〉t
(Eq. 3.76), which can be measured in a fraction of the time it takes to measure the

polarizability phase or eliminated altogether by use of a waveform generator at two

different frequencies.

If we were to really push the limitations of the rephasing method, we would

eventually reach one of the following boundaries:

1. Maximum phase attainable with the interaction region. The vacuum breakdown

voltage is 125 kV/mm, however glass can only support 3.5 kV/mm, and the best

insulators only 20 kV/mm [63]. It could also be difficult to measure such large

voltages with precision. For comparison, a 1 km/s beam in a 10 cm long, 1

kV/mm field picks up a phase of 1300 radians.

2. Chopper-transit-time limitation on the maximum chopping frequency. The

smallest we could make the wire radius is about 200 µm—at this radius we

would suffer a 20% loss in contrast due to phase spread across the beam width.

The maximum frequency could then be pushed up to about 250 kHz for a

1 km/s beam, where another 20% of the contrast would be lost due to the

7The possibility of unwanted interfering orders was not considered in the old experiment, however,
this test was performed and showed no systematic effect.
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chopper-transit-time limitation. The limitation on the rephasing frequency at

this velocity corresponds to a maximum interaction phase of 1600 radians.

3. Limitations of the high voltage equipment. The high voltage signal generator

that we currently use to drive the choppers has a power dissipation limit of

P = V 2fC = 100 Watts, where V is the voltage, f is the frequency, and C is

the capacitance. The capacitance, which includes capacitance in the connecting

wires and internal to the driver, is about 150 pF. Operating at the limit, the

high voltage supply for the signal generator would need to be able to supply

100 W as well. Use of a 200 µm radius wire, however, would lower the voltage

required for the choppers and extend the maximum operating frequency well

past 250 kHz. Use of an amplified arbitrary waveform generator may impose

stricter limitations on the frequency.

4. Phase spread from the interaction region. Rephasing solves the problem of

different velocities getting different phases, but atoms passing by at different

spatial locations from the septum see different phases as well. There is a 1%

variation in phase across the width of a 30 µm wide beam if guard electrodes

are not used. The edges of the septum foil must be made very parallel as well.

If the edges of a 4 cm interaction region are 10◦ off, atoms at the top of the

1 mm tall beam will see phase different by about 1
2
% compared to atoms at the

bottom.

These effects limit the rephasing technique to a maximum interaction phase of

about 1500 rad. With our current statistical phase error (estimated at 1.5 mrad in

one hour of measurement time), this limits us to a precision of 10−6 in a polarizability

measurement. To surpass this limitation, the interaction region would need to be

made much longer and the gradient fields replaced with some type of smaller-sized

interaction that would not cause contrast loss at high frequency.
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3.7.4 Overcoming Geometry Errors

Uncertainty in the geometry of the interaction region, and hence the integral of E2,

is the single biggest obstacle to an improved absolute measurement of polarizabil-

ity. There are two ways to overcome this problem. One involves constructing and

characterizing the dimensions of a new interaction region to the desired precision.

The other, discussed in the next section, is to perform a relative measurement by

measuring the polarizabilities of two different atoms using the same interaction re-

gion. Each individual measurement of polarizability may be in error, but the ratio of

polarizabilities would be exact.

The polarizability is proportional to d2/` × (`/`eff), where d is the separation of
the plates in the interaction region, and ` is the length of the interaction region (or

the distance between guard electrodes), and `/`eff is the ratio that the effective length

differs by the actual length. An improved measurement of the absolute polarizability

must improve the precision of all three of these parameters.

d will have to be measured interferometrically. This can be accomplished by

replacing the aluminum walls of the septum with half-silvered mirrors. A beam of

light incident perpendicular to the wall will reflect off both the septum foil and the

mirror, causing interference in the reflection. The interference can be mapped as a

function of wavelength to determine d. Knowing d to 1
10
of a wavelength (out of

2 mm) will provide better than 10−4 precision in d2.

` can be improved by updating the interaction region design, too. The guard

electrodes define the physical length of the interaction region, so their separation

should be set with a precision spacer. 1 µm precision in a 10 cm separation would

give 10−5 precision in `.

Calculating the ratio `/`eff is done by modeling the electric fields inside the inter-

action region to compensate for the fact that though the electric field is constant on

the inside, it falls off gradually over a distance d at the edges. `/`eff can be improved

by better numerical modeling of these edge effects, as long as all the dimensions of

the interaction region are well characterized. This includes the separation between
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the guard electrodes and the foil, and the length of the guard electrodes and the

length of the foil. Better construction would help, too. A third of the error in old

model was due to characterizing fields seen by the beam passing on the zero-field side

of the septum, which could be eliminated by making the foil and guard electrodes

longer. The interaction region might need to be taller as well. The old model was

two dimensional and did not take into account how the fields varied in the vertical

direction. This should be modeled first, but it is quite probable that the fields vary

by a significant amount in the vertical direction, since the height of the interaction

region is only ∼ 5× larger than d.

A new design for the interaction region can eliminate the dependence on `/`eff

altogether by duplicating the effect on both sides of the septum, thus cancelling the

error in the phase difference (Fig. 3-16). The interaction voltage would be applied

to both sides, but the length of the electric field region is made much shorter on one

side. Each side has exactly the same edge effects, so the end field corrections cancel

out. The total phase acquired in the interaction region is

φint =
αV 2

2d2~v
(`1 − `2) (3.88)

where `1,2 is the actual separation between the guard electrodes on either side. The

only influence of the end effects would be a slight dependence of the phase on the

position inside the interaction region, about 2 × 10−5 per µm of distance from the

septum (see Ref. [34], Fig. 6).

There is one new systematic error that arises when we require a larger interaction

phase and better geometrical precision. It is the effect of the large electrostatic forces

present in the interaction region at large applied voltage. The septum is a thin foil

held in place by a force T ≈ 0.1 N/cm (within an order of magnitude) along the

top and bottom edges of the foil. The electrostatic force between two metal surfaces

a distance d apart with a difference in potential V causes an electrostatic pressure

P = 1
2
ε0V

2/d2 where ε0 =(8.89 N/m
2)kV−2mm2. Contrary to intuition, the pressure

is positive (the surfaces repel) if they remain held at fixed potential. If the height of
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Figure 3-16: Schematic showing the new features of an improved interaction region.
Black surfaces are at ground and grey surfaces are at high voltage. The septum has
been made much longer than ` and the guard electrodes have been extended. The
high voltage plane consists of a charged, partially-silvered surface that can transmit
light for an interferometric measurement of d. The ground side of the interaction
region has a small length that is at high voltage to cancel out the hard-to-model end
effects. (The schematic exaggerates the vertical dimensions; in reality d¿ `.)

the foil from top to bottom is h = 1 cm, the foil will sag due to electrostatic pressure

by a distance ∆d ≈ h2P/T . For d = 2 mm and V = 1 kV, this is a displacement

of about 10 µm, or an error of 10−2 in d2. To make matters worse, T might be

overestimated. T is an estimate of the spring forces used to pull the foil tight. During

assembly the foil is clamped into place and the spring tension is relaxed. It has

been observed that the foil doesn’t keep its full tension, since it ends up less smooth

without the springs. A future design could incorporate springs that always keep the

foil at maximum tension. This would help make the septum shadow thinner as well.

The only other way to overcome this problem is by making ` much longer, so that

less voltage is required for the same amount of phase.8

There is one other method for overcoming all the errors due to geometry, and this

is to measure the fields inside the interaction region directly. Metcalf and collaborators

at Stony Brook have made direct measurements of electric fields at the 2× 10−6 level

8This error was not considered in the old experiment. α was determined with the strongest
contribution from measurements taken at around 300 V. Sag at this voltage causes an estimated
error of 10−3, which could have been even worse if tension was lost during assembly.
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[90, 91] and have mapped regions of electric field to 7×10−5 with a three-dimensional
resolution of 250 µm [105]. It would be very fruitful to form a collaboration with a

group that can perform such measurements. This would completely bypass the need

for refining the construction and measurement of the interaction region geometry.

3.7.5 Relative Measurement of Polarizability

The parameter d2/` does not need to be determined with precision at all if we take

a different approach to measuring α—measuring the relative polarizability. If the

polarizability of two different atoms is measured with the same interaction region,

the ratio of their polarizabilities will be known very precisely, even if the interaction

region is not.

We will propose a relative measurement of the polarizabilities of sodium and

cesium. We choose sodium because its absolute polarizability has been measured

already, and cesium because it is the most desirable to the physics community. Cesium

is the most important test bed for parity non-conservation in atomic physics, and these

tests require detailed calculations of cesium’s electronic wavefunction. The validity

of the theoretical calculations can only be verified by testing their predictions against

actual measurements of atomic properties, and polarizability, describing an atom’s

response to an electric field, is the most important parameter that can be used to

characterize an atomic wavefunction.

The polarizabilities of Na and Cs can both be measured using the techniques in

this chapter:

αNa = fNa

(d2

`

)

2hL/V 2

αCs = fCs

(d2

`

)

2hL/V 2

(3.89)

While both of these measurements are dependent on many parameters that may

be known with limited precision (primarily d2/`), the ratio of polarizabilities depends
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only on the ratio of the rephasing frequencies:

αCs/αNa = fCs/fNa (3.90)

For improved accuracy, we have chosen a slightly different way of measuring the

rephasing condition than the method outlined earlier—we keep the interaction voltage

fixed in both measurements and find the chopper frequency at which the revival

occurs.9

By measuring the ratio of polarizabilities in this manner, we eliminate all the error

due to uncertainties in geometry, including the strain induced by electric fields as a

function of voltage. Furthermore, we also eliminate the error in the distance between

choppers L, and the interaction region voltage V . (Even h, for that matter, if the

measurement is ever taken past the part-per-million level.)

The only errors that contribute to the ratio measurement involve how well the

rephasing conditions can be determined. This error comes from two sources, the

unequal strength of the chopper phases, φerr = 〈|φ1(t)| − |φ2(t)|〉t (Eq. 3.76), and the
statistical error involved in determining the rephasing conditions, due to the number

N and the statistical phase error φstat of the interference fringe measurements:
10

∆freph =
(φerr + φstat/

√
N

φint

)

freph =
v0
2πL

(φerr + φstat/
√
N) (3.91)

The only new difficulty involved in a relative measurement of two polarizabilities

is making the interferometer work for two different atoms. For cesium, the difficulty

is due to its large mass (5.8× that of sodium), and hence its very small de Broglie
wavelength. Even in our 100 nm grating interferometer, a 1000 m/s cesium beam

9There is no extra effort in doing this if an arbitrary waveform generator is used. It should
even be possible using the filtered square wave, by swapping the RC values to duplicate the voltage
waveform at a different rephasing frequency.

10For very high precision measurements, there may arise an additional dependence on geometry
due to the unequal path separations of the two atoms inside the septum. There is a slight difference
in `effective depending on how far the beam is from the septum. Surprisingly, this amounted to
a relative change of only about 2 × 10−6 per µm of septum displacement as modeled in the old
experiment (see Ref. [34], Fig. 8).
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Figure 3-17: Vapor pressure of sodium and cesium as a function of temperature, from
various sources in the CRC Handbook of Chemistry and Physics. Sodium melts at
97.8◦C and boils at 882.9◦C. Cesium melts at 28.4◦C and boils at 678.4◦C.

will have a path separation of only 27 µm, which is not wide enough to fit around

both sides of the septum. With sufficient innovation the septum could be constructed

with half its current thickness of 30–40 µm, although no matter how thin it was made

intensity would still be lost, since the path separation isn’t larger than the 40 µm

(FWHM) beam profile.

Alternatively, the cesium interferometer can be made to work by going to a smaller

beam velocity. The usual way to do this with a supersonic beam is to use a carrier

gas with a larger mass. Unfortunately, the largest rare gas atom we can use is xenon,

which gets us only as low as 700 m/s. This will not be low enough to get good path

separation with cesium, so we will consider using a thermal, or effusive, atomic beam

source. With an effusive source, the 70 µm aperture in the source could be opened

up to the vertical collimation height of 1 mm for an order of magnitude increase

in intensity. (We have explored this by using extremely low pressures in our sodium

supersonic source—with the aperture in place, the effusive intensity is 1
2
the Ar-seeded

intensity and 1
24
the He-seeded intensity.)
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The relative intensity, I, of an effusive beam depending on the atom is:

I ∝ P (T )T− 5
2 m

3
2 v3 e−

1
2
mv2/kBT (3.92)

where we have included all the parameters that depend on the particular atom, namely

the vapor pressure P (T ) (see Fig. 3-17) and the mass m.11 Using this we can compare

the intensities as a function of velocity for sodium and cesium at a given temperature

(Fig. 3-18). We will assume these are the intensities of the interference amplitude.

Then we can ask how the velocity distribution is modified by the presence of the

septum between the interfering paths. For the cesium distribution, interference is

not possible at high velocity. For lower velocities there is a loss of interfering counts

because the paths are not physically separated. Sodium, on the other hand, is unaf-

fected by the septum at these velocities. Since there is more intensity in the cesium

beam to start with, the signal is still better than sodium even though the velocity

distribution is severely clipped by the septum.

The modifications required for measuring cesium could be as minimal as simply

adding some cesium to the sodium source. The seed pressure could be lowered or

eliminated to get a thermal beam—the only danger is the potential clogging of the

nozzle (which could simply be enlarged a bit). This would create a beam consisting

of both sodium and cesium. The ratio could be adjusted by the source temperature.

One nice feature of the rephasing method is the ability to make measurements of two

polarizabilities simultaneously without fear of either measurement influencing the

other. With no applied interaction, the two species have the same phase interference

pattern; with the interaction, only one species can rephase at a time. Operation

of the choppers for cesium instead of sodium requires minor changes. The phase

applied by a chopper is proportional to α/m (largerm means smaller path separation,

hence smaller chopper phase). To compare, αCs/mCs = (0.428)αNa/mNa = 3.01 ×
10−14 volt−2 s−2 m4, so the chopper voltage needs to be increased by 50% for use with

11A useful value to use here is kB = 8314.47 amu m
2 s−2 ◦K−1. To find the wavelength at a given

velocity (λdB = h/mv) another useful value is h = 3990.31269 amu m s−1 Å.
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Figure 3-18: Velocity distribution of thermal beams of sodium and cesium at 1000 ◦K.
The cesium has a total of 3.8× more intensity due to its higher vapor pressure. Also
shown is the effect of inserting a septum into the cesium interferometer. This reduces
the intensity that contributes to interference—at high velocity the paths can’t fit
around the septum. We have assumed a 40 µm wide septum and a trapezoidal beam
profile made 1 m downstream by 15 µm slits spaced 1 m apart. The septum is centered
35 µm off the 0th order for optimum fit between the paths.

cesium.

A prediction of simultaneous rephasing is shown in Fig 3-19. The rephasing scheme

works even better with the wider velocity distribution of a thermal beam—the larger

the rms velocity, the narrower the rephased frequency peak, and the smaller the

contamination from unwanted neighboring rephasing peaks. Measuring α in this

example is much easier for cesium than for sodium: cesium has a higher intensity,

the interaction phase is larger since the polarizability is larger, and the mean velocity

is much slower creating a steeper phase slope with which to measure the rephased

frequency.

3.8 Other Uses of The Rephasing Method

We have demonstrated how the rephasing technique can overcome decoherence due

to the velocity-dependent polarizability phase. Of course, the technique will work

just as well for any type of velocity-dependent phase proportional to 1/v. In fact,

the technique can be used to rephase any velocity-dependent phase ∝ 1/vγ for any
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Figure 3-19: Simultaneous measurements of sodium and cesium polarizability, for
an interferometer consisting of both the sodium and clipped cesium distributions in
Fig. 3-18. The interaction region voltage is chosen so that sodium has a rephasing
frequency of 10 kHz. At this voltage, cesium rephases at a frequency 2.5× higher.
The phase is no longer a straight line due to the asymmetry of the (inverse) velocity
distribution.

γ. If φmax(v0) is the largest 1/v
γ-dependent phase that can be applied without sig-

nificant contrast loss, the rephasing technique can extend the maximum phase to

approximately (v0/σv)×φmax(v0) before seeing the same amount of decoherence. The
technique doesn’t even have to be limited to de Broglie wave interferometers—it

could be used in a white-light optical interferometer to overcome contrast loss inside

a dispersive medium.

We will briefly give two examples of new applications of the rephasing technique

in an atom interferometer: the “Sagnac” phase induced by a rotation, and a “non-

white-fringe” interferometer. Both involve phases proportional to the inverse-velocity.

3.8.1 Rotation Phase

Rotating an atom interferometer induces a Sagnac phase proportional to the area,

A, enclosed by the paths of the interferometer. Because the diffraction angle is
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proportional to the de Broglie wavelength, the Sagnac phase is linear in 1/v:

φrotation = 2mAΩ/~ = 4π
L2
intΩ

λgv
(3.93)

where Ω is the rotation rate (radians per unit time), Lint is the inter-grating distance,

and λg is the grating period. No matter how large the rotation phase is, any contrast

loss can be recovered by using the rephasing technique with frequency f and length

L such that

fL = 2L2
intΩ/λg. (3.94)

Typically, the operation of a Sagnac gyroscope involves feedback in which a

counter-rotation is applied to keep the interferometer phase constant, and hence no

dephasing occurs. However, the rephasing technique could still be useful as a method

of implementing the feedback by modulating the pulse frequency in proportion to the

error signal. The advantage is that no counter-rotation is necessary, and the feedback

is purely electronic.

Turning things around a little, there is actually a correspondence between the

Sagnac phase and the phase of the choppers that we can explore to gain some insight

into how the rephasing technique works. We will show how we can describe the

rephasing method as an effective rotation of the interferometer.

First, we must show how the Sagnac phase is produced in the interferometer,

which can be predicted from the phase dependence on the position of the gratings.

The rotation phase doesn’t depend on where the axis of rotation is, so a constant

rate of rotation Ω of the interferometer is equivalent to fixing the position of Grating

2 and translating Gratings 1 and 3 (each a length Lint from Grating 2) with equal

and opposite velocities, ±s = ±LintΩ. The phase of the interferometer depends on

the position of the gratings (with period λg) as φ = 2π(x1 − 2x2 + x3)/λg, so the

rotation can be thought of as changing the phase of the interferometer with time

dependence φ1(t) = 2πst/λg and φ3(t) = −2πst/λg. For an atom with velocity v

traveling through the interferometer, there is a time delay of 2Lint/v between the

phases seen at Gratings 1 and 3. The rotation phase is the sum of the phases at
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Gratings 1 and 3:

φrotation = φ1(t) + φ3(t+ 2Lint/v) = 4π
L2
intΩ

λgv
. (3.95)

Expressed in this manner, the rotation phase is equivalent to our ramped-phase

technique, if we identify the chopper phases as applied by Gratings 1 and 3 at a length

2Lint apart. The chopper frequency is s/λg, the inverse of the time it takes for the

phase to change by 2π, i.e. for grating to move a distance equal to the grating period.

The correspondence between the Sagnac phase and the chopper phase provides us

with an alternate method of implementing the rephasing technique. Instead of using

the electric field gradient regions, we could translate Gratings 1 and 3 to apply the

time-dependent phase instead. We do not have to physically rotate the whole inter-

ferometer to create the grating motion; we can translate Gratings 1 and 3 individually

with piezo actuators. They only need to travel a distance λg before returning to their

original positions, and as we showed in Section 3.6, the repetition of the motion at

a precise frequency makes up for any imprecision due to positioning errors of the

gratings (due to hysteresis, for instance). For an interferometer with gratings made

of light, the implementation would be even simpler, requiring only a modulation of

the phase of the laser light to change the phase of the atoms.

3.8.2 Rephasing a “Non-White-Fringe” Interferometer

There are many pairs of paths in our interferometer that would interfere with each

other if our beam was monochromatic, i.e. at a single velocity. These paths don’t

interfere because their path difference is more than the coherence length of the beam.

The extra path length in one arm produces a phase difference between the two paths

that depends on the velocity of the atom, and its interference pattern is washed out

due to the spread of velocities in the beam. With the rephasing technique we can

correct the velocity-dependent phase difference, creating a “white-fringe” interferom-

eter where atoms of all velocities contribute to the interference pattern with the same

phase.
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Figure 3-20: There will be no interference if the path difference of the unequal arms
is longer than the coherence length in this interferometer. The rephasing technique
can recover the washed out interference pattern.

Consider the interference between the two paths in Fig. 3-20. The difference in

path length is ∆` = Lintθ
2
D, where θD = λdB/λg is the diffraction angle (λdB is the de

Broglie wavelength of the atom). The difference in phase is:

∆φ = 2π∆`/λdB = 2π
LintλdB
λ2g

(3.96)

Since the de Broglie wavelength is proportional to the inverse velocity, λdB = h/mv,

so is the phase difference:

∆φ(v) = 2π
hLint

mλ2g

1

v
(3.97)

Our rephasing technique will work perfectly to rephase the mismatched-path inter-

ferometer. The condition for rephasing is ∆φ(v) = 2πfchopLchop/v. For typical pa-

rameters in our interferometer, Lint = 1 m and λg = 200 nm, the phase due to the

path difference is 2π × 435 radians. The interferometer will rephase at chopping pa-
rameters of Lchop = 1 m and fchop = 435 kHz. For a grating period of λg = 100 nm,

the rephasing frequency is even higher: fchop = 1.74 MHz.

One interesting possibility for the rephasing of these interferometer paths is a

precision measurement of h/m, one of the key constants necessary for a precision

measurement of the fine structure constant using atomic physics. To do this, we

combine the rephasing of these paths with the implementation of Gratings 1 and 3
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as choppers as described above. Then Lchop ≡ 2Lint and the rephasing condition

becomes:

2π
hLint

mλ2gv
= 4π

fchopLint

v
(3.98)

Now, both the velocity and the length cancels out, but the value h/m still depends

on the grating period, which is far from a precision quantity in our interferometer.

However, the gratings can be made using a standing wave of laser light instead, in

which case the period is λg = c/ν where ν, the laser frequency, is very precise. h/m

then depends only on two well-known quantities, fchop and ν:

h/m = 2c2fchop/ν
2 (3.99)

In addition to fchop and ν, the precision of h/m depends on one more thing—the

precision with which the phase of the rephased interferometer can be measured. With

a slow beam of hydrogen (v = 100 m/s) we could have ∆φ ≈ 105, which would give
a part-per-billion measurement if the phase were measured to 0.1 mrad. Some of the

benefits of this method of measuring h/m are that the measurement doesn’t depend

on the transit time between different parts of the interferometer, that the laser need

not be resonant with the atom used, and that the atomic beam can be thermal and

need not be collimated.
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Appendix A

Glory Oscillations in the Index of

Refraction for Matter-Waves

The following paper has been submitted for publication in Physical Review Letters. It

can also be found in the LANL preprint archives at lanl.arXiv.org/abs/physics/0203008.
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Glory Oscillations in the Index of Refraction for Matter-Waves

Tony D. Roberts, Alexander D. Cronin, David A. Kokorowski, David E. Pritchard
Massachusetts Institute of Technology, Cambridge, Massachusetts 02139

(Dated: February 26, 2002)

We have measured the index of refraction for sodium de Broglie waves in gases of Ar, Kr, Xe,
and N2 over a wide range of sodium velocities. We observe glory oscillations—a velocity-dependent
oscillation in the forward scattering amplitude. An atom interferometer was used to observe glory
oscillations in the phase shift caused by the collision, which are larger than glory oscillations observed
in the cross section. The glory oscillations depend sensitively on the shape of the interatomic
potential, allowing us to discriminate among various predictions for these potentials, none of which
completely agrees with our measurements.

PACS numbers: 03.75.Dg, 07.60.Ly, 34.20.Cf, 34.20.Gj

Keywords:

A singularity in the classical differential scattering
cross section dσ

dΩ =
b

sin θ |
dθ
db |
−1 arises when θ(bglory) = 0 or

π at finite non-zero impact parameter, bglory. This was
named glory scattering by B. Cellini who observed the re-
sulting circle of back-scattered light around the shadow
of his head on the dewy grass. An even brighter glory can
be observed surrounding the shadow of one’s airplane on
the clouds of spherical water droplets below [1].

Glory scattering is not just an optical phenomenon. In-
teratomic potentials are attractive at long range but have
repulsive cores. Hence there is an impact parameter just
beyond the potential minimum for which θ(bglory) = 0.
Quantum mechanics demands that atom-atom scatter-
ing be treated as a wave phenomenon, but when the
de Broglie wavelength is much smaller than the poten-
tial, the semiclassical approximation can be used [2] in
which the incident wave is viewed as traveling along clas-
sical paths. There are then two possible paths to scatter
into the forward direction—a long range diffractive com-
ponent from large b, and the aforementioned path near
the potential minimum. Waves from these paths con-
tribute to the scattering amplitude in the forward direc-
tion, f(k, θ = 0), for which the partial wave treatment
reads:

f(k, 0) =

∞
∑

l=0

2l + 1

2k
sin 2δl + i

∞
∑

l=0

2l + 1

k
sin2 δl, (1)

where the sums are both real.

The behaviors of the real and imaginary parts of f(k, 0)
are different. Imf (the second sum in Eq. 1) has a large
value owing to the fact that sin2 δ averages to 1

2 where
the scattering is strong (δ À π). The contributions from
large l and lglory add on top of this large value, making
Imf less sensitive to the shape of the potential. On the
other hand, the strong scattering region contributes zero
on average to Ref , and the long range and glory contri-
butions can either add or subtract, making it easier to
discern effects from each region as well as their relative
phase.

The ratio,

ρ(k) ≡
Ref(k, 0)

Imf(k, 0)
, (2)

has been shown to give information about the rate of
increase of the interatomic potential V (r) for large r in-
dependently of the strength of V (r) [3]. Also, oscilla-
tions in ρ depend sensitively on the potential near the
well bottom. This sensitivity has motivated several the-
oretical predictions for ρ based on possible interatomic
potentials [4–7].
We have measured ρ(k) in an atom interferometer us-

ing a technique that parallels out previous measurement
at fixed k [3, 8]. ρ is found by measuring Ref , which
is related to the phase shift caused by the collision, as
well as Imf , which is related via the optical theorem
to the absorption cross section [9]. An atom interfer-
ometer determines the phase shift and attenuation of
the de Broglie wave in one arm of the interferometer
that passes through a “target gas” by interfering with
the other arm which does not. Specifically, propagation
through a gas of length L modifies the wavefunction by
a factor exp[i(n− 1)klabL] where n is the complex index
of refraction, n = 1+2πndf(k, 0)/klabk, with nd the tar-
get gas density and k and klab the Na wavevectors in the
center-of-mass and lab frames.
The interferometer is composed of three nanofabri-

cated diffraction gratings forming a Mach-Zehnder ge-
ometry [10]. A gas cell exposes one path of the interfer-
ometer to a gas while leaving the other path undisturbed
(Fig. 1). A beam velocity of 0.7–3.0 km/s (with ∼5% rms
spread) is chosen by changing the carrier gas mixture in
the supersonic oven. The velocity is measured to ±30
m/s from the atom diffraction pattern of a grating.
Several apparatus improvements were necessary in or-

der to study the velocity-dependent index of refrac-
tion. New 100 nm period gratings [11] double the path
separation—and hence the maximum usable velocity in
the interferometer—compared to the old 200 nm grat-
ings [12]. These gratings, developed by Tim Savas and
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FIG. 1: Schematic of the atom interferometer and the gas
cell.

Hank Smith, have already lead to a number of advances
in atomic and molecular physics [13].
A thinner gas cell wall [14] also allows the atom paths

to be closer together and hence allows higher velocities.
The wall of the gas cell is a 10 µm thick Si wafer which
is anodically bonded to a glass substrate. Channels cut
into the glass create the volume of the cell and allow the
beam to enter and exit (Fig. 1).
The gas cell can be filled and emptied with a time

constant of 1–2 sec (∼10 times faster than before) us-
ing computer-controlled valves and wider supply lines.
Faster cycle times reduce errors due to phase drift caused
by thermal and mechanical motion of the gratings. This
drift has been further reduced by mounting the inter-
ferometer on a rigid optical breadboard suspended by a
vibration isolation system inside of the vacuum chamber.
ρ is measured by comparing the interference pattern

with and without gas in the cell. In the absence of gas,
we observe an interference pattern in the detected signal
I0 that depends on the position x of one of the gratings,

I0(x) = N0 +A0 cos(φ0 + kgx), (3)

where N0 is the average detected flux of atoms (ranging
from 5–100 kHz depending on beam velocity), A0 is the
amplitude of the interference pattern (typically 5–20% of
N0), and kg is the grating wavevector. φ0, the phase of
the interference pattern in the absence of gas, is found by
a fit to I0(x) which also determinesN0 and A0. When the
cell is filled with gas, the interference pattern becomes

Igas(x) = Ngas +Agas cos(φgas + kgx) (4)

from which ρ can be determined [8]:

ρ =
φgas − φ0

lnAgas − lnA0
(5)

A feature of this experimental method is that the
measurements of attenuation and phase shift are rela-

tive measurements, eliminating problems due to intensity

fluctuations and phase drift. Furthermore, measuring the
ratio of attenuation vs phase eliminates the dependence
on the target gas pressure (which may fluctuate), and
obviates the need to know it absolutely. It also cancels
out the v−2/5 dependence of cross section and phase shift
that can obscure the glory oscillations in f .
In Fig. 2, ρ(v) is plotted as a function of Na beam ve-

locity v for target gases of Ar, Kr, Xe, and N2. Each data
point represents an average of 1–3 hours of data taken at
one to three different pressures at a single beam velocity
on a single night. Our previous index of refraction mea-
surement [8] taken at a beam velocity of 1 km/s is shown
for comparison.
The improvements to the experimental apparatus men-

tioned above have allowed us to acquire the large range
of data in Fig. 2 with smaller statistical error than our
previous measurements. We have also been more care-
ful to consider possible systematic errors, correcting for
these effects where feasible.
The biggest source of systematic uncertainty is inter-

ference from unwanted paths that reach the detector—
for instance, the two paths that form the mirror image of
the interferometer shown in Fig. 1, or from paths of Na2
molecules composing 25% of the intensity of the beam
[22]. To avoid molecule interference, we deliberately mis-
align the gas cell wall at low velocities so that it appears
wider than the Na2 path separation. The 50 µm-wide
detector is positioned to avoid the other orders, but be-
cause of beam alignment error and thermal drift, there
is occasionally some detection of the wrong interference
pattern, contributing as much as 5% to the interfering
amplitude, A0, except at higher velocities where it can
be 50%. The resulting error in ρ is typically +3/−0%
but as much as +20/−0% at the highest velocities of
both the 100 and 200 nm data. This accounts for the
asymmetrical systematic error bars in Fig 2.
Another systematic effect is the attenuation of the path

outside the gas cell due to gas leaking from the ends of the
cell. The integrated density of gas along the path inside
the cell relative to the path outside is 120 ± 20 which
results in a +1.7(0.3)% correction to the measured ρ.
Another source of error arises from measuring the in-

terference pattern while the gas cell pressure hasn’t fully
equilibrated after filling or evacuating. We do this to
reduce the cycle time to ∼20 sec leaving only 3 sec of
dead time for filling or emptying. The resulting error in
fitting to the time-averaged interference pattern, up to
0.5% uncertainty in ρ, is included in the systematic error
bars.
Contaminants in the target gas must also be avoided.

One such contaminant caused a 3% uncertainty in ρ for
the 200 nm Ar data before it was fixed.
Error bars on the new data points in Fig. 2 include

the sum of statistical and systematic errors. Because the
only non-negligible systematic comes from beam align-
ment and drift, we have an independent check of this
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FIG. 2: ρ as measured for Na waves in Ar, Kr, Xe, and N2

(• using 200 nm gratings, ◦ 100 nm), showing evidence of
glory oscillations in comparison to ρ as derived from predicted
potentials: Na-Ar [15](—), [16](−−−), [7](· · · ), [17](· − ·−),
[18](··−··−); Na-Kr [15](—), [19](−−−); and Na-Xe [20](—),
[19](− − −), [21](· · · ). Our 1995 measurement is also shown
[8](¤). The horizontal tick marks show the statistical error.
The vertical error bar line includes systematic errors.

error by examining the repeatability of data taken on
different nights. We expect that the error in alignment
or drift may exceed our estimates on some nights, but
this can be recognized: ρ will be artificially low com-
pared to other nights, we will see this deviation in all the
gases measured, and the measurement will have larger
statistical error bars as the ratio changes due to drift.
An example of these features can be seen in the severely
outlying data points measured at 1450 m/s for Kr, Xe,
and N2.
Another check of systematics can be made by compar-

ing the 100 and 200 nm data where they overlap. At this
velocity, unwanted interference is seven times larger for
the 200 nm data than for the 100 nm data, yet the agree-
ment between the two is well within the error estimates.
The data are also consistent with older measurements

taken at v = 1 km/s [8], with the exception of Xe, which
disagrees dramatically. However, no care was taken in
that experiment to consider systematic errors, which we
estimate were +30/−10% in ρ due to the unwanted in-
terference of Na2 molecules and could have been worse
for this particular measurement if thermal drift was ex-
cessive.
To compare our measurements with a prediction for

V (r), the sum in Eq. (1) must be computed. The Na
wavelength is much smaller than the range of the in-
teratomic potentials we are considering, so hundreds of
partial waves contribute to the sum and we are justified
in replacing it with an integral:

Ref(k) = k

∫ ∞

0

b sin 2δ(b) db (6a)

Imf(k) = k

∫ ∞

0

2b sin2 δ(b) db (6b)

where b ≡ (l + 1
2 )/k is the classical impact parameter.

Because the kinetic energy is much greater than the
well depth of the interatomic potential, we can find δ(b)
using the Eikonal approximation—that δ is the accumu-
lated phase shift of the atom traveling at constant speed
along a straight-line path with impact parameter b:

δ(b) = −
µ

2k~2

∫ ∞

−∞

dz V (
√

b2 + z2), (7)

where µ is the reduced mass. Predictions using this ap-
proach are valid to 6% in ρ for the Na-Ar system and 3%
for the Na-Kr and Na-Xe systems in comparison to an ex-
act quantum treatment [23]. Predictions for ρ must also
average over the room-temperature distribution of target
gas velocities in our experiment, which damps the glory
oscillations somewhat at lower beam velocities [6, 7].
Fig. 2 also shows calculations of ρ(v) based on pre-

dictions of V (r) for Na-Ar [7, 15–18], Na-Kr [15, 19],
and Na-Xe [19–21] derived from spectroscopic measure-
ments and beam scattering experiments. The oscillations
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in these curves are glory oscillations, and are evident in
the data. Even after allowing for statistical and system-
atic errors, our data disagree with these predictions. We
believe this is because our measurements are very sensi-
tive to the shape of the potential near the minimum (see
examples in [24]), where the transition from the repulsive
core to the Van der Waals potential is poorly understood,
even though the well depth and location of the minimum
are fairly well known. The N2 data are remarkable as
well for showing a large variation in ρ without any ev-
idence of an oscillation, unfortunately, the potential is
not understood in enough detail to explain this behavior
[25, 26].

Because there is good agreement on the location and
depth of the potential minima, we can use this knowledge
to scale our measurements of ρ in a way that is sensitive
to the shapes of all three Na-rare-gas potentials, inde-
pendent of the well location and depth. We can write
any potential as V (r) = Deg(r/re) where De and re are
the depth and location of the minimum and g(x) is a
dimensionless function with a minimum g(1) ≡ −1. In
the Eikonal approximation ρ depends only on g(x) and
the dimensionless parameter α ≡ Dere/~v. α is approxi-
mately the phase shift in radians accumulated along the
glory path. Changing the well depth or location of a po-
tential without changing its shape g(x) is equivalent to
changing the velocity scaling of ρ(v).

In Fig. 3 we have plotted measurements of ρ for Ar,
Kr, and Xe verses the dimensionless parameter α, using
values of De and re taken from [6]. Because of thermal
averaging, the values of ρ we measure also depend weakly
on the ratio of v to the mean speed of the scatterer, but
differences in ρ(α) due to thermal averaging would be at
most of 5%. Also included are data for Ne, with new sys-
tematic error estimates, which were taken with the older
apparatus [5, 8]. Plotted in this manner, the combined
data clearly show a full glory oscillation, as well as a hint
of a second. For comparison we show ρ as derived from
the Lennard-Jones potential, g(x) = x−12 − 2x−6, and
the Morse potential g(x) = e−2β(x−1) − 2e−β(x−1) using
β = 4.7 which is appropriate for the Na-Ar system [7].
The continuity of the data plotted together in this fash-
ion demonstrates the similarity of Na-rare-gas potentials
for these four systems and shows that Lennard-Jones and
Morse potentials are too simplistic to accurately model
the data here.

In conclusion, we have measured ρ to a typical accu-
racy of 9% at various Na velocities in gases of Ar, Kr, Xe,
and N2. The consistency of our scaled data for different
gases suggests that the shape g(x) of different Na-rare-
gas potentials is similar. However, discrepancies in the
comparison to predictions of ρ suggest that the shape of
the potential is not well understood theoretically. Unfor-
tunately, the difficulty of the inverse scattering problem
[27, 28] prevents us from deriving the potential based on
knowledge of f(k). However, our explorations of modifi-

1.5
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1086420
α =  De re / —  v

Increasing Velocity

FIG. 3: ρ for the Na-rare-gas systems [Na-Ne (¤), Na-Ar (•),
Na-Kr (♦), and Na-Xe (N)] plotted versus the dimensionless
parameter α ≡ Dere/~v. Also shown is the predicted ρ as-
suming a Lennard-Jones potential (—), and a Morse potential
(−−−).

cations to suggested interatomic potentials do indicate
that they would agree better with our measurements
if V (r) were modified such that V (r0) = 0 occurs at
smaller r0 and the well were made less deep in the range
re < r < 2re [24]. Our measurements should be useful in
evaluating future refinements of the relevant interatomic
potentials.
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Appendix B

Interference Lost to Momentum

Transfer in an Atom

Interferometer

Abstract

By inserting a diffraction grating into both paths of an atom interferometer, we
observe a reduction in interference fringe contrast due to momentum transferred to
each path by diffraction. The loss of contrast is quite similar to decoherence caused
by scattering photons from the interfering paths, which transfers momentum to the
paths by photon recoil. We compare the two mechanisms of contrast loss and consider
whether they are examples of decoherence.

B.1 Introduction

We present here the results of two experiments in which different types of interac-

tions cause a loss of fringe contrast in an atom interferometer. The first experiment

modifies our “white-fringe” interferometer, which forms the same interference pattern

for atoms of all velocities, into a chromatic interferometer, in which the interference

pattern will wash out due to a sufficient spread in velocity. In a white-fringe in-

terferometer, each atom in the interferometer contributes to an interference pattern

with exactly the same phase regardless of its velocity. A chromatic interferometer is
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made by applying a fixed momentum kick to each atom. The phase becomes velocity

dependent, destroying the interference pattern.

The second experiment is a classic example of decoherence in which scattered

photons destroy coherence because they could in principle be measured to determine

which path an atom took. We present these experiments side-by-side because the

loss of contrast in each case can be explained by the same mechanism—momentum

transfer to the atoms within the interferometer—however, it is not obvious whether

both are examples of quantum decoherence.

B.2 Phase Shift Due To Momentum Transfer

In both experiments we apply a transverse momentum kick to the atom whose wave-

function in both paths of a three-grating Mach-Zehnder atom interferometer. In the

first example the momentum transfer is accomplished by inserting a diffraction grat-

ing into the two paths of the interferometer (Fig. B-1). If only the +1 diffractive

order of the grating is detected, the two paths effectively receive a fixed momentum

kick of +h/λg where λg is the period of the diffraction grating. We will call this a

“fixed-kick” interferometer.

Consider the effect of the diffraction grating on the phase of the fixed-kick in-

terferometer relative to the unkicked interferometer. A plane atom wave ψ(~r) =

exp[i ~kdB ·~r] at near-normal incidence to the diffraction grating acquires a momentum
kick ~kg ≡ h/λg after diffraction into the +1 order. The outgoing plane wave then

takes the form ψ(~r) = exp[i( ~kdB + kgx̂) · ~r]. This is equivalent to acquiring a position
dependent phase shift φ(x) = kgx. Since the two paths of the interferometer are a

distance d apart at the location of the momentum transfer, the resulting phase shift

of the interference pattern is

φ = kgd (B.1)

where ~kg is the momentum recoil of the atom.

An alternative picture can also explain this phase shift. The two paths of the

interferometer form an interference pattern when they converge. The momentum
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Figure B-1: Momentum transfer by the decohering grating destroys the interference
pattern.

kick at a distance z upstream of where they converge deflects the interference pattern,

with period λf , by an amount ∆x = z(kg/kdB) = d(λf/λg), which is equivalent to a

phase shift φ = 2π∆x/λf = kgd.
1

Now consider the “photon-kicked” interferometer, in which a resonant laser beam

takes the place of the diffraction grating and momentum is transferred to the atoms

by scattering photons out of the laser beam (Fig. B-2). The key difference is that the

momentum kick is variable, depending on the scattering angle of the photon. We have

examined this behavior in detail in two previous experiments [19, 57]. To facilitate a

comparison with the fixed-kick interferometer, suppose that the photon kick is known:

atoms with incident momentum ~~ki scatter with well-defined (i.e. measured) final

momentum ~ ~kf . From each photon that scatters, the atomic wavefunction acquires

a relative difference in phase between the two paths of φ = ∆kxd where ∆kx =

( ~kf − ~ki) · x̂ is the total change in the wavevector of the scattered photon in the

1This simple picture fails to predict the correct phase when the kick is located in the first half
of the interferometer where the paths are diverging. In such an arrangement the phase can still be
predicted by Eq. B.1, whereas the deflection of the interference fringes would suggest a much larger
phase shift.
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Figure B-2: Momentum transfer by the scattered photons destroys the interference
pattern.

transverse (x̂) direction and d is the separation between the two paths. In this

experiment, multiple photons are scattered and the total phase shift is the sum of

the phase shifts for individual scattering events. The total relative change in phase

between the two paths is therefore related to the total momentum recoil of the atomic

wavefunction due to the scattered photons. The total phase is

φ = ∆kd (B.2)

where ~∆k is the total transverse momentum recoil (the sum of ~∆kx for each scat-

tered photon) and d is the path separation at the location of scattering. We find that

the phase shift is identical to the case of a fixed-kick phase shift when the momentum

recoil of the atom is ∆k = kg.
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B.3 Momentum Transfer Causing Loss Of Inter-

ference Contrast

We have explained how momentum recoil shifts the phase of interference fringes, but

we are concerned here with possible decoherence due to averaging over a range of

possible phase shifts, φ = ∆kd. In the fixed-kick interferometer, ∆k is fixed but d

is uncertain because it depends on the wavevector kdB of the atom. d is determined

from the diffraction angle in the interferometer which is a function of the wavevector

of the atom: d(kdB) = 2πz/kdBλf (the gratings that compose the interferometer

have period λf ). Atoms with different longitudinal momentum will therefore form

interference fringes with different phases. The total interference pattern measured

will be an incoherent sum of interference patterns for different de Broglie wavelengths

in the beam. The intensity of the interference signal detected is

C ′ cosφ′ =

∫

C0 cos
[

φ0 +∆k d(kdB)
]

P (kdB) dkdB, (B.3)

where C0 cosφ0 is the original interference signal with contrast C0 and phase φ0, and

P (kdB) is the probability distribution of de Broglie wavevectors kdB in the atomic

beam.

Contrast is lost because the phase of the interaction must be averaged over the

Gaussian distribution of wavevectors in our supersonic beam of atomic sodium, which

has a typical mean velocity of 3000 m/s and a 5% rms velocity. The corresponding

distribution of de Broglie wavevectors is:

P (kdB) =
1

√

2πk2dBrms

exp
[

− 1
2

(kdB − kdBavg
kdBrms

)2
]

(B.4)

where kdBavg is the mean de Broglie wavevector of the longitudinal wavefunction and

kdBrms is the rms spread in wavevectors.

For this distribution the contrast and phase of the measured interference pattern
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predicted from Eq. B.3 is

C ′ = C0 exp
[

− 1
2

(kdBrms

kdBavg

)2
k2gd

2
avg

]

(B.5)

φ′ = φ0 + kgdavg (B.6)

where davg ≡ d(kdBavg).

We now turn to the photon-kicked interferometer. The phase of the interference

pattern of a given atom is uncertain because different atoms receive different momen-

tum recoils due to the angle of the photons they scatter. The detected interference

signal is the incoherent sum of interference patterns for every possible recoil of the

atom in the photon field:

C ′ cosφ′ =

∫

C0 cos
[

φ0 +∆kdavg
]

P (∆k)d∆k, (B.7)

where P (∆k) is the probability of acquiring a momentum kick ~∆k. (The variation

in d, important above, is negligible for the photon-kicked interferometer.)

If P (∆k) is a Gaussian distribution, as is the case in our experiment when multiple

photons are scattered for each atom, with mean and rms momentum transfer ~kavg
and ~krms, the resulting contrast is [57]:

C ′ = C0 exp
[

− 1
2
k2rmsd

2
avg

]

(B.8)

The exponential dependence on the path separation squared is a common feature of

many general models of decoherence [39, 4, 20].

B.4 Measuring Fixed-Kick Contrast Loss

We measured the contrast loss in the fixed-kick interferometer due to a momentum

transfer grating with period λg = 100 nm; the gratings that compose the interfer-

ometer have a period λf = 200 nm. We investigated the loss of interfering contrast

while varying z, the location of the momentum transfer grating. The narrow atom

150



1.0

0.5

0.0

R
el

at
iv

e 
C

on
tr

as
t, 

C
'/C

0

20151050

z (mm)

Figure B-3: Decay of interference fringe contrast due to a fixed momentum kick inter-
action as a function of z, the distance of the kick from the third grating. Interference
fringes with no kick, with contrast shown by (– – –), are unavoidably measured along
with the fringes that have been kicked, with contrast shown by (- - -)—the envelope
of the beat pattern). From a fit using Eq. B.5 and B.6 we can determine a beam
velocity of 3006(12) m/s and a velocity width of 5.0(3)% rms.

detector was located downstream at a fixed transverse position to selectively detect

the +1 diffractive order of the momentum transfer grating (Fig. B-1). Because we

could not position the detector far enough downstream the selectivity was imperfect

and the detector also measured some of the interference pattern from the 0th order.

The contrast and phase of the 0th order fringes are unaffected by the momentum

transfer grating (they have no dependence on z) but they beat with the +1 order as

the phase of its fringes increase with increasing z (Fig. B-3).

We fit the combined contrast (solid line in Fig. B-3) using the contrast and phase of

the interference pattern from the +1 order as predicted by Eq. B.5 and B.6. From the

fit we determine the velocity and velocity spread of the beam, vavg = (~/m)kdBavg =

3006(12) m/s and kdBrms/kdBavg = 5.0(3)%. This agrees with our knowledge of the

velocity as determined by a fit to the diffraction pattern of a single grating. The

difference of the envelope of the fit from the average (with is due to the 0th order) in

Fig. B-3 is the contrast of the interference pattern from the +1 order as predicted by

Eq. B.5 using the value of kdBrms as determined from the fit. This demonstrates the
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Figure B-4: A comparison of the length scales for decoherence by photon scatter and
a fixed momentum kick. The data show the contrast dependence when scattering
multiple photons. The dashed line shows contrast for the first order of the diffraction
grating from the fit of the data in Fig. B-3.

exponential decay of the contrast as z2, and correspondingly as d2avg, increases.

B.5 Measuring Photon-Kick Contrast Loss

We measured the contrast loss in the photon-kicked interferometer in a similar man-

ner. Ref. [57] describes a recent experiment in which several photons where scattered

from the paths of our atom interferometer in a study of the evolution of decoherence

in the many scatterer limit. We summarize some of the results of that experiment

here.

For a sufficiently large number of photons scattered (n > 3), the distribution of

momentum transfer to a single atom approaches a Gaussian distribution with mean

momentum transfer ~kavg = n̄~k̄x and rms momentum transfer ~krms = ~
√

n̄σ2k + σ2nk̄
2
x

where n̄ and σn are the mean and rms number of photons scattered and ~k̄x and ~σk
are the mean and rms momentum transfer for a single photon scattering event. The

contrast remaining after interaction with the photon field can be predicted by Eq. B.7.
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Fig. B-4 shows the measured dependence of the relative contrast C ′/C0 on the

path separation davg. The solid line in Fig. B-4 is not a fit, but is the predicted

contrast (Eq. B.8) using the independently measured parameters n̄ = 4.8(2) and

σn = 1.8(1), and using σk =
2
5
k̄x for the dipole radiation pattern of the circularly

polarized incident photons with k̄x = 2π/(590 nm). For comparison, the fit of the

contrast loss in the fixed-kick experiment (dotted line) is also shown.

B.6 Are These Experiments Examples Of Quan-

tum Decoherence?

We consider now whether both forms of contrast loss presented here are examples

of quantum decoherence. In Ref. [4], Anglin et al. have expressed the “unfortunate

ambiguity in the term ‘decoherence’,” and they present a restrictive definition of

decoherence that is similar to definitions suggested by others, by defining it as “the

evolution of the density matrix towards diagonality in a preferred basis, on a much

shorter time scale than that of evolution towards a unique equilibrium state.”

Both forms of contrast loss in our experiment satisfy this definition of decoherence,

as long as we suitably define what we mean by the “environment.” We will explain

what constitutes the decohering environment in each experiment.

In the photon-kicked interferometer, we identify the scattered photon field as the

environmental degree of freedom. Decoherence is caused by the entanglement of

system and environment, in which the transverse degree of freedom of the atom is

entangled with the corresponding degree of freedom of the scattered photon. The sub-

sequent evolution of the density matrix of the atom is calculated by taking a weighted

average, or trace, over the environmental degrees of freedom (the final momentum of

the photon) resulting in a loss of spatial coherences for the atom.

Contrast loss in the fixed-kick interferometer can be similarly described as deco-

herence if we identify the atom’s longitudinal degree of freedom as the environmental

degree of freedom. In this case, the coupling of the system and environment is caused
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by the momentum transfer grating as it entangles the transverse and longitudinal de-

grees of freedom of the atom. Evolution of the system is computed by averaging over

the longitudinal degrees of freedom, destroying spatial coherences in the transverse

degree of freedom.

Although this satisfies the definition of decoherence as expressed above, it is in

some respects objectionable that it should qualify. Though we have framed the re-

sults of the experiment in the language of decoherence, the experiment itself appears

more closely related to inhomogeneous broadening. Like the fixed-kick interferome-

ter, inhomogeneous broadening is an example of a process in which coherences that

exist for a single velocity class of atoms are destroyed when a wider distribution of

velocities is involved.

Ultimately, it is a matter of semantics, not physics, as to whether this experiment

should be excluded from a definition of quantum decoherence. However, refining a

definition of decoherence or distinguishing between different forms of decoherence

will facilitate better understanding of this subject. We propose therefore that such

a distinction should be made to address some of the “unfortunate ambiguity” in the

term.

It may be useful to formulate a definition of decoherence based on one or more of

the following criteria:

1. Whether the decoherence is among “internal” or “external” degrees of freedom.

2. Whether the decoherence is suitably “irreversible.”

3. Whether the environment must be measured before and after its entanglement

with the system in order to retrieve coherence.

4. Whether a “which-way” quantity is measured by the environment.

5. Whether a quantum, not classical, coincidence measurement is required to re-

trieve coherence (with a suitable definition of “quantum measurement”).

6. Whether correlations that violate Bell’s inequalities exist between the environ-

ment and the system.
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Consider, for instance, the first suggested distinction. Decoherence is often just

the case of coupling to a degree of freedom whose evolution is unknown or ignored.

This is what happens in fixed-kick interferometer as well. The momentum transfer

grating couples the transverse wavefunction of the atom with the atom’s longitudinal

degree of freedom. The longitudinal degree of freedom is unmeasured in our experi-

ment and must be averaged over to determine the density matrix for the transverse

evolution. We could, then, stretch the definition of decoherence to include the fixed-

kick interferometer by describing the atom’s longitudinal degree of freedom as an

environmental degree of freedom.

Note however that the terms “internal” and “external” degree of freedom are not

necessarily well defined. There is not always a clear distinction between “environ-

ments” that couple to a quantum system as internal degrees of freedom, like the

atom’s own longitudinal momentum, and those that couple to the system externally,

like the photon field. Consider, for instance, the many degrees of freedom in a large

molecule NMR quantum computer that span this entire range.

The importance of considering “internal decoherence” may be illustrated by a final

example. It is possible to account for the influence of the external environment in

the photon-kicked interferometer by an average over the internal degrees of freedom

of the atom. We demonstrated this earlier—that averaging over the momentum of

the scattered photon is equivalent to averaging over the transverse momentum recoil

of the atom. Since, however, the uncertainty is in an internal degree of freedom,

the information is not necessarily lost irreversibly to the environment. If only atoms

with a specific recoil are measured by using a narrow detector as we did in Ref. [19],

the phase of the interference pattern becomes well determined again and coherence

is regained.2 By this account, even in an example of “true” decoherence, where

an atom becomes entangled with a photon environment, information is still stored

2It is not possible however to both measure which path the atom took by resolving the scattered
photon and see an interference pattern by measuring the atom’s recoil. We could measure an
interference pattern for particular recoils only because the beam was wider than the path separation,
preventing a which-way measurement. If the beam had been narrow enough to measure the path
an atom had taken, the Heisenberg uncertainty due to this narrowness would have disturbed any
attempt to measure recoil.
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internally, and internal manipulations can restore the atom’s coherence. Based on

this example, there is no reason to exclude “internal decoherence” from a definition

of “true” decoherence.
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Appendix C

Effects of Casimir and Van der

Waals Forces on Atom Diffraction

C.1 Theory

It is an intriguing prediction of quantum electrodynamic theory that the vacuum has

infinite energy in its ground state: ~ω/2 for each electromagnetic (EM) mode, of which

there are an infinite number. Perhaps more intriguing is that this zero-point energy

is not simply a constant energy that can be subtracted from any Hamiltonian under

consideration. At small distance scales, some physical systems may be sensitive to the

spatial dependence of the EM modes, and in some instances the vacuum energy can be

extracted from the system. An example of this is the Casimir attraction between two

parallel conducting walls. A displacement of the walls towards each other decreases

the density of modes between the plates more than it increases the mode density

outside the plates, producing a net decrease in vacuum energy. The energy difference

is converted to an increased kinetic energy of the plates [22].

Atoms may be affected by the vacuum mode structure as well, and the interaction

of atoms with the boundaries of EM modes (i.e. conducting and dielectric walls)

will be the focus of this paper. In 1948, Casimir and Polder showed that neutral

atoms near a conducting wall experience a 1/z3 potential at short distances and a

1/z4 potential at larger distances where z is the atom’s distance from the wall [15].
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The calculation is made by considering the perturbation of the atom-vacuum mode

interaction on the energy of the atom’s ground state and the ground state of the EM

modes.

The operator for this interaction (assuming a single electron atom) is

G = − e

mc
~p · ~A+ e2

2mc2
A2 (C.1)

which comes from the expansion of the electron’s energy in the electromagnetic field,

(~p − e
c
~A)2/2m. Since A has no diagonal terms, the first order perturbation energy

vanishes for the first term in G, leaving a perturbation energy of order e2:

∆E =
∑

e

e2

m2c2

∣

∣〈e|~p · ~A|g〉
∣

∣

2

Ee − Eg

+
e2

m2c2
〈

e
∣

∣A2
∣

∣g
〉

(C.2)

where g includes the ground state of all EM modes and the sum is over all excited

states of both the atom and the field.

Both terms in Eq. C.2 are divergent due to an infinite number of modes, but any

changes to this energy due to changes in the atom’s position are finite. Far from the

boundaries of the EM field, the mode structure changes very little with the atom’s

position and no forces will be experienced. At a conducting boundary, however, the

transverse component of an EM wave must vanish, resulting in a spatial variation

of the vacuum field which contributes to a spatial variation in potential energy for

the atom. Casimir and Polder calculated the spatial variation in ∆E near a flat,

conducting wall and showed that for distances large compared to c/ω0 (ω0 refers to

the lowest resonant frequency of the atom) the potential is

Vfar = −
~cα
8π

1

z4
(C.3)

where α is the ground state polarizability of the atom, and for small distances z ¿
c/ω0

Vnear = −
d2

12

1

z3
(C.4)
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where d2 is defined as the expectation value of the dipole operator squared, d2 ≡
〈g|e2r2|g〉 = 20 e2a20 for sodium. Eq. C.3 and C.4 are approximately equal at a

distance of c/ω0, since α ≈ 2d2/~ω0.

At small distances, a simpler interpretation can explain the spatial dependence of

the potential and the role of the resonant frequency of the atom. The potential at

small distances had been explained prior to Casimir and Polder’s paper by London,

who considered the Van der Waals attraction between an atom and its image in a

conducting wall [62]. Although the ground state atom has a vanishing electric dipole

moment (〈g|e~r|g〉 = 0), the square of the dipole operator is non-vanishing due to

quantum fluctuations (〈g|e2r2|g〉 6= 0). The interaction energy between two classical
dipoles ~d and ~d′ is

W =
~d · ~d′ − 3dzd′z

R3
(C.5)

where R is the separation of the two dipoles and the z-axis is assumed to lie along the

line connecting them. If d′ is the image dipole of d, then dx′ = −dx, dy′ = −dy, and
dz′ = dz. The interaction energy between a dipole and its image is half that between

two real dipoles:

W = −
d2x + d2y + 2d

2
z

16z3
(C.6)

where R has been replaced with twice the atom-wall distance, z. Assuming that

fluctuations in the dipole moment have no preferential direction, dx2 = dy2 = dz2 =

d2/3, reproducing the potential in Eq. C.4.

Intuitively, the dipole fluctuations can be assumed to take place within a time

scale of 1/ω0, the inverse of the dipole transition frequency. If the atom is farther

than a distance of c/ω0 from the wall, the fluctuations take place too quickly for their

effects to travel to the wall and back, and the image dipole is no longer correlated with

the dipole itself. It is for this reason that the Casimir-Polder force at long distances

is also referred to as the retarded Van der Waals interaction. An understanding of

the retarded interaction requires the analysis of the vacuum modes and their affect

on the atom.

It is also interesting to consider the potential of an atom between two conducting
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walls [94, 81, 49]. At small wall separations L the potential is due to the attraction

between the atom and its multiple images. The atom sees not only its own image in

each wall, but images of images as well. Summing over all interactions:

Vsmall = −
2d2

3L3

∑

odd n

[

1

(n− 2z/L)3 +
1

(n+ 2z/L)3

]

. (C.7)

z is now defined as the distance of the atom from the midpoint of the two walls.

Images with even n do not move with respect to the atom and contribute a constant

energy that can be neglected.

At large distances, the presence of two walls changes the mode structure and conse-

quently the potential energy of the atom. In the large L limit it can be approximated

by:

Vlarge = −
π3~cα
L4

(

2− 3 cos2(πz/L)
8 cos4(πz/L)

)

(C.8)

with z again the distance from the midpoint.

For L both large and small, the potential still grows by the cube of the distance

in the limit of z → ±L/2. It is also worth noting that both potentials differ very
little from the sum of two single wall potentials. The difference is a maximum of 5%

for small L and 1% for large L and is greatest at the midpoint (z = 0).

Casimir forces can also be calculated for the interaction of an atom and a dielectric

wall. The more complicated boundary conditions and the frequency dependence of the

dielectric, ε(ω), makes the calculations more difficult, however. If the ω dependence

of the dielectric is neglected (assuming ε(ω) ≈ ε(0) ≡ ε), an estimate of the potential

can be made by scaling the potential for a conducting wall (the limit of ε → ∞) by
a scale factor of (ε+ 1)/(ε− 1). This estimate is valid to within 10% [49].

C.2 Experimental Feasibility

The success of atom interferometry in measuring extremely weak potentials [84, 34]

raises the question of whether it could in principle be used to make precision mea-

surements of Casimir-Polder forces. The best measurements to date are by Hinds
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et al. and have a precision of about 13% [94]. The group measured the flux of a

sodium beam passing between conducting walls. The attenuation of the beam due to

deflections of atoms into the walls is an indication of the Casimir-Polder force.

Consider a standard atom interferometer experiment consisting of a separated-

beam, Mach-Zehnder interferometer and a 1 cm interaction region for one of the

beams. The interaction region could consist of parallel metal plates of variable sep-

aration. Variation in the separation could be accomplished by means of making a

wedge out of the two plates and translating the wedge vertically, as was carried out

in the Hinds measurement. An alternative interaction region could consist of a single

conducting wall that could be translated horizontally to increase the potential for

the close beam relative to the far one. This configuration would have some practical

advantages in its construction but would be more sensitive to the finite width of the

beam. It will be sufficient for a study of feasibility to examine only the double wall

interaction region experiment.

Using the ground state polarizability of sodium, α = 162.7 a30, the potential energy

at the midpoint between two conducting walls is

V = −π
3(137)(162.7)

8

e2a30
L4

= −(4.62 kHz× µm4)
1

L4
(C.9)

so long as LÀ∼ 2 µm.

For a typical beam velocity of 1 km/s and a 1 cm interaction region, the transit

time is ttransit = 10 µs and the phase accumulated (relative to the other beam) is

V ttransit/~ = (0.29 radians × µm4)/L4. Current interferometer sensitivity is limited

to about 10 mrad/
√
min and is achieved using beam widths on the order of 20 µm

to maintain a sufficient flux of atoms at the detector. For a practical cavity width of

L = 20 µm, the phase shift is 1.8×10−6 radians for atoms at the midpoint. The phase
shift increases for positions nearer one of the walls, but a plot of phase shift verses

distance in Fig. C-1 shows that only a small fraction of the beam receives a useful

shift in phase (between 0.01 and π radians). Also, atoms near the wall experience a

force causing them to collide with the wall.
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Figure C-1: Phase accumulated for atoms passing between two conducting walls as
a function of the atom’s distance from the midpoint. The wall separation is 20 µm
and the interaction time is 10 µs.

Increasing the interaction time by using a longer interaction region or a slower

beam velocity would improve sensitivity but could never alone bring the interferom-

eter within range of a Casimir-Polder measurement. Only a significant increase in

beam flux or other improvement to the minimum detectable phase (of at least an

order of magnitude) would begin to exhibit the effects of Casimir-Polder forces, and

even then the effects could only be tested for atom-wall distances of one to a few

microns.

Though the Casimir-Polder forces diminish rapidly for large distances, at small

distances the equivalent Van der Waals interactions grow quite substantially as the

distance approaches zero. The magnitude of the attraction at sub-micron distances

leads to a consideration of the interaction of atoms with the interferometer’s atom

diffraction gratings. Ultimately it may be important to consider how the Van der

Waals forces affect the grating in unexpected ways, but perhaps more interesting is

the possibility of observing a significant change in the grating’s diffraction pattern to

detect and verify the presence of Van der Waals interactions.

The smallest of the interferometer’s gratings have a 100 nm period and ∼100 nm
thickness. Neglecting edge effects, the passage of an atom through a slit in the

grating can be modeled as before using a double wall interaction region with a 50 nm

separation. One difficulty that arises is that the grating is composed of silicon nitride

which is not conducting, but a good estimate of the potential near the dielectric can

162



be made by using the potential for a conductor and scaling the result by the factor

(ε+1)/(ε− 1). For silicon nitride, ε ≈ 8, giving a scale factor of 78%. Metal gratings
will be assumed in subsequent calculations with the understanding that for silicon

nitride the interactions are ∼ 20% weaker.

The period of our gratings is in the mid-distance regime, L ≈ c/ω0 (c/ω0 = 94 nm

for sodium), where retardation effects start to play a role. To account for this, the

exact solution for the Casimir-Polder potential is required, which can be expressed as

[94]:

Vexact =
∑

e

2π2
∣

∣〈e|d|g〉
∣

∣

2

3L3

∫ ∞

0

dρ
ρ2 cosh(2πρz/L)

sinh(πρ)
arctan

(ρλeg
2L

)

(C.10)

where the sum is over all excited states, and 〈e|d|g〉 is the matrix element for the
electric dipole transition and λeg its wavelength. For sodium the sum is dominated by

the 3p excited state and the others can be neglected. Figure C-2 shows a comparison

of the small L, large L, and the exact potentials for a 50 nm slit (in a 100 nm period

grating) and a 100 nm slit (in a 200 nm grating). The Van der Waals approximation

is valid to within 20% for the 50 nm slit but only 40% for the 100 nm slit and is worst

at the midpoint.

As can be seen in Fig. C-2, the potentials are very deep. The interaction time

is much smaller though (ttransit = 0.1 ns for a 1 km/s beam velocity) and the phase

accumulated for a classical trajectory passing through the midpoint of the slit is 0.11

radians. The phase is plotted in Fig. C-3. Intuitively, the far field diffraction pattern

can be expected to change if the atom’s phase is disturbed by ∼ π, so this result

suggests the effects will be observable.

The strength of the potential grows rapidly enough near the walls that it is im-

portant to consider trajectories of atoms that travel into the grating and are deflected

into the walls. To find the time t0 necessary for an atom to collide with the wall,

consider an atom initially at distance z0 from the wall with zero initial velocity nor-

mal to the wall. Conservation of energy requires that 1
2
mv2 − 1

12
d2/z3 = − 1

12
d2/z30 .

Expressing v as dz/dt, solving for dt and integrating dt over the appropriate times
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Figure C-2: Potential energy of a sodium atom as a function of position between
parallel conducting walls of 100 nm separation and 50 nm separation, respectively.
The exact solution is shown (—) as well as the van der Waals approximation (- - - -).
The large distance approximation (− − −) is poor in this regime.

Figure C-3: Phase accumulated for atoms passing through a grating slit of width
50 nm. Classical trajectories are assumed, and the deflection of these paths is ne-
glected. The interaction time is 0.1 ns.
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(z(0) = z0, z(t0) = 0) leads to:

t0 =

√

6m

d2

∫ z0

0

dz
√

z−3 − z−30

=

√

6πm

d2
Γ(5

6
)

Γ(1
3
)
z
5/2
0 (C.11)

Once an atom enters the grating, it will collide with the walls if t0 < ttransit =

0.1 ns. The critical distance z0 within which t0 < 0.1 ns is 4.0 nm. All atoms within

4.0 nm of either wall will hit the wall before exiting the grating. Consequently, 16%

of the atoms that enter the grating do not make it through. A grating constructed

with a 50% open fraction (the ratio of the actual open area of the slits to the total

area) will appear to have a 42% open fraction.

The next step in understanding the atom-grating interactions is to consider a slit

in the grating as a waveguide with a plane wave incident upon it. The phase-front

of the outgoing matter waves can then be determined. Evolution of this phase-

front determines the far field diffraction pattern observable at the detector and the

predictions could then be compared with experimental measurements.

To see how the wavefront evolves through the slit, consider the phase evolved

along straight-line trajectories:

φ(z) = ttransitV (z)/~ (C.12)

This is the Eikonal approximation. The far field diffraction from the single slit as a

function of angle θ is:

ψ(θ) =

∫ L/2

−L/2

dz exp[i2πθz/λdB + iφ(z)] (C.13)

In the absence of a potential inside the slit, ψ(θ) is the familiar single slit diffraction:

ψ(θ)
∣

∣

∣

φ=0
= Lsinc(Lπθ/λ) (C.14)

A diffraction grating is just a linear array of slits, so ψ(θ) describes the envelope of

the diffraction pattern, which consists of delta function peaks spaced by units of the
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Figure C-4: Diffraction of sodium atoms from a 50 nm wide slit, in the presence of
the Van der Waals potential (•) and without (◦). The single slit diffraction is the
envelope of the grating diffraction pattern, consisting of peaks spaced θD apart. A
transit time in the slit of 10 ns and a grating period of 100 nm is assumed.

diffraction angle θD = λdB/(grating period).

For simplicity, a simplified Van der Waals potential will be assumed:

V (z) = − 2d
2

3L3

[

(1− 2z/L)−3 + (1 + 2z/L)−3
]

. (C.15)

Fig. C-4 depicts the resulting ψ(θ). The θ axis is in units of θD, the grating diffraction

angle, assuming the grating has a 50% open fraction (the slit width is 50% of the

period). For grating diffraction, the delta function peaks of the diffraction pattern

will lie on the unit marks of the axis.

The single slit diffraction in the absence of a potential is shown for comparison.
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The difference is quite noticeable—the diffraction pattern cannot be accurately pre-

dicted without considering Van der Waals forces. Both the amplitude and phase are

dramatically affected. As discussed above, the most important effect produced is a

that of a smaller open fraction. The smaller effective slit width attenuates the am-

plitude in the forward direction and spreads out the diffraction peaks. Not only are

the diffraction peaks spaced farther apart, but they also are somewhat washed out

and the zeros in the diffraction are notably missing. This would explain why we have

never seen a grating that doesn’t have a second order diffraction peak, even though

a 50% open fraction has been the target in fabrication.

An experiment using diffraction gratings to measure Van der Waals forces has in

fact been performed by Toennies et al. [44]. They have confirmed the diffraction

features predicted here such as a smaller effective slit width, equal intensity among

the higher diffractive orders, and the non-vanishing of even order diffractive peaks for

a 50% open fraction grating.

C.3 Conclusion

It is unfortunate that a traditional interferometric measurement of Casimir-Polder

interactions seems unfeasible. The possibility of observing the same interactions in the

diffraction pattern of a grating remains an interesting possibility. The measurements

of Van der Waals forces by Toennies et al. used helium [44, 45]. If sodium were used,

however, the forces would be in the mid-distance regime where an accurate description

of the Casimir-Polder interactions requires an understanding of the vacuum EM mode

structure.

As a practical consideration, Casimir-Polder interactions may end up interfering

with the desired operation of a diffraction grating. The transmission of atoms drops

dramatically in going to smaller period grating, and this will ultimately limit how

small the period of an atom grating can be made and sill be useful. But it is also

conceivable that interactions in the grating could be tailored to produce practical

applications. Asymmetries created in the slits during the production of the gratings
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could be used to make blazed gratings for instance.
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Appendix D

Transverse Laser Cooling for

Improved Atomic Beam Flux

Because the two paths in our interferometer cannot be diffracted apart by a large

amount, we must collimate the beam to a very small width, typically using 10 µm

wide slits, in order to spatially resolve the beams. This greatly reduces the detected

flux of the atomic beam. To recover the lost flux, laser cooling can be used to focus

more atoms into the narrow forward direction.

With a single laser beam, aimed perpendicular to the atomic beam, each atom

is deflected with a kick equal to ∆v = ~k/m = 2.89 cm/s per photon. As photons

are continually scattered, the acceleration of an atom is ∆v times the scattering rate,

equal to (natural linewidth)×(excited state population):

v̇ =
~k
m
Γ

S

4D2 + 2S + 1
(D.1)

where D ≡ δ/Γ and S ≡ ω2
R

Γ2 with linewidth Γ and detuning δ. The saturation pa-

rameter S is equal to one for a sodium-resonant laser intensity of 12.7 mW/cm2. The

maximum excited state population is 1
2
, so the maximum acceleration is 1

2
~kΓ/m =

1
2
(2.89 cm/s)/16 ns = 9× 105 m/s2.

With two opposing laser beams, red detuned, the sodium beam is cooled. Atoms
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Figure D-1: A pair of laser beams forms a standing wave, which cools atoms within
angle β down to the angle β0, greatly increasing the flux of the atomic beam reaching
the detector.

with non-zero transverse velocity see a Doppler-shifted laser, δ → δ ± ~k · ~v.

v̇ =
~kΓ
m

[ S

4(D − kv/Γ)2 + 2S + 1 −
S

4(D + kv/Γ)2 + 2S + 1

]

(D.2)

For kv/Γ¿ 1 (or v ¿ 5.89 m/s) this approximates to

v̇ = −αv where α ≡ ~k2

m

−DS
(D2 + (2S + 1)/4)2

. (D.3)

Define τ ≡ m/~k2 = 3.25 µs, the time it takes to go λ with one recoil velocity.

The maximum α is α = 1/2τ for D = − 1
2
, S = 1. Under these conditions, the

transverse velocity v drops by ×1/e in a time 2τ = 6.5 µs. For a 1000 m/s beam,

this happens in a downstream distance v0τ = 6.5 mm.

The geometry of the technique is depicted in Fig. D-1. We want to cool atoms

into the angle β0 subtended by the detector. Without laser cooling, the detector

sees a width 2β0 × (20 cm) ≈ 3 µm of the atoms in the source. With laser cooling,

atoms with a larger angle β are cooled into angle β0 and the counts go up by a factor
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κ ≡ β/β0. β is the transverse velocity v divided by the longitudinal velocity v0.

v̇ = −αv → dt

dx

v̇

v0
= − α

v0
β → dβ

dx
= −

[ −DS
(D2 + (2S + 1)/4)2

] β

v0τ
(D.4)

β = β0 exp
[ x

3.25 mm

−DS
(D2 + (2S + 1)/4)2

]

(D.5)

For optimum laser parameters D = − 1
2
, S = 1, the counts go up by a factor

κ = β/β0 = exp
[ x

6.5 mm

]

(D.6)

κ = 5 for a 1 cm region. κ = 22 for a 2 cm region.

However, heating effects of the lasers have so far been neglected. The minimum

laser cooled velocity is given by the condition 1
2
mv2thermal =

1
12

~Γ′(2|δ|
Γ′
+ Γ′

2|δ|
) with Γ′ ≡

Γ
√
1 + 2S or approximately 1

2
mv2thermal ≈ 1

6
~Γ. The minimum cooled velocity is then

vthermal =
√

~Γ
3m
= 24 cm/s corresponding to a minimum angle βthermal = 0.24 mrad,

equivalent to a displacement of 0.8 mm at the detector. This means atoms originally

within angle β0 will be heated out to more than 10× the angle!
But, we start with a distribution of transverse velocities much bigger than vthermal,

so heating won’t loose any counts. Consider atoms with v > vthermal cooled into angle

βthermal. κ is the same as before, provided that the opening in the source is large

enough to provide atoms with initial velocities κvthermal. The size of the opening sets

a limit on κ. The best we can achieve for our source, with a 250 µm radius (the size

of the skimmer), is κ = vmax/vthermal =
250 µm
20 cm

v0
vthermal

= 5. This would require a 1 cm

wide laser region and a laser power of about 1.3 mW for a 1 mm tall beam.
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Appendix E

Calculation of the Signal-to-Noise

of an Interference Fringe

Measurement

The number of atoms I measured by the detector within a given time interval is

〈I〉±∆I, where 〈I〉 = FT ≡ N , where F is the beam flux (number of atoms per unit

time) and T the length of the time interval. Detection of the atomic beam has normal

Poisson counting statistics (∆I =
√
N), so N can be measured with a signal-to-noise

ratio, S, of

SN =
〈I〉
∆I

=
√
N. (E.1)

With the interferometer in place, the number of atoms detected depends on the

phase of the interferometer (assuming the phase is fixed): 1

〈

I(φ)
〉

= N + A cosφ (E.2)

To measure A, let’s assume we spend half the time measuring the number of

1The question may arise as to how the background count rate affects measurement errors, but
the background signal is either spiky in nature, in which case the extra counts can be removed from
the measured I(φs) before doing the fit, or, the background is itself Poissonian just like the average
count rate, in which case these counts can just be considered as part of N .
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counts I1 collected at a phase φ = φ′ and half the time measuring I2 at φ = φ′ + π.

Then we expect averages and standard deviations of

〈I1,2〉 =
N

2
± A

2
cosφ′

∆I1,2 =
√

〈I1,2〉
(E.3)

From this we can estimate either N or A with signal-to-noise

SN =
〈I1 + I2〉
∆(I1 + I2)

=
√
N

SA(φ
′) =

〈I1 − I2〉
∆(I1 − I2)

=
A cosφ′√

N

(E.4)

where we have taken care to add the deviations in quadrature: ∆(I1±I2) =
√

∆I21 +∆I
2
2 .

Normally, we measure the interference pattern at all phases. To find the standard

deviation of the average of many measurements Ai taken at different phases φ
′
i, we

would use:
∆A

A
=

[

∑

(∆Ai

Ai

)−2
]−1/2

. (E.5)

Therefore, for an interference pattern averaged over all φ′ we have

SA =

√

1

2π

∫ 2π

0

dφ′ SA
2(φ′) =

A√
2N

. (E.6)

If we want to measure the contrast, C = A/N , the statistical error is a little

more complex. Keep in mind that although we generally report the amplitude of the

interference pattern in terms of C rather than A, in an experiment we almost always

want to compare amplitudes, not contrasts, so Eq. E.6 is the more important one.

The relative deviation in C is

∆C

C
=

√

(∆A

A

)2

+
(∆N

N

)2

=
1√
N

√

1

C2 cos2 φ′
+ 1 =

1

SC(φ′)
. (E.7)

We can add the deviations of A and N in quadrature because they are linearly inde-

pendent measurements, even though they depend on the same parameters I1 and I2.
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Averaged over all φ′ we have

SC =
√
N

√

1− 1√
1 + C2

(E.8)

or in the limit of small C:

SC ≈ C
√

N/2 (E.9)

Now consider the signal-to-noise in measuring the phase in Eq. E.2. φ actually

consists of two phases, φ = φs+φ0. The phase φs is scanned during the measurement,

and the detected function I(φs) is fit to determine φ0. Sitting at a fixed phase, the

precision in φ0 is determined by the slope of the signal with respect to the phase:

∆φ0 = ∆I(φ)
[dI(φ)

dφ

]−1

=

√
N + A cosφ

−A sinφ ≡ 1

Sφ0
(φ)

(E.10)

Note that the signal-to-noise ratio needs to be defined differently for phase. Averaged

over all φ, the signal-to-noise is:

Sφ0
=

√

N −
√
N2 − A2 =

√
N

√

1−
√
1− C2 (E.11)

In the limit of small C it is

Sφ0
≈ C

√

N/2, (E.12)

exactly the same as for SC .

For a typical measurement, we have a beam flux of 10 kHz and a contrast of 10%.

In a 1 sec interval, the signal-to-noise ratio is S ≈ C
√

N/2 = 7.1. The phase will be

measured to 140 mrad and the contrast will be measured to within 14% of its actual

value. In one minute, this improves to 18 mrad and 1.8% respectively.
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