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Abstract

This thesis presents a comparison of the Bose-Einstein correlations of Z 50,000 K+K+
pairs and , 110,000 7r+ r+ pairs created in 14.6 A. GeV/c 28Si + 97Au central collisions. Bose-
Einstein correlations of K+K+ and wr7r+ pairs are complementary probes of the space-time
size and the dynamics of the baryon-rich matter created in central heavy ion collisions at the
AGS. This is the first Bose-Einstein correlation analysis of K+K+ pairs created in heavy ion
collisions.

This measurement was taken by the E802 collaboration, as a part of BNL AGS experiment
E859. Data were collected with a magnetic spectrometer enhanced by a second level trigger with
40/sec online particle identification capability. Spectrometer angles were chosen to optimize
acceptance overlap for the two species. Centrality was determined by a hardware trigger on
the total charged particle multiplicity.

Several different 1-, 2- and 3-dimensional analyses have been performed for both species.
The K+ source parameters are observed to be at least 50% smaller than the xr+ source param-
eters in every source parameterization tested. The duration of K+ emission may be extremely
small. The K+ source parameters are consistent with the size of the 2 Si projectile. The r+
source parameters are consistent with other measurements using the same apparatus. Both the
r+ and K+ sources appear oblate with the major axis (perpendicular to the beam) - 25% larger

than the minor axis (parallel to the beam). Cuts were made on the average pair momentum
((pPa is)). With increasing (pPGit), there is an observed trend towards decreasing source-size
parameters, and decreasing chaoticity parameter. Cuts were also made on the single-particle
rapidity for the r+'s. Results from this cut unambiguously show dynamical correlations. Many
systematic errors on the extracted source parameters were examined. Systematic uncertainty
on the various parameters is estimated to be 5-10%, comparable to the statistical uncertainty.

The data have been compared to the RQMD model. Bose-Einstein correlations are incor-
porated into the model post hoc, using a semi-classical formalism developed by Pratt. RQMD
correlation functions are consistent with the data. An examination of the space-time distribu-
tion of the RQMD source reveals the sensitivity of the technique to the collision dynamics.

Thesis Supervisor: George S. F. Stephans
Title: Principal Research Scientist, Laboratory for Nuclear Science

Thesis Co-supervisor: Wit Busza
Title: Professor, Department of Physics
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I prefer the errors of enthusiasm to the indifference of wisdom.

- Anatole France
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Chapter 1

Introduction

The goal of the research described in this thesis was to probe the hot, baryon-rich matter

created in relativistic heavy ion collisions. The technique employed was the Bose-Einstein

correlations of positive kaons (K+'s).

This Introduction chapter presents an overview of the theoretical motivations for the study

of relativistic heavy ion collisions, and briefly discusses the state of the field. The motivations

for the specific measurement made in this thesis are outlined, and the former and current

measurements of K+K+ Bose-Einstein correlations are reviewed. Finally, the basics of Bose-

Einstein correlation measurements are reviewed and their contribution to our understanding

of heavy ion collisions is discussed. Chapter 2, Experimental Apparatus, describes the battery

of detectors that were needed to collect the data used in this analysis. Chapter 3, Collaboration

Software, outlines all of the standard analysis programs used to convert raw information (e.g.,

ADC and TDC channels) into interesting information (i.e., identified particles). Chapter 4,

Correlation Analysis, details all of the steps needed to extract a Bose-Einstein correlation mea-

surement from identified particles. Chapter 5, Results, summarizes all of the results of the

Bose-Einstein correlation analysis of the spectrometer data. Chapter 6, Bose-Einstein Corre-

lations in Models, lists the different types of phenomenological models that are used to try to

understand complicated heavy ion collisions. The post hoc imposition of Bose-Einstein correla-

tions on one particular model, RQMD, are discussed. Results are compared to data. Chapter 7,

Conclusions, will summarize the lessons learned in this analysis. Various appendices examine

aspects of the analysis too detailed to include in the general discussion.
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CHAPTER 1. INTRODUCTION

1.1 QCD and the Elusive QGP Phase Transition

It must be acknowledged that, without hope of observing the Quark Gluon Plasma (QGP),

relativistic heavy ion collision research would probably not be the burgeoning field it is today.

More than 500 physicists world-wide have joined this quest in the eight years since relativistic

heavy ion beams were first accelerated at the BNL AGS and the CERN SPS. But, it is this

author's strongly held opinion, that if the QGP is the only discovery made in the course of

relativistic heavy ion research, it will be a very sterile quest.

Using the metaphor of the quest, we need to take our eyes off the horizon, and stop and smell

the roses. After all, we are creating, in the laboratory, matter at temperatures and densities

that may not have existed since microseconds after the Big Bang. Making our immediate

goal the careful characterization of this matter will have important, beneficial, psychological

consequences. In addition, since nature has always been surprising, we will probably make all

sorts of discoveries that we did not expect.

In the field theory of the strong force, Quantum ChromoDynamics (QCD), different values

of the strong charge are known as 'color." Quarks carry color, anti-quarks carry anti-color, and

gluons carry both. Despite many experimental searches, a free quark has never been found.

Rather, all known objects are color-singlet combinations of a quark-anti-quark pair (mesons)

or three (anti-)quarks ((anti-)baryons). This phenomenon is known as color confinement."

Inside a QGP, the QCD binding potential is Debye screened, and the color-singlet restriction is

removed.

The existence of the phase transition to a QGP can be motivated on very general grounds.

At some temperature, the energy will be larger than the quark-quark binding energy. At some

density, the color-bound objects will overlap, and the multitude of color charges will screen the

long-range binding potential. If one could compress a nucleus to several times the density of

an individual nucleon, then the individual nucleons would overlap. Under these conditions, it

seems intuitive that the picture of nucleons as three isolated quarks would break down. Jaffe

has argued that it does not really matter if the hadrons overlap, the quark-quark bonds must

be broken [JafJ. He suggests that the figure of merit for a critical density is more accurately

phrased in terms of the density for which the Fermi energy is great enough to drive the

reaction p + p -- p + A. The minimum momentum of the two incoming protons in this reaction

is p,mi. = 545MeV/c. This gives us a critical density Pc = 8 .95po, where po = 0.17fm -3 , is the

density of normal nuclear matter.

Perturbative QCD has been a very successful theory. But, at small energy transfers (or large
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1.1. QCD AND THE ELUSIVE QGP PHASE TRANSITION

distances), the strong coupling constant becomes so large that perturbation theory becomes

impossible. The only currently available alternative is lattice QCD. Interest in the QGP stems

from the prediction by lattice QCD that a QGP is formed at a critical temperature of 200MeV

and a critical density of 5-10 po [Muil85, and references therein]. In much the same way that the

solution to a textbook problem often becomes clear when the answer is known, verification of

the predicted transition (and any other discoveries made along the way) may provide important

guidance in the construction of a calculable theory of the strong force.

Heavy ion collisions are thought to be the most promising means of producing the QGP. They

are expected to produce extreme conditions of temperature and density over relatively long

times and in relatively large volumes. Under these conditions, it is hoped that thermalization

will occur, and that we will be able to see macroscopic evidence of the phase transition. The

conditions predicted to be necessary to create the QGP are indicated on the schematic nuclear

matter phase diagram, shown in figure 1-1. At the AGS, we believe we are creating nuclear

matter in the lower right corner of this figure.

T

NOE)

200

ion

5 d/d

Figure 1-1: Schematic nuclear matter phase diagram [Jac89]. The density, d, is given in units
of normal nuclear matter density, do.

When the results of relativistic heavy ion collisions came under theoretical scrutiny, naive

hopes for easy observation of the QGP were dashed. It was discovered that many of the proposed
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signatures for QGP production were also signatures for hot, dense nuclear matter without QGP

formation. As a result, even though many of the signatures have been observed, there is no

conclusive evidence for QGP formation.

Suppression of the J/'I (and other qq resonances) is one proposed signature of QGP forma-

tion. The physical picture is that color screening inside the plasma will reduce the cc attractive

potential, making it more likely that these quarks will combine with light quarks to form D

mesons. In hot hadronic matter, the observed number of Ji/'s is reduced by absorption.

Enhanced strangeness production has been proposed as a signature of QGP formation. In

a plasma, it takes 300 MeV (twice the strange quark mass) to create s pairs. In a hadronic

gas, where we are forced to produce color singlets, it takes 1000MeV (twice the kaon mass)

to produce an ss pair. If, as expected, the QGP is accompanied by chiral restoration, the

strange quark mass is reduced to 150 MeV, and strangeness production is further enhanced.

However, cascade codes, with no QGP formation, are nearly able to reproduce the observed

enhancement [Mor94].

If a QGP is created, the transition into a colored state vastly increases the number of

degrees of freedom (37/3) [Mi185]. Before the QGP can hadronize into color singlet states, it

must expand so that hadronization does not decrease the entropy density. This expansion may

be observable in Bose-Einstein correlations, which are sensitive to the space-time extent of the

produced particles [Ber89, Pra86, Pra92].

I will not keep the reader in suspense - we have seen no evidence for QGP production. But,

we have made a world-class measurement, and learned a lot about the richness and limits of

Bose-Einstein measurements of relativistic heavy ion collisions.

1.2 Motivations for this Measurement

I would characterize the original motivation of the E802 collaboration (and of the author)

for making the K+ correlation measurement as a healthy mix of adventure and ambition.

There was a palpable sense of exploring uncharted territory. The few previous kaon correlation

measurements, details of which are given in section 1.3, were severely limited by the paucity of

kaons. At the same time, dreams of the QGP and a Nobel Prize have certainly drifted through

the minds of every physicist studying relativistic heavy ion collisions. Kaon correlations were

seen as a potentially important probe of the QGP if it was created. The enhanced strangeness

production observed by E802 [A+90a] was a predicted signature of the QGP [RM82, Raf84]

and it was hoped that a high-statistics K+ correlation measurement could expose any exotic
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1.2. MOTIVATIONS FOR THIS MEASUREMENT

production mechanism. It was also hoped that the relatively small K+-baryon cross-section,

see figure 1-2, would allow a K+ correlation measurement to probe an earlier and hotter source

region than that probed by the more common rvr correlation measurements. Also mentioned as

motivations in the experimental proposal [RLZ88] were the facts that kaons and pions have dif-

ferent resonance contributions, and suffer from different amounts of Coulomb distortion. These

differences were hoped to be useful in a systematic understanding of correlation measurements

of different species.

Experimental capabilities and theoretical desires for a given measurement often advance

together. The measurement of K+ correlations nicely illustrates this hypothesis. The first

suggestions to make such a measurement [GP90, GM89] were published nearly simultaneously

with the E859 experimental proposal [RLZ88], of which the K+ correlation measurement was an

important part. More ideas for the using kaon correlations soon followed [Gyu92, Pra92, Prab].

As discussed above, formation of the QGP is predicted to result in very long emission

durations. The authors of [GP90] show that the large transverse radius, observed in NA35

pion correlation measurements [Hum88], could be explained equally well by calculations using

a resonance gas model, and hydrodynamical calculations assuming QGP formation. This was

described as an "accidental numerical coincidence." It was the result of long-lived resonances

contributing to pion formation and mimicing the extended source predicted for QGP formation.

In the models tested in [GP90], this problem was avoided in K+ interferometry by virtue of the

different resonance contributions to K+ production.

The different resonances thought to contribute to pion production are listed, along with

their decay proper time, in table 1.1. The K* (892) is the only resonance thought to contribute

to K± production. It should be noted that the actual resonance contributions are not known

for heavy ion collisions at AGS energies. Unfortunately, none of these resonances could be

directly measured by E859. Only the K*(892) has a major decay mode without any neutral

particles. Unfortunately, the small solid-angle (25msr) of the Henry Higgins spectrometer

made it impossible for us to measure this critical resonance. A detailed acceptance calculation

has not performed, but the essential problem is illustrated in figure 1-3, which shows the

opening angle distribution for the K* (892) as a function of momentum. The maximum opening

angle of the Henry Higgins spectrometer is indicated by the solid line.

If the QGP is formed in a heavy ion collision, it should co-exist in a mixed phase with the

hadronic gas [F+86]. It has been suggested that while in this mixed phase, the QGP should

1Evidence for the K(892) was not seen in a sample of 261,831 7r-K+ events collected simultaneously with the
K+K+ data set used in this analysis
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Figure 1-2: ato, for K+p and 7r+p, as a function of Ec,, of the collision. From [Gro90O, data
points obtained through the PDG online facility].
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1 1.5 2 23 3

p [K(892)] (GeVlc)

Figure 1-3: This figure shows the opening angle of K*(892) - 7rr + KT as a function of
the K*(892) momentum. The maximum opening angle of the Henry Higgins spectrometer
is indicated by the solid line. This figure represents 50,000 K*(892) with a flat momentum
distribution. Courtesy of T. Sung.
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CHAPTER 1. INTRODUCTION

Resonance Daughter Branching cr (fm) COM
Products in Contributing Ratio into Contributing Decay Mo-
Decay Mode Decay Mode mentum

(MeV/c)

w(783) r+7r- r ° 88.8% 23.4 327

7(549) Tr+ 7r- ° 23.6% 1.64 x 105 175

rt'(958) 7r+ -1 7(549) 44.2% 947 231

K* (892) K7r : - 100% 3.96 288

Table 1.1: List of long-lived resonances contributing to pion production.

exist as droplets [V+91]. Competing surface and shape energies result in a predicted radius

distribution for the droplets, with (r) T 1 fin. Bose-Einstein correlations have been suggested

as a signature for such droplet formation, since two identical particles emitted from a single

droplet would result in a small radius component in the correlation function [Pra92]. K+

correlations were singled out as especially promising, because of their small meson-baryon

cross-section and lack of long-lived resonances. In a more recent article [Prab], the case for K+

correlations viewing the droplets has been weakened. In this new analysis, kaon production

is assumed to be equally divided between the QGP droplets and the hadron gas (as opposed to

entirely from the QGP droplets) and the emission-time distribution is not a 6-function.2

1.3 Other Kaon Correlation Measurements

Only three previous kaon Bose-Einstein correlation measurements have been made [C+78,

A+85, Mor90]. Extracted source parameters from each of these measurements indicated that

the kaon source was smaller than the pion source. But, small kaon production cross-sections

limited the significance of each of these measurements. [A+85, Mor90] were forced to combine

different projectile/target combinations, and both positive and negative identical kaon pairs.

CERN experiment NA44 [B+93a] is currently collecting data. This experiment has ob-

tained excellent statistics for K+K+ pairs in 200A GeV/c32S + 208Pb collisions. Smaller data

samples have been collected for K+K+ pairs in 450 GeV/c p + 208Pb collisions and K-K- pairs

in 200 A GeV/c32S + 208Pb collisions. Preliminary kaon source parameters are found to be

2 Pratt has interpreted this result in a very favorable light:

... since the distortion of identical particle Bose-Einstein correlations is small... it allows us to safely
extract source sizes from correlation functions without considering the effects of density inhomogeneities.
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1.3. OTHER KAON CORRELATION MEASUREMENTS

smaller than pion source parameters [Hum94].

1.3.1 Cooper et al.

Kaon Bose-Einstein correlations were first measured by Cooper, et al., who compared

IKK, and K,,K phase space distributions in pp annihilations at 0.76 GeV/c [C+78]. The first

indication of Bose-Einstein correlations in kaons was found in the asymmetry parameter,

BT = (1.1)BT- N( > z) + ( < )'

which was found to be greater for indentical kaons than for non-identical kaons. Here is

defined to be the angle between the transverse momentum of the two particles. A phase-

space analysis using known resonances was found to adequately describe the non-identical

kaon data, and the large relative momentum portion of the identical kaon data. This same

analysis failed to explain the low relative momentum identical kaon data. Fits to the Kopylov

and Cocconi correlation functions, see equation 1.26 and equation 1.27, were performed. The

source radius obtained for kaons was found to be smaller than source radii obtained for pions

at the same energy [A+77], see table 1.2. The data quality is illustrated in figure 1-4, taken

from [C+78]. This figure shows the phase-space calculation results, with and without Bose-

Einstein correlations, for low relative momentum slices.

Reaction Pltb (GeV/c) R (fin) c c(fm) Reference

pp - 2Kr+ r- 0.76 0.9 ± 0.2 2.3 ± 0.7 [C+78]

pp -- 27r+2r-rO 0-0.70 1.8 ± 0.1 1.4 ± 0.2 [A+77]

Table 1.2: Comparison of kaon and pion source parameters in pp collisions. From [C+78].

1.3.2 Akesson et al.

Akesson et al. used the Axial Field Spectrometer to measure the Bose-Einstein correlation

of kaons, combining K+K+ and K-K- pairs from aa collisions at I = 126 GeV, pp collisions at

vi/ = 63 GeV, and pp collisions at vs = 53 GeV [A+85]. Data were fit to the Kopylov correlation

function, modified because data was insufficient to simultaneously determine all three fit
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Figure 1-4: This figure, taken from [C+78], shows the first Bose-Einstein correlation mea-
surement of kaons for pp - 2K, r+ r-. The panels show low relative momentum slices for the
two variables in the chosen correlation functional forms, see equation 1.26 and 1.27. Note that
the qt in the figure refers to the variable qTpair in this analysis. The A curves show the final
phase-space calculation with resonances and the Kopylov form for the correlation function. The
B curves show the same calculation using the Cocconi form of the correlation function. The C
curves show the calculation without any corrrelation function and the D curves do not include
any resonances.
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1.3. OTHER KAON CORRELATION MEASUREMENTS

parameters: 3

C2 (qTp.i) = 1 + A' [2J1 (qTpai,r) / (qTpir)], (1.2a)

A = A(1.2b)
[ [+ (qLpaircr)2]

Data in the relative momentum slice, qLpair < 0.30GeV/c, are shown in figure 1-5, along with

the fitted correlation function of the form given in equation 1.2. The fit parameters for pions

and kaons, plotted as a function of the total charged multiplicity, (nch), are shown in figure 1-6.

The kaon source radii are seen to be smaller than the pion radii at comparable values of (nch).

1 E.ao

I .

* I

Figure 1-5: This figure, taken from [A+85], shows the first Bose-Einstein correlation mea-
surement of charged kaons in pp, pp, aa -- K+K+ (or K-K- ) + X collisions. Data are plotted
along with the correlation function fit to equation 1.2. Note that the qi and qt in this figure are
equivalent to qLpair and qTpair respectively.

1.3.3 E802 Kaon Correlations

The last previous kaon Bose-Einstein correlations measurement was made by experiment

E802 [Mor90]. The measured correlation function, C2(Qi,,), shown in figure 1-7, consisted of

1500 K+K+ pairs obtained by combining data from 28Si + 27A1 and 28Si + 197Au collisions at

the 50 and 140 spectrometer settings. No source parameters were quoted, but the radius was

clearly smaller than that measured by E802 for the pion source. This was a strong incentive

for E859, since it proved that a solid measurement could be obtained with an improved trigger.

31
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3

1.

I

a)

Figure 1-6: (nch) dependence of kaon (solid symbols) and pion (open symbols) source radii
from [A+85]. The kaon radii are seen to be marginally smaller than the pion radii at corre-
sponding values of (nch).
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Si+A-2K++X (E802 Very Prellm)
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Figure 1-7: E802 K+K+ correlation function. From [Mor90].
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CHAPTER 1. INTRODUCTION

1.3.4 NA44 Kaon Correlations

CERN experiment NA44 is a second-generation heavy ion experiment, specialized for mea-

suring Bose-Einstein correlations [B+93a]. It is a focussing spectrometer, using several dipole

and quadrupole magnets to maximize the acceptance for pairs with small relative momentum.

NA44 is the only experiment currently capable of making a high statistics measurement of the

K- source.

Two scenarios have been suggested to result in a K- source that is larger than the K+ source.

For QGP formation at finite baryon densities, where the chemical potential of kaons, K+ and

K° , PK = ,Pq - p > 0, strange quarks are concentrated (distilled) in the plasma phase. Such

quarks do not hadronize into anti-kaons, K- and K 0, until late in the collision process [G+87].4

This would result in very different source distributions for kaons and anti-kaons as measured

by Bose-Einstein correlations [GM89, Gyu92]. Such a difference could also result from the

different meson-baryon cross-sections for kaons and anti-kaons.

A three-dimensional analysis of the K+ source has been performed using the qLqTsideqTout

parameterization [Hum94], see equation 1.32. Low relative momentum slices of the various

projections 5 are shown in figure 1-8. The kaon source parameters are found to be smaller

than the pion source parameters extracted by the same experiment, see table 1.3. Preliminary

results have been compared to RQMD predictions and will be summarized in chapter 6. A

preliminary analysis has also been performed for the K- source. The source parameters for

K-'s were found to be similar to those for K+'s [Hum94].

7Tr7r_ 7r+lr+ K-K- K+K+

RL 4.4 0.4 4.9 0.3 3.6 ± 0.6 2.8 0.3

RTside 3.7 ± 0.5 4.4 ± 0.2 NA 2.4 ± 0.3

RTout 3.6 ± 0.2 4.1 ± 0.1 3.2 ± 0.4 2.7 ± 0.2

Table 1.3: Comparison of NA44 source radii, RL, RTsidc, andRTou,,t, obtained in 32 S + 2Pb
collisions [Hum94].

4They may not be released at all, if strange quark matter is indeed stable. So-called strangelets are an area of
intense interest [G+94, and references therein].

5Note that the fits are performed for these slices, not over the entire phase space. This is a result of the focussing
spectrometer which limits the NA44 measurement to one transverse component at a time.
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1.4 Identical Particle Interferometry Basics

A simple derivation of the correlation function serves to illustrate many important features

of intensity interferometry. Figure 1-9 shows a schematic source of identical6 particles, two of

which are detected at rl and r2, with momenta p, and P2. The particles originate at x and y and

r 

* r p2

Figure 1-9: Schematic of the particle source used to derive intensity interferometry. See text
for details.

their paths are indistinguishable. 7 We have to sum the amplitudes of the two indistinguishable

processes. If we assume the particles to be Bosons, then the sum needs to be symmetrized.

Plane Waves

If we assume that the Bosons' wavefunctions are plane waves, then we can write the sym-

metrized amplitude as:

1
A12 = -(exp(ipl .(rl - x))exp(ip2 . (r2 - y)) + exp(ipl .(rl - y))exp(ip2 (r2 - x))). (1.3)

But, the wavefunctions for charged particles are Coulomb waves, and there will be some contri-

bution from the strong interaction. The Coulomb distortion of phase space is usually corrected

for with the standard Gamow factor:

) exp(27r7) - 1' (1.4a)

6 Bowler [Bow921 derives the unexpected result that intensity interferometry signals are, in principle, observable
from particle/anti-particle pairs. For this to occur, the pair needs to be emitted from the same space-time point, so the
effect is likely to be small.

7Indistinguishability is simply an experimental reality. Detectors located 1 m from two sources 100 fm apart would
need a momentum resolution, 6p/p = 10- 13 to distinguish the sources of the individual sources. Thanks to Mark
Baker for making this point clear.
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1.4. IDENTICAL PARTICLE INTERFEROMETRY BASICS

= am (1.4b)

Here a is the fine-structure constant, and m is the mass of the particle of interest. This Gamow

factor assumes a point source, and so overestimates the true correction due to the screening in

a finite-sized source. This overestimate is discussed in section 4.3.5 and is found to be small.

Systematic studies indicate that any reasonable error in the Coulomb correction will have little

effect on the results.

The strong interaction is short-range, and the large size of the sources created in heavy ion

collisions greatly reduces its effect on correlation measurements [Bow88].

No Dynamical Correlations
The next step in the derivation is to obtain the probability for emission of two particles at

momenta Pl, P2. We integrate the complex square of the amplitude over an emission function,

g(p, r). The assumption of no dynamical correlations is equivalent to the assumption that the

emission function factorizes: g(p, r) = f(p) p(r). With this assumption, the integral becomes a

simple Fourier transform:

pl (p)Pl, (P2) f dx d4y A12 12 g(x)g(y), (1.5a)
P1(P1)P1(P2) I

= 1 + Ip(p1 - p2)12 (1.5b)

The basic result of this assumption is that intensity interferometry of Bosons (hereafter re-

ferred to as Bose-Einstein correlations) leads to an enhancement in the probability for observing

two identical particles at low relative momentum. The range of this enhancement in relative

momentum will be q - A/r. The enhancement in a certain relative momentum projection will

be sensitive to the source size in the conjugate spatial variable. However, this geometrical

interpretation comes at a price: if the factorization assumption is valid, then Bose-Einstein

correlations can tell us nothing about the phase space evolution of the source. Regardless of

the validity of the factorization assumption, we can make the following statement:

Bose-Einstein correlations measure the separation of those particles that are ac-

cepted by the measuring apparatus, at a small enough relative momentum to be

subject to Bose-Einstein enhancement.

No Coherence

An assumption at the core of this derivation is that the emitting source is not coherent. If
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the source is coherent, then we cannot, even in principle, distinguish two separate emission

points. Under these conditions, IAl 12 2 = 1, and the correlation function is flat.8

An observed deviation of the correlation function intercept from its predicted value of one

has resulted in an almost universal adoption of the "chaoticity" parameter A [D+82]. With this

parameter, the correlation function becomes:

C2 = 1 + A Ip(pi - P2)12 (1.6)

A can arise from other processes besides coherence, and very likely the observed values of

A < 1 arise from long-lived resonance production. The relative momentum extent of the Bose-

Einstein enhancement for particles emitted from such resonances is too small to be resolved by

current detectors.

Insensitivity to Parameterization

The insensitivity of the Fourier transform to details of shape was first pointed out in [G+60].

Zajc has emphasized this point, and makes it clear that it is a result of the fact that separation

distributions generated from very different position distributions all "look" Gaussian. Figure 1-

10 demonstrates this point with data. The r+ 1D correlation function data is plotted along

with correlation functions from a spherical shell, a solid sphere, and a spherical Gaussian. The

radius parameter of the Gaussian parameterization was fit to the data. The size parameters

of the different parameterizations are selected to give similar values of the rms separation.

Applications of Bose-Einstein Correlations

Intensity interferometry was pioneered by Hanbury-Brown and Twiss (HBT) who used

the technique to measure the size of stellar radio sources [HB74, and references therein].

The first application of the technique to particle physics was made by Goldhaber, Goldhaber,

Lee, and Pais (GGLP) who used the technique to explain the observed difference between

opening angle distributions of like and unlike sign pion pairs created in pp collisions [G+60].9

Some very interesting atomic physics experiments are currently being performed that use

identical particle interferometry to elucidate interesting quantum mechanical effects [G+93]

and to test the validity of special relativity [C+93a]. Time considerations do not allow detailed

descriptions of these experiments here, but interested readers are encouraged to read these

very approachable articles.

8 Note that this does not mean that the interference pattern, which is due to amplitude interferometry, is flat!
9HBT, GGLP, intensity interferometry, and Bose-Einstein correlations are used interchangably in the literature.
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Figure 1-10. Comparison of the measured 7r+r+ correlation function to the predictions of
spherical Gaussian, spherical shell and hard sphere parameterizations. The upper left panel
shows the fractional difference between the parameterizations, seen to be everywhere less
than 5%. The upper right panel vividly illustrates the reason for this insensitivity of the Bose-
Einstein correlation technique: the separation distributions for these parameterizations, and
in fact any distribution with a comparable rms value, are very similar.
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Interest in using this technique to examine heavy ion collisions was motivated by the

geometrical information thought to be obtainable. As emphasized throughout this thesis, this

naive view is no longer held. We now have a better understanding of the sensitivity of Bose-

Einstein correlations to collision dynamics. This sensitivity makes Bose-Einstein correlations

a more powerful probe than previously realized. At the same time, any simple geometrical

interpretations are compromised. Reviews of Bose-Einstein correlations in nuclear and particle

physics can be found in [BGJ90, Lor89, Sol94].

The first formulation of intensity interferometry in terms of a correlation function was given

by Kopylov [KP74]. The following, rigorous, formulation of the correlation function in terms of

the inclusive single-particle and two-particle cross-sections was given by Gyulassy [GKW79]:

du
(n)2P a~P n (1.7)

C2 P- (n(n- 1))2 d3 d (1.7)

The factors in the first fraction are the average first and second binomial moments of the

multiplicity distribution, introduced to enforce C2 = 1 for an uncorrelated source, regardless

of the multiplicity distribution. This correlation function can be written in a more intuitive

manner in terms of properly normalized probability distributions:

2(Pi, P2) (1.8)
C2 (p 1,p2 ) = 'I(PO)p 2) (1.8)

Unfortunately, this formulation is not experimentally feasible. Current state of the art corre-

lation analyses can only analyze three dimensions of this six dimensional quantity.

In the discussion on page 29, we obtained a form for the correlation function in terms of

the relative momentum, q P2 - Pl. Guided by this, we operationally define the correlation

function as:
Actual(q)

C2 (q)- Background(q)' (1.9)

Here, the Actual distribution is simply the measured relative momentum distribution in

whichever parameterization is being examined. The ideal Background distribution contains

all effects that enter into the Actual distribution except the Bose-Einstein symmetrization, i.e.,

Coulomb repulsion, event class (centrality), kinematic correlations, etc. The standard tech-

nique used to generate Background distributions in relativistic heavy ion collisions is known

as event-mixing. This was the technique chosen for this analysis.

There are several reasons to be cautious with an event-mixed Background. First, energy

and momentum are not explicitly conserved. This should not be a concern for a relativistic
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heavy ion collision since no single particle represents a large fraction of the system's total

energy. If an experiment is analyzing correlation functions as a function of reaction-plane (the

azimuthal orientation of the target and projectile) then event-mixing must be performed with
the coordinates defined relative to the measured reaction plane. As first noted by Zajc [Zaj82,

Z+84], the errors associated with an event-mixed Background are not Poisson. This is was found

to be a negligible problem with the data sets used in this analysis, as discussed in section 4.3.1.

Zajc was also the first to note [Zaj82, Z+84], that the event-mixed background retains some

degree of the correlation. This occurs because the event-mixing procedure integrates over the

observed, correlation function-distorted, two-particle momentum distribution. This effect was

found to be small (2-5%) for the data sets used in this analysis. More detailed discussion can

be found in appendix B.

The event-mixing algorithm has two advantages. First, the centrality distribution is made

explicitly the same in the numerator and denominator. Second, complicated questions of single-

particle acceptance drop out. To see this, one simply needs to realize that with the event-mixing

technique, the spectrometer efficiency and acceptance can be factorized into single-particle and

two-particle components [Mor90]:

P2°'(pI, P2) = P2(Pl, P22)(Pl)1(P(P2)2(Pl, P2), (1.10a)

Plob(P 1) = PI(Pl) 1(P1), (1.10b)

plb (P2) = P(P 2)X (P2). (1.10C)

When we take the division according to equation 1.10, we see that the (l terms cancel. The

remaining two-particle acceptance (TPAC) effects, 2, must be accounted for. Examination of

the effects of the TPAC on this analysis can be found in section 4.2.5, and appendix A.

1.5 Relative Momentum Variables

In this section I will define all of the relative momentum projections used in this analysis for

source parameterization. Throughout this discussion 4-vectors will be indicated with boldface

type (e.g., Q), 3-vectors will have an arrow superscript (e.g., q), and scalers will be plain text

(e.g., q). Table 1.4 summarizes each relative momentum variable used in this analysis, the

source parameter which it measures, and gives a rough physical interpretation. The different

projections are illustrated in figure 1-11. Note that throughout this analysis, the beam axis is

defined to be the z-axis.
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1.5 Relative Momentum Variables

In this section I will define all of the relative momentum projections used in this analysis for

source parameterization. Throughout this discussion 4-vectors will be indicated with boldface

type (e.g., Q), 3-vectors will have an arrow superscript (e.g., q), and scalers will be plain text

(e.g., q). Table 1.4 summarizes each relative momentum variable used in this analysis, the

source parameter which it measures, and gives a rough physical interpretation. The different

projections are illustrated in figure 1-11. Note that throughout this analysis, the beam axis is

defined to be the z-axis.

Relative Momentum Variable

Q =--'f

qdana

q -

_ f)2 _ (E - E)2

I - 21

qo - IE -E 2 1

qL IPZl - P2

qT - X 

qTout -

qTside = IqT X 3r-I

qLpair - q r

qTpair q X rr

Conjugate Source Parameter: Physical Interpretation

RQ : a of a spherical Gaussian measured in the pair
rest frame.

Rdna : of a spherical Gaussian measured in the cho-
sen, fixed frame. Explicitly assumes R = r.

R : of a spherical Gaussian measured in the cho-
sen, fixed frame. Rm,, = V3R.

T : rms duration of boson emission.

RL : rms size parallel to the beam axis.

RT : a of a twi-dimensional Gaussian perpendicular
to the beam axis.

RTot : a of a two-dimensional Gaussian perpendicular
to the beam axis and parallel to n,,. Contribu-
tion from source lifetime.

RTside : a of a two-dimensional Gaussian perpendicular
to the beam axis and /,. No contribution from
source lifetime.

RLpair: rms size parallel to C,,. Full contribution from
source lifetime.

RTpair: a of a spherical Gaussian perpendicular to Oi.
No contribution from source lifetime.

Table 1.4: Definition of relative momentum variables and rough physical interpretations.

The first variables of interest are the 3-vector and scaler components of the relative momen-

tum:

q p, - po (1.11)

and,

qo et - E 2 1. (1.12)
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These can be combined into the four-vector, Lorentz invariant relative momentum:

q -- (qo, q.

We will also need to combine these quantities into the form:l°

(1.13)

(1.14)qdana q2 +q.

The magnitudes of the vector quantities are given by:

q - Iql

= v/I , and,

(1. 15a)

(1.15b)

Q =- q= -q
= /q2-qo2QE I1
~vc·T~

(1.16a)

(1.16b)

(1. 16c)

We are also interested in different projections of the relative momentum. The longitudinal

projection (along the beam axis) is given by:

qL -q z. (1.17)

The transverse projection perpendicular to the beam axis) is given by:

q'T - xi
qT = IqTI

(1.18a)

(1.18b)

Note that this component is unaffected by Lorentz boosts along the beam axis. We can further

decompose qT into components parallel and perpendicular to the pair momentum:

- T _pairqTout ' ,and, (1.19)

t°This quantity was suggested by Dana Beavis and the name stuck.
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I X repair 1
qTside -pair, (1.20)

Ipa I

Note that qTide is perpendicular to both the beam axis (presumably a close approximation

to the source axis) and the pair axis. Its conjugate source parameter, RTside, thus gives the

source size without any Lorentz difficulties. The price that we pay for this feature is that qTside

averages over the different angles that P"air makes with the source. For a non-spherical source,

this means that RTside averages over different source components.

For Lorentz studies, we also want to decompose the relative momentum vector parallel and

perpendicular to pffP"'a ppair
qLpair - pir , and, (1.21)

| 1 x pair 
qTpair I-pair I (1.22)

1.6 Source Parameterizations

In this section I will describe all of the source parameterizations along with motivations,

cautionary notes and the resulting correlation functions. All of the source parameterizations

used in this analysis are Gaussians but a few non-Gaussian distributions are mentioned for

completeness. We use Gaussian parameterizations for several mundane reasons:

* As discussed on page 38, HBT measurements are primarily sensitive to the rms relative

separation. With current statistics we are insensitive to the subtle correlation function

features that arise from non-Gaussian distributions.

* A Gaussian distribution has a finite rms separation. This is the true quantity of interest,

and it is vital to comparisons between different parameterizations.

Note that a Gaussian source distribution does not give rise to a Gaussian correlation function

since C2 (Q) Ip (Q)12 .l Also note that all source parameterizations include the "coherence

parameter", A, discussed on page 38. Throughout this section, h = c = 1.

"lControversy surrounds the decision to choose between a Gaussian source parameterization and a Gaussian cor-
relation function. The two camps are thankfully divided by the expanse of the Atlantic Ocean. A nice defense of the
American position can be found in [Zaj93].
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Figure 1-11: Illustration of relative momentum projections.
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CHAPTER 1. INTRODUCTION

The first source distribution proposed [G+60], was a Gaussian in the 4-vector separation, r:

p(r) exp (-2R2 (1.23a)

C2 (Q) = 1 + A exp (Q2R). (1.23b)

I will refer to this as the Q parameterization. The Q parameterization is appealing because

of the minimal statistical requirements for extracting fit parameters from a one-dimensional

correlation function. It also serves as an excellent introduction to the subtle and often non-

intuitive Lorentz properties of extracted HBT fit parameters.

The first thing to remember in thinking about these properties is the fact that the quantity

that we are interested in measuring is the source size in the source rest frame. This means that

there are two relevant boost parameters:

1. The boost of the source,/.,, relative to some fixed reference frame in which we will measure

the relative momentum of each pair.

2. The boost of the source, -,,, relative to each pair.

One must also keep in mind the fact that the emission duration of the source, and the size

of the source parallel to p,,, are intimately connected by the basic relationship, z = vt. This

means that the emission duration will always have a component of the source size, and the

source size will always have a component of the emission duration. This connection can also

be expressed in a very useful relationship between the vector and scaler components of the

relative momentum:

q = q - (1.24a)

= q/, cos (ct).'12 (1.24b)

An important consequence of equation 1.24 is that qo < q, eliminating half of the phase space

plane. This severely limits the number of q0 bins at the small values of q where the correlation

function is greater than one. This makes r a very difficult parameter for the fitting procedure

to determine.

12Note that 3
lrfr and cos (a) are different for every pair.
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Using equation 1.24 let us rewrite the Lorentz invariant correlation function given in equa-

tion 1.23:

C2 (Q) = 1 + Aexp (_ [q2 _ q]R2) (1.25a)

= 1+Aexp(-q2R1 [1- ,, cos2 (a)]), (1.25b)

- 1 + exp (q2R /t), (1.25c)

where we have defined r, = [1 - f, cos2 (a)] - 1. Equation 1.25 is the correlation function of

a spherically Gaussian source source with r = 0 and R = RQ/y,,. But this means that RQ

measures a Lorentz extended source. This non-intuitive result is due to the HBT prescription

for measuring distances - simultaneous in the frame of the moving object. In general, an HBT

source parameter, evaluated in a frame different than the frame of the source, will be larger

than its proper value. This is derived from basic relativity principles in appendix C.

As if a Lorentz extended source was not bad enough, equation 1.25 also shows that the

Lorentz conversion factor is (1 - ,, cos2 (a)), which is different for every pair. In order to

avoid averaging over an ensemble of reference frames, one can turn to multidimensional source

parameterizations in which the relative momenta are calculated in a fixed reference frame.

Objections to these forms have been raised on the grounds that since they are not Lorentz-

invariant, they cannot be correct. Zajc [Zaj93] points out that this approach is valid as long

as the correct source reference frame is chosen as the frame in which to evaluate the relative

momenta.

The first of these forms was suggested by Kopylov [KP74], and so I will refer to it as the

Kopylov parameterization. In this parameterization, the source is modeled as a disk of radius,

R, with an exponential emission time distribution. The correlation function becomes:

C2 (qTpair o) = 1 + (2J1 (qTpairR) / qTpairR) 2 (1.26)
C2 (Q~Tpa~rrq~o) = 1+ (1.26)q2

where J is the order 1 Bessel function. Cocconi derived a similar correlation fimction for a

Gaussian source distribution[Coc74]:

C2 (qTpai, ,q) = 1 + Aexp (- (qTpairR/2))2 (1.27)
+ q2
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The next form parameterizes the source as a Gaussian in space and time:

p(r,t) exp -2R 2 2- ) (1.28a)

C2 (q, q) = 1+ Aexp (-q2R2 _ q2) (1.28b)

This is known as the qoq parameterization.

In high energy heavy ion collisions one might expect a prolate source, extended along

the beam axis. To avoid averaging over such a non-spherical source, equation 1.28 can be

decomposed into the qLqTqo parameterization:

p(rL,rT,t) ~ exp Ri -r2 2 _ 2(1.29a)

C2 (qL, qT, q) = 1+ Aexp (-qLRL -qR- q2) . (1.29b)

Limited statistics and pathologies in the r parameter (to be discussed below) often prompt

experimental groups to fix r = 0. This results in the qLqT parameterization:

p(rL,rT) ~ exp (2 2R2r ) (1.30a)

C2(qL,qT) = 1+ Aexp (-q2R2L -qT . (1.30b)

With this parameterization any non-zero source lifetime will be folded into the source size along

the direction of pa i r . The distribution of pair 'T is plotted in figure 1-12, showing that in

the E859 spectrometer, pair"' is primarily parallel to qT.

We have used a modified version of the qLqTqo parameterization where we have chosen pP"'i'

(instead of the beam axis) as our symmetry axis:

p (rpair, rTpairt ) exp Lpir _ R2pair, 2 (1.31a)
2R1 pair 2R4pair 2T2)

C2 (qLpasr q~vrqo) l+Aexp (- 2 2 22r2 1C2(qLpairqTparO) =1 + Aexp (-qpairRLpair - qTpa irp- qO2 . (1.31b)

This will be called the qLpairqTpairqo parameterization. The value of r obtained from this

parameterization is free from any spatial source size contamination since RLpair explictly

extracts the spatial component parallel to pair ' . This parameterization is very similar to the

so-called modified Goldhaber form given in [Mor90]. The only difference is that in the above

equation, RLpair and r were treated as separate parameters. But, qo = 3rrqLpair and the
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Figure 1-12: pair qT for 7r+'s (open symbols) and K+'s (filled symbols).
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correlation is worsened by the small range of 3/h measured in our spectrometer.

Bertsch has suggested another three-dimensional parameterization in a different attempt

to accurately extract a source lifetime [Ber89]. The qLqTjideqTout parameterization is:

p(rL,rTside,rTout) ~ exp (- L _ rTide Tout ) (1.32a)

C2(qqTsieqTout) =1 + Aexp (q2 2 2 2 qout t) bC2(qLIqsidel) 1 -Aexp, (_ - qi deid Aide - qT40ut ut · (1.32b)

It has been suggested that a large value of RT,,ut - RTsid could be a signature for the

QGP [Ber89].

Finally, Yano and Koonin [YK78] suggested a Lorentz invariant source parameterization

which parameterizes the source as a space-time Gaussian, and determines the values of the

parameters in the source rest frame:

C2(q, us) = 1 + A exp(-(q ·u) 2 (R2vc + r2) + (q ·q)R2~c). (1.33)

This form then also allows one to determine the source velocity, u,.
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Experimental Apparatus

2.1 E859 - An Overview

The Brookhaven National Laboratory (BNL) Alternating Gradient Synchrotron (AGS)

opened a new chapter in its storied history when it first accelerated heavy ion beams (OK,

so maybe lO is not really "heavy") in 1986. E802, the predecessor to E859, was a ground-

breaking experiment - one of the first generation of experiments to study the high baryon

density environment created in heavy ion collisions at AGS energies. It was very success-

ful [A+87a, A+90a, A+91c, A+91b, A+91a, A+92a, A+92b] in meeting its many goals [HN85],

but the answers it found raised a lot of new questions. Some of these questions required more

precise measurements of previously measured quantities. Others required extending previous

measurements to wider ranges in phase space and centrality. Still others demanded entirely

new measurements.

In 1988, the E802 collaboration proposed to answer many of these questions with improve-

ments to the E802 apparatus [RLZ88]. These improvements included an array of phoswich

scintillator telescopes in the fragmentation region and a second level trigger with on-line parti-

cle identification capability. Upgrades to some of the drift chambers were necessary to handle

the increased beam intensity required for full exploitation of the new trigger.

The following list, taken from [Ste94], summarizes the physics issues addressed by E859.

All of the goals stated in the E859 proposal [RLZ88] were achieved. In addition, more ambitious

goals were set as different physics topics became interesting and the true power of increased
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beam rates was realized.

* K+ , K-, and p - Good statistics over a large rapidity range for a variety of targets and

centralities [Rot94, Sun94, Zac94, Mor94, Sak92].

A -, Spectra, inverse ml slope, and dn/dy near mid-rapidity [Sun94].

· A - Spectrometer-integrated ratio to A [Rot94, Sun94].

·* b - First measurement in heavy ion collisions at the AGS. Spectra, inverse ml slope,

and dn/dy near mid-rapidity [Wan94].

*· I - Improved statistics at the smallest values of pi in the acceptance (; 200 MeV/c).

* High pi -- Measurements of several particle species for peripheral collisions.

* Low y - Measurements of spectra and yield of target-rapidity p, d, t [S+93a].

* K+K+ - First good statistics measurement for any system ([Vos94], this analysis).

·* r+ -- Source parameters measured over a broad range of centrality and number of

participants [So194].

* pp - Proton source sizes measured for central collisions for several targets [Vut92].

* Non-identical particle correlations - These measurements provide additional informa-

tion about the source parameters due to the Coulomb and strong interactions[Vos94].

The E859 experimental apparatus is shown in figure 2-1. Beam definition detectors serve to

define and count valid beam particles and provide the experimental start time. There are three

event characterization detectors. The Target Multiplicity Array measures the total charged

particle multiplicity in a collision. The Zero Degree Calorimeter measures an event's forward-

going kinetic energy. A lead-glass calorimeter measures the total neutral energy produced in

the collision. A 25 msr rotating magnetic spectrometer tracks and identifies particles over a

limited range of acceptance. The analyzing magnet, four drift chambers and two multiwire

proportional chambers provide momentum determination. A plastic scintillator time-of-flight

wall and a segmented gas Cerenkov detector provide particle identification for kaons below

2.9 GeV/c and pions and protons below 5 GeV/c. A 1 msr gas (erenkov complex provides very

high momentum particle identification.

Although the E859 magnetic spectrometer covers only 25 msr, it can rotate through a polar

angle range of 5-44° with respect to the beam axis. This greatly increases its total coverage,

as shown in figure 2-2.
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Figure 2-1: Schematic of the E859 experimental apparatus. Courtesy of D. Morrison.
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Figure 2-2: Available E859 spectrometer coverage. Dotted lines indicate momentum cutoffs,
dashed lines indicate angular cutoffs. Courtesy of D. Morrison.
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2.2. HEAVY ION ACCELERATIONAT THE AGS

In the following sections, I will describe the creation of heavy ion beams at the AGS and

all E859 detector subsystems used in this analysis. Detectors not used in this analysis are

presented in appendix E for completeness, and to provide the reader with references that

contain the gory details.

2.2 Heavy Ion Acceleration at the AGS

We could not achieve any of our experimental goals without a good heavy ion beam. So, a

brief tour of the life of a 28Si ion is appropriate. This section is a summary of more detailed

accounts that can be found in [T+88] and [Col92].

The AGS heavy ion beam begins inside the veteran Tandem Van de Graaff accelerator

facility. Injection into a synchrotron is complicated by the requirement of a high-current, pulsed

source. The source that was developed to meet this need is shown in figure 2-3. Positive cesium

POSIlIVE C IONS iONIZER NEGATIVE ION BEAM

SPUTTER TARGET

Figure 2-3: Schematic of the AGS high current heavy ion sputter source. From T+ 88] .

ions are accelerated through a 3-5 kV potential difference and focussed onto a target. Target

atoms obtain a negative charge by stripping an additional electron off the highly electronegative

cesium ions. They are subsequently accelerated though an extraction voltage of 25 kV.

Since the vacuum in the AGS ring is only ~ 10- 7 Torr, it is necessary to inject fully stripped
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ions. Otherwise, remaining electrons would be stripped by residual gases during acceleration.

Ions whose charge-to-mass ratio had changed would be quickly deflected into the AGS walls.

Stripping heavy ions is a catch-22. Their low charge-to-mass ratio makes partially stripped

heavy ions difficult to accelerate. But, since the probability of stripping an electron from an

ion is very small until the ion velocity is comparable to the orbital velocity of that electron, it is

difficult to fully strip slow heavy ions. In the Tandem Van de Graaff acceleration process, 28Si

ions go through three stages of alternating acceleration and stripping, see figure 2-4. Upon

Figure 2-4: Schematic of the pre-AGS acceleration system. Note that both MP6 and MP7 are
used in the three-stage configuration necessary for 28Si acceleration. From [T+88].

leaving the Tandem Van de Graaff complex, the 28Si ions are fully stripped, with an energy of

- 6.6 A. MeV. They then pass through a series of velocity filters and into the 680 m heavy ion

transfer line (HITL). For 28Si ions, this entire process is only about 2.5% efficient.

In order to accelerate ions heavier than 28Si, it was necessary to construct a "Booster" ring

to act as an injector to the AGS. For heavy ion acceleration the most important feature of the

booster is its excellent ( 5 x 10-1I Torr) vacuum system. This allows acceleration of non-fully

stripped ions which increases the efficiency of 28Si extraction by a factor of seven and enables

the acceleration of nuclei as large as 197Au [A+92c]. The booster also eliminates the need for

the third stage of stripping/acceleration, providing a spare Tandem Van de Graaff. At some
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point in the not too distant future, the AGS will become the injector for the Relativistic Heavy

Ion Collider (RHIC) being constructed at BNL, see figure 2-5. There the search for the QGP

will continue in 197Au + 97Au collisions at v/ = 200 A. GeV.

Because of the low efficiency of the extraction process and the low energy of the resulting

ions, two modifications of the AGS were necessary for heavy ion operation. The first modification

was a new injection system that allowed "multi-turn stacking" of the positive injected ions

(during proton operation the AGS accumulates H- ions, stripping them at the end). Multi-turn

stacking is a process in which several pulses of heavy ions are sequentially injected into the AGS

and allowed to circulate without acceleration. A special 'bumper" magnet spreads the pulses

around the ring. After the ring is filled, twelve pulses, the heavy ions are accelerated from

6.6 A MeV to the proton injection energy of 200A MeV. This requires the second modification,

a new, low-frequency RF system. Acceleration to full energy takes 1.1 sec. After this, the RF

system is turned off and the magnets are held nearly constant for the - 1 sec beam "spill"

into the experimental areas. Electronic signals indicating the position in the spill cycle were

provided to the experiment and were used as timing gates by the data acqusition system, see

section 2.13.

The maximum beam intensity achieved by the AGS was t 109 28Si/spill. The maximum

beam intensity allowed in the E859 experimental area was 5 x 108 28Si/spill. This beam inten-

sity was an optimization balancing the desire for higher beam intensities to aid in the search

for rare events, against the bureaucratic hassle and experimental inaccesibility associated with

the safety procedures and precautions that go along with higher beam intensities. In truth,

this intensity was beyond the abilities of most of the E859 detector systems to handle, and

the maximum sustained beam intensity was 2 x 106 28Si/spill. The intensity in the E859

area was changed by defocussing the beam, passing it through collimators, and refocussing

it downstream. The beam intensity and spatial profile were monitored with segmented wire

ionization chambers (SWICs) whose visual readout was monitored by the experiment.

2.3 Coordinate Systems

To orient the reader, I will first define the E859 beam and spectrometer coordinate systems.

The beam axis is defined to be the z-axis of the beam coordinate system. is defined to be

the polar angle with respect to this axis. The y-axis is vertical, pointing up. To maintain

a right-handed coordinate system, the x-axis is then defined to be horizontal, pointing away

from the beam. is defined to be the azimuthal angle measured clockwise from the x-axis.
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Figure 2-5: Aerial view of the BNL heavy ion acceleration facility including RHIC.
From [T+88].
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Elements of all detectors are numbered in increasing order of the - and/or y-axes, except for

the time-of-flight wall which is the exception that proves the rule.

The z-axis of the spectrometer coordinate system is defined to be the axis perpendicular to

all the spectrometer detectors.' The y-axis is defined to be verical and pointing up. The drift

chamber wire angles, are measured from the vertical in this system.

2.4 Target Assembly

To paraphrase an old saying, it takes two to collide. Once we have a beam, we need a target.

The E859 targets are foils of material fabricated by an evaporation technique. They are placed

in 22 mm diameter aluminum frames and completely occlude the 4 x 2 mm2 beam spot. The

targets are arrayed along a drive chain which rotates to place the selected target in front of the

beam. Target selections are made by remote control and verified by video camera. The entire

target assembly is in an aluminum vacuum chamber maintained at s 10- 4 Torr. To minimize

the effects of the vacuum chamber, its walls were made very thin (2 mm 1.7% 28Si interaction

length). The downstream portion, known as the snout," was machined as a hemisphere, with

the target at its center, so that all particles emanating from the target would pass through the

same amount of material. A small opening in the snout connects to the beam pipe assembly to

allow non-interacting beam particles to exit without passing through the chamber walls.

2.5 Beam Counters

The beam counters define valid beam particles, count them, and set the experimental start

time. A schematic of the five plastic scintillator detectors that comprise the beam counters is

shown in figure 2-6. I will describe the counters, and their functions, proceeding from upstream

to downstream. See section 2.14 for details on how BEAM and interaction(INT ) triggers were

formed.

Six meters upstream of the target are the Up, Down, East and West (UDEW) detectors.

These are four large scintillator paddles arranged in two planes. The planes are oriented so

that one (UD) provides vertical beam collimation and the other (EW) provides horizontal beam

collimation.

Two meters upstream of the target is BTOT, which has dimensions of 7.6 x 5 x 0. 1 cm3. Both

1Note that by some perversity, this is 7.4° greater than the nominal spectrometer angle setting, which is defined to
be parallel to the beamside vertical face of the spectrometer magnet, Henry Higgins.
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Figure 2-6: Schematic of the E859 beam counter detectors.

horizontal ends are read out by Hamamatsu phototubes. The thickness is a balance between

the desire for excellent charge determination (thick scintillator) and the desire for minimum

non-target material in the beam (thin scintillator). Discriminators on the phototube outputs

select beam particles with the correct charge state (14+ for 28Si).

One meter upstream of the target is the BTOF counter, which is rotated by 450 around

an axis perpendicular to the beam. This allows two vacuum coupled phototubes to view the

light from the scintillator faces, see figure 2-7. This eliminates the jitter associated with the

Photube Photube

BTOF

Figure 2-7: Schematic of BTOF orientation and readout.

propagation of light through scintillator, in order to provide an experimental start time with

the best possible resolution.

One important change to the BTOF counter for E859 resulted from the fact that radiation

damage from high beam intensities caused unacceptable light output reduction within forty-

eight hours. Reducing the threshhold on the BTOF discriminator was a temporary solution that

maintained the integrity of the beam counting that was critical to cross-section determinations.
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2.6. TARGET MULTIPLICITY ARRAY (TMA)

But, as the light output decreases the timing resolution gets poorer, going from s 55 psec to

; 70 psec [Keh]. To solve this problem, a 40 cm piece of scintillator was mounted in a mechanism

that remotely lowered the scintillator into the beam, one 1 cm segment at a time.

Immediately following BTOF is the BVETO counter (commonly referred to as HOLE). This

detector has a cm diameter hole through which a valid beam must pass, thus eliminating

particles that interacted in the upstream counters.

For E859, the BTOT, BTOF and HOLE detectors were all mounted in individual steel

vacuum chambers, see figure 2-8. These chambers were an improvement over the old setup

Figure 2-8: Schematic of the E859 beam counter holders. Courtesy of W.L. Kehoe.

because the photomultiplier tubes were no longer under vacuum, making them much easier to

service.

Eleven meters downstream of the target, just prior to the ZCAL, is the "bullseye" (BE). This

detector is 7.6 x 10.2 x 0.16 cm3. Its purpose is to make a post-target charge measurement of

the projectile which is used to determine if a target interaction has occurred.

2.6 Target Multiplicity Array (TMA)

The TMA is the event characterization detector used for all analysis in this thesis. This

section is a summary of a more complete description of the TMA that can be found in [Abb90].
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The TMA surrounds the target and is designed to measure the multiplicity of all charged par-

ticles emitted in the reaction - a good measure of centrality. The TMA consists of streamer

tubes operated in proportional mode. Particles with kinetic energies above 25 MeV can pene-

trate the material surrounding the TMA active area and still deposit enough energy to pass

the hardware threshold.

The TMA is divided into two parts. The wall covers a polar range of 60 < 0 < 40° , and

the full 27r azimuthal range except for a rectangular notch on the Henry Higgins side of the

array to reduce background in the spectrometer. The barrel is a cylinder coaxial with the beam

line that covers a polar range 300 < 0 < 1430 and an azimuthal range of 150 < 11 < 165°.

Two panels about = 0° were removed to reduce background in the spectrometer . Two

panels about X = 1800 are removed to reduce background in the phoswich array. The total

segmentation during E859 was 2988 pads. There were on average - 200 dead or hot pads

which were corrected for in the analysis [Rem], see section 3.3. Figure 2-9 shows the response

of the TMA in a central 28Si + 197Au event.

2.7 FO

FO is a 21-element plastic scintillator "picket-fence" hodoscope placed in front of T1 and

arranged in two adjacent planes perpendicular to the spectrometer axis. The slats are 0.6 x

1.2 x 12.8 cm3. Slats in the two different planes were staggered by roughly the slat width.

FO was a part of the SPEC trigger definition, see section 2.14.3. FO was also to be used for

timing if any problems arose in the beam counters as a result of the increased beam intensities.

In fact the beam counters performed admirably, see section 2.5, and FO was never used in this

capacity. An attempt was made to utilize the y-information from FO in the track reconstruction

algorithm, but this was abandoned because the y-resolution was not good enough to be useful. In

fact, for this analysis, the main significance of FO is its thickness, t 0.03Xo. Not including the

target, this is about 2/3 of the integrated material radiation length in front of the spectrometer.

No detailed description of FO exists.

2.8 Tracking Chambers (T1-4)

[Sau77] is regarded as the "wire chamber Bible" and the title is well deserved. It is

an excellent collection of the wisdom and folklore surrounding these complicated devices and

2In principle these panels could be replaced at some angle settings, but they never were.
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Run 11162
Trigger Word 1 :

Trigger Word 2:

Trigger Word 3:

Barrel

Wall

Event
200

66

3

Multiplicity:

Multiplicity:

1860 Run date: 18-APR-1992 Time 19:54. 2
( SPEC2*TMA ) Method 128

(INT TMA SPEC1 SPEC2 )

( ROF*ROF SPEC VETO )

41

110

Figure 2-9: Schematic of the TMA during a central 28Si + 197Au event. Lines simply connect
the target position to the struck pads.
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should be the starting point of anyone wishing a grounding in wire chamber techniques. I refer

to [Col92] as the "E802 drift chamber Bible," and its title is also well deserved. Anyone wanting

to know the gory details of the E802 drift chambers should start there. A brief geneology of the

drift chamber can be found in appendix F.

In this section, I will review the general properties of E859 drift chambers, see table 2.1.

Special emphasis will be given to those aspects of the chambers that have changed for E859

operation and those aspects which have a direct bearing on this analysis.

2.8.1 Design Considerations

One shortcoming of drift chambers, and indeed many other detectors, is that their active

elements are only two-dimensional. This is known as projective geometery, and means that

our information is limited to those two dimensions. For instance, a charged particle could pass

anywhere along the length of a drift cell and still give the same signal. At this point the astute

but naive reader is thinking "Aha! use two MWPC's with wires pointing in two orthogonal

directions." But, with two planes, N tracks will produce N2 possible intersections and this

is no good if there is more than one track. In principle, a third plane of wires will uniquely

identifiy the true intersections. This is because there is a vanishingly small probability that a

line connecting the two interactions will be parallel to the wires in the third plane. In the real

world there are many effects which make it desirable to have planes in four or more directions.

Different directions are known as views. In E859, the view name refers to the direction of

information that is obtained, the direction perpendicular to the wires.

Drift chambers have a further disadvantage known as the left-right ambiguity. This ambi-

guity arises from the fact that we do not know on which side of the wire the track passed. The

result is that we have two lines of possible track positions, effectively doubling the hit density

on the chambers. Figure 2-10 shows how this compounds the problems of projective geometry.

The ambiguity can be removed by staggering the sense wire positions of one plane relative to

neighboring planes in that view. Figure 2-11 shows the two different staggering schemes used

in the E859 drift chambers. Only hits from the correct sides of the wires will line up.

2.8.2 Design Decisions

T1 was constructed at BNL using a traditional wire-winding technique. The wires were

soldered to traces and epoxied into place. The chamber was formed from ten individual planes

made from stock printed circuit-board G-10, which were assembled gas-tight. The ten planes
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Chamber Width Height Depth # Views # Planes Plane

(cm) (cm) (cm) Separation

_ _ .__ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ (m m )

T1 26.4 13.6 3.0 5 10 3.2

T2 40.8 21.1 17.6 4 12 7

T3 113.7 52.1 27.3 4 13 7

T4 143.5 58.7 21.6 4 10 7

Chamber View Plane # Angle Wires/ Drift Stagger

Plane Length (mm)
(mm)

T x 1,2 0 32, 32 4 0, 4

v 3, 4 -45 32, 32 4 0, 4
y 5,6 -90 16,16 4 0, 4

u 7, 8 45 32, 32 4 0,4

w 9, 10 -27 32, 32 4 0,4

T2 x 1, 2, 3 0 28, 27, 27 14 0, 7, 7

y 4,5, 6 -90 13, 13,14 14 0, 0, 7
u 7, 8, 9 -30 28, 28, 28 14 0, 7, 7

v 10,11,12 30 28, 28, 28 14 0, 0, 7

T3 u 1,2 30 36, 36 16.1 0, 0

x 3, 4, 5 0 36, 36, 36 15.3 0, 0.7,0

y 6, 7, 8 -90 16, 16,16 15.3 0, 0.7, 0

v 9, 10 -30 36, 36 16.1 0, 0

x O11,12,13 0 36, 36, 36 15.3 0, 0.7, 0

T4 u 1,2 30 44,44 16.5 0, 0

x 3,4,5 0 40, 40, 40 17.5 0, 0.7, 0

y 6, 7, 8 -90 16, 16, 16 17.2 0, 0.7, 0

v 9, 10 -30 44,44 16.5 0, 0

Table 2.1: List of E859 drift chamber properties.
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Figure 2-10: This figure illustrates the confusion that can arise when projective geometry
is combined with the left right ambiguity. At actual vertices, those indicated by arrows, all
of the views cross. Thicker lines indicate extra hits that result from the left-right ambiguity.
From [Col92].

a)

* 0 · x

T2 - Haf-ceU stagger

)·i
b)

N · 0 x

X 6 0 x

T3,T4 - 0.7 mm stagger

Figure 2-11: Illustation of wire "staggering" to resolve the left-right ambiguity. The drift cell
and wire sizes are not to scale. The field wires are marked by 's and the sense wires are
marked with small circles. Potential hit positions are marked with large circles and the actual
tracks are indicated by arrows. Adapted from [Co192].
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2.8. TRACKING CHAMBERS (T1-4)

were divided into five different views with two planes each. Complementary planes (e.g., x, x')

were staggered by half of a drift cell. The gas mixture was 50% argon plus 50% isobutane,

which has a saturated electron drift velocity of 50 pm/nsec.

T1 was made very thin, with a plane separation of only 3.2 mm. The hope was that it could

be used as a space-point detector. Unfortunately, the efficiency was rather low, k85% [Rot94].

In addition, the field configuration was such that the inefficiency was much more pronounced

away from the wire. This combines with the half-cell stagger in a pathological manner - the

more likely it is that a track fires a wire in one plane of a view, the less likely it is to fire the

wire in the complementary view. As a result of these inefficiencies, T1 was never usable as a

spacepoint detector.

T2, T3 and T4 were constructed at MIT using a crimping technique developed at SLAC.

This technique has proven to be very robust - in seven years of operation, not a single wire

has broken. In the following discussion I will review the construction highlights of the MIT

chambers. It may help to consult figure 2-12. Holes are drilled into a G-10 frame with 50pm

Figure 2-12: Illustration of the crimping technique used to construct the MIT drift chambers.

precision, although not necessarily that accurately as we will see below in the saga of the T2

wire-by-wire angle correction. The wires are crimped into tubes that rest in the G-10 holes.

Tension, originally set by gripping a forceps (roughly 30 g) to one end of the wire before crimping,

is maintained by a spring that sits between the tube and the G-10 at one end. Each chamber

has a different number of planes at different views, see table 2.1. Complementary views in T2
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CHAPTER 2. EXPERIMENTAL APPARATUS

are staggered by half of a drift cell. The gas mixture was 50% argon plus 50% ethane bubbled

through an ethanol bath at 0°C. This gas mixture has a saturated electron drift velocity of

50 pm/nsec. All of the MIT chambers have a plane separation of 7 mm, the minimum allowed

by the crimping device, making them impractical as space point detectors.

T2, T3 and T4 were all developed at MIT, near a big-city radio station, where it was serendip-

itously discovered that their wires make very good antennas. For this reason, great care was

taken to shield the active areas. The preamplifier circuit was built at MIT, and takes a further

precaution against such pickup. A sense wire and a neighboring field wire are fed into the two

inputs of a differential amplifier. The assumption is that any pickup on the two wires will be

nearly identical and will therefore cancel. Protecting against pickup from the radio station paid

off - when the chambers were installed on the electronically noisy AGS floor they were very

quiet. The preamplifier output signals were driven over 20 ft of shielded, twisted-pair cable to

a discriminator circuit that was also designed at MIT. This circuit has an RC circuit element

at its input that differentiates the preamplifier signal. This eliminates the long signal tail re-

sulting from ionized gas molecules and limits the signal width to - 40 nsec. Figure 2-13 shows

the pulse width distribution for a wire in T2. From the electron drift velocity of 50 pm/nsec, we

~2
:E

2.1

.Q..

:S
I

0 20 40 60 80
Pulse Width (nsec)

Figure 2-13: Typical pulse-width distribution for the E859 drift chambers. A 40 nsec width
corresponds to 2.0 mm pulse separation capability.
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can see that this corresponds to a 2 mm distance. This means that the chambers are capable

of resolving two tracks that pass as close as 2 mm, a feature critical to the correlation analysis.

Section 4.2.5 discusses the corrections necessary to account for the reduced efficiency of the

drift chambers at these smallest separations. Figure 2-14 shows circuit diagrams for both the

preamplifier and the discriminator.

2.8.3 Improvements for E859

The first big improvement to the tracking chambers for E859 was a completely new T2.

Improvements include 50% greater segmentation, one additional plane in both the U and V

modules and a more stable field configuration. Its size was also reduced, primarily in the

y-direction, to match the solid angle defined by T1. The X and Y modules were combined into

one G-10 block, as were the U and V modules.

A machining error in the T2UV G-10 frame resulted in wire angles that varied across each

plane. The problem is illustrated in figure 2-15 which shows two plots of the active area of one

T2U plane. Both figures 2-15a and 2-15b show the actual positions of each wire as solid lines.

In figure 2-15a, the dashed lines show the calculated wire positions assuming that the wire is

at the design angle (-30° in our funny coordinate system, see section 2.3) with one end in the

correct position. One can see, that on the side of the chamber where the wire positions have

not been fixed, they are about half of a wire space off. This is a result of a machining error - a

row of field and sense wires, and a row of cathode wires (half of a sense cell) are missing from

each end of the chamber. Although it is clear from figure 2-15a that this error results in wires

at different angles than intended, the less tractable problem is that the wires in the corners

are at different angles than the wires in the rest of the chamber.

This should be obvious with a little thought. Wires in the middle of the chamber, with both

ends in the horizontal pieces of G-10, have a constant shift, bz, and a constant height, y. So,

their angular shift,

60 = tan (-) - tan ( (1+ )) (2.1)

is constant. Wires in the corners have the same shift, bx, but they are shorter. So, 6xz/ and 60

are larger. Wires in the upper right corner have a shift in by, but the argument is the same.

This is illustrated more clearly in figure 2-15b, where the dashed lines show the calculated

wire positions assuming that the wires are at the angle of the middle wires (fit to be -28.830°)

with one end in the correct position.

This shift does not completely explain residuals observed when reconstructed tracks are
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Figure 2-14: Circuit diagrams of the MIT drift chamber electronics. See text for details.
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2.8. TRACKING CHAMBERS (T1-4)

a)

b)

Figure 2-15: Illustration of the machining error complicating the geometry description of the
T2 drift chamber. See text for details.
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used to predict the wire positions [Ste], so an angular correction to each wire is calculated as a

part of the general geometry determination procedure, see section 3.5.1.

The second improvement to the tracking chambers for E859 was the addition of three

planes of x-information, known as T3.5, to the downstream end of T3. One of these planes

was strung with high-resistive wires so that the y-position of a track could be determined from

the difference in the current recorded at opposite ends of the chamber. Although the new

x-information was very valuable for track reconstruction, see section 3.7, the resolution on the

y-position was very bad, and the information was never used. The cause of this failure was

never confirmed, but the working hypothesis implicates the FASTBUS ADC used during the

experiment. The specifications on this ADC indicate that it is much more sensitive to overshoot

than the CAMAC ADC that was successfully used during testing.

2.9 Henry Higgins

The heart of E859 was its dipole analyzing magnet, Henry Higgins, which was recycled from

a previous experiment3 . Henry Higgins has an ordinary steel yoke with a 0.84 x 0.42 x 2.4 m3

gap. There are two main coils and two sets of correction coils. There are field clamps to minimize

the fringe fields. All data analyzed in this thesis were taken with a 0.4T field corresponding to

a piL-kick of 0. 177 GeV/c.

Henry Higgins is canted 7.4°, clockwise as viewed from above, with respect to the axis

perpendicular to all spectrometer detectors.4 The field is vertical so that the particles bend in

the horizontal plane. The AGS polarity convention was adopted, which for our spectrometer

means that A-polarity fields bend positive particles away from the beam. Therefore A-polarity

fields point down and are assigned negative values. The opposite polarity is labeled B.

2.10 Trigger Chambers (TRI, TR2)

Two multiwire proportional chambers were added to the spectrometer in E859 for use in

the second level trigger. The additional information they provided also greatly improved track

reconstruction capabilities, see section 3.7. TR1 is 481 x 311 x 3i in3 and is located between

T3 and T4, ~ 442 cm from the target. Ideally TR1 would have been located between T3 and

3The origin of the magnet name remains shrouded in mystery.
4It was placed at this angle before this author joined the experiment and before writing this thesis he had received

nothing but muttered curses in response to inquiries about why this was done. The motivation was to get a little more
acceptance for the lowest angle particles.
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Henry Higgins, because in its current position it reduces the acceptance for particles bending

towards the beam. This does not have any ramifications on this analysis but it does eliminate

acceptance overlap between angle settings that were used in previous cross-section analyses

to estimate systematic errors. TR2 is 721 x 471 x 4in3 and is located between T4 and TOF,

z 509 cm from the target.

Except for positioning and size, the chambers are identical. Both chambers were recycled

after many years of use as drift chambers in the BNL Multiparticle Spectrometer (MPS).

Details of their original construction can be found in [Etk79, EK80]. In E859, the chambers

were reconfigured as single-plane wire chambers (no time information was recorded) giving

information on particle positions in the spectrometer bend plane. The frames are constructed

with a polyester-fiberglass composite and mounted on an aluminum plate. The wire separation

is 1/4" and the depth of the active area is 1/4". Anode wires are 0.001" diameter gold-plated

tungsten, cathode and field wires are 0.003" diameter stainless steel. The gas mixture was

70% argon plus 30% isobutane bubbled through dimethoxymethane. Operating voltages for the

chambers were - 2.5 kV for the anode and cathode wires and s 2.2 kV for the field wires. A 9.5 V

threshold, divided down by ten on the chamber, was applied. Chamber readout was performed

using the LeCroy Proportional Counter Operating System (PCOS) described in section 2.14.4.

The efficiency was observed to be in excess of 99%, see [Sun94]. Cross-talk of 5-10%

was caused by tracks crossing more than one cell, and by noise on the rather old pream-

plifier/discriminator cards.

2.11 Time-of Flight Wall (TOFW)

The TOFW is a 160-element plastic scintillator "picket-fence" hodoscope arranged in an

arc (R w2.4m) roughly 6.6m from the target. Each slat is 1.6 x 1.6 x 78cm3 except for every

sixteenth slat which is twice as wide.5 This makes for rather bizarre distributions of dn/dslat,

the deciphering of which is one of the rites of passage for any new heavy ion group member. The

distance from the target was a compromise balancing the need for excellent timing resolution

with the need to collect kaons before they decay (cr = 370.9 cm). In its current position, roughly

58% of 1 GeV/c kaons survive to the TOF wall. The TOFW slats had distribution of oTOF that

was peaked at 100psec with a tail extending to - 120psec, see section 3.6.3 for details. A

conservative position was taken for particle identification (PID), with TOF = 120psec fixed

5The presence of double-wide slats was due to difficulties in the geometrical arrangement of the phototubes. Extra
space was needed, so the sixteenth slats were widened to maintain hermiticity of the TOF wall.
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for each slat, see section 3.8 for details. With this timing resolution, the pion and kaon 3o tails

do not begin to overlap until p - 1.8 GeV/c.

In order to provide both timing and energy loss information, the analog signal is passively

split and sent into both a TDC and an ADC. The ADC information is used to make charge

cuts in the particle identification code, see section 3.8. This information is also vital because

a particle's recorded time can have a pulse-height dependence of as much as 20psec. If not

accounted for, this would result in a severe worsening (10-20%) of the ideal resolution. This

effect is known as a slewing effect or a time-walk effect [S+86].

Details of our entire TOF calibration procedure, including the correction for the slewing

effect, can be found in section 3.6.

2.12 Gas Cerenkov (GASC) and BACK Counter

The segmented GAS(C is located immediately behind the TOFW, 8.2 m from the target.

It consists of 40 cells inside an cylindrical aluminum tank. The tank is filled with 4 atm

(absolute) of Freon-12, corresponding to an index of refraction, n = 1.0045. There are two

different sized cells, 23 x 28 x 72cm3 and 23 x 28 x 101cm3. The cells are constructed with

aluminized-mylar and have an elliptical mirror at the downstream end to focus the Cerenkov

light onto a phototube. The index of refraction of the Freon-12 is monitored with a Fabry-Perot

interferometer. The photomultiplier gain is monitored with an LED system.

The GASO( was constructed to separate pions from kaons (and electrons) when the momen-

tum is too high for the TOF information to be sufficient. The momentum threshold to fire the

GASC, given by

Pe= (2.2)

is mass dependent. The GASSC can decide between two different mass hypotheses, ml and

mn2 , if a particle's momentum lies between pi (ml ) and pe (m 2). Table 2.2 lists Pe for different

particles in the GASC.

Between its Freon-12 and its aluminum housing, the GASO represents ~10% of an interac-

tion length. Some PID decisions require that a track not fire the GASO(, but for this decision to

be valid, one must make sure that the track traversed the entire GASO. This is why the BACK

counter was built. It uses the same technology as the TMA, see section 2.6, but it is arranged

as a flat wall behind the GASC. It consists of 1536 10 x 12 cm2 pads.

A more detailed description of the construction of both the GAS(C and the BACK can be found
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Particle p0 (GeV/c)

e 0.0054

It 1.12

7r 1.47

K 5.20

p 9.88

Tlble 2.2: GASC momentum thresholds for different mass particles.

in [Kur92]. See section 3.8 for a detailed account of how these two detectors are incorporated

into the PID decision.

2.13 Data Acquisition System and Trigger Supervisor

The brain of E859 consists of the Data Acqusition System (DAQ) and the Trigger Supervisor

(TS). More detailed writeups can be found in [W+87, L+87, WIL87]. The DAQ and the TS, while

distinct, are very intertwined. I will therefore combine them into one discussion. Together they

are responsible for many tasks:

* Making a trigger decision based on multiple trigger inputs and second-level vetoes.

* Providing all experimental control logic. This includes BUSY and FAST CLEAR signals,

start signals and gates for TDC's, ADC's, etc., and interrupt signals for crate readout

controllers.

* Reading out all CAMAC and FASTBUS data.

* Assembling the data into event data structures.

* Translating the data from geographical addresses (e.g., crate, slot and channel) into logical

addresses (e.g., chamber, plane and wire).

* Porting data to storage media.

The DAQ and the TS are implemented with three crates of VME modules and a VAX 11/785

host computer (BNL802). The maximum sustained throughput was 165 kByte/s. A schematic

of the DAQ, the TS and their communication links is shown in figure 2-16.

The single most important part of the DAQ is the 68010 microprocessor-based VME module

known as "the Chairman." This module manages the activities of all fellow residents of the
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Figure 2-16: Schematic of the E859 data acquisition system. See text for details.
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DAQ "Master Crate." These modules in turn control readout, translation and formatting of all

of the experiment's data and allow communication among the different DAQ VME crates and

between the DAQ and BNL802.

Eight 68000 microprocessor-based Intelligent CAMAC Interfaces (ICI) reside in the Master

Crate [SL87a]. These modules are commonly referred to as "XYCOM's" after the microprocessor

manufacturer. The XYCOM's allowed parallel read out and translation of all the experiment's

CAMAC data with each XYCOM processing one CAMAC crate of data.

A FASTBUS/VMXinterface was another member of the exclusive Master Crate club [SL87b].

This module allowed communication between the DAQ and several FASTBUS crates controlled

by LeCroy 1821 Segment Managers. The Segment Managers were responsible for readout of

all the experiment's FASTBUS data. Translation was performed in the processor elements

described below.

The first of two VME crate interconnect modules in the Master Crate allowed communication

with the DAQ's second VME crate. This crate consisted of 15 68020 processor elements. These

processor elements were responsible for translating FASTBUS data and formatting the events

using the YBOS software package developed at CDF [Qua89]. This package provides memory

management and data structures, known as "banks." Each event is comprised of a YBOS bank

for each detector plus two YBOS banks that identify the event according to number, type, etc.

(LRID), and contain the trigger summary for the event (EVCL).

The second VME crate interconnect module in the Master Crate allows communication

with the Trigger Supervisor (TS). The TS is designed to allow the user to control and monitor

the trigger conditions for the entire experiment. During normal running the TS is run in a

"coupled" mode in which each detector shares a common trigger, a common BUSY signal and

common gates. An uncoupled mode is supported for detector testing purposes. If the TS decides

that an event should not be kept, FAST CLEAR signals are issued and BUSY signals are held

for 6 psec. If the TS decides to keep an event, interrupt signals are sent to the DAQ which

begins event processing.

The TS can take up to eight trigger inputs from each of a maximum of sixteen partitions.

Each trigger input could be scaled down by as much as 224. Typically, less than five of these

inputs were ever simultaneously used. See figure 2-17 for a schematic of the TS inputs.

The TS was designed in anticipation of the development of second level triggers implemented

as vetoes. A partition's positive first level trigger decisions can be revoked if a veto signal arrives

within a hardware-settable pause interval. For most of E859 running this pause interval was

set to 40psec. Another TS feature was known as "veto-override." This is the ability to configure
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Figure 2-17: Electronic diagram of the first level trigger inputs to the E859 trigger supervisor.
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2.14. TRIGGERING

any of a partition's eight individual triggers to ignore the second level veto. This feature was

exploited by taking data, known as "veto-out runs," where the second level veto was recorded,

but its decision was ignored by the TS. These runs were used as diagnostic tests to study any

second level trigger bias, see section 3.1.9.6

The last module in the Master Crate is a DR11-W link that allows communication between

the DAQ and BNL802. BNL802 served as a human interface to the DAQ and the TS. BNL802

allowed the user to configure the trigger conditions, monitor the performance and start and

stop runs. It was also an interface to two 6250 bpi 9-track tape drives (used for permanent

data storage) and a disk-resident event-pool (used for online analysis and monitoring). In

order to synchronize the configuration and initialization of the second level trigger with the

beginning of a run, BNL802 was made to communicate with BNL859, the VAX 3400 computer

that controlled the second level trigger. See section 3.1.5 for details of how this was done.

2.14 Triggering

A trigger is simply an indication, from some piece of equipment, that an event is interesting

and should be kept for further analysis. In E859 we have used a number of different triggers

based on beam definition, event characterization and particle identification. The following list

contains the functional definitions of all the triggers used for this analysis.

* BEAM - Selects beam particles with the correct charge and trajectory.

* INT Selects valid beam particles that undergo an interaction as determined by the

amount of forward-going charge.

* TMA - Selects violent collisions by counting the number of charged particles.

* SPEC -. Selects events that have a track candidate in the spectrometer.

* LVL2 - Selects events that have a programmable number of PID track candidates in

the spectrometer.

Triggers are often segregated into different "levels" according to rather arbitrary time def-

initions. First level triggers are the fastest, usually t < 1psec. They generally consist of fast

hardware decisions such as the presence or absence of a discriminator level (e.g., Was this

scintillator hit?"). Second level triggers are slower, with t < 1 msec. Second level trigger deci-

sions are usually made using harware lookup tables. Third level triggers can take much longer,

6A trigger that throws out interesting events, in a non-random fashion, is called biased.
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and usually involve some sort of online software analysis, e.g., fast reconstruction, etc. Each

level of triggering must reduce the the rate of events that need to be analyzed by the more

time-consuming succeeding levels.

2.14.1 BEAMand INT Triggers

All trigger decisions start with a valid beam particle. The various detectors that make

up the beam definition system are described above in section 2.5. The logic diagram for the

various beam counter triggers and scalers is shown in figure 2-18. The BEAM trigger selects

beam particles with the correct charge and geometry. Its definition in terms of the various

beam counter detectors is given by:

BEAM = UDEW A HOLE A PRE A BTOTu A BTOFu A BTOTH A BTOFH, (2.3)

where the overbar indicates complementary logic.

UDEW and HOLE enforce geometry constraints. PRE is a signal that rejects events that

arrive within a settable follow time of the previous event. Events that are followed too closely

by another event are accepted, but marked with a FOLLOW bit that can be used to reject such

an event in offline analysis. In E859 the follow time was only 100nsec. This is significantly

less than it was for E802 since the beam rates were much higher. In order to provide further

protection, two new bits of event-time separation information were recorded by E859. For each

event with the INT bit set, INTPRE and INTFOL were set if there was an interaction in a

10 psec window before or after the given event. If two particles arrive within 6r 10nsec,

the rise times associated with the beam trigger electronic modules make the second particle

invisible to both PRE and FOLLOW logic. These events need to be eliminated with cuts on

the charge deposited in the beam counter scintillators. BTOTu and BTOFu are the signals of

their respective counter filtered by a discriminator with an ultra-high threshold set to reject

any particles above the standard charge state. This helps to filter events in which two beam

particles arrive inside of the PRE blind spot. BTOTH and BTOFH are the signals of their

respective counter filtered by a discriminator with a high threshold set to reject any particles

below the standard charge state.

The definition of INT is very straightforward:

INT = BEAM A BE. (2.4)
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Figure 2-18: Beam counter trigger logic diagram.
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The bullseye detector, decribed in section 2.5, will fire if the amount of charge deposited indi-

cates that the beam particle remained intact.

Typically BEAM and INT triggers were scaled down by some factor, N, so that they made

up t 5-10% of the accepted trigger mix.

2.14.2 TMA Trigger

A sum of the discriminated TMA pad outputs is formed and the output is used as a first level

centrality trigger.7 The discriminator threshold determines the centrality level below which

events were rejected8 . The procedure for setting the TMA threshold was admittedly primitive.

First, an INT scaledown was calculated as:

1 ~target1centrality it(2.5)
= centrality. target "targetout, (2.5)

N 01fint -lint

where centrality is the fraction of the interaction cross section that you wish to trigger on and

aint and inet out are the interaction cross sections with the target in and out respectively.

Next, the discriminator threshold is adjusted until the TMA and INTIN scalers, integrated

over - 10 spills, are equal. A strict cut can be made offline, and some intricate mechanisms

for determining the number of struck TMA pads corresponding to a particular centrality have

been developed in the cross-section analyses [Mor94]. The analysis presented in this thesis is

relatively insensitive to the exact cut, see section 4.2.6.

2.14.3 SPEC Trigger

A SPEC trigger gives a very fast indication of the presence of a track candidate in the

spectrometer. The trigger definition is given by:

SPEC = FO TRI A TR2 A TOF. (2.6)

The addition of TRI and TR2 made the E859 version of the SPEC trigger much more restrictive

than the E802 version. Even so, it was nothing compared to the power and grandeur of the

E859 LVL2 trigger. A SPEC2 trigger, which required two TOF hits, was also available. This

7We unthinkingly call the TMA sum a centrality trigger. This is a measure of our confidence that multiplicity and
centrality are well correrlated variables. This confidence has been earned by the high degree of correlation between
TMA, ZCAL, and PBGL, each of which measure a different variable expected be correlated with centrality. See
appendix E for details on ZCAL and PBGL.

8This trigger could be trivially complemented to run in peripheral mode where events above some TMA threshold
were rejected. This feature was used to measure r+ correlations in peripheral collisions. [Sol94]
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trigger was not used in this analysis since p triggers were taken in conjunction with the 2K+

triggers.

2.14.4 Second Level Trigger (LVL2)

If Henry Higgins is the heart of E859 and the DAQ is its brain, then surely the LVL2

trigger is its soul, its very reason for existence. As you might imagine, I had a hand in the

development of the trigger and I admit to being somewhat emotionally attached. All discussion

of the software necessary to control, configure and debug the LVL2 trigger is postponed to

section 3.1

Motivation

As stated in section 2.1, the goals of E859 all required the enhanced collection of rare

events.

"Why not turn the beam intensity up? You said in section 2.2 that the AGS beam

intensity was 500 times greater that used by E859."

Good question. In fact, most E859 detector systems saturate at an interaction rate of 2 x

104 interactions/spill (obtained with a beam intensity of 2 x 106 28Si/spill and a 1% interaction

length target). The problem is that this rate is more than an order of magnitude beyond our

DAQ processing capability. Since E802 did not have a LVL2 trigger, it could only utilize a

beam rate of - 5 x 104 28Si/spill. Most interactions contain nothing of interest that has not

already been studied in detail by E802. Some, but not enough of the uninteresting events can

be eliminated by the first level triggers discussed above. So, a decision was made to develop

a second level trigger and utilize the veto-input feature of the TS, see section 2.13. The LVL2

trigger was supposed to filter out as many of the remaining uninteresting events as possible.

The filtering capability of the trigger is expressed in terms of a quantity known as the

rejection factor. The definition of the rejection factor is very simple:

LVL1
R LL (2.7)

LVL2'

But, one has to be careful about the definitions of LVL1 and LVL2:

*LVL1 - Since LVL1 triggers can be configured to ignore the LVL2 veto decision, only

count those LVL1 triggers that can actually be vetoed.
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*LVL2 -+ Similarly, only count those LVL2 triggers which have started as a vetoable LVLI

trigger.

Rejection factors will be discussed in more detail later in this section.

The following requirements for the LVL2 trigger were decided upon:

* The trigger needed to be able to perform online track reconstruction and PID in order to

selectively filter on rare particles such as Ki and p.

* There is no external clock in a fixed-target environment, so the trigger needed to be data-

driven. Data-driven simply means that the presence of data begins the processing cycle,

each stage of which generates control signals that drive the processing to completion.

* The trigger configuration (e.g., the number or type of particle demanded) needed to be

easily programmable.

* The trigger decision needed to be made very fast (< 100 psec) so as not to contribute to

the experimental dead time. This motivated a hardware lookup table approach.

* The trigger needed to achieve rejection factors of roughly R = 10. More than this was

desirable for the rarest events (e.g., 2 K+ and p) and less than this was acceptable for

more abundant events (e.g., 1 K+ at the most forward angles). See table 2.3 for a list of

the actual rejection factors achieved.

Rejection Factors

A brief discussion of rejection factors is necessary to gain an understanding of what a

trigger can and cannot do. Throughout this discussion the deadtime contribution of the LVL2

trigger, which is small, will be ignored.

We first write an expression for the ratio of the number of good events written to tape per

spill under two different beam intensity and/or trigger conditions:

GI _ fR2E2 (2.8a)
G--~ = fR 1E 1

R2 E2 (2.8b)

where:

f _ fraction of interesting events in an untriggered sample. (2.9a)
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R1, R2 - rejection factors. (2.9b)

El, E2 - events written to tape per spill. (2.9c)

This formulation assumes that the trigger does not throw out any event of interest. This

assumption had better be good.

To understand the implications that this has on the trigger, consider the following extreme

cases:

* Beam Limited - This refers to situations in which the beam intensity is maximized,

because of radiation concerns, saturation of detectors, etc., but the event collection rate is

below the DAQ maximum. In this case, the product RE is a constant because every event

that is rejected is just one less event written to tape. Under these conditions a trigger will

not help very much. If rejection factors are increased beyond this point, the interesting

data will be more strongly concentrated on the data tapes, but it will take proportionately

longer to fill a data tape.

* Tape Limited - This refers to situations in which the DAQ is completely saturated, or can

be saturated by increasing the beam intensity. In this case the event rate is constant and

the collection rate for interesting events will increase by the rejection factor.

Table 2.3 shows the rejection factors that the LVL2 trigger achieved under different experimen-

tal conditions. In many cases, E859 was brought to the beam limit goal. Some attempted trigger

conditions left the experiment so beam-limited that complementary data could be productively

taken in parallel (e.g., K+ , K-, and p).

I would now like to re-express equation 2.8 in terms of the experimental live time because

this is a number that can be quickly determined from the experimental scalers. We first write

an expression for the fractional live time in terms of the number of events written to tape:

TtE
L 1 - T (2.10)

where:

Tt time to write an event to tape. (2.11 la)

E - events written to tape per spill. (2.11b)

T. spill time. (2. 11c)

This assumes two things:
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Trigger System Angle Field RF
14 4A 6.7

4B 5.1
24 4A 9.8

K+/K-/p Si+AI 4B 10.3
34 4A 13.9

4B 15.5
44 4A 21.7

4B 24.0
14 4A 4.8

4B 3.6
24 4A 8.1

K+/K-/p Si+Au 4B 7.2
34 4A 13.5

4B 13.3
44 4A 20.5

_ ____ ,______________ ______ 4B 19.6
24 2A 2.4

2B 2.6
K+/K-/p Au+Au 34 2A 4.1

2B 4.5
44 2A 7.5

2B 9.2
5 4B 2.7
14 4A 20.7

K-/p Si+AI 4B 10.0
24 4A 31.0

4B 23.6
5 4B 2.5
14 4A 13.8

K-/p Si+Au 4B 7.7
24 4A 25.0

4B 19.1
p Si+AI 14 4B 19.0

24 4B 48.0
P Si+Au 14 4B 11.0

24 4B 29.0
K+ Si+AI 5 4A 2.4
K+ Si+Au 5 4A 2.0

2K*/F Si+Au (central) 14 4A 15.3-
2_ + Si+Au (central) 19 4A 10 .6b
2r- Si+Au (peripheral) 14 4B 8.4

2ir-/A Si+Au (central) 14 4B 3.4
27r+ Au+Au (central) 21 4B 2.8

'Trigger conditions for the 2K+ data set in this analysis.
bTrigger conditions for the 27r+ data set in this analysis

'able 2.3: LVL2 rejection factors under different experimental conditions. Data sets are
minimum bias unless otherwise noted.
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1. All experimental dead time results from writing events to tape. This is a good assumption,

and without it the above expression is complicated by additional terms to account for the

dead time arising from LVL1 trigger decisions.

2. The time to write an event to a tape does not depend on the trigger type. This assumption

is good to 30% if we compare triggered and untriggered events. It is much better

than this if we are comparing two different LVL2 triggering conditions. Without this

assumption, the above expression would have to be written as a sum over event types of

different sizes.

If we substitute equation 2.10 into equation 2.8, we obtain:

G1 R2 (1 - L2) (2.12)
G2 R1 (1 - L 1)

Note that singularities are avoided because L = 1 corresponds to the situation where no events

are being written to tape. It may seem counterintuitive that the number of good events written

to tape per spill decreases with live time. But, remember that the live time is inversely

proportional to the number of events written to tape.

Design Decisions

The LVL2 design requirements outlined at the beginning of this section resulted in the

decision to implement the trigger logic, almost exclusively, with commercially available CAMAC

modules from the LeCroy ECLine family. This decision had many advantages:

* The modules were designed, debugged, supported, and replacable.

* The modules were not application-specific. This made them flexible enough to reconfigure

as the trigger design evolved. For instance, the late addition of a lookup table with infor-

mation on a particle's charge allowed a 2K/p trigger condition not originally anticipated.

This greatly enhanced our p yields [Rot94]. This same modification made a A trigger

possible [Sun94].

* CAMAC resident modules are easily programmable.

* Data are processed on the LeCroy-standard ECLbus, a front-panel 16-bit bus using differ-

ential ECL levels. At 10 MHz the ECLbus is 10 times faster than the CAMAC backplane.

Since the bus connections are twisted-pair cables, the configuration is customizable.
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*The modules are designed to be operated in a data-driven mode. Every one is equipped

with Output and Output Ready (OR) signals. The timing relationship between these two

signals is exactly that required for the Input and Input Enable (IE) gates of following

modules. See figure 2-19 for an example timing diagram.

a) Output Signals

Output Data
-10 nsec

Output Ready

b) Input Signals

Input Data
~10 nsec

Input Enable

Figure 2-19: Timing diagram of LeCroy ECLine input and output signals. Note that the
relationship is the same, which allows the output from one module to be used as the input to
following modules, precisely the condition required for data-driven processing.

The Basic Idea

Figure 2-20 is a flow chart showing the trigger logic basics. The LVL2 trigger decision is

based on information from TR1, TR2 and TOF. With the receipt of a valid LVL1 trigger, the

LVL2 digitization continues to completion in m 5 psec. At this point, data are loaded into the

LVL2 trigger processor elements which loop over all combinations of hit TR1 wires and hit

TOFW slats. For every TR1-TOF combination, a lookup table (MLU-TR2P) is interrogated

to predict a corresponding TR2 hit from straightline geometry. Only tracks that could have

originated from the target are allowed. In parallel, other lookup tables are interrogated to

determine the momentum (MLUMOM) and velocity (MLUDPATH, MLUTOFCOR) of the

particle candidate. For tracks confirmed on TR2, the momentum and velocity are presented
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Figure 2-20: LVL2 trigger flow chart. See text for details.
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to a lookup table (MLUPID) that contains PID cuts in any projection of these two variables.

In practice, the cuts were always momentum and mass windows. The trigger contains further

logic that allows it to count to two. A BUST condition can be enforced, in which a single TOF

slat is allowed to contribute a maximum of one track (MLUTOFCHK). If processing finishes

within the TS pause interval (40 psec) and the event fails to satisfy the desired physics condition

the LVL2 veto signal is issued and the event is rejected. If there are so many combinations

(># 100) that the trigger processing does not finish within 40 psec, then the event is kept for

further analysis. Such events are called "timeouts."

Ideally, the start of data digitization would be signaled by the presence of a vetoable LVL1

trigger. Unfortunately, the TS takes 250 nsec to make a decision. This delay would have

required the installation of many spools of delay cables to enforce the correct overlap between

signals and their required gates. To avoid this, data digitization is started with the EVENT

STROBE signal gated on computer busy. EVENT STROBE is split; one branch clears all

countinghouse trigger modules, the other branch is used as the gate for TR1, TR2 and TOFW

signals. A delayed version of the same event's EVENT STROBE is used to clear the TR1, TR2

and TOFW readout devices. The delay value is set to be 6 270 nsec if the TS decides that

an event passes no LVL1 criteria, and 6 40 psec if the event does satisfy some LVL1 trigger.

More details can be found in [CL91].

The Trigger Modules

In the following sections I will outline the fiunction of each module used in the LVL2 trigger.

I will start with those modules used to read out TR1 and TR2. Next, I will discuss the modules

needed to digitize the TOFW information. Finally, I will discuss those modules that are used

by the trigger to process this data.

Loading TR1 and TR2 (PCOS IM) TR1 and TR2 information is processed with modules

belonging to the LeCroy Proportional Counter Operating System (PCOS III). PCOS begins

with chamber-mounted preamplifier/discriminator cards that are read out by CAMAC resident

Delay-and-Latch modules. These modules are controlled by a dedicated CAMAC crate controller

which provides zero-suppressed bit patterns of hit wires across the ECL bus. Computer control

of the crate controller is achieved with a MicroVAX 3400 workstation and another LeCroy

CAMAC module, the Databus Interface. For a more detailed discussion of the E859 PCOS III

implementation, see [CL91].
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16-channel Preamplifier /Discriminator Card (LeCroy Model #2735) A computer-controllable

threshold of up to 7.7 V was available. To reduce cross-talk, this was bypassed by a 9.5 V

external threshold. Applied thresholds were divided by a factor of ten on the chambers.

32-Channel Delay and Latch (LeCroy Model #2731a) These modules reside in a dedicated CA-

MAC crate, slaved to a specialized crate controller described below. Each module receives

data from two 2735 cards across twisted-pair cables.

Internal wire-wrap headers are available to obtain ungated (prompt) signals for each input

channel. These were connected as grand-OR's to TTL open collector outputs. Outputs

from each module were daisy-chained so that the resulting signal indicated the presence

of one or more hits in each chamber. These signals were used to create a SPEC trigger

more restrictive than that used by E802, see section 2.14.3.

Data present in the 2731a modules in coincidence with an EVENT STROBE signal are

latched (stored) in order to be read in by the trigger processing elements. The 2731a's

have a very nice feature, called 'Ripplethru Delay', which eliminates the need for delay

cables to insure correct coincidence between the chamber data and the EVENT STROBE.

This feature is a computer-controllable in-module delay, 6 < 782.5 nsec. This time was

not long enough to incorporate the TS LVL1 decision, so the trigger digitization needed to

be started with EVENT STROBE. Steering bits allow data from different 2731a modules

in a single crate to be read in by distinct trigger processor elements.

Digital Readout Controller (LeCroy Model #2738) One of these modules resides in the E859

PCOS crate where it manages the 2731a modules. This module presents the trigger

chamber data to the trigger processing elements, zero-suppressed and in ascending nu-

merical order, via the ECLbus. Data Ready (DR) is a control signal provided to indicate

the presence of valid data in a matter compatible with this next stage of the trigger. A

BUSY signal, whose trailing edge indicates that the last hit has been processed, is also

provided. Figure 2-21 shows a timing diagram of the 2738 control signals.

Databus Interface (LeCroy Model #4299) This module provides computer access to the PCOS

modules. It allows the user to set the 'Ripplethru Delay' and the 2735 thresholds. It also

allows the user to load and read test wire patterns. This feature was expanded into a

series of diagnostic programs detailed in section 3.1.7.

Loading TOFW The inverted NIM outputs from the TOF discriminators in the counting-

house are delayed and input to BNL-designed NIM/ECL converters. These converters are
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Figure 2-21: Timing diagram of the 2738 control signals. From [CL91].
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single-slot CAMAC modules that accept 16 channels of NIM input through rear-panel connec-

tors and present their ECL equivalents on a 34-pin front-panel connector. These signals are

input to a LeCroy 16-channel Time-to-FERA Converter (TFC) module. The output of these

modules were designed to be input to the LeCroy 16-channel Fast Encoding Readout ADC

(FERA). Together the TFC and FERA make a fast (;5psec) 16-channel TDC, and are known

as a FERET.

16-channel TFC - (LeCroy Model #4303) The TFC module is designed to create a constant am-

plitude pulse with a time duration equal to the difference between the input START and

STOP signals. With a front-panel potentiometer the amplitude of the TFC output can

be adjusted such that the product of the amplitude and longest acceptable gate exactly

saturate FERA dynamic range. The timing resolution of the TFC/FERA system is limited

to z 50 psec/channel. The FERA 10-bit dynamic range would thus naively translate into

a 50 nsec maximum TOF. Unfortunately, any signal within 40 nsec of the START gate has

a less-than-linear response. So 8 - 1 particles were timed such they arrived at the TFC

modules 40 nsec after the START. The charge output of a TFC given a 40 nsec gate is equal

to the charge that would be produced by a 20nsec gate if the response was completely

linear with the slope in the linear region. Thus, this non-linearity reduced the maximum

TOF to 30nsec. Figure 2-22 shows this graphically. The 30nsec gate width has implica-

tions for the LVL2 trigger's ability to process slow protons which can have TOF 80 nsec

in our spectrometer [Rot94].

16-channel FERA - (LeCroy Model #4300B) Two FERA options were available that balanced

dynamic range against digitization time. The option with 10-bit dynamic range and

4.8 ps digitization time was chosen. The TFC output charge is fed into a FERA which

produces a digital value proportional to the time interval between the START and STOP

signals, subject to the non-linearities discussed above. Like PCOS, the FERAs present

zero-suppressed data, in numerically ascending order, via the ECLbus. The computer-

controllable pedestal subtraction feature is very important to the particle identification

ability of the trigger. This allows us to calibrate the absolute To for each channel to within

50 psec, see section 3.1.4.

FERA System Driver - (LeCroy Model #4301) This module collects and distributes all common

command and data signals for up to 22 model 4300B FERA's. It also contains a digital-

to-analog converter for FERA calibration.
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Figure 2-22: LeCroy Model #4303 TFC response and dynamic range.

Trigger Processing Elements As described above, information loaded into the trigger pro-

cessing elements from TR1, TR2 and TOF is used to determine whether or not an event passes

the physics cuts of interest. This section details the data and control signals of the necessary

modules.

Arithmetic Logic Unit (ALU -LeCroy Model #2378) The ALU has several different computer-

selectable options. It can perform simple arithmetical and logical operations on two

16-bit input words producing 32-bit output words. There are also "accumulator modes"

which operate on one input word and the result of previous operations. The LVL2 trigger

uses one ALU to add the times from each slat's two phototubes, TOFU and TOFD. This

model number is correct despite the fact that it is the same as the PCOS Digital Readout

Controller described above.

Data Array (DA -LeCroy Model #2376 a) The DA is a 1024 x 1-bit random access memory. The

LVL2 trigger uses one DA to store the values of TR2 hit wires. The input word consists of

a 10-bit "search address" and a 3-bit "search width" (SWI). If a TR2 wire is found within

the search width of the search address, the DA produces one output bit indicating good

status.
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2.14. TRIGGERING

Data Stacks (DS - LeCroy Model #2375) The DS is a 256 word sequential memory for 16-bit

data. There are several control signals that are crucial for the trigger looping scheme

discussed below.

There is a Write Pointer (WP) which points to the next available address, and a Read

Pointer (RP) which points to the next unread word. A write cycle is started when the DS

receives a Write Enable (WE) signal. At this time the word present at the front panel

input is written into the memory location given by WP, and WP is incremented. A read

cycle is started when the DS receives a Read Enable (RE) signal. At this time the word at

the memory location given by RP is presented to the front panel, RP is incremented and

a Read Ready (RR) signal is issued. The first write cycle also generates a read cycle and

the resulting RR signal is the start of the trigger loop.

These two pointers are independent, which allows readout to begin before data has been

completely loaded. It can also put the trigger into a condition where data readout has

caught up to data loading, i.e., RP = WP. Under this condition the DS behavior is de-

termined by the value of the All Data In (ADI) signal. If this signal is true, indicating

the WP will not advance further for this event, then attempting to read at or beyond the

current WP generates a Read OverFlow signal (ROF). This signal indicates that all data

in the stack have been processed. If ADI is false and RP = WP, then action is delayed until

one of these two conditions changes. If data is written into the stack thus advancing WP,

then readout continues normally. If ADI becomes true, then a ROF signal is generated as

detailed above. As discussed on page 99, a misunderstanding of ADI operation caused an

error in trigger operation during the beginning of its first PID run.

Data Register (DR -LeCroy Model #2371) The DR is a 1 word 16-bit memory. The LVL2 trigger

uses two DR's. One is used in the TOFW readout synchronization loop to store the Virtual

Station Number (VSN) of the current TOFW panel. The other is used in the "cluster-

buster" logic to store the TOF slat number of the previous valid track.

Flip-Flop (FF - BNL custom design) This is an in-house module designed to provide a CAMAC

flip-flop in ECL logic. The LVL2 trigger uses three of these modules. One in the logic

that the trigger uses to count to two. And, two (in the trigger configurations where the

one-particle and two-particle triggers have been separated) to latch trigger decisions until

TS interrogation at 40 psec.

Memory Lookup Unit (MLU -LeCroy Model #2372) The Memory Lookup Unit is a computer-

programmable 16-bit x 4096 word random access memory. The MLU input word requests
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the memory value at that same address to be presented as output. The 2732 allows the

user to trade input address space for output address space. In other words, the 16 x 4096

memory can be thought of as 4096 16-bit words, or 8192 8-bit words, or 16,384 4-bit

words, etc. The mode in which an MLU operates is computer-controllable and known as

the dimensionality, D. The number of output bits is given by 2D .

Acronym Meaning

WP Write Pointer Data Stack

WE Write Enable Data Stack

RP Read Pointer Data Stack

RE Read Enable Data Stack

RR Read Ready Data Stack

ROF Read Overflow Data Stack

ADI All Data In Data Stack

STAT Status Bit Data Array

SBR STatus Bit Ready Data Array

Table 2.4: LVL2 trigger signal acronyms. See text for details.

LVL2 Operation

Figure 2-23 is the complete LVL2 electronics diagram showing how the seven crates of

CAMAC modules described above were connected into the single-purpose computer we know

as the LVL2 trigger. It is difficult to get much more than the appropriate sense of awe from

this diagram. A x8 magnification color version exists for explanation purposes, but cannot be

included in a thesis. Figure 2-24 is a block diagram showing the geographical locations of the

different LVL2 functions. There is an exact correspondence between figure 2-23 and figure 2-24

which can be seen if the figures are overlayed. In the rest of this section I will describe the

operation of each of these functions in some detail.

Trigger Chamber Readout Data from the trigger chambers is processed by the PCOS III

dedicated controller described above. Steering bits direct TR1 information into a Data Stack

and the TR2 information into a Data Array. This happens much faster than the TOFW readout,

digitization and sychronization. It leaves the TR1 Data Stack (DSTR1) ready to go, its ADI is

true, RP = 1 and WP = # TR1 hits.
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Figure 2-23: LVL2 electronics diagram, see text for details. Courtesy of L.P. Remsberg.
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Figure 2-24: Geographical block diagram of the LVL2 trigger electronics. Adapted from [Zajb].
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TOFW Readout TOFW digitization takes 5 psec. The TOFW is divided into ten panels

with sixteen slats in each panel. Each slat is read out by two phototubes (UP and DOWN).

If one of the phototubes fails to fire there will be an unmatched entry in the TOFW readout.

Since we want to sum the times from the two phototubes to get the particle's time-of-flight this

entry must be eliminated. To do this, synchronization logic using two MLU's (MLUVSN and

MLUSA) and a DR (DRVSN) has been implemented.

The UP phototubes from each panel are read out a by single FERA. The same is true for the

DOWN tubes. UP and DOWN FERA's are each controlled by separate #4301 System Drivers.

Each FERA unit is programmed with a Virtual Station Number (VSN - the TOFW panel

number). Each FERA channel has a different Sub-Address (SA - the slat number in the panel).

Thus, VSN and SA uniquely determine the slat number. MLUVSN and MLUSA compare the

current slat numbers presented by the UP and DOWN System Drivers. If the number is the

same, the slat number and the times corresponding to each phototube are loaded into three

separate Data Stacks (DSSLAT, DS-TOFU and DSTOFD). If the slat numbers do not match,

the MLU's will issue signals to increment the System Driver corresponding to the side with the

extra hit. This is possible because the TOFW slats are stored in numerically ascending order.

A more detailed writeup of this synchronization logic can be found in [LeC87].

The PASS signal from the last FERA indicates that all TOFW data has been read out. The

logical OR of the PASS signals from the two controllers is used as the ADI input to all three

TOF Data Stacks. As discussed above, ADI indicates that all data has been read into a Data

Stack.

Our misunderstanding of ADI led to a trigger error for the first portion of the February

1991 run. At that point, only the DS SLAT ADI was being used; for DS-TOFU and DSTOFD,

ADI was disconnected and left in its default (TRUE) state. Occasionally the tracking loop

would catch up with the TOF sychronization loop (we will discuss the tracking loop in the next

section). If this happened, the read cycle would be inhibited in DS-SLAT since its ADI would

be correctly FALSE. But, in DS-TOFU and DSTOFD, ADI was TRUE. So, their read pointers

would be reset to zero and readout would begin with the times corresponding to the first slat.

If there were more slats to process after this condition, their information would be correctly

loaded into all three Data Stacks. The slat number would also be correctly loaded into the next

stages of the trigger processing. But, until the next event, the slat and timing information for

all slats would be mismatched. This led to a rather serious trigger bias and all PID triggered

data taken before this problem was fixed were ignored.

A similar, but harmless, error went unfixed until the September 1993 run. Once again the
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problem arose because the tracking loop could catch up with the TOF synchronization. Now

all ADI signals were properly set and if all currently loaded slat information had been read

(RP = WP), read cycles were suspended. This meant that the TOF ROF signal, which stops

the loop, was also suspended. This made it possible for the trigger to execute an extra loop.

This was a minor problem whose only ramification was a small worsening in the rejection

factors for two-particle triggers (e.g., an event with one pion looped over twice would count as

a two pion event). It did not introduce any trigger bias. The solution to this problem was to

postpone the start of the trigger processing until all of the slat information was read out of the

synchronization loop. This was achieved by adding the ADI signal into the RE input for the

three TOF Data Stacks.

This solution was a byproduct of our attempts to fix the last known remaining trigger

problem. This problem is more serious because it may introduce a trigger bias, but it affects

only a very small portion ( 1/2%) of the events. I will personally give a gold star to the

person who figures out what is causing this problem. The symptom of the problem is that a

slat, along with its TOFU and TOFD times, will be loaded into the TOF Data Stacks twice and

the following slat and times will be skipped over. The result of this problem may be only an

effective TOFW inefficiency which would not represent any bias. But, since the origin of the

problem is unknown, it is difficult to be sure that there is no bias.

Tracking and PID The trigger is essentially a hardware implementation of a nested do-

loop. It is much easier to combine the discussions of tracking and PID since both sections of

the trigger are processed in parallel and use many of the same control signals.

DSTR1 and DATR2 are loaded several microseconds before the slat Data Stacks. DSTR1

therefore has ADI set to TRUE. The first write cycle initiates the first read cycle, placing the

eight-bit TR1 wire number on the DSTR1 front panel and setting DSTR1 RR to TRUE. The

trigger is poised, eagerly awaiting the first slat write cycle. At that time the first read cycle is

also performed, the eight-bit TOFW slat number is presented on the DS-SLAT front panel and

DS-SLAT RR is set to TRUE. This starts the trigger loop since the logical AND of these two RR

signals form the Input Enable (IE) signal for several MLU's:

MLUTR2P -The input TR1 and TOF positions define a straight line, and MLU-TR2P returns

the number of the TR2 wire that lies on that line. TR1-TOF combinations that form a track

outside of the spectrometer return a non-physical TR2 wire number. The eight-bit DSTR1

and DS.SLAT outputs are combined into one sixteen-bit input address. This requires the

MLU's to operate in dimensionality, D = 0, rendering them capable of returning only one
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bit of output. Since we need eight bits to identify a wire number MLUTR2P is made up

of eight separate MLU's that each predict one bit of the wire number.

MLU.MOM -Assuming that a track originates at the target and undergoes no y-displacement,

its momentum is defined by its TR1 wire and TOFW slat. There are five output bits for

the magnitude of the momentum giving a momentum resolution of dp = 3% x pmo,. A

sixth output bit gives the track's sign. These MLU's also operate at D = 0, so six MLU's

are required for the six bits of information.

MLU.SWI - This MLU gives us the capability of having a slat-dependent search width (SWI)

around the predicted value of TR2. This is needed because the TOFW has slats of two

different widths. Since only the TOFW slat number (8-bits) is needed as input, MLUSWI

was operated at D = 4, allowing all three bits to be returned by one unit (along with 13

unused bits).

MLUDPATH - With the same assumptions used in MLU-MOM (known track origin and no

y-displacement) a track's TR1 wire and TOFW slat will uniquely determine its pathlength

in the spectrometer. This MLU returns the difference between the calculated pathlength

and the minimum pathlength (L -- 660cm). With three output bits, the pathlength

difference can be determined to only 12.5%. But, the maximum pathlength difference is

only -- 10% of the total pathlength, so bL/L < 1.25%. The pathlength for adjacent wires

and slats is so similar that the least significant bit of the TR1 wire number and TOFW

slat number were removed from the MLUDPATH input. With only fourteen input bits,

MLUDPATH could be operated at D = 2 which produces four output bits, of three were

used.

MLUTR2P and MLU.SWI strobe their outputs into DATR2 to look for a TR2 wire within

the search width of the predicted TR2 wire. The output of DATR2 includes a STAT signal (set

to TRUE if the wire is found) and Status Bit Ready (SBR), (set to TRUE when STAT is valid).

If STAT is FALSE, then processing for that track is finished. If STAT is TRUE, then MLU.PID

needs to be checked.

The track's velocity is being calculated in parallel with the above MLU operations and the

TR2 verification. The first step is to calculate the track's TOF with ALUTOFSUM according

to TOF = (TOFU + TOFD)/4. We divide by four (instead of two) because the extra accuracy of

the last bit is unnecessary. The (integer!) division is accomplished simply by leaving the two

lowest significance output bits unconnected. The output of MLUDPATH and ALUTOFSUM

serve as input to MLUTOFCOR which, despite its name, calculates the track's velocity. This
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table must be programmed with a timing offset that will allow it to correctly translate FERA

channels to a physical flight time, see section 3.1.3. We use nine bits of the MLU.TOFCOR

output.

The output of MLUTOFCOR and MLUMOM are the input for MLUPID which is interro-

gated for every valid track. This MLU is operated at D = 1, providing two bits of output. These

two bits can usually be interpreted as "one-particle" and "two-particle" bits. To set up a one-

particle trigger, define the desired valid PID region in momentum and mass. Set the MLUPID

value at the corresponding address to one. All particles in the defined window will produce an

MLUPID output of one which latches the LVL2 veto FALSE. To set up a two-particle trigger,

define the desired valid PID region in momentum and mass. Set the MLU.PID value at the

corresponding address to two. All particles in the defined window will produce an MLUPID

output of two. This signal enters the counting logic which will latch the LVL2 veto false if it

counts two valid tracks. Note that the trigger can be configured to accept one-particle triggers,

two-particle triggers, and logical combinations of one and two particle triggers. If we are willing

to make a few hardware modifications, we can even demand two different single particles (in a

logical AND or OR).

The LOOP-KICK signal is formed as the logical OR of STAT A SBR (from DATR2, TRUE

for invalid tracks) and the Output-Ready signal from MLUPID (only TRUE for valid tracks).

This signal pushes the trigger processing to completion. It does this by initiating read cycles on

DSTR1 and DSSLAT (by firing their RE inputs) after each combination finishes its processing.

Note that TR1 is the inner loop. This is enforced in hardware by the presence of the DSTR1

ROF signal as a logical AND in the DS-SLAT RE input signal. This blocks the RE input until

DS_TR1 has completed reading out its data. When DSTR1 has completed readout, its ROF

comes true and its RP is reset. When LOOP-KICK comes the next time, DSTR1 readout
begins again with the first TR1 wire and DS-SLAT is incremented to the next TOFW slat.

When DS-SLAT is finished processing its ROF signal is forced true. The logical AND of the

two stack's ROF signals (ROF A ROF)9 stops LOOP-KICK, indicating the completion of trigger

processing.

Counting and Busting Counting and Busting only occur for two-particle triggers. The

counting logic simply adds to two, while the BUST logic makes sure that the two particles come

from different slats. This reduces the amount of background accepted by the trigger. This does

not introduce any bias since slats that are hit twice will have erroneous timing information

9You are pronouncing this right if you sound like a dog.
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and will not be used in offline analysis.

The heart of the counting logic is a simple Flip-Flop. The Flip-Flop is initialized with Q =

FALSE and Q (necessarily) = TRUE. The MLUPID two-particle trigger output bit is logically

AND'ed with both Q and Q. The AND of the first particle to satisfy the two-particle trigger

condition with Q will be TRUE. This signal strobes the Flip-Flop so that Q is now TRUE

and Q is (again, necessarily) FALSE. This signal also strobes the track's TOFW slat into a

Data Register for use in the BUST circuitry. The AND of any other particles that satisfy the

two-particle trigger condition with Q will be TRUE. This signal strobes the Input Enable of

MLUTOFCHK with a sixteen-bit input address made up of the current track's TOFW slat

number and the TOFW slat number stored in the DR for the first PIDed track. If the TOFW

slat numbers are not identical, the trigger has been satisfied.

Diagnostics There are three diagnostic Data Stacks that store information useful for debug-

ging the trigger. DSFOUND stores the wire and slat numbers of TR1-TOF combinations that

formed valid tracks. These combinations are strobed in a second time if they satisfy the PID

cuts. DSILOVEU10 and DS-ELIOT 0°are strobed by LOOP-KICK, and thus store information

from every combination. Table 2.5 shows the bit representation of the stored information.

Data Stack Bits Information

DSLOVEU 0-8 MLUTOFCOR Output Word

9-14 MLUMOM Output Word

15 DA.TR2 STAT

DSELIOT 0-7 MLUTR2P Output Word

8-10 MLUSWI Output Word

11-13 MLUDPATH Output Word

14-15 MLUPID Output Word

Table 2.5: Information stored in the LVL2 diagnostic Data Stacks.
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Chapter 3

Collaboration Software

A tremendous amount of software needs to be written in order to make an experiment the

size of E859 work. In this section I will briefly describe the aspects of this software which are

vital to any analysis of data from the E859 spectrometer. Many of the software tools used by

E859 were developed at CERN and by the CDF collaboration at Fermilab. The experiment

uses both YBOS [Qua89] and ZEBRA [ZEB92] data structures. All collaboration standard code

is written using a program shell known as ANALYSIS CONTROL [SQ871. This shell provides

a convenient way to combine code for several different detectors into one executable. Many

important items are stored in several databases based on the VAX relational database (RDB)

utility [RDB87].

The original software design for the experiment called for three analysis passes. All detector

calibrations were to be performed as a part of PASS1. More complicated analyses, primarily

track reconstruction, were to be performed as a part of PASS2. PASS3 was to consist of particle

identification. In truth, these tasks have become scrambled over the years. Many of the

calibration procedures need to be performed in two stages interrupted by human intervention,

thus PASSO was born. PASS1 and PASS2 were subsequently combined into PASS12.l PID and

TOFW recalibration are both performed in PASS3.

As a result of this tangle, I find it easier to present this section as a series of program

chains, each addressing a specific problem. I will first discuss the software necessary to test

and implement the LVL2 trigger. Next, I will describe the procedures needed to calibrate all

critical detector systems. Next, I will describe the algorithms used to reconstruct tracks and

1New students may not yet appreciate how amused elder graduate students were when the author naively asked
what functions were performed in 'pass-twelve.'

105



CHAPTER 3. COLLABORATION SOFTWARE

perform particle identification. Finally, I will detail the software that creates the framework

for all experimental Monte Carlo calculations.

3.1 LVL2 Software

Operation and testing of the LVL2 trigger required a large and varied amount of software.

A MicroVAX 3400, known as BNL859, served as the host computer. Communication with

the LVL2 CAMAC modules was achieved with a Q-Bus interface daisy-chained between five

KineticSystems 2922 CAMAC crate controllers.

The remainder of this section describes the software written to perform the following tasks:

* Storage of LVL2 configurations in a run-keyed database - This database is extensively

used for offline trigger bias studies.

* Lookup table generation - This program chain translates the desired physics goals (e.g.,

2K+ , B= 4A) into the memory values of the nine different MLUs.

* TOFWcalibration -This program chain calculated the FERA pedestal values which, when

combined with a global offset, would return the proper flight time.

* Communication of BNL859 with the E859 data acquisition computer (BNL802) - These

routines coordinated the start of a run with initialization of the trigger and storage of the

trigger configuration in the LVL2 database.

* Trigger control - This includes routines to load the lookup tables into the MLU units and

routines to set the operational state of all trigger modules.

* Trigger 'exercising" - These are programs which initiate the looping action of the trigger

with known inputs. The trigger output can then be compared to expected values. These

routines also allow oscilloscope diagnosis of any trigger hardware problem.

* Online Monitoring - This program allows immediate diagnosis of a variety of known

LVL2 failure modes.

* Trigger Emulation -This program will reproduce trigger response in software given TR1/2

and TOFW input and a LVL2 configuration.
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3.1.1 INTER

Before discussing each of these different software tasks the INTER program needs to

be introduced. This program was written by many people, and more details can be found

in Mor94, Mor911. This program is based on the same KUIP interface as PAW. Many of the

functions described below are available as simple INTER commands. These commands may

take user-input parameters and have full documentation online thanks to KUIP's menu-driven

help capability.

3.1.2 LVL2 Database

The LVL2 database was designed, and access routines written by Dave Morrison. It is based

on the ZEBRA memory manager [ZEB92] augmented with generalized database manipulation

routines written by Brian Cole. The database stores a configuration keyed by the run number.

A configuration consists of the MLU contents, the FERA pedestals and the hardware map

which translates each CAMAC module into a crate and slot number. All interaction with the

database is achieved through the INTER program. For a more detailed writeup, see [Mor91].

3.1.3 Lookup Table Generation

The nine different LVL2 lookup tables can be divided into two broad categories. MLUTR2P,

MLUMOM, MLUDPATH, MLU-TOFCOR2 and MLUID depend on the magnet setting (field

and polarity); MLUVSN, MLUSA, MLUSWI, MLUTOFCHK do not.

Generation of tables that depend on the magnetic setting is a rather complicated process. In

the first stage a Monte Carlo simulation is performed. In this simulation, particles are tested

for acceptance in the spectrometer. All physics processes (energy loss, multiple scattering, etc.)

are ignored. The TR1/2 wires, TOFW slats, momentum and pathlength of all particles in the

acceptance are written to unformatted files known as data files.

In the next step the data files are read and average values of TR2 wire number, path-

length and momentum are calculated for each TR1-TOFW combination. The momentum and

pathlength are then binned. For the pathlength, L, we can calculate the bin size, AL:

AL = (3. 1)
(Lmax - Lmin) /NL'

where Lmin and Lmax are user-inputs, and NL = 8 since there are three MLUDPATH output

2MLUTOFCOR depends on the magnet setting only indirectly through its MLUDPATH input.
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bits. This process is slightly more complicated for momentum because of the optional presence

of an overflow bin. Momentum is binned according to:

(ppidmaicPmsul)/Np Pmin < P < Ppidmax = Pmaz

Ap = (spdm-pini-P /(N-1) Pmmin < P < Ppidmaz < Pmas (3.2)(Ppid- -p,,i,)/(N,-1)

32 Pmin < Ppidmaz < P < Pmaz (the overflow bin)

Pmin, Pmaz and Ppidmax are user-inputs, and Np = 32 since there are five MLUMOM output bits

(the sixth output bit indicates the charge of the combination and is ignored in this discussion).

The value of Ppidmax controls the size of the overflow bin.

The binned values of 6 are generated by looping over the binned pathlength and the possible

TOFSUM values. The user must enter the global timing offset whose value gives physical flight

times.

The analog mass corresponding to each momentum and fi bin is looped over to make the PID

physics table. PID cuts are imposed at the next stage, when the data is put into bit patterns

that can be used as MLU input. PID cuts are made at the INTER command line. Current

possibilities include momentum cuts, mass cuts and i cuts. There is also an option available

to call a user-written routine which will make any cuts desired. In practice, only momentum

and mass cuts were used.

The final step in lookup table generation is parsing the physics tables into bit patterns

suitable as MLU input. Although a menial task, this was not always trivial. Recall that the

MLUs have a programmable dimensionality which determines how its 4096 x 16-bit memory

is divided between input address space and the number of output bits. Most of our MLUs

operate in dimensionality, D = 0 which takes a 16-bit input address and presents 1-bit of

output. Unfortunately, the MLUs need to be programmed in dimensionality, D = 4, with 16-bit

memory values.

The easiest way that I find to discuss the programming of an MLU is to turn the problem

around and discuss which portion of the MLU memory a given input word will address. For

this discussion it will help to refer to figure 3-1. Consider the general case with arbitrary D.

The lower 12 bits of the input address are called the RAM address (RAM E [0, 4095]). The

upper 4 bits are called the nibble3 (nibble E [0, 2 4-D - 1]). The number of bits in the output

word (the region of the MLU memory being addressed) is given by S = 2D. RAM determines
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16-bit Input addrte

Is 1311 

nib I R a

15 14 13 12 1 1 9 8 7 5 3 2 1 

I I I I I I I I I I I1 

1

! I II 11 11 11 1 1 1 #1ii
I I I I I I rI I I I I I I I 4

Figure 3-1: Illustration of MLU interrogation. The lower 12 bits of the input address deter-
mine the column being interrogated. The upper 4 bits (nibble) and the MLU dimensionality
determine the row being interrogated. See text for details.
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which of the MLU's 4096 16-bit words is being addressed, nibble points to the first bit of output

word that is being addressed, B = S x nibble. Thus, for D = 0, the output word is always 1 bit

long, and the position of this bit is given by the nibble. Similarly, for D = 4, the output word is

16 bits and the first bit is always 0.

This process needs to be reversed when calculating the memory value with which to program

the MLU memory. So, for D = 0, sixteen different input addresses are combined to form one

MLU address value. For MLUTR2P and MLUMOM several MLUs each contain one bit of the

output and things get even more complicated.

3.1.4 LVL2 TOFW Calibration

In calibrating the LVL2 TOFW timing, there were only two variables we could adjust; a

global timing offset, To bal and the FERA pedestal values for each TOFW slat. Toba' needed

to be properly accounted for in MLUTOFCOR so that its values could be properly mapped into

physical flight times. The FERA pedestal values are effectively an offset for each slat, and are

automatically subtracted before the FERA values were loaded into the data stacks, see page 99.

The method for calibrating these constants was developed by Hiro Sakurai and Ole Voss-

nack. The FERA pedestal values were initially set to be 128, the exact center of their dynamic

range. Several runs were taken with both magnet polarities so that there would be negative

tracks illuminating both sides of the TOFW. Negative particles were assumed to be r-'s (< 5%

contamination) from which a value for Tl°baL could be obtained. With Tobal fixed, initial

FERA pedestal values could be obtained. The process was then iterated by using these cal-

ibrated FERA pedestals to identify r+'s which doubled the statistical accuracy of the FERA

pedestal values.

During the course of the run the timing calibrations were checked with the online monitor,

see section 3.1.8. Calibrations could be maintained within the 50psec FERET channel width

for every slat.

3.1.5 BNL802 and BNL859 Communication

Communication between E859's two computers is achieved through a set of four command

files run on BNL802 that use the VMS remote task feature. Each command file performs one

of the following tasks [Mora]:

1. Initialize the MLU contents.

2. Wait for indication that item #1 has finished.
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3. Record LVL2 trigger configuration in the LVL2 database.

4. Verify the MLU contents and put all modules into run mode.

3.1.6 Trigger Control

It is important to be able to easily control the state of the trigger, where the state of the

trigger is defined by:

* Which of the two mutually exclusive modes the LVL2 CAMAC modules are in. The

first, in which computer communication along the CAMAC dataway is possible, is used to

configure the trigger and for debugging. The second, in which intermodule communication

across the ECLbus is possible, is used to collect data.

* The MLU dimensionalities.

* The MLU memory values.

* The FERA pedestal values.

Subroutines, callable as INTER commands, exist to control each of these items.

3.1.7 Trigger Exercisers

The LVL2 trigger was designed to be data-driven. However, it needed to be tested without

wasting expensive beam. For this purpose, several programs were written which load the

trigger with fake data and use a computer-generated JUMP-START signal to begin the trigger

processing. These programs start the trigger at different points in its processing and are used

in a binary-search manner to diagnose hardware malfunctions. 4

The exercisers could be run in two modes. In the first mode, some output of the trigger

processing could be compared to expected values. This was usually the first thing tested. If

there were inconsistencies, the exercisers could be run in an infinite loop mode in which JUMP-

START is continuously strobed. This mode allows us to trace the trigger logic signals with an

oscilloscope.

All of the different exercisers are written up in great detail in [Sol91], but I will mention

each of the important ones:

4For example, the cabling to the flip-flop at the heart of the trigger might get pulled out by errant signal cables
attached to an oscilloscope needed by an overeager graduate student.
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* camacloop-test - This is the most primitive of all of the exercisers. Fake data is loaded

directly into DSTR1, DSTOF, and DATR2 and the trigger loop is initiated. The

DSFOUND output is checked to make sure the correct tracks are found. This pro-

gram does not load sensible timing values, so the PID portion of the trigger cannot be

checked.

* pcos-loop test -This exerciser goes one step beyond camacloop-test by loading the trigger

chamber information directly into the PCOS 2731a latch modules before initiating trigger

processing. After this stage it is identical to camac.loop test.

* mondoloop test -This exerciser loads TOFW information into the FERAs and so tests the

entire TOFW loading and synchronization portions of the trigger logic. Unfortunately it

is not possible to load a test bit pattern into the FERAs. Instead, we have to disconnect

the FERA input cables from the TOFW discriminators and strobe them directly. This

precludes loading physical times into DS-TOFU and DSTOFD and so this loop also fails

to check the PID portion of the loop.

* pidloop-test - As its name suggests, this exerciser was designed to test the PID portion of

the loop. The user is prompted for the minimum number of one-particle PID tracks, two-

particle PID tracks, non-PID tracks and non-track combinations with which s/he would

like to load the trigger. The program loads the current LVL2 configuration into memory

and randomly selects hit and timing information that will give the starting conditions

requested by the user.6 After the trigger completes its loop, the trigger emulator program

is run, see section 3.1.9. Diagnostic output from every MLU for every combination is

compared to the same output from a software version of the trigger.

3.1.8 LVL2 Monitor

A comprehensive online monitor program was vital to trigger maintenance throughout the

run. A VMS remote task was used to automatically write a small fraction of a run's events to

a disk using the DAQ's event pool feature. Once this file was closed, this same remote task

submitted a command file to run the LVL2 monitor program.

This program filled many diagnostic histograms, usually histograms that highlighted some

problem discovered during the developmental stage. Once the trigger was working, most of

6The randomization turned out to be important when it helped us find some combinations that were susceptible to
subtle timing problems. These timing problems resulted from the fact that the tracking loop finishes in a different
amount of time depending on whether a track is found or not.
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these histograms were not needed. They are still all filled, but almost none of them are

examined for every run. The histograms that are examined every run include:

* TRIV2 and TOFW distributions which show any dead elements.

* A series of different timing histograms which are used to maintain excellent TOF calibra-

tions.

3.1.9 Trigger Emulation

The trigger emulator program was written to perform a software version of all the trigger's

functions given TRV12 and TOFW input as well as a trigger configuration. This program first

accesses the LVL2 database and reads the requested MLU tables into memory. It then performs

the nested loop over TR1 wires and TOFW slats. Checks are made on valid tracks and valid

PID. There is logic to count to two, keeping track of the requested busting scheme. The trigger

decision is then returned along with diagnostic output showing the values of every MLU for

every combination.

The output of this program can be used to make sure the trigger is working, see section 3.1.7.

This information can also be used with veto-out runs to perform bias studies and rejection factor

studies.

3.2 Beam Counter Calibration

Like the TOFW, BTOT and BTOF have both ADC and TDC information.

There are no calibrations that need to be applied to the TDC information. All valid beam

particles must pass the beam species charge cut and so have a well defined energy deposition

in the beam counter scintillators. For this reason, there is no need for a slewing correction.

Since the BTOF signal defines the experimental start time, any drift in the TDC clock value

will result in a global offset, To"loba, see section 3.6.3.

To calibrate the ADC values, a Gaussian is fit to the AE = /ADC'1 ADC2 distribution

in a window around the peak and the fit parameters are stored in the calibration database.

This is an improvement over the old method in which (AE) and (AE 2) were calculated in a

similar window around the peak. The old method was more sensitive to the two-particle peak

that became prominent with the high beam intensities of E859. For each run the ADC's on a

given scintillator are gain-matched and an overall gain is calculated such that (AE) = Zbeam.

The relationship AE = CZb5m was determined empirically [Bea] and is used to extract the
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effective charge. Offline cuts are made on the value of this charge to eliminate events with two

beam particles in the BTOF ADC time window, see section 4.2.1.

3.3 TMA Calibration

For a much more detailed writeup of the TMA calibration procedure, please see [Abb90].

The first job of the TMA calibration procedure is to remove three different types of problem-

atic TMA elements from consideration in further analysis:

1. Dead Pads - These are pads that register a small number of hits compared to their

neighboring pads. Dead pads were always due to faulty readout circuit boards.

2. Hot Pads -These are pads that register a large number of hits compared to their neigh-

boring pads. Hot pads were also always due to faulty readout circuit boards.

3. Defective Panels - These are panels for which every pad is registering an anomalously

large number of hits on many events. Defective panels resulted from grounding problems

in the TMA module itself.

In order to identify such problems, the TMA PASSO module fills two histograms for every panel:

1. counts vs pad.

2. events vs npad/event.

These histograms are individually examined and the problematic elements are stored in the

E859 calibration database.

The next job of the TMA calibration procedure is to calculate the number of charged tracks

that actually hit the functioning TMA pads. This is not as simple as counting the number of

struck pads because a single particle can fire multiple pads, and a single pad can be struck by

multiple particles. Since there is no energy loss information recorded for the TMA, there is no

way to decide between the different scenarios. The following accounting scheme was chosen

based on information obtained from Monte Carlo simulations and developmental studies:

1. Group all adjacent pads into clusters where the size, N, is given by the number of pads

in the cluster.

2. Assign a multiplicity to each cluster according to M = INT((N + 1)/2).

Finally, for intermittency analyses, the locations of the hits need to be randomly distributed

over the area of their clusters.
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3.4 Henry Higgins Calibration

The magnetic field was mapped in an x - z grid on the y-midplane. A Taylor expansion

technique was used to extrapolate the field to all locations inside the magnetic field region.

Current fluctuations in the magnet coils were observed to be less than 0.2%. Integrated field

errors arising from the extrapolation procedure are estimated to less than 1.5% everywhere

and less than 0.6% away from the edges of the field gap. See [Vut88] for details on this

entire procedure. For this analysis, the field map was only used to generate Monte Carlo

data, see section 3.9. The reconstruction code used an effective-edge approximation for the

integrated field and a thin-lens vertical focussing approximation to account for fringe fields,

see section 3.7.3.

3.5 Drift Chamber Calibration

There are two critical tasks in the drift chamber calibrations. First, we need to locate

the wires to a distance d < 50pm. Second, we need to find the drift-time to drift-distance

relationship.

3.5.1 Georgeometry

Ideally, wire locations would not be a property of the data, rather they would be measured.

In fact initial wire locations are determined by surveying the vector between a fixed reference

point and a point on a chamber mount. The chamber blueprints are then used to find the vector

between the measured point and the wires. This method has been plagued with difficulties

arising from surveying errors and chamber machining errors. Even if these difficulties were

solved, one set of surveyed geometry constants would not be sufficient due to slight distortions

of the spectrometer platform upon rotation.

For these reasons a set of programs were written by George Stephans that use reconstructed

tracks to fine-tune the wire locations.6 Detailed writeups can be found in [Ste90, Ste91]. All

of these programs require data to be taken with Henry Higgins turned off.7 The programs are

run in a definite sequence, starting with gross chamber changes and ending with modifications

of individual wire locations:

* The first step is to find the xyz-location of the chamber centers. A vector is fit to all of the

60bviously the original wire locations must be good enough to reconstruct tracks.
7Having tracks point in straight lines makes things much simpler.
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z-hits used by a reconstructed track and vectors to T1T2 and T3T4 z-hits independently.

A profile histogram is made of the difference between the T1T2X vector and the full vector

as a function of the track's z-slope. A straight line is fit through this distribution. The

offset of this line gives the error in the relative z-separation of the chambers. The same

procedure is used to find the error in the relative y-separation of the chambers. The

uncertainty-weighted slopes of these two lines determines the error in the z-separation

of the chamber.8 It is impossible to determine from this data which of the chambers is

in error, so each chamber is adjusted by half of the positioning error. This procedure is

repeated for T3T4.

* The next step is to find positioning and angular offsets for individual planes. One profile

histogram is generated for each plane. This histogram contains track residuals as a

function of the distance along the wire from the midpoint of the wire, summed over

every wire on the plane. A straight line is fit to this distribution. The slope of this

line determines the average angle of this wire plane, and the intercept determines the

positioning offset of this plane.

* The third step is to adjust the z-locations of individual planes. One profile histogram is

generated for each plane. This histogram contains track residuals as a function of the

angle relative to the mean track angle of the given wire, summed over every wire on the

plane. A straight line is fit to this distribution. The intercept should be zero because of

the previous step. The slope gives the z-offset. Note that in front of the magnet the wire

spacing and the plane separation are completely ambiguous. For this reason, T1 and T2

have their wire spacing adjusted instead of their plane separation.

* The final step is to fit the angular and positional offsets of every wire. A profile histogram

is generated for every wire. This histogram contains track residuals as a function of

the distance along the wire from the midpoint of the wire. A straight line is fit to this

distribution. As in the second step, the slope of this line determines the angle of this wire,

and the intercept determines its positioning offset.

3.5.2 Timing

The drift-time to drift-distance relationship is obtained for every drift chamber plane.

Tracks are reconstructed and the hits used on every plane are recorded. The tracks are

SIn practice, the x-slope dominates the z-position determination since the larger x lever arm allows it to be deter-
mined better than the y slope.
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projected to each plane and the lead distance, Llead, is recorded. The formula for the lead-time,

Tlead, of a hit is given by:

TTDC = Tlead + Ttransit, (3.3)

where TTDC is the time recorded by the driftchamber TDC and Ttran,,, can be obtained from:

TTOFW Ttransit (3.4a)
LTOFW Ltransit
TTOFW Ttransit 

=~ ~ ~ ------ (3.4b)
ZTOFW Ztransit

Once a track is reconstructed we know TTOFW, and therefore Ttranit. A profile histogram of

Tlead VS Llead is generated and fit with a third-order polynomial. This procedure was developed

by Dave Morrison.

Before tracks are reconstructed, we only know the sum, Tlead + Ttranait. When storing Tlead

for drift chamber hits, we have chosen to assume that the particles causing the hits are traveling

at = 1, and thus minimizing the value of Tlead. AUSCON begins track reconstruction with

a TOFW hit, and thus each hit that it tries to collect into a track can be adjusted according to

the value of Tt ,,,it calculated from equation 3.3. This transit-time correction can be as large

as 2 mm for slow protons in T4. The correction is not made until the TOFW is calibrated since

poor calibrations can make it wildly wrong.

3.6 TOFW Calibrations

The main purpose of the TOFW is to provide particle identification. The TOFW has both

ADCs and TDCs that need to be calibrated in order to make the data usable for PID. The TDCs

provide the primary PID information, the TOF The ADCs provide energy loss information that

is used to determine a particle's charge. Even more critically, this energy loss information

is used to determine the slewing correction to the measured TOF Section 3.6.1 outlines the

procedure that was used to determine the data sets used to calibrate the TOFW. Section 3.6.2

details the calibration of the TOFW ADCs. Section 3.6.3 briefly presents the new timing

calibration procedure adopted by E859.

3.6.1 Calibration Sets

Changes to the TOFW calibrations can be divided into two categories:

1. Global timing shifts which effect the entire TOFW uniformly.
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2. Local timing shifts which effect individual slats.

Global timing shifts can be accounted for by a single timing parameter, Tohif t . This parameter

can be determined from the data in a small fraction of a run. Because of this, To~ht is calculated

for every run immediately before PASS3. Each slat needs three parameters to account for local

timing shifts:

Tlat is used to account for an overall shift in each slat's mean time-of-flight.

Cew corrects for the pulse-height timing dependence discussed in section 3.6.4.

Cck is needed because the TDC's have slightly different time-to-charge conversion fac-

tors.

Calibration sets consist of 5 - 10 runs that are combined in order to obtain enough statistics to

accurately determine all 480 of these local timing parameters.

Care needs to be taken to optimize the runs that are grouped together into a calibration data

set. Not every run needs to have the local timing parameters calibrated. More importantly, the

runs need to be carefully chosen so that they do not overlap any condition known to result in a

global timing shift. The calibration procedure would be forced to absorb such a shift into the

local timing parameters it calculates. Because of this, calibration sets were chosen such that

they did not overlap the following conditions:

* Changes in the spectrometer angles.

* Changes in TOFW pedestal values.

* Changes to BTOF scintillator or discriminator threshold.

* Long elapsed times between calibration sets. This includes long periods of stable running

and long AGS downtimes.

In addition to this, if it was not possible to include runs from both magnet polarities, then as

soon as the magnet polarity changed, the TOFW was recalibrated.

PASS3 monitor output was used to judge the accuracy of the calibrations. One calibration

set was found to overlap a timing shift of 50 psec on one TOF panel. The runs comprising that

calibration data set were changed such that they no longer overlapped the shift. The local

timing parameters were recalculated and PASS3 was rerun.

Ron Soltz was responsible for the calibration set selection. For more information on the

selection criteria and on the contents of the calibration sets, the reader is directed to [So193].
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3.6.2 ADC Calibration

A particle crossing a TOFW slat deposits energy which excites photon emission in the

scintillator material. Half of the energy propagates towards the phototube at the top of the

slat and the other half propagates toward the bottom of the slat. The energy is exponentially

attenuated as it propagates along the slat. Therefore, the ADC values can be represented as:

ADC = gainp ( 2-) exp ( - L ) (3.5a)

ADCdown = gaindown ( 2) exp (- /2 + (3.5b)

This leads to the following equation for AE in terms of the two ADC values:

AE Lt= 2exp (ot) /ADCpADCdon (3.6a)
1 /gainupgaindown

gain. /ADCUP ·ADCdown (3.6b)

Minimum ionizing particles deposit E,in 3.2 MeV in a TOFW slat and show a clear peak

in this distribution. The ADC calibration consists of adjusting gain such that the minimum

ionizing peak of the AE distribution is Emin = 100. The units of calibrated energy loss are

known as "Yasuo Units," named after the first master of the TOFW.

3.6.3 Timing Calibration (PIDTCAL)

The equation for a particle's time-of-flight, in terms of known quantities and constants that

need to be determined, is given by:

TOb, = Toshift + TIew ( - ) + T¢c.ck (TDC + TOL' t ) (37)

The collaboration has long realized that TOFW timing calibration and track reconstruction

are necessarily iterative procedures. Tracks need to be reconstructed before the TOFW timing

can be calibrated. Even with very rough calibrations, # as 1 particles can be identified. These

particles are assumed to be pions and calibration constants are obtained. Once the TOFW is

calibrated, the momentum resolution and efficiency of reconstruction algorithms are greatly

improved since transit-time corrections can then be made and the TOFW y-position can then

be used.

The fact that TOFW timing calibration and PID are similarly iterative procedures was fully
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appreciated only recently. The initial TOFW calibration procedure, using only ,f F, 1 particles,

can determine T' at and Toh il t fairly well since there is fairly little contamination by non-pions.

But, all of the 8i 1 pions arrive within a fairly narrow ( 2 nsec) time window, making it

difficult to determine Tclock. In fact, in the initial procedure, T,,ock was fixed at the specification

value of 50psec/channel. 9 Teu, is also not well determined in the initial calibration because

the 1 - 1 pions are minimum ionizing particles and therefore do not cover a wide energy loss

range. Once initial TOFW timing constants are obtained however, PID can be performed. This

makes it possible to use all particle species in a second calibration iteration.

In E802 there never was a collaboration standard PID analysis pass (PASS3), and any

TOFW calibration refinement was left to individuals. E859 decided to perform a PASS3.

But, before that was done, it was decided to develop a new TOFW calibration procedure that

would use PID information to address the shortcomings mentioned above. Ole Vossnack was

largely responsible for insisting that the recalibration be performed and for developing this new

procedure, PIDTCAL. For a more detailed discussion of this procedure, the reader is directed

to [Vos94].

The first step in PIDTCAL is the selection of particles that will be used from the calibration.

In the selected option, PID is obtained with the collaboration standard PID algorithm, PICD,

see section 3.8. All particles in unambiguous TOF regions were used.

In the initial TOF calibration procedure, To hift and Totat are determined by fitting Gaussians

to the Tob - Te,p distributions for every slat. T,,w was obtained in a separate procedure in

which a straight line was fit to the Tobs - Texp vs VE distributions for every slat. There were

occasions when the fitting procedure for these constants failed to converge properly; and Tclock

was not fit at all. To avoid these problems, PIDTCAL uses a linear regression analysis to

uniquely determine the correct values for all of these constants.

3.6.4 The Slewing Correction

In this section I will present a brief discussion of the slewing correction since a pulse-height

dependent time-of-flight was very confusing to me at first. To get a feeling for how this works,

see figure 3-2 which shows a simplified picture of the discriminator inputs for tracks with large

and small energy deposit. This plot has two implicit assumptions:

1. The pulse width of the signals is independent of the energy deposited.
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2. The signals are linear. This assumption is not important, it just simplifies the derivation

below.

I
hreh"old

It a

Figure 3-2: Illustration of the TOF slewing effect. See text for details.

We are interested in the particle's start time, but we measure the time at the threshold.

Invoking congruent triangles, one can see that that the timing error' ° for the ith particle is

given by:

Cti = 
ai

C

(3.8a)

(3.8b)

where C = athreshtpeak is a constant for all particles and ADC is the gain-corrected ADC value.

The total timing error is the sum of the errors from the up and down phototubes. So, we find:

Et = btupp + btdown,

= C / + ADCdow

(3.9a)

(3.9b)

In practice, the slewing correction was fit to the form:

6t = C' 1
'E

(3.10)

This form can be derived from equation 3.5 and equation 3.9 under the assumptions that:

°0Notice that the average error can be absorbed into ToIlat.

121

gainup = gaindown, (3.11a)



CHAPTER 3. COLLABORATION SOFTWARE

y< 1. (3.11lb)
Latt

3.7 AUSCON

3.7.1 Reconstruction Basics

Once the drift chamber and TOF information has been calibrated, the task of track recon-

struction can begin. When describing the workings of the experiment to non-physicists I am

fond of making an analogy between track reconstruction and a "connect the dots" puzzle. There

are however many effects that make track reconstruction quite a bit more difficult than the

child's game shown in figure 3-3.

As a trivial point, there is nothing to indicate which hits belong to which track, i.e., the

"dots" are not numbered. Also, you have probably never seen a "connect-the-dots" where there

were two or more images so that you had to decide which dots went with which image. But,

there is often more than one valid track in an event. Sometimes hits are missing due to:

* Efficiency < 100% ( 85% for T1, 98% for T2-T4).

* Finite pulse width (:40 nsec) which merges any hits closer than 2 mm.

There are also extra hits that arise from several sources:

* Electronic cross-talk.

* Tracks that cross cell boundaries within a plane.

* Hits from particles in front of the magnet whose momentum is too low for them to make

it through Henry Higgins.

* Non-target interactions, e.g., scatter from the beam pipe, PBGL, etc.

* The left-right ambiguity, discussed in section 2.8.1, that automatically doubles the number

of hit positions that need to be considered.

There are also effects of experimental resolution and uncertainty in the actual wire positions.

The confusion that results from all of these complications is illustrated in figure 3-4 and

figure 3-5. The top panel of figure 3-4 (3-5) shows a plan (gravity) view of a typical 28Si +197Au

event. The bottom panels of these two figures show magnified views of the chambers before
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U

Figure 3-3: A
reconstruction.

typical example of a "connect-the-dots" puzzle, a simplified analogy for track
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and after the magnet. It is not completely clear which hits belong with which track. Especially

difficult is deciding which hits in front of the magnet match up with which hits behind the

magnet.

As if this were not enough, drift chamber information is necessarily projective. As discussed

in section 2.8.1, this means that a track reconstruction program does not even have dots" to

connect. Rather, it has lines of possible dots, at different angles, that it must try to combine

into a spacepoint. This means that even if we manage to successfully reconstruct all of the

tracks in the plan (z-tracks) and gravity (y-tracks) views, we still need to decide which x-tracks

combine with which y-tracks. Figure 3-6 shows beam's eye views of the hits in the four drift

chambers, illustrating the difficulty of this task.

3.7.2 Data Structures

Before discussing the actual reconstruction strategy used, a word about data organiza-

tion is in order. Each detector type stores different pieces of information in a unique YBOS

bank [Qua89]. Each of these banks requires a different subroutine to unpack its contents into

local variables. Track reconstruction programs are not the only consumers of this data, so it

should not be surprising that much of the data stored is irrelevant to track reconstruction pro-

grams. The proliferation of calls to different YBOS unpacking routines, and the large number

of extraneous variables greatly complicated past track reconstruction programs. In order to

avoid this, Dave Morrison implemented a scheme, using the CERN memory management pack-

age, ZEBRA [ZEB92], to preprocess this information into detector-independent data structures.

Only the required information is stored:

* STATUS - Indicates validity of a hit. This has different meanings for different detectors.

* INDEX - The pointer into the original YBOS bank.

* MATE - The index of matching hit for chambers with left/right ambiguity.

* DETECTOR - The pointer to the hit's detector.

* WIRE - The hit's wire (or segment).

* LOCATION 1 - The primary distance to the hit. For chambers this is the distance from

the center of the chamber to the hit along the direction perpendicular to the wire. For

TOF, this is the z-position.
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Figure 3-4: Plan view of the Henry Higgins spectrometer in a typical 28Si +9 7Au event. The
bottom panels show magnifications of the drift chambers and wire chambers.
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a) Gravity view of the entire spectrometer
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Figure 3-5: Gravity view of the Henry Higgins spectrometer in a typical 28Si +'97Au event.
The bottom panels show magnifications of the drift chambers and wire chambers.
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Figure 3-6: Beam's eye views of the four drift chambers in a typical 28Si +197Au event.
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* LOCATION 2 - The secondary distance to the hit. For chambers, this is zero. For TOF,

this is the y-position.

* LOCATION 3 - This is the tertiary distance to the hit. For all detectors, this is the

z-position in the spectrometer coordinate system.

* TIME - A time associated with the hit. For chambers, this is the lead time. For TOF it is

the time of flight.

In addition to these streamlined hit data structures, there are also data structures which store

the following information on intermediate track decisions:

* HEADER -An array of nine track quality diagnostics.

* DETECTORS - A list of detectors that contain hits from the given track.

* LOCATIONS I and 3 -The primary and tertiary locations of a hit.

* HITS per DETECTOR - The number of hits from the given track in the given chamber.

All communication between reconstruction subroutines is carried out using these data struc-

tures.

3.7.3 The AUSCON Algorithm

The collaboration has tried several reconstruction algorithms in the past. The two that have

been accepted by the collaboration for publication purposes are known as RECONSTRUCT

(developed by Martin Sarabura [Sar89] and Huan Huang [Hua90]) and TRCK3 (primarily

developed by Shige Hayashi and Hiro Sakurai [Sak92]). All of these algorithms suffered from

the following problems to varying degrees.

* Greatly reduced efficiency at high multiplicities. This is a big problem for E859 since the

rare events of interest often have a large associated multiplicity in the spectrometer.

* Fake track (ghost) production at high multiplicities. Some algorithms were tuned for

high efficiency. Instead of losing tracks in E859's high multiplicity environment, these

algorithms would generate more than one track out of one track's hits. Most of these

ghosts could be eliminated, but these efforts were made after the fact instead of as an

integral part of the algorithm. It is vitally important to eliminate ghost tracks in any

correlation analysis since they produce a spike at small relative momentum - the same

signal as a very large source. At least one heavy ion collaboration has discovered this

effect [Morb, Rol].
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* Confusion resulting from tracks passing close to a sense wire. Because of the left-right

ambiguity, passing close to a wire results in a very high local hit density that magnifies

the problems mentioned above.

* Inefficient search algorithms inherent in the microscopic-vector approach used by these

codes made them very CPU intensive. This type of approach collects hits in a given

view in each chamber and tries to form vectors from these hits. An attempt is then

made to match these vectors between chambers. The combinatoric penalty for this sort

of algorithm increases as N2 , and N can get very big since it counts hits on every plane

and each hit counts twice due to the left-right ambiguity. AUSCON takes a macroscopic

approach to reconstruction by first attempting to reconstruct "roads," collections of all hits

that may eventually be part of a single track. Only those hits in a given road are looped

over in an attempt to find tracks.

The E859 collaboration reconstruction algorithm is known as AUSCON12. It was developed

by Peter Rothschild, and was largely successful in its attempt to get around all of these prob-

lems. Figure 3-7 and figure 3-8 show a schematic of the AUSCON algorithm. Values used

for cuts were obtained by balancing the need for efficiency against the need to avoid ghost

tracks and were optimized with visual reconstruction. For a complete list of the cut values,

see [Rot94].

Monte Carlo studies have shown that the reconstruction has a momentum dependent effi-

ciency, rapidly reaching an asymptotic value of m 95%, see [Mor94]. There is also a multiplicity

dependence of the order of 5%. These inefficiencies are unimportant to correlation analyses

except to the extent that they translate into two-particle inefficiencies. Two-particle inefficien-

cies can arise because of instrumental limitations on the ability to resolve close hits. They can

also arise because of algorithmic difficulties associated with the high hit multiplicities inherent

in close tracks. The extent of these inefficiencies and their significance to the data analysis are

discussed in section 4.2.5.

T3T4 Reconstruction

Past experience suggests that the simplest place to start reconstruction is in the chambers

behind the magnet. Forming straight-line track segments in these chambers (T3T4 vectors) is

relatively straight-forward. Compare the environments behind and in front of the magnet:

* T1T2

12The program was named after an obscure country in the southern hemisphere.
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Figure 3-7: First half of the AUSCON algorithmic flow chart, courtesy of M. Cianciolo. See
text for more details.
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Figure 3-8: Second half of the AUSCON algorithmic flow chart, courtesy of M. Cianciolo. See
text for more details.
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1. Inefficient T1.

2. Very high track density.

3. 22 drift chamber planes.

T3T4

1. No inefficient chambers.

2. Lower track density due to magnet sweeping.

3. 23 drift chamber planes plus 2 wire chamber planes plus XY point on TOFW.

AUSCON begins by attempting to find T3T4X roads. Loops over TRI and TOFW hits are

performed. T3T4X roads are collections all of the hits in the X views that lie within a search

width of the line connecting the TR1 and TOFW hits. Similar loops are performed over unused

TR2 hits and TOFW hits to avoid any inefficiency problems on TR1. Since TOF information

is associated with drift chamber hits at all times, they can be corrected for transit time as

discussed in section 3.5.2. AUSCON allows the user to turn off the transit time correction

because if the TOFW is not (or poorly) calibrated, this correction can actually have drastically

negative effects on the reconstruction effciency.

At this point AUSCON tries to create T3T4X tracks from the hits in each T3T4X road.

Loops over hits on the drift chamber planes with the largest lever arm (first plane on T3 and

last plane on T4) are performed. Hits within a much smaller search width (appropriate to the

superior drift chamber resolution) are collected into a T3T4X track. To avoid any drift chamber

inefficiency, the same loops are performed over unused hits in the second plane in T3 and the

second-to-last plane in T4. A two-dimensional vector is fitted through all T3T4X tracks that

have enough total hits and enough hits in each module.

AUSCON loops over all TOFW hits that have associated T3T4X tracks. Assuming that

the track comes from the target, its y-position behind the magnet can be predicted using the

y-position of the TOFW hit and the pathlength of the track to the TOFW hit. All hits in Y views,

within a search width of this predicted position, are collected into a T3T4Y road. A loop over Y

hits with the biggest lever arm is performed (once again, the same loop will be performed over

unused hits on planes with the next-largest lever arm). First, hits on intervening Y planes

within a much smaller search width are collected. Next, since to predict positions in U and

V views both X and Y information is needed, a loop over T3T4X tracks associated with each

T3T4Y road is performed. All U and V hits within a search width of the predicted position are

collected. Then U,V,X and Y hits are combined to form T3T4 tracks. A three-dimensional vector
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is fit through all T3T4 tracks with enough total hits and enough hits in each module. Each

track is projected to the TOF wall and it is demanded that the TOF slat used is the closest to

the track.

Finally, the reconstructed T3T4 tracks pass through two filters in order to remove ghost

tracks:

* For each T3T4X track, only the T3T4 track with the lowest X2 value is kept.

* If T3T4 tracks share too many hits or too many views, the one with the lowest x2 is kept.

Track Projection through the Magnet

Because of the harsher environment in front of the magnet, it is very difficult to reconstruct

an independent T T2 track in the same manner as the T3T4 reconstruction procedure described

above. As a result, most algorithms, including AUSCON, have proceeded in the following

manner:

1. Construct a set of T3T4 vectors.

2. Project these vectors through the magnetic volume assuming a track origin at the target.

3. Attempt to verify each track hypothesis with T1 and T2 hits collected from a volume

surrounding the track projection.

AUSCON assumes that the magnetic field is a uniform effective-edge, with length L, cen-

tered at zo. In this approximation, the magnetic field can be represented as:

edg ; zo- L/2 < z < zo + L/2
edge (z)= Y' (3.12)

0 ; elsewhere

Once a particle has been reconstructed, the calculation of its momentum in the bend-plane,

Prz, can be obtained from Lorentz's force law for a charged particle in a uniform magnetic field:

eB
pzz = -R (3.13)

The effective edge approximation makes this calculation very simple. Referring to figure 3-9,

we see that a particle in a magnetic field of the assumed form travels along a path s which is a

portion of a circle of radius r. We can solve for r by noticing that

a = 81+ 2- (3.14)
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From this we can write the equation for r:r -(/D/2) (3.15a)
sin (a/2)

D
(3.15b)

2 sin ((01 + 02) /2)' b

and the equation for pxz:
eB D
c 2 sin (( 1 + 02 ) /2) (3.16)

As a matter of historical note, one can derive a formula for the momentum for a charged

particle in a more general effective-edge in which we do not demand uniformity of the magnetic

field:

gedge(z) = (0, BEde (, z), 0). (3.17)

In this approximation, a particle does not travel in a circle with radius r. Instead, its path is

everywhere locally a circle with radius r(z, z). Using this fact, it is shown in [Zaj82] that the

momentum of a particle traveling in such a magnetic field is given by:

eB L

Pz = c sin(8 1)+ sin(02 )' (3.18)

Note that care must be taken in evaluating the signs of angles 81 and 02.

For an embarassingly long amount of time we were unable to reconcile these different

formulas. It is mostly a geometry problem to prove that these expressions are indeed equivalent

for the simplified magnetic field assumed for E859. Referring to figure 3-9, we can see that the

relationship between L and D is given by.

L = Dcos (6). (3.19)

Next we note that two radii and their connecting chord form an isoceles triangle. From this

one can see the equality of the two angles indicated by 7, which leads to an expression for the

angle P,

= (0 - 2) /2. (3.20)

Using equation 3.19 and inverting, we reduce the proof to:

2 sin ((0l + 02) /2) cos ((01 - 02) /2) sin (0i) + sin (02) (3.21)
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This equality can be shown by expanding the terms on the left-hand side of the equation and

using the half-angle formula.

Figure 3-9: Geometry of the effective edge approximation.

To calculate the total momentum,

= ~p +p2 y, (3.22)

we write:

py _ dy
p ds

dy/dz
ds/dz

dy/dz

(dx/dz)2 + (dy/dz)2 + 1

Note that in our spectrometer, (Py/P)ma, < 0.06. Now we write:

P= P+1P

(3.23a)

(3.23b)

(3.23c)

(3.24a)

(3.24b)
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= Pzz

= Pz + (dy/d )21 + (dy) 2 (3.24d)
1- (dylds )

Note that the maximum momentum correction is 6p < 0.2 p%. I point out the magnitude of the

correction, because there was a slight error in the actual correction used:

PAUS = -Pzz/1 + (dy/ds)2 . (3.25)

If we expand equation 3.24, we can write it as:

p = prz/ 1 + (dy/ds)2 + (dy/ds)4 + 9 (dy/ds)6. (3.26)

The error in leaving out the denominator in equation 3.25 comes in at O (dy/ds) 4. The maximum

value of this error is 6p/p < 0.0007%.

The projection of T3T4X tracks through the magnet makes a spline approximation to the

circular path of the track in the magnetic field. That approximation is a solution to the following

problem [Zaja]:

* Assume that the track in front of the magnet originates at the target and has an unknown

slope, z = mz.

* Assume that the track behind the magnet is a straight line with a known slope and

intercept, z = m'z + d.

* Assume that the path of the track in the magnetic field satisfies a second-order polynomial,

z = a + bz + cz2.

* Demand that the functions and their derivatives match at the appropriate magnet face,

zl or z2.

This gives four equations and four unknowns, so we can solve for the slope of the track in front

of the magnet:

m = m' + 2 (3.27)
(zx + z2) /2'

If one solves for the z-position of the intercept of the trajectories in front of and behind the

magnet, it turns out that the trajectories always meet at the magnet's midplane.
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The y-projection of T3T4 tracks through the magnet is complicated by two effects. The

algorithm used is discussed in detail in [Hua88], but I will review the basic principles here.

The first effect is known as 'vertical focussing." This effect results from the fringe fields at the

z-edges of the magnet which gives rise to non-zero values of Bz, see figure 3-10.

Y

Z

Figure 3-10: Shematic of Henry Higgins' fringe fields. These give rise to a vertical force
on charged particles known as "vertical focussing." Also shown is a current loop used in the
vertical focussing derivation found in the text.

The author recently discovered, much to his surprise, that vertical focussing could also have

a defocussing effect. To show this, I will follow the derivation found in [Hua88], being very

careful with minus signs. From Lorentz's law we have:

f qivxB
C

(3.28)

Since we are only concerned about fringe fields in the z-direction, we can write:

F, ·IQvB .
c

(3.29)

This equation is written in this fashion to show that Fy can take on either sign. For the rest

of this derivation I will drop the absolute value signs, but retain the + signs for emphasis. We
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can rewrite equation 3.29 as:

qB5m dvy = -v dt (3.30a)
C

pdv = qB ds. (3.30b)
V cv

We define a right-handed coordinate system with the z-axis perpendicular to the magnet face,

the y-axis vertical and pointing up, and the z-axis horizontal. The angles a and ], are defined

such that a is the polar angle with respect to the y-axis and is the polar angle measured from

the z-axis. Using these definitions, we can rewrite equation 3.30 as:

pcos(a)da = aqB, cos (a) sin () ds (3.31)

We integrate these two expressions over the fringe field region assuming that the fringe field

is narrow so that 3 does not change in the fringe field region. This is known as the "thin-lens

approximation:"

pAa = +sin () /B,ds (3.32a)

:: q tan ( ~JBdz (3.32b)

By using Ampere's law on the circuit shown in figure 3-10 and assuming B5 (y = 0) = 0 and

By (y) = constant, we get:

Bdz = By. (3.33)

Which finally leads to:

Ac = + (3.34a)

qBv) tan(#)

= (3.34b)
tan(o)

Equation 3.34 is identical to that of the familiar thin lens from optics, with a focal length of:

f= + (3.35)

A negative sign corresponds to a converging lens and a positive sign corresponds to a diverging

lens. Signs enter into equation 3.35 both explicitly and implicitly (in the charge of the particle
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and the sign of 0). In general though, the signs work out such that the effect focusses tracks,

bending them towards the midplane. Parameters for two thin lenses (one at each of the magnet

aperatures) were determined from Monte Carlo simulation. See [Hua88] for complete details.

Because of time considerations, Monte Carlo data are often generated with a homogeneous,

effective-edge magnetic field. AUSCON allows the user to turn off vertical focussing corrections

since they would be wrong in this case and can in fact seriously impair reconstruction efficiency.

The second y-projection effect is generally known as the 'pseudo-vertical focussing" effect.

The pseudo-vertical focussing effect would result even if there were no fringe fields. This is

because while dylds is constant in the magnetic field, ds/dz, and thus dy/dz are increasing.

This defocusses tracks, diverging them away from the midplane regardless of sign or angle.

T1T2 Reconstruction

AUSCON begins T1T2 reconstruction with the XZ projection of each T3T4 track to the

target position. Hits within a search width of the projection are collected to form T1T2X roads.

T1T2X tracks are obtained and fit in the same manner as T3T4X tracks, described earlier in

this section. The T1T2X tracks must also satisfy two additional criteria:

* The projected z-location of the T1T2X track at the target z-location must be within a

search width of the target z-location.

* The difference between dz/dz of the T1T2X track and the value of this quantity predicted

by its associated T3T4 track must be less than some maximum allowed value.

T1T2Y roads are collected from hits within a search width of the Y projection of each T3T4

track. T1T2Y roads and associated T1T2X tracks are used to obtain T1T2 tracks in a manner

identical to that used for T3T4 tracks. A three dimensional vector is then fitted through all

T1T2 tracks with enough total hits and enough hits in each module. T1T2 tracks were filtered

according to the following criteria:

* The projected y-location of the T1T2 track at the target z-location must be within a

search width of the fitted beam zy-location.

* The difference between dz/dz of the T1T2 track and the value of this quantity predicted

by its associated T3T4 track must be less than some maximum allowed value.

* The difference between dy/dz of the T1T2 track and the value of this quantity predicted

by its associated T3T4 track must be less than the maximum allowed value.
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* The squared-match deviation" of the T1T2 track and its associated T3T4 track must

be less than some maximum allowed value. This quantity is obtained by adding, in

quadrature, the distance between the T1T2 track and the T3T4 track projected to z = 0 cm

and projected to z = 500 cm. This quantity was found to be significantly larger for low

momentum tracks due to the increased importance of multiple scattering. As a result,

the size of this cut increases as the momentum decreases. See [Rot94] for exact values of

this cut.

* If more than one T1T2 track associated with a T3T4 track passed all of the above cuts,

only the one with the lowest x2 was retained.

* As of the previous cut, AUSCON has created a list of complete tracks containing all of the

information from the associated T1T2 tracks and T3T4 tracks. TT2 tracks associated

with different T3T4 tracks are compared to determine if they share too many hits or too

many modules. If this is found to be true, the track whose T1T2 track has the lowest x2 is

given a good status. The other track is retained, but it is reported as having a bad status.

The ability to reconstruct T1T2 vectors without relying on the T3T4 vector would be a great

enhancement to the E859 spectrometer, especially for correlation studies. The reason that this

ability would help is that the current algorithms necessarily construct the best possible T1T2

vector from hits within a window around the T3T4 projection to the target. There are many

potential sources for T3T4 vectors other than the target, but tracks from these sources can be

reconstructed to the target if there are enough hits on T1 and T2. The ability to reconstruct

tracks that do not originate from the target would help us to reject such spurious tracks and

would let us identify such sources of background. Two finely segmented wire chambers have

been constructed for just this purpose [C+93b], for use in experiment E866.

3.8 PICD

3.8.1 Particle Identification Basics

Once a track has been reconstructed, its particle type needs to be identified. A PID code

needs to combine information from TOF, charge (obtained from energy loss in the TOFW)

and the GASC/BACK detectors to determine whether a given track satisfies any particle type

hypotheses. Tracks may be either unidentified, uniquely identified or ambiguously identified.
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Unidentified tracks are usually the result of some reconstruction error, but, they can also be the

result of confusion arising in a high multiplicity environment. For example, a valid kaon below

the kaon GASC threshold may remain unidentified if it shares a GAS cell with a fast pion.

When a track is ambiguously identified, the PID code can either choose between competing

particle identities based on large differences in the yields of those particles, or decide that it

cannot decide.

3.8.2 The PICD Algorithm

The E859 collaboration-standard particle identification (PID) code was developed by Shige

Hayashi [H+931. This code is known as PICD, named after the YBOS bank containing its

output. The major features of PICD include:

* Parameters are stored in an ASCII file so that they may be changed without recompiling.

This was important in the testing stage.

* The GASC and BACK counters were incorporated into the algorithm from the start.

* A great deal of information is stored in the PICD YBOS bank. This allowed users to modify

PID decisions according to particular analyses while maintaining standard definitions for

any such changes.

* Cuts were made in the variable (1/3). This variable has the advantage of being distributed

as a Gaussian, with a parameterized momentum-dependent width, about the expected

value. By avoiding mass cuts, the standard PID variable, PICD also avoids problems that

arise when tring to calculate the mass for particles with > 1.13

* All particle species created in our spectrometer are identified. This includes: e, r±, K+,

p, p, d, t, and 3 He.

* Parameters were chosen to err on the side of inefficiency and certainty of identification.

Even so, Monte Carlo calculations have shown the efficiency to be ~ 98% [Mor94] in re-

gions where TOF information is unambiguous and 90% when GASC/BACK information

is required.

Figure 3-11 shows a flow chart of the PICD algorithm. Projection of a track to the TOF wall

and the GASt/BACK are first verified. Next, the charge of the track is determined from the

'3Such tachyons" arise naturally because of finite timing resolution on the TOF wall.
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energy loss in the TOF wall. The TOF PID decision is then determined by testing the p and

1/fl values of the track against all particle hypotheses. At high momentum the p vs 1/, bands

of different particles begin to overlap and ambiguities arise in the TOF PID. These may be

resolved with information from the GASC/BACK Results of all tests are returned in the PICD

status word. Figure 3-13 shows the different PICD PID regions obtained using the standard

cuts discussed throughout the rest of this section.

TOF Energy Loss

A particle's charge, Z, is calculated from a parameterized, momentum-dependent function

of energy loss. But the Landau distribution of energy loss for a particle with a given Z has a

very long high-energy tail. Because of this, a large fraction of Z = 1 particles are above the

Z = 2 threshold. Since particles with Z > 1 are very rare in our spectrometer, the upper charge

cut is ignored everywhere except in the vicinity of 3He. To account for tracks which cross slat

boundaries, energy loss values from two adjacent slats may be added. This is only done if all of

the following conditions are satisfied:

* The track points between the centers of two slats.

* The second slat does not have another track pointing at it.

* The difference between the recorded TOF for the two slats must be less than 2 nsec.

TOF PID

TOF particle identification is best visualized in the variables p and 1/,. A particle iden-

tification hypothesis is confirmed by TOF if a particle's value of 1/, lies within a momentum-

dependent distance of the expected value of 1/,.

The value for of 1/P°b° for a given particle is:

ct1/Pfobs = Ct (3.36)

where L and t are the particle's pathlength flight-time respectively. The value of 1/fle'P for a

given particle is:

1/ e=xp = E (3.37)
p

where p is the measured momentum and E is the energy of that particle calculated from a given
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Figure 3-11: A flow chart of the PICD algorithm, courtesy of M. Cianciolo. See the text for
details.
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mass hypothesis. Given these equations, we can calculate the uncertainty on their difference:

(1/) - a (1/O°b - 1/ob') (3.38a)( ) + (3.38b)
To calculate the momentum resolution term we first write the momentum, see equation 3.16,

as:
PKp p, PK (3.39)2 sin (a/2)

where a is the particle's bend angle as it traverses the magnet and PK is the pL-kick of the

magnetic field (0.177 GeV/c for the 4kG field setting). In the small-angle approximation this

leads to:

= P da. (3.40)
P PK

da has contributions from instrumental resolution, position uncertainties and multiple scat-

tering. The first two terms are momentum independent and we will combine them in the

definition of a quantity, 6. We define the final term to be e/pl, where we have explicitly written

the (/p/l) dependence. Assuming that these two contributions add in quadrature, we obtain

the following form for da:

da = /62 + (/pl3) 2 (3.41)

We can combine terms to obtain:

(1/) = ( ) + ( ((Cr(B) p)2 + ))) (3.42)

We can write:

Cres = ± (3.43a)
PK

= 1 2p (3.43b)
PK D'

where p is the chamber's position resolution and D is distance separating T1 and T2 or T3 and

T4. Here we have assumed that the four chambers contribute equally to track determination,

that they all have the same resolution and that T1T2 and T3T4 are separated by the same
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distance. To obtain an estimate for Cr.,, we write:

p _s 200pm

D ~ 50cm

= C,,, 0.0045.

To obtain an estimate for Cm,, we use [Hig75]:Cm = -

PK

1 0.0175

PK 3

= Cm. st 0.007.

X 1 + 0.125 loglo X

Here, X/Xo 2.4%, is the average distance a particle travels between T1 and T4, in units of

radiation lengths. The parameter values that were actually used are listed in table 3.1. These

were obtained from proton data by fitting the above parameterization assuming at = 130 psec,

see [Sak92] for more details.

Parameter Value

At 120psec

Cres 0.006 GeV 1-

Cmo 0.012

Talble 3.1: Parameter values used for PID at B = 4kG. See text for details of the parameteri-
zation and algorithm.

Figure 3-12 shows the relative importance of the three different terms in the formula for

u (1/f/), as a function of energy, for pions, kaons and protons. Note that the chamber resolution

term never dominates.

GASC and BACK PID

For any particle, regardless of mass, limp-. 1/, = 1. This means that above some mo-

mentum, PTOF, TOF information cannot decide between two competing particle hypotheses.

GASC/BACK can decide between these two possibilities if the lighter candidate would fire the

GASC and the heavier candidate would not. At some momentum, pc, the GASO threshold of

the heavier particle will be exceeded. This is the upper momentum limit for PID with the E859

145

(3.44a)

(3.44b)

(3.44c)

(3.45a)

(3.45b)

(3.45c)



CHAPTER 3. COLLABORATION SOFTWARE

Kaons Protons

ea

.

10-I

10

-2
10

-3

4in
1 2 3

p (GeVic)

-I
10

-2
10

-3
10

4in

Full Value
- TOF only

.......... Res only
MS only

. ,

....

, , I , , , I , ,', ,

Figure 3-12: Contributions to o (1//) from at, Ci p, and C,,,I, for pions, kaons and protons,
as a function of momentum.

146

1 2 3

p (GeVic)

1 2 3

p (GeVlc)

Pions

..

I..

Iv Tv



3.8. PICD

apparatus.

Some particle hypotheses require lack of a signal in the GASC. In these cases, confirmation

of the track on the BACK detector is necessary to know that it actually passed through the

GASC volume. The only exception to this rule is in the region where electrons and pions overlap.

Demanding BACK confirmation for electrons would drastically reduce their PID efficiency since

most electrons interact or are scattered in the GASC and will not fire the predicted BACK pad.

There is a : 10% inefficiency in GASO and BACK PID. This is due to interactions in the

GASC material and low segmentation in the GASC. The latter condition causes an inefficiency

because if a track fires a GASC cell, that cell is dead for any subthreshold particles that may hit

it. Under certain conditions the light output from adjacent GAS( cells may be added together.

This will tend to reduce the contamination of pions in the kaon sample at the cost of reduced

efficiency for kaons. Light was added under the following conditions:

* The track projection crossed cell boundaries.

* The track projection at the mid-Z position of the cell passes within 5 mm of the cell wall.

Despite the lower efficiency of GASC/BACK PID, agreement between TOF and GASC/BACK

PID was required for all particles above PTroF. This is true even though particles outside the

overlap region may still be uniquely identified by TOF. This procedure is used to avoid a 1/,-

dependent efficiency in addition to the momentum-dependent efficiency that would be hard to

correct for in cross-section analyses. In correlation analyses single-particle efficiencies are not

important and this analysis takes advantage of that fact to extend TOF identification beyond

PTOF, see section 4.2.2.

PICD Decisions

Figure 3-13 illustrates all of the different, standard, PICD particle identification regions.

Curved lines indicate the ±+3 (1/B) values with the standard parameter values for the different

particles, see table 3.1. Vertical bands show the different GAS( thresholds. Requirements for

valid identification in each region are listed at the bottom right.

* All regions require an energy deposit in the TOF wall that exceeds the minimum ionizing

threshold. The only regions that require a particle to pass an upper energy loss cut are

those in which the 3 He TOF identification regions overlap TOF identification regions of

other particles. See section 3.8.2.

* Low momentum regions of each particle merely require TOF identification.

147



CHAPTER 3. COLLABORATION SOFTWARE

* At higher momentum, the GASC information needs to be used. Looking at momentum

regions where two particle species overlap, we see several possibilities. For some values

of 1//, the particle species are still uniquely identifiable by TOF. The GAS: information is

still required for verification in these regions. If the GASC and TOF information disagree,

the particle is not identified. For values of 1/ in which TOF identification is ambiguous,

the GASOC decision is accepted.

* For all regions where the GASC information is required, BACK verification is also re-

quired. The exception to this rule is the e/r overlap region as detailed above.

* Above momenta where the GASC information becomes ambiguous, identification can

still be made in regions where the yields of the two particle species are quite different.

For instance, all particles that fire the GAS( with 1.47 GeV/c < p < 5.2 GeV/c are

identified as pions even though electrons at these momenta would also fire the GASC.

Protons and anti-protons are another example of such optimization. Above p = 2.9 GeV/c,

p/K separation becomes ambiguous and the GASt does not fire for either species. Any

positive particle TOF identified as a proton in this region is called a proton. Anti-proton

identification on the other hand has an upper momentum cutoff of p = 2.9 GeV/c.

Exceptions to these standard definitions made in this analysis are detailed in section 4.2.2.

3.9 E859 Monte Carlo

Since I spent a great deal of my personal time maintaining and upgrading the experiment's

Monte Carlo program, I will spend a little time describing its features and limitations.

According to [Jam80], "A Monte Carlo technique is any technique making use of random

numbers to solve a problem."'4 It is this element of randomness that earned the technique

its name Monte Carlo." In a show of Eurocentricity, [Jam80] also tells us that the name was

chosen because

... the style of gambling in the Monte Carlo casino, not to be confused with the noisy

and tasteless gambling houses of Las Vegas and Reno, is serious and sophisticated.

The prototypical Monte Carlo problem is an integral. For instance, figure 3-14 illustrates

the calculation of the area of an arbitrarily complicated shape. One can pick a set of random

14This is stretching the definition a bit, because no one would consider the coin toss at the beginning of the SuperBowl
to be a Monte Carlo technique.
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Figure 3-13: Plot of different particle identification regions in (1/fl) vs p. Requirements in
the different regions are shown at the lower right. Parameter values are given in table 3.1.
See text for details.
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Figure 3-14: Illustration of a Monte Carlo area calculation.

(x, y) coordinates, and calculate the area from the fraction that fall inside of the shape. The

information that we are trying to get from a Monte Carlo simulation of the experiment can also

be considered to be a complicated, many-dimensional integral.

We would like to be able to compare our experimental data to theoretical predictions. But

these predictions are for initial distributions that we never see. Rather, we see these distribu-

tions convoluted with our detector system response function, X (,..., T, --* zX, z2 , ... , X

This response function is an integral over such things as detector resolution, multiple scatter-

ing, etc. It is the role of a Monte Carlo simulation to reproduce2 X(l, Z2*..., zn -- X1, 2, ... , )

so that the theoretical predictions can be convoluted with the same response function that the

experimental distributions were subjected to, see figure 3-15.

The E859 Monte Carlo has been at least partially successful in reproducing the experimental

response function. This has been studied by comparing GEANT values for one- and two-particle

AUSCON and PICD efficiencies to values obtained from the data. Results of these studies are

detailed in 4.2.5.
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0

Figure 3-15: Illustration of the role of the experimental Monte Carlo simulation. Comparable
items are aligned horizontally. Items we know are indicated with circles - the theoretical
initial distributions and the measured experimental distributions. Items we cannot know are
indicated by squares - the initial experimental distributions and the experimental response
function. Items that we construct with the help of Monte Carlo simulation are indicated with
hexagons. In order to make comparisons between theory and experiment, the Monte Carlo
attempts to reproduce the experimental response function. Theoretical predictions can then be
subjected to the same distortions as the measured data.
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3.9.1 GEANT

The E859 Monte Carlo program is based on the CERN GEANT [GEA92] package, version

3.15. This package contains many powerful utility routines that allow the user to perform all of

the tasks required of a detailed Monte Carlo simulation of a high-energy physics experiment.

The first task of an experimental simulation is to describe the geometry and materials (in-

cluding values of the magnetic field) of all of the detector systems in the experiment. GEANT

provides many shapes that allow the description of almost any experiment. Materials defini-

tions exist for many elements and it is also possible to define new materials. GEANT provides

routines that calculate the cross-sections for many supported physics processes in all materials

used. Detailed descriptions of the algorithms used to simulate these processes can be found

in [GEA92]. Those processes most important for our experiment are:

* Decay.

* Multiple scattering. The Moliere scattering option was used for all of this analysis.

* Ionization and 6-ray production.

* Hadronic interactions, for which we used the GHEISHA package [Fes85].

Once the boundary conditions (geometry and materials) have been defined, the 'integration"

needs to be performed. GEANT integrates the equations of motion for a particle traveling

through the defined detector systems in a stepwise manner; this is known as "tracking." The

step size is determined by both continuous processes (energy loss, multiple scattering, bending

in a magnetic field) and discrete processes (decay, interaction, etc.). One also has to make sure

that a step does not cross a material boundary.

The algorithm for determining the pathlength, A, before a discrete interaction is very

elegant. A is obtained by random sampling for each selected, discrete process. The value of

Ar is given in units of the number of mean-free-paths traversed, N,. Since No is a medium-

independent quantity, Ai can be determined a priori. A particle's actual pathlength before an

interaction is the minimum Al of all the selected processes. GEANT decrements AI as the

particle goes through the experimental apparatus. When Ai = 0, the corresponding interaction

takes place and final state particles and momenta are appropriately chosen. The new particles

are then subjected to the above tracking algorithm which proceeds until all particles leave the

experimental volume.

GEANT provides routines that will track particles through a properly defined detector

system. These routines conveniently call user-written routines for every track and at every
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step. This allows the user to store whatever information s/he desires (energy loss, position,

etc.) for later digitization. This information is stored in ZEBRA [ZEB92] banks. Routines are

provided to write and read these data structures. The following list describes the contents of

the most important GEANT output banks:

* HITS - Stores user-selected information for tracks in a sensitive volume (TOFW slat, TR1

wire, etc.)

* JXYZ - Stores the space points of all tracks at every step along their trajectory.

* KINE - Stores the momentum 4-vector and the PID code for every primary particle. All

secondary tracks above user-selectable kinetic energy cut (default = 0 GeV) are tracked,

but only those above another user-selectable kinetic energy cut (default = 1 GeV) are stored

in the KINE bank. The remainder are stored in the temporary STAK bank. The ability

to store user-information has not been exploited in the E859 GEANT implementation.

* VERT - Stores the space-time 4-vector of the origin of every particle. Also stores pointers

into the KINE bank for the parent track, the origin track and any daughter tracks. The

ability to store user-information has been used to study secondary production processes.

After the particles in the event have been tracked through the detector systems, the exper-

imental resolution needs to be applied and the data needs to be put into a format compatible

with the programs used to analyze experimental data. This process is known as digitization.

GEANT calls a user-written digitization subroutine. In E859, digitization routines are inde-

pendent of routines in the rest of the Monte Carlo. So, for ease of maintenance and time

considerations digitization was separated from the rest of the Monte Carlo into a program

known as ZYBATCH. This program is described in more detail in section 3.9.2.

One final important task in an experimental simulation is that of visualization. Actually

seeing what is happening during an event gives one a more intuitive understanding for a

variety of things:

* Sources of background.

* Design weaknesses.

* Causes of reconstruction inefficiencies.

GEANT provides routines that allow the user to view any detector from any position in space.

There are also routines which allow the display of simulated hits and tracks, or user-digitized
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data. A program known as LOAD-DISPLAY processes the variety of data YBOS banks into a

standard format readable by the display routines.

3.9.2 ZYBATCH

ZYBATCH is a program that processes GEANT ZEBRA output banks into YBOS banks ap-

propriate for input to the analysis chain for "real" spectrometer data. This processing includes

the menial task of format translation, the translation of absolute spatial coordinates of a track

(this is the form of GEANT output) into geographical addresses (e.g., chamber, plane, wire) and

the convolution of the GEANT output with instrumental resolution.

Accurate track reconstruction and PID demands careful matching between the physical

locations of tracking and PID elements in the Monte Carlo, ZYBATCH and the analysis codes.

These elements include every drift chamber and trigger chamber wire, every TOFW slat,

every GASC cell and every BACK pad. The procedure for determining the drift chamber wire

positions is described in section 3.5.1. In this procedure the plane separation is allowed to

vary. This is incompatible with our GEANT decription of the drift chamber volumes. Because

of this a special geometry file was created in which the plane separations were forced to be

equal to the design specifications. The internal consistency of the TR1/2 positions is enforced by

obtaining the values from the same FORTRAN include file. The description of the TOFW is not

entirely internally consistent because only the fat slats were surveyed. The experimental

TOFW positions are obtained by minimizing track projection residuals to each slat. The

surveyed fat slats are kept fixed and all slats in a panel are forced to lie in a line. The

Monte Carlo TOFW is described as a series of panels, each tangent to the same circle with a

radius and center fit to the surveyed positions of the fat slats. The maximum error on the

position of any individual slat is < 1 cm. The GASC cells and BACK pads are each described

by a plane and the angle of that plane with respect to the spectrometer axis. These quantities

were determined for real data. But, I can find no documentation to indicate if this was done

with survey values or a projection-residuals analysis similar to the positioning of the TOFW.

The plane position and angle were difficult to extract from the relevant PID code, so their

Monte Carlo positions were adjusted by minimizing projection residuals. The BACK counter is

consistent to better than one pad and the GASI( position is consistent to within 3 mm [Sun94].

The drift chambers and the TOFW are the two most important examples of the application

of instrumental resolution. Due to practical considerations we describe a drift chamber plane

as a GEANT volume instead of each individual drift cell. We then use the known wire positions

to predict which drift cells a track crossed. The total energy loss in a plane is divided into 100 eV
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ionization events which are distributed randomly along the track's trajectory in that plane. A

track will register a hit on the wires of every drift cell in which it has at least one ionization

event. The width distribution of hits was taken from real data and peaked at 35 nsec. In order

to simulate multi-hit blocking, two or more hits that overlap are combined into one wider hit.

The position resolution distribution is a Gaussian with a = 200m. There are at least three

drift chamber effects that are not taken into account:

* There is no simulation of electronic cross-talk. If included this effect would increase the

local hit density creating more difficulties for reconstruction algorithms.

* The drift chamber wires are not included as separate volumes. Rather, their material

is smeared out over the gas volume of the chamber. This affects the multiple scattering

characteristics of the spectrometer.

* There are no systematic errors in the positioning of the wires in the Monte Carlo with

respect to further analysis programs.

The TOFW has both ADC and TDC information. The arrival time of signals at both pho-

totubes are independently smeared by a = 100/vpsec. The ADC output at each phototube

is smeared according to a Poisson distribution with a mean given by the number of primary

photoelectrons.

Finally, one must be careful to construct digitized Monte Carlo output banks with the same

meaning as the corresponding experimental data output banks. Sometimes this means ignoring

information available in the Monte Carlo that we have no access to in experimental data. As

an example, consider the calculation of the drift time to a drift chamber wire. Inside ZYBATCH

we have access to the distance each track passed from its struck wire and therefore the true

drift time. In real data our timing information is limited to the sum of the drift time and the

transit time, see section 3.5.2. We are forced to estimate the actual drift time assuming that

the particle has # = 1 and make a transit time correction during reconstruction. To impose

this ambiguity on Monte Carlo data, we have to pretend that we do not know the true drift

time. Instead, we calculate the excess transit time due to # < 1,

nt = L (- -), (3.46)

and add it to the true drift time.
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Chapter 4

Correlation Analysis

In this chapter, I will discuss all of the steps necessary to get from identified particles to

extracted source parameters.' I will first summarize the HBT analysis environment. Next, I

will discuss the r+lr+ and K+K+ Actual distributions. 2 This will include a discussion of the

cuts applied to the data, and a presentation of the number of pairs in the final data sets. It will

also include a description of the two-particle acceptance correction (TPAC), made to account for

spectrometer/tracking/PID inefficiencies that are dependent on two-particle quantities. Next,

I will discuss generation of the Background distributions. This will include details of our

implementation of the event-mixing procedure and details of how the resulting distributions

are modified in order to correct for the Coulombic distortion of phase space in the data. Next,

I will summarize the correlation function parameterizations used in this analysis and present

the E859 acceptance for the different relative momentum projections. Finally, I will discuss

the procedure used to fit correlation function histograms and extract source parameters.

4.1 HBT Analysis Environment

A great deal of effort went into creating a flexible HBT analysis environment. Demands on

this environment were many and diverse:

*Actual and Background distributions must be stored in flexible data structures. A detailed

listing of the quantities stored in these data structures is given in appendix D.

1If I were as literary-minded as my adviser, I could make an intelligent reference to Dante's journey in reverse.
2Throughout this chapter, Actual and Background are used in the sense of the correlation function numerator and

denominator. See section 1.4.
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* Cuts on the data, (e.g., track quality, multiplicity, momentum, etc.,) must be easy to make.

* Modifications for Coulombic phase-space distortion and two-particle acceptance must be

taken into account.

* Source parameterizations must be trivial to add.

* Fit parameters must be estimated along with associated errors and correlations.

We decided to implement this environment within the framework of a VMS shareable-image

version of the powerful CERN PAW [B+ 89b] program. Chuck Parsons developed the shareable-

image version of PAW in order to allow the user to conveniently incorporate specialized addi-

tions into PAW.3

PAW is based on the KUIP [KUI91] command-line interpreter. KUIP allows subroutines

(e.g., plot a histogram, fit a correlation function, etc.) to be called from within the PAW session.

We used this feature repeatedly:

* A wide variety of cuts could be interactively defined.

* Histograms could be generated for different relative momentum projections, using dif-

ferent binning, different rapidity, different weighting (e.g., Gamow correction), etc., all

defined on the command-line.

* Correlation functions of any dimensionality could be fit. The fit function and various

MINUIT [JR92] options were declared on the command line.

KUIP also provides menu-driven on-line help which will hopefully make this environment

usable for the next heavy ion HBT graduate student.

PAW also supports COMIS [COM92]; an interpreter, written in FORTRAN, that allows

source-code to be directly executed from the command-line. COMIS has taught those of us

spoiled by VMS the headaches that accompany a buggy compiler. But, despite the many

expletives directed towards this software package over the years [Ste], it has been enormously

useful. In the HBT analysis, the subroutines used to generate histograms and fit correlation

functions each had the capability to call a user-defined COMIS function. With these functions,

additional cuts could be made, or a new fit function could be tested.

In order to generate our three-dimensional correlation results, we needed to augment PAW

with the capability to manipulate three-dimensional histograms. This was based on work

3 This was an enormous time-saver because changes to the user's specialized additions could be made without
having to relink all of PAW. It was also an important space-saver, since each group member could maintain his/her
own modifications (small) and use one, standard, PAW executable (big).
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initiated by Richard Morse, extended so that all standard histogram operations were nearly

transparent to the user.

A more detailed writeup of all the programs used in this analysis can be found in [CSed].

4.2 Actual Distributions

In the following subsections I will discuss each of the cuts used to define a good pair for the

standard r+ 7r+ and K+ K+ data sets and I will discuss additional cuts used to estimate system-

atic errors and to obtain information on the (pPoir)-dependence and rapidity cut-dependence

of the extracted source parameters. A description of the TPAC is included in section 4.2.5.

Table 4.1 lists the names and purposes of all standard cuts. Table 4.2 lists the names and

purposes of each of the non-standard cuts. Tables 4.3 and 4.4 list the numbers of pairs and

events for the r+ 7r+ and K+K+ Actual data sets respectively.

4.2.1 BTOF, INTPRE and INTFOL Cuts

As discussed in section 2.14.1, there is beam-counter logic to eliminate events which follow

a preceeding event within 100 nsec (PRE), and to flag events which are followed by a succeeding

event within 100 nsec (FOLLOW). It was also noted that there are windows in this logic, such

that if a particle is preceded or followed within %s 3 nsec, it will be recorded as a valid event.

This is a problem since these events will have distorted start-time information. Both beam

particles in such an event will be within the BTOT ADC gate, producing a characteristically

large BTOT signal. So, the standard technique for eliminating such events is to make a cut on

the BTOT ADC spectrum.

Unfortunately, for at least some of the E859 run period, BTOT had an unidentified problem

that severely distorted its ADC spectrum. For this reason, a cut was instead placed on the

BTOF ADC spectrum. The arguments made for BTOT also apply to the BTOF, but the charge

resolution is worse. Figure 4-1 shows the BTOF ADC spectrum for a subset of the K+K+ data.

The top panel shows the spectrum for all events, and those events in which the FOLLOW bit

was set. The bottom panel shows the spectrum for those events in which the FOLLOW bit was

not set. From this second distribution one can clearly see two peaks corresponding to one and

two beam particles within the BTOF ADC gate. These peaks are well described by Gaussians

with oz z 1. The mean of the second peak, Jz=2 - 21.8, is exactly the value predicted for

two Z = 14 particles using AE = ZLMs5, see section 3.2. The cut placed at Z = 18 eliminates

unwanted events at the 3¢ level.
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This cut is used to eliminate events in which the beam
particle responsible for the recorded event is accompa-
nied by a second beam particle so close in time that
neither the PRE nor FOLLOW bits are set.
This cut is used eliminate events in which the recorded
event follows a second interaction within 1 psec.
This cut is used eliminate events in which the recorded
event is followed by a second interaction within 1 sec.
These cuts are my variation of the standard (PICD) PID
decision.
This cut eliminated tracks in which AUSCON failed to
find a hit on both trigger chambers (TR1 and TR2).

This cut eliminates pairs whose tracks use the same
TOFW slat.
This cut eliminates pairs whose angular separation in
front of the magnet is small enough to guarantee hit
sharing.

Table 4.1: Names and purposes of cuts used to define a good event for the standard data sets.
See text for more details and actual cut values.

Purpose

A software TMA cut was applied to the r+ r+ and K+ K+

data sets in order to examine the source parameters for
the most central data sets possible.
GASC information was used to verify the PID decision
in the appropriate momentum regions.
Kaons are much more massive than pions and therefore
have a large tail of low-rapidity in our spectrometer
acceptance. This cut was used to eliminate kaon tracks
with y < 1.3 in order to optimize the K+/7r+ acceptance
overlap.

The HBT source parameters may depend on the the
pair momentum, (ppair) = IP1 + 2 I-. This cut divided
the r+7r+ and K+K+ data sets into several bins with
approximately equal numbers of pairs.
We doubled and tripled the standard scale angle cut in
order to study systematic errors in the TPAC.

Table 4.2: Names
values.

and purposes of non-standard cuts. See text for more details and actual cut
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PurposeName

Event Cuts

Track Cuts

Pair Cuts

I~~~~~~~~

BTOF

INTPRE

INTFOL

TOFID

TR1TR2

A-Slat

Scale Angle

Event Cuts

Track Cuts

Pair Cuts

Name

TMA

GAS(

Rapidity

Scale Angler)

Scale Angle
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7r+ Tr
+

Standard
TMA

GAS6

(pPir)(GeV/c) < 650

650 < (pP"'r)(GeV/c) < 850
(pPair)(GeV/c) > 850

Scale Angle (radians) < 0.022

Scale Angle (radians) < 0.033

Pairs Events
108283 95825

18400 16144

96939 86519

30861 27502

35192 31239

42230 37084

101483 89770

92313 81671

able 4.3: Number of pairs in different r+ r+ Actual data sets.

K+K+a

Standard
TMA

GAS

y>1.3
(pP"')(GeV/c) < 1050

(pP"air)(GeV/c) > 1050

Scale Angle (radians) < 0.022

Scale Angle (radians) < 0.033

Pairs Events

48840 47762

17771 17334

38747 37793

29453 28930

22231 21727

26609 26035

46228 45096

42785 41814

lable 4.4: Number of pairs in different K+ K + Actual data sets.

aThe K+K+ data set is composed of two roughly equal data sets taken in February 1991 and March 1992. The
Feb91 and Mar92 data sets were taken with a 1% and 2% interaction-length targets respectively. The TMA response
was also somewhat different.
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Figure 4-1: BTOF spectrum for K+K+ events. The top panel shows the BTOF spectrum for
events with 2 K+'s and for the subset of such events with the FOLLOW bit set. The bottom
panel shows the same distribution for the subset of K+K+ events in which the FOLLOW bit
was not set. The two clearly separated peaks indicate events in which one and two 28Si nuclei
pass through the BTOF counter within the ADC gate. The cut on BTOF < 18 is indicated by
the dashed lines.
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We decided to keep those FOLLOW events that passed the BTOF cut. We wanted to include

such events since microstructure in the beam spill caused the FOLLOW bit to be set in as

many as 1/3 of all events in the March 1992 data set. We justify this decision on the following

grounds:

* If the energy deposited in the BTOF indicates that there was only one 2 Si nucleus

within the ADC gate, then the second particle must have come late enough to avoid

interfering with the start-time measurement. Recall that the beam counters use leading-

edge discriminators and the rise-time until threshold is , l'1nsec.

* The ratio of events with and without the FOLLOW bit set is identical for K+K+ events

and minimum bias events.

Depending on target thickness, a second target interaction will occur in 1-2% of those events

with the FOLLOW bit set. Such events need to be eliminated from consideration since any

resulting particles will distort those detectors with relatively long response time (e.g., TMA,

drift chambers) and those without multi-hit capability (e.g., TOFW). Because of the large

FOLLOW rate in the March 1992 run, INTPRE and INTFOL were installed into the beam-

counter logic. These signals flagged events in which an interaction occurred within lpsec of the

current event. Cutting on these bits eliminated 5-10% of the events during the time in which

it was installed.

4.2.2 TOFID

HBT measurements are sensitive to misidentified particles. The presence of nonidentical

particles in an Actual distribution will manifest itself as an apparent reduction in the correla-

tion strength, i.e., the coherence parameter A. In principle this should not affect the extracted

radius parameters, but A and the radius parameters are correlated in the fit procedure. Sec-

tion 3.8 details the standard PID decisions. Three modifications were made to satisfy the

specialized needs of this analysis. In this section I will list and justify those modifications.

Figure 4-2 is a modified version of figure 3-13, showing my PID decisions. In appendix A, I will

estimate the impact on this analysis of contamination due to misidentification.

* r+'s which fail to fire the GAS( will be misidentified as K+'s in those 1//? vs p region where

the pion and kaon TOF identification regions overlap. In this region, r+ contamination

of the K+ sample can reach as high as 5%, see [Mor94]. In order to avoid this, regions

where pion and kaon TOF identification regions overlap beyond 3c are eliminated.
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* As shown on page 41, single-particle efficiencies cancel in the correlation function deter-

mination. Thus, it was not important that the PID decision be symmetric around 6 = 0.

Because of this, and since multidimensional HBT analyses place a premium on statistics,

it was decided accept particles with momentum greater the r/K 3o overlap momentum

(p = 1.8A. GeV/c) if they were in a region uniquely identified by TOF.

* Under conditions discussed in section 3.8, PICD adds the energy from adjacent GAS(

cells when using the GAS(C in a PID decision. This will change the GAS, efficiency for

two close tracks. [Sol94]. GASC( information was ignored since Monte Carlo work needs

to be performed to understand any contribution this may make to the TPAC. This does

not affect kaons since they were only identified in regions where the TOFW information

was unambiguous. For pions above 0.5 GeV/c this results in e+ contamination of the r+

sample which is less than 7% everywhere, and much less at lower momenta.

4.2.3 TR1-TR2 Cut

We eliminated tracks for which AUSCON failed to find a hit on both trigger chambers

(TR1, TR2). Such tracks should not have satisfied the trigger. But, they could have been

preferentially accepted or rejected depending on some event characteristic. As an example,

consider a pair of tracks, one of which failed to fire its corresponding TR2 wire. If, and only if,

the tracks are close together (within the programmed search width on TR2) the LVL2 tracking

algorithm would have been able to verify both tracks by reusing the TR2 wire that did fire.

This particular type of trigger bias is especially dangerous since it distorts the low-relative

momentum phase space vital to the HBT measurement.

4.2.4 A-Slat Cut

Pairs were eliminated if both tracks used the same TOFW slat. Such tracks were likely to

be ghosts. If they were real, their time-of-flight would be distorted since the TOFW does not

have multihit capability. Tracks were kept if they shared a slat with a non-identical particle,

but this was rare.

4.2.5 Scale Angle Cut, Two-Particle Acceptance Correction (TPAC)

As discussed in section 3.7, reconstruction becomes difficult when tracks are very close to

one another. The local hit density becomes very high. And, despite careful design of the drift-
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pion kaon proton
1.12

1.1

1.08

1.06

1.04

1.02

0.98

.;; ';- '.'
""I ........ . .

0 0.5 1 15 2 3 3.5

I/1 vs p (GeVic)

Figure 4-2: Illustration of the PID decisions used in this analysis. Valid kaons and pions must
be within their respective TOF identification regions and must pass the standard energy-loss
cut. GAS(k information is ignored.
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CHAPTER 4. CORRELATION ANALYSIS

chamber readout electronics, see section 2.8, two hits within 2 mm along a given view direction

will be recorded as one hit with the lead-time of the closer particle. This second effect is

known as multihit-blocking. These problems are greatly magnified in front of the magnet since

tracks that are close at one z-plane will be close throughout their entire trajectory. Section 1.4

showed that while single-particle inefficiencies do not affect correlation measurements, such

two-particle inefficiencies must be accounted for.

This effect was examined by Ron Soltz using the Si+Au-* 21r- data set. An Actual distribu-

tion was generated in which all r- pairs, and thus the bulk of the Bose-Einstein correlations in

this data set, were eliminated. No attempt was made to correct for Coulombic distortion, but

since same-sign and opposite-sign pairs were included, this effect is expected to cancel. The

corresponding event-mixed Background distribution was generated, and the ratio of these two

distributions was formed. This ratio should be flat everywhere since all known correlations

have been removed.

Figure 4-3 shows this ratio as a two-dimensional histogram in the variables by vs bz, where:

bX - ZT1 (Pr . P2 (4.1a)Pz2 (4.la)
Pz 1 Pz2

by - ZTl1 (Ly), (4.lb)

are the projections of the angular separation at the mid-plane of T1. There is a pronounced,

elliptical dip in the region around bz = by = 0 indicating the expected inefficiency for close

tracks. The depleted region extends about 1cm in 6z and about 2cm in by. The reason the

ellipse is elongated in the by-direction is not firmly established. I believe that the reason is a

combination of the AUSCON algorithm, which searches for T1T2X tracks and TlT2Y tracks

independently, and the fact that there are more T1T2 z-planes (7) than y-planes (5). It may also

be due to the fact that, because of their angles, the UV planes give primarily X information.

This same distribution was generated for a Monte Carlo data set, see section 3.9 for a

detailed discussion of the E859 implementation of the GEANT Monte Carlo package. 200,000

events were generated with 27r-'s4 chosen according to

dn
dn- m.. exp (-ml /A), (4.2)

where A was obtained from fits to E802 data [Par921. The target was 1.5% interaction lengths

4We expect the close-pair inefficiency in the chambers to be largely due to reconstruction problems and thus
independent of particle type.
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Projected relative track position on T1

-3 -2 -I 0 I 2 3

8x (cm)

Figure 4-3: Correlation function for non-identical particles as a function of 6y vs &b. This
shows the inefficiency for spatially close pairs. From [Sol94]. See text for details.
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CHAPTER 4. CORRELATION ANALYSIS

of gold in order to interpolate between the Feb91 and Mar92 target thicknesses. All physics

processes were turned on. The Moliere multiple scattering option was selected. Digitized

events were analyzed with the same AUSCON and PICD executables as the spectrometer data.

This distribution, for both spectrometer data and Monte Carlo data, was fit with a two-

dimensional Gaussian:5

AB-N[1-A e ( 6Xz2 62 1
AI e=N x1-Aexp 2o,2 2o (4.3)

N is an overall normalization to account for the different number of pairs in the Actual and

Background distributions. A is a parameter to take into account partial efficiency at the

smallest separations. a and ay are the widths of the distribution in the z- and y-directions.

Fit parameters for both distributions are given in table 4.5. These fit values were found to

Parameter Data Monte Carlo

O I 0.46 ± 0.01 0.45 ± 0.02

ay 1.26 0.03 1.30 0.06

A 0.89 + 0.02 1.00 : 0.01

Table 4.5: Two-Particle Acceptance Correction parameters, from [Sol94]. See text for details.

be insensitive to elimination of pairs which shared a TOFW slat and elimination of pairs with

spatial separation small enough to be in a region where the efficiency was below 50%.

a. and ay for spectrometer and Monte Carlo data are remarkably similar, indicating that

the Monte Carlo provides a good description of the spectrometer response function. The value

of A is smaller for spectrometer data than it is for Monte Carlo data. This indicates a lower

efficiency in the Monte Carlo data at smallest separations. This is more clearly shown in

figure 4-4 where slices of these distributions (16z1 < 0.6 cm and 6yl < 0.6 cm) are plotted along

with the fit functions evaluated at the centers of these slices.

This discrepency can be qualitatively explained by noting that the Monte Carlo data set

was generated without any tracks besides the pair of interest and electronic noise was not

simulated. Two tracks can be so close together that their hits should be completely blocked

leaving AUSCON with no way to reconstruct both of them. This is precisely what is seen in the

Monte Carlo. But, in real life, there are sources of hits (extra tracks, cross-talk, etc.) that are

not associated with the reconstructed track. AUSCON can use these extra hits to find a second

5For historical reasons the TPAC is applied to the Actual distribution. As a result, the applied correction is the
inverse of this fit function.
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Two-Particle Efficiency

I
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0
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BY on Ti (cm)
l1xl<0.6

NY on Ti (cm)
IY1I<0.6

Figure 4-4: TPAC 6zx < 0.6cm and 6yl < 0.6cm slices. The top and bottom panels show the
distribution for spectrometer data and Monte Carlo data respectively. From [Sol94]. See text
for details.
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track.

Two tracks that are spatially separated by an amount less than some value, , must neces-

sarily be reconstructed using incorrect hits. For this reason we apply a cut to the data, known

as the scale angle cut. This cut eliminates regions in y vs 6z where equation 4.3 falls below

50%, or equivalently, regions where the TPAC rises above 2. The 6x value of a pair is scaled by

/a,/y = 2.75, and the applied cut is of the form:

(2.75 6z) + (y) 2 < (0.011 ZT1) . (4.4)

Heated discussion surrounded the decision to parameterize the TPAC and scale angle cut

in terms of the angular separation. This parameterization fails to take into account the pair

separation at the target. It is therefore not a direct measure of pair separation at the drift

chamber planes - the quantity in which we expect to see the inefficiency manifested. An

argument was made to instead use the measured spatial separation at each chamber z-plane.

But, the chosen parameterization was simple and it worked well. In the end, its use was

rationalized in the following manner:

The only pairs that are affected are those which are close on all planes in front of the

magnet. These must be pairs with the smallest angular separation. Some fraction

of these parallel pairs are spatially separated, and this could be seen by examining

their target separation. But, this will simply result in an incomplete inefficiency

when parameterized in terms of the angular separation.

Projections of the TPAC into various relative momentum projections are given in appendix A.

4.2.6 TMA Cut

The expectation of a dependence of extracted parameters on the centrality can be motivated

by simple geometry. One expects the size of the particle production zone to increase with

decreasing impact parameter as more and more nucleons participate in the collision. Such a

dependence has indeed been observed by E859 in a variety of heavy ion collisions, see [So194]

and references therein.

The details of how to set the hardware TMA threshold are discussed in section 2.14.2. For

the data used in this analysis, the hardware TMA threshold was set to accept roughly the

upper 10-15% of the minimum bias TMA distribution. Representative minimum bias TMA

distributions, and the TMA distributions accepted by the TMA trigger are shown in figure 4-5.

The hardware threshold is not sharp, and the triggered centrality varied by up to 5% [Wan].
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As a test, we applied sharp, ultra-central software TMA cuts to the data. We want to avoid

averaging over different centralities as this may result in distorted source parameters. It is

interesting to examine the most central data set possible to see if anything interesting (e.g.,

the QGP) shows up.

The TMA cut was applied to the standard data sets such that only the most central 20,000

r+lr+ and K+K+ pairs were accepted. For the x+ rr+ data set this is straightforward. The K+K+

data set was taken over two different run periods for which the TMA response was slightly

different. A different TMA cut was applied to the Feb91 and Mar92 K+K+ data sets such that

the same fraction of the K+K+ pairs in each data set were kept. Table 4.6 shows the TMA cuts

applied to the different data sets. Figure 4-6 shows the TMA distributions for the different

data sets and the applied cuts.

|r+r+ K+K+ (Feb91) K+K+ (Mar92)

147 139 117

Table 4.6: Minimum TMA values applied in ultra-central tests.

4.2.7 GASC Cut

We wanted to examine the effect of contamination that results from ignoring the GAS6

information in regions of ambiguous TOF PID. To do this, we merely needed to use the standard

PICD PID decisions. Even in this test we eliminated kaons which were in the 7r/K TOF

identification overlap region. Estimates of the systematic errors resulting from particle mis-

identification are given in appendix A.

4.2.8 Rapidity Cut

Figure 4-7 shows the accepted phase space, in y vs p, for pions and kaons in the standard

data sets. The low-y tail in the kaon distribution is a result of their large mass relative

to the pion. We wanted to optimize the acceptance overlap of pions and kaons so that we

were comparing apples to oranges.' Low-y particles preferentially contribute to low-q, and

we wanted to be sure that including these particles in the K+K+ data set did not distort the

extracted parameters.

6Yes, this is correct. We want to compare apples to oranges (pions to kaons), but not apples to oranges and bananas
(pions to low-y and high-y kaons).
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Figure 4-5: TMA distribution for INT triggers and TMA triggers (hatched regions) for sample
runs in the three run periods. These distributions have not been target-out corrected. Vertical
lines indicate the upper 4% (solid), 7% (dashed) and 15% (dotted) of the minimum bias TMA
distributions determined offline [Wan].
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Figure 4-6: TMA distributions for different pair data sets. Hatched regions indicate the
applied software TMA cuts.
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Figure 4-7: y vs p. phase space for pions and kaons in the standard data sets. The cut applied
to the kaons, y > 1.3, is indicated by the dashed line.
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4.3. BACKGROUND DISTRIBUTIONS

4.2.9 (ppair) Cut

Extracted source parameters may depend on the average monentum of the pair:

(pair) _ + 2 (4.5)
2

Pratt [Pra84] suggests a (pPair)-dependence arising from an exploding source. A (ppair)-

dependence could also arise from different momentum distributions of directly produced par-

ticles compared to resonance products. (pPa'r) and q are correlated such that low-(pPa's) pairs

do not populate high-' phase space and vice-versa. Despite these difficulties, we were able to

divide the 7r+ r+ data set into three (pPai')-bins and the K+K+ data set into two (pPai")-bins.

Figure 4-8 shows the (pP"i)-distributions for the two different standard data sets and the

applied cut values. The cut values were chosen such that bins for each particle species have an

approximately equal number of pairs.

4.3 Background Distributions

Some specific details of our implementation of the event-mixing algorithm are worth special

note:

* Pairs in the Background distribution are taken from completely randomly selected events.

* Pairs in the Background distribution are allowed to repeat.

* Fluctuations in the Background distributions are assumed to be described by Poisson

statistics.

* Pairs in the Background distributions are only selected from valid pairs in the correspond-

ing Actual distribution.

* Coulomb distortion of phase space is incorporated into the Background distributions with

the standard Gamow correction.

* Residual correlations in the Background distributions have been examined and found to

be negligible.

Each of these items will be discussed in detail below.

Once the Background distributions are generated they must be cut identically to the corre-

sponding Actual distributions. The cuts are described in section 4.2. Table 4.8 and Table 4.7

give the number of Background pairs for the different data sets.
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Figure 4-8: Illustration of different (pPa"') bins used to study the (pP'°')-dependence of ex-
tracted source parameters. Cuts were selected so that bins for each particle species have an
approximately equal number of pairs.
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7r+ 7r+

Standard
TMA

GASC

(ppair)(GeV/c) < 650

650 < (pair)(GeV/c) < 850

(ppai)(GeV/c) > 850

Scale Angle (radians) < 0.022

Scale Angle (radians) < 0.033

Table 4.7: Number of pairs in different r+7+ Background data sets.

K+ K+

Standard
TMA

GASC

y> 1.3

(pPai')(GeV/c) < 1050

(pPa'r)(GeV/c) > 1050

Scale Angle (radians) < 0.022

Scale Angle (radians) < 0.033

Table 4.8: Number of pairs in different K+ K + Background data sets.
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4.3.1 Random vs Serial Sampling

We mix bosons from completely random events. This is different than mixing serial events,

e.g., mixing a boson from one event with bosons from the next N events. The motivation behind

this choice was the presence of super-Poisson fluctuations in an event-mixed Background. This

was first noted in [Zaj82, Z+84] which examined a simplified problem - the calculation of the

area of a square box using a Monte Carlo event-mixing technique. As described in section 3.9,

the standard technique for such a calculation consists of picking a set of N random coordinate

pairs, and calculating the area from the fraction that fall inside of the box. In the event-mixing

technique, we choose M = 4r random numbers and form all N unique coordinate pairs.

Taking the binomial nature of the problem into account, the errors on the determination of the

area can be written as:

-N, = /2 (1 - ll/2)'1 (4.6)
NO - (Nil)/4

This indicated that, for the box model, the Background fluctuations could never be small

compared to the Actual fluctuations, and would have to deviate very rapidly from Poisson.

This model was extended to the more general case in which N < M2 pairs are mixed [Sol94].7

In this case, the formula for the error on the determination of the area was found to be:

OaN 2 (l - 1/2) + 1 Q2 ( (4.7)

It is easy to verify that equation 4.7 reduces to equation 4.6 for limN_M,M_ o. It is also easy

to verify its Poisson nature for limN-o.

Random mixing was chosen over serial mixing because, in Monte Carlo studies with this

model, random mixing was found to retain Poisson fluctuations for larger values of N [Sol94].

To get an intuitive feeling for this consider the following, admittedly handwaving, argument.

Both serial and random mixing use the same particles in more than one pair. This means

that the relative-momenta of different pairs are not independent - this is the origin of the

super-Poisson fluctuations. In serial mixing there is even less independence. Table 4.9 shows

a few pairs generated in the two different mixing schemes. In the serial mixing case, the pairs

that use events 1,2 and 1,3 are not independent, and the pair that uses events 2,3 is related

to both of these pairs. Let us contrast this with the random mixing case. The pairs that use

events 1,11769 and 1,66721 are not independent, but the pair that uses 11769,66721 is not

7 This is more relevant to our analysis since we cannot hope to use all, --"- = 5 x 109, possible Background pairs.
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likely to be chosen if we are only mixing a small fraction of the available pairs.

Serial Mixing
1,2
1,3

2,3

Random Mixing
1,11769
1, 66721

-- 71 ~,B 21 

Table 4.9: Comparison of pairs used in serial and random mixing techniques. The event
number for two pairs which use event 1 are shown. With serial mixing the third pair in this
correlated triplet is always used. With random mixing this pair is almost never used.

4.3.2 Fluctuations

Despite the concerns expressed in the previous section, Background fluctuations were

assumed to be Poisson distributed. This decision was based on:

* Simplicity.

* Extension of the box model, discussed above, to a geometry more closely resembling rela-

tive momentum. Results of this study suggested that deviations from Poisson fluctuations

are not as severe in relative momentum bins as they are for the simple box model.

* Calculations showed fluctuations in the data to have negligible deviations from Poisson.

Figure 4-9 shows the geometry used in the extension of the box model. This geometry is the

closest we were able to get to the elusive goal of extending the box model to a general expression

for Background fluctuations in a relative momentum bin. For this geometry, it was found that

fluctuations could be reduced below those of the parent distribution with the limiting value

given by the bin size [Sol94].

Fluctuations in the data were studied using a technique similar to that in [Mor90. First,

the Actual distribution was split into several subsets. Each subset was used to generate an

ensemble of Background distributions. Histograms were made of the number of counts in each

relative momentum bin for every Background distribution. These histograms were well-fit by

Gaussians. For the case in which a given pair in the Actual distribution is used ~ 10 times,8

SThis case corresponds well to the fraction of possible pairs used in the real analysis.

179



CHAPTER 4. CORRELATION ANALYSIS

constant q = pl -p2

/

/

/

pi
Figure 4-9: Illustration of the super-Poisson box model extended to a relative momentum-
like geometry. If we consider each axis to represent a momentum component from a different
particle, then a diagonal slice corresponds to relative momentum (q = P - P2 = constant). For
reasons discussed in [Sol94] we had to restrict ourselves to the hatched regions which consist
of squares with their corners touching.
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the fitted variances were found to agree with those predicted for Poisson fluctuations. For

the case in which all N2/2 Background pairs were formed the fitted variances were found to

significantly deviate from those predicted for Poisson fluctuations. Figure 4-10 compares the

Poisson and box-model predictions for these two cases. The reader is directed to [Sol94] for

many more details.

4.3.3 Repeating Pairs

For convenience, our event-mixing technique allows the same Background pair to be re-

peated. The effect of this is expected to be negligible since 10z events gives 2 x 1010 unique

pairs, of which we use only ~ 106. Pairs which use tracks from the same event are not allowed.

4.3.4 Pair Selection

All particles in the Background distribution use tracks from valid pair events in the Actual

distribution. This has the advantage of insuring identical event character (e.g., centrality) in

the Actual and Background distributions.

4.3.5 Gamow Correction

We correct our Background distributions for the Coulomb distortion of phase space with

the standard Gamow factor. The Gamow factor is correct in the limit of a point-like source.

Zajc [Zaj82] expresses the low-Q limit9 of the true Coulomb correction, C, in terms of the

Gamow factor, G, and a power series in <r> /ao:

C = G (1 + (r)/ao + O (r)/ao) 2 +.) (4.8)

where (r) is the average radius of the emitting source, and ao is the Bohr radius.

In principle, the Gamow factor could be modified in an iterative procedure. In practice, this

effect is usually ignored since for pions, ao = 194.3 fin, and for kaons, ao = 55.1 fin. Systematic

studies have found the effect of not using the full Coulomb correction to be small.

4.3.6 Residual Correlations

The phase space in event-mixed Background distributions is distorted by an integration

over unobserved Bosons. This effect, known as residual correlations, was first noted in [Zaj82].

9In the high-Q limit, both corrections converge to 1.
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Errors for Event-Mixed Backgrounds
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Figure 4-10: These two plots compare the calculated variance for event-mixed Background
distributions, as a function of Q, to predictions from Poisson statistics and the box-model de-
scribed in the text. The top panel shows the case in which all N2 /2 possible Background pairs
are generated from each Actual pair. The observed variances are observed to be significantly
greater than those predicted by Poisson statistics, but significantly less than those predicted by
the box-model. The bottom panel shows the case in which only 10 Background pairs are gen-
erated from each Actual pair. The observed variances are well described by Poisson statistics.
From [Sol94].
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A detailed derivation of this effect, and results of a study performed for the E859 acceptance is

given in appendix B. The impact of residual correlations on this analysis is small.

4.4 Relative Momentum Acceptances

Figures 4-11- 4-20 show the E859 acceptance for the different relative momentum pro-

jections. In these figures and throughout this analysis, all relative momenta are calculated at

y = 1.25. This is the 28Si + 97Au participant center-of-mass rapidity, which is expected to be

the source-rapidity for central collisions.

4.5 Fitting

Let's assume we have chosen a fit parameterization, and generated the corresponding cor-

relation function histogram. We are left with the problem of extracting the source parameters

and estimating the errors on these parameters. Both of these problems are solved by mini-

mizing the difference between the correlation function parameterization and the experimental

data. Simple to say, not so simple to do.

In this analysis, parameter estimation is performed with the CERN MINUIT [JR92] soft-

ware package. This package minimizes any multi-parameter user-function. We used the MINI

option which first minimizes with the MIGRAD algorithm, defaulting to the SIMPLEX algo-

rithm if MIGRAD fails to find a minimum. MINUIT returns parabolic error estimations given

by the change in the function value which results in a change in the user-function, Af = 1. With

the MINOS option, the errors are calculated while reminimizing with respect to all variables

other than the ones examined. This method was used to calculate the confidence contours,

shown in chapter 5, in order to remove cross-correlations.l° Any bins for which there were no

counts in either the Actual or Background distribution were eliminated.

The rest of this section is devoted to motivating and deriving the user function minimized

for parameter estimation. For most of this discussion I will follow the notation in [Zaj90].

The standard function used in parameter estimation is the chi-squared distribution, given

by:

2 =J:N (Ci - Ai/Bi)2
X=C- N 2 (4.9)

i=1 As/B,

10A cross correlation occurs when variables i and k are correlated, variables j and k are correlated, but variables i
and j are not correlated. If this is the case, and we plot a confidence contour of i vs j while reminimizing with respect
to k, i and j will appear correctly uncorrelated.
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Figure 4-11: Illustration of E859 ID (Q, qdana) and 2D (qo vs q, qT vs qL), phase space for pions.
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Figure 4-12: Illustration of E859 1D (Q, qdana) and 2D (qo vs q, qT vs qL), phase space for kaons.
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Figure 4-13: Illustration of E859 (qL vs qT vs qo) phase space for pions. The first three panels
show the three possible 2D combinations of these three variables. The data plotted are cut
on the unplotted third variable, in order to show the available phase space in the region of
correlation function enhancement. The final panel shows the 1D projections of each of these
relative momentum variables. The hatched regions show the cuts used to generate the 2D
projections.
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Figure 4-14: Illustration of E859 (qL vs qT vs qo) phase space for kaons. The first three panels
show the three possible 2D combinations of these three variables. The data plotted are cut
on the unplotted third variable, in order to show the available phase space in the region of
correlation function enhancement. The final panel shows the 1D projections of each of these
relative momentum variables. The hatched regions show the cuts used to generate the 2D
projections.
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Figure 4-15: Illustration of E859 (qL vs qTaide VS qTout) phase space for pions. The first three
panels show the three possible 2D combinations of these three variables. The data plotted are
cut on the unplotted third variable, in order to show the available phase space in the region of
correlation function enhancement. The final panel shows the 1D projections of each of these
relative momentum variables. The hatched regions show the cuts used to generate the 2D
projections.
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Figure 4-16: Illustration of E859 (qL vs qTside vs qTout) phase space for kaons. The first three
panels show the three possible 2D combinations of these three variables. The data plotted are
cut on the unplotted third variable, in order to show the available phase space in the region of
correlation function enhancement. The final panel shows the 1D projections of each of these
relative momentum variables. The hatched regions show the cuts used to generate the 2D
projections.
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Figure 417: Illustration of E859 (qLpair vs qTpair vs qo) phase space for pions. The first three
panels show the three possible 2D combinations of these three variables. The data plotted are
cut on the unplotted third variable, in order to show the available phase space in the region of
correlation function enhancement. The final panel shows the 1D projections of each of these
relative momentum variables. The hatched regions show the cuts used to generate the 2D
projections.

190

a) q vs qpr
5 < qi- < 110

-;I.;1, 1. , l I , , , , I

D 300

250

200

150

100

50

' 300

250

e 200

150

100

50



4.5. FITTING

- 600

S 500

400

300

200

100

600

400

300

200

100

200 400 600 200 400 600
qT,,, (MeVIc) q,*, (MeVic)

500 - c) , vs q <

0 Io
400 -

300

200

100 a
I II 

200 400 600 200 400 600

qai, (MeVIc) qe, (MeV/c)

Figure 4-18: Illustration of E859 (qLpair vs qTpair VS qo) phase space for kaons. The first three
panels show the three possible 2D combinations of these three variables. The data plotted are
cut on the unplotted third variable, in order to show the available phase space in the region of
correlation function enhancement. The final panel shows the 1D projections of each of these
relative momentum variables. The hatched regions show the cuts used to generate the 2D
projections.
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show the three possible 2D combinations of these three variables. The data plotted are cut
on the unplotted third variable, in order to show the available phase space in the region of
correlation function enhancement. The final panel shows the 1D projections of each of these
relative momentum variables. The hatched regions show the cuts used to generate the 2D
projections.

192

I sMwam 233

a) Q vs qL
-60 < qo < 60

. ........ ..I .... I .
E ~ ,,I..

I - A

b) Q vs qO
-60 < qL < 60

111111 -L .1 , , ,I ,

- 600

500

400

300

200

100

- 600

I400
200

-200

-400

-600

". I . . . . I I. . . I . . .. I I . I :
d) q, uncla

I l l l lmx nl I I I I~~~

P0 600

qti, (MeVlc)

f * . . . . . . . . . . . f * . .

U

e) QL uncutt



4.5. FITTING

-, 600

500

400

300

200

100

-500 -250 0 250 500

qL (MeVIc)

c) qL v s me

5 < Q < 125

I I

-500 -250 0 250 500

qO (MeVIc)

~, 600

500

400

300

200

-500 -250 0 250 500

qo (MeV/c)

I4.t
-es

I
-500 -250 0 250 500

, uncut

i , I
200 400 600

q, 1ic, (MeVIc)

Figure 4-20: Illustration of E859 (qo vs qL vs Q) phase space for kaons. The first three panels
show the three possible 2D combinations of these three variables. The data plotted are cut
on the unplotted third variable, in order to show the available phase space in the region of
correlation function enhancement. The final panel shows the D projections of each of these
relative momentum variables. The hatched regions show the cuts used to generate the 2D
projections.
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The sum is over the i bins of the correlation function histogram. Ci is the value of the correlation

function at the middle of the ith bin given the estimated fit parameter values. Ai and Bi are the

values of the ih bin of the Actual and Background distributions respectively. o2A,/B is the error

of the ih bin of the measured correlation function histogram. There is an implicit assumption

in equation 4.9 that a2A,/B, is Gaussian distributed. This assumption is not explicitly satisfied

for the ratio of two numbers, and it is badly violated for the ratio of small numbers [JR80].

One way to circumvent this difficulty is to instead minimize the function:

2 N (CBi - Ai)2
X2A= (N 2 A) (4.10)

i=1 2Ai + 2CiBi

Unfortunately, this function also has difficulties for small values of Ai and Bi where the Gaus-

sian approximation to a Poisson distribution is not good.

To obtain the optimization function for Poisson distributed data one must use the Principle

of Maximum Likelihood (PML) method. To begin this derivation, we first neglect errors on the

Background distribution so that the number of counts in the ih bin of the Actual distribution,

Ai, is Poisson distributed about the expected number, Ai CiBi. The probability for obtaining

the measured set of Ai's given the varied set of Ai's is given by:

N -A,

P (AlAi) = nI exp-Ai (4.11)
i=L

To find correct source parameters we need to maximize this probability. It is convenient to

instead minimize the negative logarithm of this probability. We also multiply by two for later

comparison to equation 4.9:

PML -21n (a Ai -Ai (4.12a)
=1 Ai!exp

N

= 2 (Ai - Ai In (Ai) + ln(Ai!)), (4.12b)

= 2E AiAi- Ai1+ '(4.12c)

To obtain equality in the last line we invoke Stirling's approximation and absorb higher-order

terms into the definition of PMLo 11 so that limAioo PMLo = X2C.

Zajc [Zaj9O] suggested an augmentation to PMLo in order to account for cases in which the

11We can do this because these terms are constants in the minimization procedure.
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errors in the Background distribution are not negligible:

PMLA =2 Ai - Ai - (A + aCjB.) in ( ij)) (4.13)

The motivation for this optimization function is to obtain a formula which is correct for Poisson

distributed numbers and for which limA,-.o PMLA = X2A.

One can work backwards and derive the probability distribution which would give rise to

this optimization function. Let us rewrite equation 4.13, restricting our attention to only one

bin and defining 2 - A + 2B:

PMLA _ 2 (A -A _2InA -A + )) (4.14)

To obtain the probability distribution we need to first restore terms lost in Stirling's approxi-

mation:

PMLA = 2 (A-A- 2 ln -A+ 2 )) (4.15a)

= 2(A-A-o2ln(A-A+2) +21n(o2)), (4.15b)

= 2 (A - A - a2In (A - A + a 2 n () + -2 + (In (2)))) (4.15c)

z 2 (A - A + 2 - o2 In (A - A + o2) +In (2!)) (4.15d)

Next, we need to multiply by - 2 and exponentiate:

P (AIA) = exp -PMLA (4.16a)

(A - A + o2)(" ')
= (A 2! exp [ (A A+ 2)] (4.16b)

This distribution is neither Gaussian nor Poisson, although it should be noted that we do

recover a Poisson distribution in the limit of negligible Background errors:

A- A
lim P (AA) = - exp . (4.17)

A-OO,B--OO,aCiS -O A!

We sought a way to introduce Background errors into the probability distribution function
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in a more natural fashion. The first step was to unwittingly invoke Bayes' Postulate [F+79].12

Given the number of counts in the ith bin of the Actual histogram, A, we wrote the probability

that the the parent distribution was Poisson distributed with a mean, p as:

PA exp (-j)
P (pIA) = (Alp) -- A! (4.19)

We assume that the Background is Poisson distributed with mean, v, and that the correlation

function, C = p/v. This allows us to write:

P(CIA, B) = JJ , exp(-v) ( 6 (C - p/v) dp dv, (4.20a)

(C)A exp (-Cv) (B+exp(- ) d, (4.20b)

CA VA+B+1 exp (- (C + 1) v) d, (4.20c)
A!B!J (4.20c)
CA (A + B + 1)! (4.20d)

A!B! (C + 1)A +B+2 '

We want to maximize this probability. But, as in equation 4.12, it is more convenient to

minimize the negative logarithm of this probability. We also multiply by two for comparison

to equation 4.10 in the high-count limit. Using Stirling's approximation and absorbing higher-

order terms into the definition of PMLp, we can write:

PMLp -21n (CA (A+B+ 1)! (4.21a)
PMLp,: - 2 In AA!B! (C + 1)A+B+2 (4.21a)

= -2[(A+B+l)ln(A+B+1)-AInA-BInB-1+

Aln C- (A + B + 2)ln (C + 1)]. (4.21b)

Equation 4.21 would have been the function optimized for parameter estimation in this analysis,

12Bayes' Theorem is an equation for the posterior probability in terms of the prior probabilities:

'P (I z) (Oei) P(i)
j1 (-la,) (

where,
N N

EP()= = 1, E P(Xei) = 1. (4.18)
j--=1 =1

Bayes' Postulate states that if the prior probabilities are completely unknown, then one may assume they are equal:

PN
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except for an error in the original derivation discovered only recently by Mark Baker. As a

result, the function actually optimized was:

PMLp, = -2 [(A+B)ln(A+B)-AlnA-BInB+

Aln C - (A+ B+ 1)ln(C + 1)]. (4.22)

Equations 4.21 and 4.22 are only different in the very low count limit. Since fit results obtained

with equation 4.22 were found to be nearly identical to those obtained with equation 4.13, the

error associated with the mistake in equation 4.22 is estimated to be negligible.

To examine the behavior of equation 4.21 in the high-count limit, we drop the term In (C + 1)

and rearrange:

Alim PMLp , -2[Aln(A B C ) + Bln ( )1 (4.23a)

= -2 [Aln (1+ CB A +BIn (1 B-A ))] (4.23b)

We expand In (1 + z) . z - z2/2, linear terms cancel, and we are left with:

lim PMLp (CB - A)2 (4.24)
A-oo,B-oo AB (C + 1)2 / (A + B)'

It is straight-forward to show that equation 4.24 has the correct high-count behavior:

lim PMLp , X2 , (4.25a)
A-*oo,B- oo

lim PMLp , X2 . (4.25b)
A-oo ,B-oo,OCB CO

As a final note, the probability distribution given in equation 4.20d shows that A/B is a

biassed estimator of the correlation function. To see this, we find the value of the correlation

function obtained by maximizing the probability function given in equation 4.20d:

dPMLp = PMLP .( A A+B+2) = (4.26a)
dC C+ 

C = B2'A (4.26b)B+2'

The source of this unexpected result is not well established. We believe it is a consequence

of the fact that while the true correlation function in a given bin is the ratio of the means of

the parent distributions, the measured correlation function is more nearly given by the ratio of

197



CHAPTER 4. CORRELATION ANALYSIS

the most-probable-values of the parent distributions. In the low-count limit, these are not the

same. In any case, this bias is negligible over most of phase space.

198



Chapter 5

Results

In this chapter I discuss the final fit results for all source parameterizations of the w+r+

and K+K+ standard data sets. In addition, I will discuss results of fits to the data sets cut

on the individual particle rapidity and on the total pair momentum. I will briefly discuss how

well the parameterizations describe the data. And, I will summarize our efforts to understand

the systematic uncertainty associated with the quoted fit parameters.

The final fit parameters and goodness-of-fit values are presented in table 5.1 - table 5.8.
These same results are graphically summarized in figure 5-1. The most striking feature of this

data is that every extracted fit parameter, in every source parameterization, indicates that the

7r+ source is ~ 50% larger than the K+ source.

Q, qdana Parameterizations
Plots of the 1D (Q, qdana) parameterizations of the standard K+K+ and ir+7+ data sets are

shown in figure 5-3. Fit parameters are presented in table 5.1 and table 5.2.

The very large difference between the R and Rdana fit parameters is mostly due a mundane,

but non-intuitive kinematic effect: Bose-Einstein correlations measure Lorentz extended radii.

This effect is described in more detail in appendix C. Rdana is not kinematically suspect, and the

fit values indicate that the r+ + source is significantly larger than the K+K+ source. Recall

that this parameterization assumes that r = R. The validity of this assumption is discussed

below.

qoq Parameterization

The two lowest qo slices of C 2 (qo, q), for the standard K+K+ and + 7+ data sets, are shown
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7+7+ K+K+

Rq 5.00±0.18 2.19±0.10
A 0.59 ± 0.04 0.84 ± 0.07

X2 /dof 43.4/56 70.4/56

Table 5.1:
data sets.

Q fit results for the standard

r++ K+K+

Rdana 2.78 ± 0.10 1.81 ± 0.10

A 0.63 ± 0.03 0.84 ± 0.07

x2 /dof 69.9/56 57.1/56

Table 5.2: qdan fit results for the stan-
dard data sets.

Wr+ r+ K+ K+

2.52 0.18 1.63 ± 0.12

3.56 0.13 2.10 0.12

0.64 ± 0.04 0.84 ± 0.07

729.3/759 874.2/854

?r+ 7r+

R

r
A

x2/dof

2.84 ± 0.09 1.83 ± 0.07

2.94 ± 0.30 0.01 ± 0.94

0.67 4 0.04 0.78 ± 0.07

467.6/434 456.8/393

Table 5.3: qLqT fit results for the stan-
dard data sets.

RL

RTside

RTout

x 2/dof

2.75 ± 0.15

2.95 ± 0.19

3.77 0.13

0.65 0.02

2605/2711

1.71 ± 0.14

2.09 ± 0.20

2.07 ± 0.16

0.83 ± 0.08

2374/2402

Table 5.5: qLqTsideqTout fit results for the
standard data sets.

Table 5.4:
data sets.

RL

RT

A

x2 /dof

qoq fit results for the standard

2.57 ± 0.15 1.65 ± 0.08

3.15 ± 0.15 2.05 ± 0.07
2.78 ± 0.21 0.00 ± 0.56

0.67 ± 0.02 0.80 ± 0.04

1817/2110 2541/2738

Table 5.6: qqTqo fit results for the stan-
dard data sets.

3.82 ± 0.16 2.08 ± 0.09

2.78 ± 0.14 1.89 ± 0.07

0.00 ± 0.43 0.00 ± 0.51

0.66 ± 0.03 0.87 ± 0.04

809.8/825 1332/1442

Table 5.7: Koonin fit results for the stan-
dard data sets, fit at y = 1.25.

Table 5.8: qLpairqTpairqo fit results for the
standard data sets.

200

RL

RT

A

x2 /dof

7+7r+ K+K+ 7.+ + K+K+

r+lr+ K+K+

2.80 0.17 2.11 0.04

2.99 ± 0.39 0.00 ± 0.52

1.43 0.11 1.55 0.11
0.60 ± 0.03 0.85 ± 0.04

1480/1538 4182/4765

RLpair

RTpair

A

x2/dof

.

R

r
ysource

A

X21dof
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Figure 5-1: Summary of source-size fit results for all source parameterizations for the standard
r+7 + and K+K+ data sets. Error bars represent statistical errors only. Multidimensional

source parameterizations were fit over the entire phase space. Data in the lowest relative
momentum bins, qi,,e < 5 MeV/c, were omitted from the fits.
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Figure 5-2: Summary of A fit results for all source parameterizations for the standard 7r+ 7r+

and K+K+ data sets. Error bars represent statistical errors only. Multidimensional parame-
terizations were fit over the entire phase space. Data in the lowest relative momentum bins,
qotice < 5 MeV/c, were omitted from the fits.

202

CHAPTER 5. RESULTS

1

0.75

0.5

0.25

0



200 400

eq
2.4

2.2

2

1.8

1.6

1.4

1.2

1

0.8

0.6

600

Q (MeV/c)

2.4

2.2

2

1.8

1.6

1.4

1.2

1

0.8

0.6

200 400 600

qd (MeVIc)

0 100 200 300

Q (MeVIc)

I I I 

d) a ,X C2 (q&.,)

- *

I , . .I I .I . .
0

_ .* '

100 200 300

Figure 5-3: Plots of the 1D (Q, qdan) parameterizations of the standard K+K+ and r+7r+ data
sets. Note the difference in the horizontal scale between the 7+'s and K+'s. Solid lines are the
fits to the data. Fit parameters are presented in table 5.1 and table 5.2.
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in figure 5-4.1 Fit parameters are presented in table 5.4. 1-, 2- and 3-a confidence contours are

shown in figure 5-7a.

The r+ r+ source is consistent with r = R. It is also consistent with pion sources measured

for 2 Si+ 97Au central collisions at the spectrometer's 140 setting [A+ 92a, Sol94]. The extracted

rms radius of the 7+ r+ source, Rrm, = 3-R = 4.92 ± 0.16 fin, is significantly larger than the
28Si projectile radius, Rsi, = 3.04fmin. The K+K+ source is consistent with r = R and with

r = 0. The problems with extracting the emission time duration have been discussed in

section 1.4. The extracted rms radius of the K+K+ source, Rrma = vOR = 3.17 ± 0.12fmin, is

consistent with Rsia,.

qLqT Parameterization
The two lowest qL and qT slices of C2 (qL, qT), for the standard r+r+ data set, are shown

in figure 5-5. The equivalent slices for the K+K+ data set are shown in figure 5-6. Fit

parameters are presented in table 5.3. 1-, 2- and 3-o confidence confidence contours are shown

in figure 5-7b.

The w+ r+ source is consistent with pion sources measured for 28Si + 197Au central collisions

at the spectrometer's 140 setting [A+92a, Sol94]. Both the r+7r+ and K+K+ sources are oblate

with a major axis perpendicular to the beam axis, and a minor axis parallel to the beam axis.

Care must be taken in interpreting these results for two reasons:

1. As discussed in section 1.4, a non-zero emission duration will contribute primarily to RT

as measured in our spectrometer.

2. Dynamical correlations may limit the amount of the source that one can see with Bose-

Einstein correlations. As will be shown in section 6.3.2, at least one model predicts this

effect to be much more severe along the beam axis.

qLqTqo Parameterization

qL, qT and qgo slices of C2 (qL, qT, qo), for the standard + 7r+ data set, are shown in figure 5-8.

The slices are cut on the lowest relative momentum bins of the two unplotted variables. The

actual cut values are indicated in the figure. The equivalent slices for the K+K+ data set are

shown in figure 5-9. Fit parameters are presented in table 5.6.

With the qLqTqo parameterization, we avoid the integration over different values of qo

implicit in the qLqT parameterization. This removes most of the distortion of RL and RT

1Slices in q are not shown because of the kinematic constraint that limits phase space to q > qo.
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Figure 5-4: Low relative momentum slices of the qoq parameterization of the standard K+K+

and r+7r+ data sets. Note the difference in the horizontal scale between the r+'s and K+'s.
Solid lines are the fits to the data over the full 2D phase space, evaluated at the center of the
relative momentum slice of the unplotted variable. Fit parameters are presented in table 5.4.
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9 100 200 30

qT (MeVIc)

b) T5++, 15 < qL (MeVic) < 25

3

25

2

1.5

1

05

0

-
C3Y

3

25

2

15

1

0.5

0
0 100 200 300

qT (MeVIc)

C

0 100 200 300

qL (MeVIc)

0 100 200 300

qL (MeVIc)

Figure 5-5: Low relative momentum slices of the qL qT parameterization of the standard 7r+ 7r+

data set. Solid lines are the fits to the data over the full 2D phase space, evaluated at the
center of the relative momentum slice of the unplotted variable. Fit parameters are presented
in table 5.3.
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Figure 5-6: Low relative momentum slices of the qLqT parameterization of the standard
K+ K+ data set. Solid lines are the fits to the data over the full 2D phase space, evaluated
at the center of the relative momentum slice of the unplotted variable. Fit parameters are
presented in table 5.3.
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Figure 5-7: Confidence contours for the qOq and qL qT parameterizations of the standard K+K+

and r+t r+ data sets. Parameters are obtained from fits to the full 2D phase space. The optimiza-
tion fiunction is re-minimized with respect to the unplotted variables in the parameterization.
Fit parameters are presented in table 5.4 and table 5.3.
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caused by a non-zero emission duration (see section 1.4 for more details). Similarly, we remove

most of the distortion of r caused by any asymmetry of the source size relative to the direction

of ppair.

The fits seem rather poor for the r parameter, but this is an example of the dangers of

integrating over different relative momentum variables. We have to use rather large slices in

QL and qT (180 MeV/c for kaons, 90 MeV/c for pions) in order to get dynamic range for qo.2 The

reasons for this are clearly illustrated in figure 4-13 and figure 4-14, where the tight correlation

between qT and qo can be seen. This means that a large slice in qT, projected onto the qo axis,

will artificially increase the correlation function observed along that axis.

For the r+ 7r+ source, we see a significant decrease in the value of RT and almost no change

in the value of RL relative to the values obtained from the qLqT parameterization. We also see

a reduction in the value of r relative to the value found in the qq parameterization. These

results are consistent with our expectations given the measured, non-zero emission duration

of the pion source, and the relationship between qL, qT, and pP"' in our spectrometer. For the

K+K+ source, we see almost no change in the values of RL and RT relative to those obtained

from the qLqT parameterization. r fits to zero. Given the known problems with fitting r, these

results are not too surprising.

Another test we can make with the results of this parameterization is to add RL and RT in

the appropriate fashion:

RLT = 2 (5.1)

and compare RLT to the value of R obtained from the qoq parameterization. The results of this

comparison are given in table 5.9.

i r+ r+ K+K+
R 2.84 ± 0.09 1.83 ± 0.07

RLT 2.97 ± 0.12 1.93 ± 0.10

Table 5.9: Comparison of radius parameters extracted from the qoq and qLqTqo parameteriza-
tions of the 7r+ r+ and K+K+ standard data sets.

q L qTsideqTout Parameterization

qL, qTside and qTout slices of C2 (qL, qTside, qTout), for the standard r+ r+ data set, are shown

2For the qOq parameterization I do not plot any slices in qo for this exact reason. The slices are retained here for
illustrative purposes.
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Figure 5-8: Low relative momentum slices of the qLqTqo parameterization of the standard
7r+r+ data set. Solid lines are the fits to the data over the full 3D phase space, evaluated
at the center of the relative momentum slices of the unplotted variables. Fit parameters are
presented in table 5.6.
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Figure 5-9: Low relative momentum slices of the qLqTqo parameterization of the standard
K+K+ data set. Solid lines are the fits to the data over the full 3D phase space, evaluated
at the center of the relative momentum slices of the unplotted variables. Fit parameters are
presented in table 5.6.
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in figure 5-10. The slices are cut on the lowest relative momentum bins of the two unplotted

variables. The actual cut values are indicated in the figure. The equivalent slices for the K+K+

data set are shown in figure 5-11. Fit parameters are presented in table 5.5.

For the qLqTsideqTout parameterization of both the r+7r+ and K+K+ standard data sets, we

obtain values for RL that are nearly identical to those obtained from the qLqT and the qLqTqo

parameterizations. As stated several times earlier, we expect nearly all of the emission duration

dependence of the source size to be incorporated into RT. By definition, RT,,t contains all of

the emission duration dependence of RT, and RTside contains no such dependence. Given this,

we can calculate a value for f/pair = RTOU. - RTside- For the pions, 3 ,pairr = 2.35 ± 0.31 fm/c,

roughly consistent with the value of r obtained from the qq parameterization. It may be

interesting that the K+K+ source has RTside < RTout by 0.02 fm. This is may may indicate a

truly small emission duration of the K+K+ source since this parameterization does not suffer

from the same phase space difficulties as those parameterizations that explicitly fit r.

qLpairqTpairqo Parameterization
qLpair, qTpair and qo slices of C2 (qLpair, qTpair, qo), for the standard 7r+ r+ data set, are shown

in figure 5-12. The slices are cut on the lowest relative momentum bins of the two unplotted

variables. The actual cut values are indicated in the figure. The equivalent slices for the K+K+

data set are shown in figure 5-13. Fit parameters are presented in table 5.8.

The fit through the qo slices are not mistakes. This is just a much more dramatic illustration

of a point mentioned in the discussion of the qLqTqo parameterization: limited phase space can

be dangerous. We have to use 90 MeV/c slices in qLpai, and qTpair in order to get dynamic range

for qo. But, as shown in figure 4-17, qo and qLpai, are very highly correlated, especially for pions

(this is directly related to the limited range of 3 in the spectrometer). This means that qo and

qLpair are effectively interchangeable as far as any fitting procedure is concerned. In fact, the

dashed line through the qo slices use the qLpair fit parameters.

RLpai, should be comparable to RT. In fact, with r fit to zero, we expect RLpair to absorb all

of the time dependence, and be equivalent to RT,,t. The values for these two parameters are,

in fact, nearly identical. We are also comforted by the tight consistency between RTpair and the

values of RL obtained from other parameterizations.

K oonin Parameterization

We have the made the first attempt that this author is aware of to fit experimental data

to the Yano-Koonin Lorentz invariant correlation function for a space-time Gaussian source.
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Figure 5-10: Low relative momentum slices of the qLqTsideqTout parameterization of the stan-
dard r+ 7r+ data set. Solid lines are the fits to the data over the full 3D phase space, evaluated
at the center of the relative momentum slices of the unplotted variables. Fit parameters are
presented in table 5.5.
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Figure 5-11: Low relative momentum slices of the qLqTsideqTout parameterization of the stan-
dard K+K+ data set. Solid lines are the fits to the data over the full 3D phase space, evaluated
at the center of the relative momentum slices of the unplotted variables. Fit parameters are
presented in table 5.5.
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line in the go slice is the fit function for RLpa.r, see text for explanation. Fit parameters are
presented in table 5.8.
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We have been forced to make the (reasonable) assumption that the source velocity is along the

beam axis. With this assumption, the correlation function becomes:

C2 = 1+ Aexp (- (R2 + r2) (y [q - liqL]) 2 - (QR)2) (5.2)

This parameterization is explicitly Lorentz invariant, but we find that the fit results depend

on the frame in which we calculate the relative momenta. The results of fits to this correlation

function, with the relative momenta projected at rapidities y = 0.0, and y = 1.25), are listed in

table 5.10.

Table 5.10: Rapidity dependence of fits to the Koonin parameterization for the 7r+r+ and
K+K + standard data sets. See text for details.

These results must be considered work in progress since we do not understand this frame

dependence. But we can make an attempt to extract some information. For the K+'s, the

size parameters are nearly independent of the fit frame and are consistent with the same
parameters obtained from the qoq parameterization. Both values for y,,,r,,, seem reasonable.

For the pions, the results when the fit is performed at y = 1.25 seem to make more sense than

those obtained from the fit at y = 0. At this rapidity, the values of R and r are both consistent

with values for the same parameters obtained from the qoq parameterization. There may be

justified suspicion of the results obtained when the fit is performed at y = 0. In the lab frame,

p, > Pl. This distorts phase space in two ways. First, qo and qL become quite correlated. From

the discussion of the qLpairqTpairqO parameterization above, the reader should be suspicious

of correlated relative momentum variables. Second, because of the increasing single particle

momentum, the relative momentum distributions become much broader. Having used the
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f it Parameter r+7r+ K+K+
R 3.05 ± 0.06 2.06 ± 0.06

r 0.07 ± 0.40 0.09 ± 0.20

0.00 A 0.60 ± 0.04 0.85 ± 0.05

Yo 0.91 ± 0.02 1.25 ± 0.08

X2 /dof 1257/1391 40314504
R 2.80 ± 0.17 2.11±0.04

r 2.99 ± 0.39 0.00 ± 0.52
1.25 A 0.60 ± 0.03 0.85 ± 0.04

Y, 1.43 ± 0.11 1.55 ± 0.11

x2 /dof 1480/1538 4182/4765
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same bin size, this may mean that the Bose-Einstein enhancement was spread out over too

many bins. With E859 data, we have the data to extract information from this interesting

parameterization, but more work needs to be done.

(pP'as) Dependence

Dependence of the source parameters on the average pair momentum can arise for several

reasons. A cooling source emits the fastest particles first, at a smaller radius. In an exploding

source, the fastest particles are most likely to be emitted along the explosive direction. The

greater dynamical correlations makes the effective source size smaller [Pra84]. RQMD predicts

a larger resonance contribution at low p. in 200A. GeV/c heavy ion collisions [S+93b]. But,

this effect is not predicted to be as severe at AGS energies [Mor94].

We have been able to divide the K+ K+ data set into two (ppair) bins, and the r+ + data

set into three (pPair) bins. It should be reiterated that ppair is calculated at y = 1.25. This

means that the cut is in a variable that is nearly (p'Pa). Confidence contours are plotted for

the r+7r+ data sets in figure 5-14. The analogous contours are plotted for the K+K+ data sets

in figure 5-15. The fit parameters are listed in table 5.11 - table 5.14.

We see a generally downward trend in the size parameters with increasing momentum

although the mid-(pPa'i) cut goes against this trend in both RT and R. For the pions, the value

of A is largest for the mid-(pPair) data set. For the kaons, A is largest for the low-(pPa"') data set.

This is certainly not what one would expect from a hypothesis in which resonances dominate

lo0w (ppair).

Rapidity Dependence

We wanted to verify that kaons from the low rapidity tail were not unduly biasing our

extracted source parameters. In order to test this, we cut the kaon distribution, demanding

y > 1.3. In general, the source parameters were seen to decrease by ~ 10%. RL shrank by

w 20%.

The results of this study prompted us to divide the pion distribution into rapidity slices,

y < 1.5, y > 1.5. Note that dividing the single particle distribution in half leaves only 1/4 of

the pairs in each of the two bins since half of the pairs have a particle in each bin. The behavior

of the parameters in this study was less systematic for all variables except RL. This parameter

was observed to be significantly smaller in each bin than it was for the entire data set. For a

data set in which particles were demanded to come from opposite sides of y = 1.5, RL was seen

to be significantly larger than for the uncut data set. These results are listed in table 5.15.
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Table 5.11: qLqT fit results for the different r+r+ (pPoir) data sets.

Table 5.12: qoq fit results for the different -r+ rx+ (par"') data sets.

Table 5.13: qLqT fit results for the different K+K+ (ppair) data sets.

Table 5.14: qoq fit results for the different K+K+ (ppair) data sets.
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p'r+ < 650 650 < pair < 850 ppair > 850
(MeV/c) (MeV/c) (MeV/c)

RL 3.38 ± 0.35 2.73 ± 0.29 2.05 ± 0.24
RT 3.61 ± 0.18 3.81 ± 0.31 3.01 0.26
A 0.68 0.06 0.78 0.10 0.71± 0.10

X2ldof 482.5/456 696.0/596 720.3/759

7r+ r+ ppa < 650 650 < pair < 850 pPir > 850
(MeV/c) (MeV/c) (MeV/c)

R 3.14 0.11 3.25 0.26 2.54 ± 0.22
T 2.70 ± 0.57 2.52 ± 0.62 1.71 ± 0.67
A 0.67 ± 0.05 0.85 ± 0.11 0.73 ± 0.09

x2 /dof 167.8/167 256.9/251 473.4/435

K+K + ppair < 1050 ppair > 1050
(MeV/c) (MeV/c)

RL 1.94 ± 0.16 1.17 0.17
RT 2.30 ± 0.16 1.76 0.20
A 0.98 0.10 0.69 0.10

x2 /dof 808.1/761 927.5/848

K+K+ pair"" < 1050 ppair> 1050
(MeV/c) (MeV/c)

R 1.95 0.14 1.54 0.07
r 2.47 ± 0.59 0.00 ± 0.79
A 0.96 4± 0.22 0.67 ± 0.09

X2/dof 328.8/300 361.4/364
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a) qq
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Figure 5-14: Confidence contours for the qoq and qL qT parameterizations of the different (pPair)
r+ r+ data sets. The 2o contour for the qoq parameterization has been eliminated for clarity.
Parameters are obtained from fits to the full 2D phase space. The optimization function is
re-minimized with respect to the unplotted variables in the parameterization. Fit parameters
are presented in table 5.11 and table 5.12.
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Figure 5-15: Confidence contours for the qoq and qLqr parameterizations of the different (pPair)
K+ K + data sets. Parameters are obtained from fits to the full 2D phase space. The optimization
function is re-minimized with respect to the unplotted variables in the parameterization. Fit
parameters are presented in table 5.13 and table 5.14.
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This is an unambiguous sign of longitudinal dynamical correlations - the smaller the

rapidity slice, the less of the source we actually observe. We have two working hypotheses for

the origin of this behavior:

1. A velocity gradient imposed by a longitudinally expanding source.

2. Longitudinal shadowing. We think our spectrometer acceptance is centered near the

source rapidity - the particle at lower rapidity may preferentially come from the back of

the source and the higher rapidity particle may preferentially come from the front of the

source [Ste].

RL

RT

A

x2 /dof

2.52 i 0.18 1.67 ± 0.40 1.41 + 0.18 2.98 ± 0.19

3.56 ± 0.13 3.71 ± 0.19 3.53 ± 0.16 3.37 ± 0.14

0.64 ± 0.04 0.74 ± 0.07 0.59 ± 0.04 0.59 ± 0.03

729.3/759 512.8/499 330.0/362 770.1/759

Table 5.15: qLqT fit results for different rapidity slices of the x+rr+ data set. See text for
details.

Chaoticity

The values for the chaoticity parameter, A, for all parameterizations of the 7+rr+ and K+K+

standard data sets, are graphically summarized in figure 5-2. A is a delicate parameter, both

in terms of its experimental measurement and in terms of its theoretical interpretation. As

summarized below, and detailed in appendix A, and appendix B, we estimate a systematic

uncertainty of 10% on the values of A. But, any systematic change in A is likely to affect

both species in the same direction. As a result, the observed difference in A, between the two

species, is probably real. This is probably mostly due to differences in resonance production.

In [A+92a], the resonance contribution to pion production is estimated, from pp collisions at

12GeV/c [B+74], to be no more than 15%. This value is almost enough to account for the

deviation of A from one for the 7rr+ data set. Given the systematic error associated with

A, there is certainly no evidence for any source coherence. The fact that the values of A, for

each species, are consistent across all different parameterizations gives confidence in the entire

fitting procedure.

Fit Quality
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Quality of fits to data are usually reported as x2 /dof. As reported in table 5.1 - table 5.8,

the values of X2/dof indicate that the standard data sets are well fit by each of the examined

parameterizations. The authors of [Gyu93] warned against the possibility that testing a fit

with this average quantity may hide pathological behavior in the data, interesting new physics,

or both. Motivated by this work, we examined the relative momentum distributions of x2 for

the 1D and 2D parameterizations. These distributions are plotted for pions in figure 5-16, and

for kaons in figure 5-17. These distributions show no sign of systematic deviation from the

chosen fit functions.

Another method for examining the quality of multidimensional fits was suggested by George

Stephans. In this method, we calculate the deviation between the fit and the data at every bin:

C2 b _C2 eZP
x = (5.3)

If the correlation function errors are Gaussian, x should be Gaussian with , = O, 0 = 1.

These distributions, for every fit parameterization of the standard r+ir+ data set, are shown

in figure 5-18. The corresponding distributions for the standard K+K+ data set are shown in

figure 5-19. The solid curves in these figures are the expected Gaussian distributions, not fits

to the data.

The non-Gaussian nature of the correlation function fluctuations has been discussed in

section 4.5. But, this deviation from Gaussian is only expected for bins with a small number of

counts. There are few bins with a small number of counts in the 1D parameterizations. Indeed,

we see that the distribution of x is Gaussian for the 1D and 2D parameterizations. But, for

most of the 3D parameterizations, the distribution of x is distinctly non-Gaussian.

Some of this difference may be due to non-Gaussian fluctuations in the relatively large

number of small-count bins. The fact that C2 is a biassed estimator, see section 4.5, may

also contribute to this difference. There is also a bias introduced into this distribution by the

necessary elimination of bins with no counts in the Actual or Background distributions. (Such

bins, of course, give a singularity in the value of x.) This bias gives a dip at small, negative

values of X.3 More work needs to be done to verify that the observed deviations from Gaussian

distributions are due to effects that we understand.

3The dip is at small negative values because our Background distribution has many more pairs than our Actual
distribution. As a result, most of the eliminated bins have zero counts in the Actual distribution, for which C2 ° '

-
C2e'P < 0.
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Figure 5-16: Relative momentum distributions of x2 for the 1D and 2D fit parameterizations
of the standard r+7r+ data set. These figures concentrate on the lower relative momentum bins
for clarity. The distributions have been examined at higher values of relative momentum with
no sign of systematic behavior.
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Systematic Error Summary

We have examined various systematic effects on the extracted source parameters. The range

of values taken on by the various parameters is summarized in appendix A. The different data

sets used in these studies are detailed in section 4.2.

The overall systematic error on the various parameters, except the K+K+ r parameter,

is estimated to 5-10%. These numbers are comparable to the statistical errors. The K+K+

r parameter is fit to zero, so a fractional error makes no sense. In several of the systematic

studies, the K+K+ r parameter was fit to values as large as 1 fm/c. We therefore estimate the

systematic error for this parameter to be 1 fm/c. Perhaps not surprisingly, this is comparable

to the statistical errors on this parameter.

Here I summarize the results of these studies:

* Low relative momentum bins were incrementally eliminated to determine the importance

to the fit parameters of these regions which have the largest systematic uncertainty

associated with them. This had somewhat different effects on different source parameters.

But, overall, the effects were small.

* Relative momentum bins necessarily have a finite size. If this size is too big, the fit

parameters will be distorted. In order to estimate the distortion due to our minimum bin

size, we systematically increased the bin sizes. For all but the 3D fits, this was seen to

have a negligible effect. For the 3D fits, a doubling of the standard bin size (30 MeV/c for

kaons, 15 MeV/c for pions) reduced A and the radius parameters by 5-10%. The minimum

bin size on the 3D fits is already large, so doubling it is a significant change. We estimate

the effect of the standard bin size to be negligible.

* Fits were performed without any correction for the Coulomb distortion of phase space.

For the kaons, this reduced A by 50% and for the pions this reduced A by 30%. It affected

different radius parameters differently. Since we feel that we know the correction to

within a few percent, we estimate the systematic errors associated with using the Gamow

factor instead of the full Coulomb correction to be quite small.

* The importance of potential errors in the TPAC was studied by tripling the size of the

scale angle cut to 3.3 mrad. With a cut this big, the TPAC is effectively unity. This study

showed negligible change in the parameters.

* The effect of particle contamination was studied by fitting correlation functions in which

particles were required to satisfy the GAS6 in TOF ID overlap regions, see section 4.2.2.
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This was found to have negligible effect.

* Residual correlations were studied in some detail as reported in appendix B. Taking

them into account increases A by 2-5%, and decreases the radius parameters by the same

fraction.

* Ultra-central TMA software cuts were applied. This was to reduce averaging over event

character, and to see if anything interesting occurred in the most violent collisions. The

effect is negligible for kaons. There was some difference seen for pions. Values for A and

RL were both reduced. These variations are not very statistically significant. And, when

a slightly looser TMA cut was made, the effect went away. This same study was performed

for the very large statistics 27r- sample taken at 140 [Sol94]. Negligible change was seen

for the different source parameters.
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Chapter 6

Bose-Einstein Correlations in
Models

There is no calculable theory of relativistic heavy ion collisions. Instead, several types of

phenomenological models are used to gain insight, and to provide a baseline against which to

determine if measured behavior indicates the presence of new physics. Theorists from higher

and lower energy regimes have joined their experimental colleagues in the quest to understand

the extreme states of nuclear matter produced in these collisions. Fluid dynamic and cascade

type models have evolved out of descriptions of lower energy nucleus-nucleus collisions. String

models have evolved out of descriptions of e+e-collisions, deep-inelastic scattering data, and

hadron-hadron collisions, all at higher energies. These models have successfully predicted (and

postdicted) a wide variety of quantities measured in relativistic heavy ion collisions. A review

of such predictions is beyond the scope of this thesis. The interested reader is directed to the

proceedings of the most recent Quark Matter conference [Str94, Gus94, S+94a].

As discussed in section 1.4, the interplay between the source size and dynamics complicates

the interpretation of extracted source parameters. At this point, the only model-independent

statements one can make are highly qualified. With a model, one knows the spatial size of the

source as well as the dynamics. With this knowledge, one can observe how different dynamics

change the source size as predicted by a correlation function calculation. This is the biggest

motivation for studying model predictions of Bose-Einstein correlations.

We can remove ourselves even further from the data, l and try to use Bose-Einstein correla-
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CHAPTER 6. BOSE-EINSTEIN CORRELATIONS IN MODELS

tions to differentiate between models. Bose-Einstein correlations are sensitive to the space-time

description of the source. By demanding agreement between the data and model predictions,

we constrain all six phase-space dimensions.

In section 6.1, we will describe the Wigner density technique developed by Pratt for the

post hoc incorporation of Bose-Einstein correlations into various models. In section 6.2, we

will describe the development of a spectrometer response function to account for experimental

resolution on the model predictions. In section 6.3, we will present some details of RQMD, the

specific cascade code used for model comparisons in this analysis. Finally, in section 6.3.2, we

will present some results; both a characterization of the source directly from the final space

points and a Bose-Einstein analysis.

6.1 The Pratt Wigner Density Function Technique

All of the currently available models are classical. None produce a final state wave function,

let alone a symmetrized wave function. As a result, none contain Bose-Einstein correlations.

Pratt has developed a technique in which one identifies Wigner density functions with the

classical phase space distributions output by models [Pra94, and references therein]. With this

identification, one is left with the task of calculating the squared magnitude of the two-particle

wave function for identical particle pairs produced by the model.

This technique, embodied in a computer code that has been made freely available, has been

widely used in the relativistic heavy ion community.2 Data have been compared to correlation

functions predicted by fluid dynamic models [B+93b], cascade models [Pra94, and references

therein] and string models [M+92].

In the remainder of this section, we will present a brief derivation of the technique, review

the technique's algorithm, and document a change we made in the standard impact parameter

selection prescription.

6.1.1 Derivation and Justification

A detailed derivation of this technique can be found in [P+90b]. More approachable deriva-

tions can be found in [Zaj93, Pra94]. The following discussion will borrow heavily from these

latter two sources.

2The code is accompanied by its author who offers his enthusiastic assistance and invaluable insight to anyone who
asks for it.
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Writing the correlation function in terms of Wigner density functions requires three as-

sumptions:

1. Particle emission is independent. A consequence of this condition is that there can be

no higher-order correlations. Examples of such correlations include Coulomb interaction

with the nuclear residue and three-particle Bose-Einstein correlations.

2. The source distribution that we are trying to measure, S (r, p), varies slowly with p.

3. Particles in a pair are emitted at equal times. In this technique, equal time emission is

explicitly enforced by propagating the particles to the positions that they will occupy at

the average of their true emission times.

With these assumptions, the correlation function can be written as:

C2 (P1, P2) - P (PI) P (2)' (6.a)

1+ fdrl dr2 I (q, A)12 pw (rl, K) pw (r 2, K)
[f dr pw (ril, l) [fdr 2 pw (r2,P 2)] 

where K = (E1 + E2, + P2) is the average four-momentum of the pair, q (E1 - E2, 1 - 2) is

the relative four-momentum of the pair, and A= - (0, Fr - F2 - pair(tl - t2)) is the average-time

separation of the pair. In the correlation computer code, C2 is evaluated in the pair center-of-

mass frame, where ipair = 0. Equation 6.1 is also evaluated in the low-relative momentum

limit,3 where K - Pi,P2:

fdrl dr2 I1(q, A)12 (r,p) pw (r,,P) 2) (6.2)
[C2 PP2 =1 + drl Pw (rl, P)] [fdr2 w (r2, P2)]

The Wigner density function is defined in terms of the one-body density matrix [Zaj93]:

p(XX) (x2 *XA) (X,~X2, XA) (X ,X2,- XA) (6.3)

pw (r, p) = <r IP (x, x') p) . (6.4)

Zajc [Zaj93] notes the apparently classical nature of the Wigner density function:

P (p) = Jdr pw (r, p), (6.5a)

3This is the limit of interest for Bose-Einstein correlations.
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P (r) = (2) 3 dppw(r,p). (6.5b)

Pratt's key insight was identifying the Wigner density function, pw (r, p), with the classical

phase space distributions, p(r, p), produced as model output. This should, and does, set off

warning sirens - "What about the uncertainty principle? How can we use the model output,

which specifies the position and momentum of each particle?" Zajc [Zaj93] reveals the key to

interpreting this violation of the uncertainty principle:

... Pw (r, p) is not positive definite, which prohibits a one-to-one mapping between

pw and a truly classical phase space distribution.

Zajc [Zaj93] also presents an exercise that facilitates a quantitative understanding of when

Pratt's technique begins to break down. Consider a source that is Gaussian in space and

momentum:

P( , p) exp 2 P2 (6.6)

If the Wigner density is identified as the classical density given in equation 6.6, and one solves

for the correlation function by equation 6.1, the predicted source radius does not equal the input

radius:

Rw =R 1- \/RP2 (6.7)

This shows that violation of the uncertainty principle, implicit in Pratt's technique, shows up

as incorrect predictions of the source parameters when RP 7> ti/2.

Gyulassy has argued that violation of the uncertainty principle should be explicity avoided

by smearing the spatial positions produced by the models [P+90a]. Pratt has argued against

such smearing on two grounds [Praa]:

1. The input to cascade codes, such as RQMD, are measured cross sections and momentum

distributions. The processes that result in these quantities obey the uncertainty principle.

In some sense then, the codes "know about the uncertainty principle." Thinking in terms

of equation 6.7, we have RP > i/2 in relativistic heavy ion collisions.

2. Models can still locally violate uncertainty principle if they predict very strong dynamical

correlations. Pratt argues that smearing a model's position distributions merely hides a

violation of the uncertainty principle. Such a violation should instead be exposed by the

resulting, incorrect, source parameters.
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6.1.2 The Algorithm

The algorithm for imposing correlations onto model output has been given in some detail

in [Pra94]. Here I give a brief summary:

1. Run the model of your choice in order to get final 8-dimensional phase space points for

the produced particles. The model must be run with a fixed spatial orientation of the

projectile with respect to the target (the reaction plane).

2. Pass model events through a simulation of the experimental centrality trigger conditions.

This will be discussed in section 6.3.1.

3. For those events which pass the centrality cut, force the decay of resonances which con-

tribute to the particles of interest. For RQMD the only the resonances left undecayed are

the following, weak-force moderated, resonances: K, A, E+ , E-.

4. Record the phase space points and impact parameter for those particles of interest that

lie within the pO acceptance of the spectrometer.

5. Bin the particles in impact parameter. This is different than the standard prescription,

in which impact parameters are selected from a series of impact parameter 6-functions.

Implications of this are discussed in section 6.1.3.

6. Loop over the phase space points for a given impact parameter bin to form random pairs

(an event-mixing procedure). The number of pairs must be properly generated for each

impact parameter bin. This is discussed in section 6.1.3. Care must be taken to not

overmix.

7. Make a rough check on the pair opening angle, 6. If 6 > qmas (where 6b,,m is

the largest X separation allowed in the spectrometer), this pair can be eliminated from

consideration without any further acceptance calculation.

8. If a pair passes the 6 cut, rotate the position and momentum of both particles by a

random angle a. We perform this rotation in order to increase statistics. By rotating the

pairs together, we preserve the reaction plane orientation. a is chosen such that (ppair)

varies randomly across a X sector just large enough to contain the entire 0-acceptance of

the spectrometer. The rotated particles are each checked against the full spectrometer

acceptance.

9. Boost the particles to their center-of-mass frame and calculate the squared wave-function.

This is the factor by which each pair will be weighted throughout the rest of the analysis.
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10. We must now smear the momenta according to the spectrometer resolution. We also

need to correct for efficiency and particle decay in the spectrometer. Both of these topics

are discussed in section 6.2. At this point, we have an Actual distribution, completely

compatible with subsequent stages of the standard analysis described in chapter 4.

6.1.3 Impact Parameter Selection

As discussed in the previous section, we want to mix particles from different events in order

to form the correlation function. But, we do not want to average over event characteristics, such

as impact parameter. For this reason, the standard input to the Pratt algorithm are particles

from events thrown at a series of impact parameter 6-functions. The only particles mixed come

from events with the same impact parameter.

Unfortunately, RQMD is a very CPU intensive code.4 Because of this, we wanted to generate

only one data set for use in both single-particle analyses [Mor94, Sun94, Zac94], and two-

particle analyses. Although we were worried about event-class averaging in the two-particle

analyses, we were also worried that discrete impact parameters could produce subtle biases in

the single-particle analyses. Because the preferred method for the two-particle analyses was

the unorthodox method,5 the burden of proof was on us -Would a correlation analysis really be

sensitive to the use of impact parameter bins as opposed to impact parameter 6-functions?

Our first impression was that, at least for central collisions, it should not make much

of a difference. In E859, the source has been shown to scale with the number of projectile

participants, A 3pp [Sol94]. But, for 28Si + 197Au collisions with b < 5fm, there is not much

change in App. No change in the extracted source parameters was observed for different TMA

bins of the central 28Si+l97Au - 2r + r+ data set (defined by the forward-going energy deposited

in the ZCAL) [Sol94].

We confirmed this expectation by examining our ability to know the impact parameter.

In RQMD, the impact parameter is defined to be the distance between the center-of-mass

of the projectile and that of the target. Due to the finite number of nucleons, this quantity

was observed to have an uncertainty of 0.4fmn. Since this was about the size of the impact

parameter bins that we wanted to use, we decided to bin the data. We used 0.5 fm bins for kaons

and 0.2fm bins for pions. In a way, event-mixing necessarily imposes the position smearing

advocated by Gyulassy (see section 6.1).

Due to memory considerations, we wanted to process one impact parameter at a time. In

40ne central 28Si + 197Au event takes t 1.5 CPU minutes on a DEC ALPHA 3000/400.
5And because there were more, and larger, people performing single-particle analyses.

236



6.2. E859 SPECTROMETER RESPONSE FUNCTION (MZp)

order to do this, the number of pairs that get mixed for each impact parameter needs to be

precalculated. Since our events are generated with correct geometrical weighting of impact

parameters, we can write this number as:

(Ptot) ()(Ab)
Pb = (6.8)

where,

Ptot - The total number of pairs to mix.

Pb - The number of pairs for impact parameter b.

Sb - The number of single-particle phase space points for impact parameter b.

Ab - The area corresponding to impact parameter b.

Eb _ The number of events at impact parameter b.

N _ The total number of impact parameters.

6.2 E859 Spectrometer Response Function (p)

Ideally, weighted pairs generated by the procedure described in section 6.1 would be passed

through the E859 Monte Carlo program, in order to impose the experimental response function,

iz (Z1, £2,., X - , Z,... z2 ). The Monte Carlo output would then be passed through the

rest of the analysis chain described in chapter 3 and chapter 4. Only after all this would the

model contain the effects of decay, multiple scattering, energy loss, efficiency, and acceptance,

and thereby be comparable to spectrometer data. Unfortunately, even with today's computa-

tional abilities, it is not feasible to generate the millions of Monte Carlo events needed to make

model comparisons to all of the data sets of interest.6

Inspired by the work of Vutsadakis [Vut92], we set out to use the results of a limited Monte

Carlo simulation of the detector to generate an analytic response function. In [Vut92], the

response function was formulated as a single histogram in the relative momentum variable,

Q: 'R (Qi - Q1, Q2, · · · , Qn). This formulation is appropriate for the proton correlations studied

in [Vut92], since there is only one relative momentum variable of interest. But, the formulation

of RQ in terms of relative momentum variables is cumbersome for the studies in this analysis,

6sit takes roughly one CPU minute on a VAX Model 4000-60 computer to process one complete two-track event
through the E859 Monte Carlo program.
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since we want to examine the correlation function for different relative momentum projections

and different binning schemes. Such a formulation would force us into one of two bad situations.

Either we would have to store some large data structure on disk and use it to generate a new

response function for every different relative momentum histogram (different in projection or

binning) that we wanted to examine. Or, we would have to develop a functional form for the

response function in every relative momentum variable analyzed.

We realized that formulating the response function in terms of the single-track momenta,

lp (, - p'), would be a very flexible approach. With a reasonable functional form for Rp, we

would have a single algorithm which could generate relative momentum distributions of model

output, smeared by the spectrometer, for any projection or binning scheme desired. We would

·simply smear the model-output momentum for each track in a pair with Rp. We would then use

these smeared momenta to calculate the relative momentum bin to increment for that pair. We

have obtained such a form and this is the subject of the remaining discussion in this section.

6.2.1 Rp Monte Carlo Data Set

The Monte Carlo data set used for this analysis is the same used in the TPAC study

described in section 4.2.5. 200,000 events were generated with 27r-'s chosen according to:

dn
dm- m. exp (-m.L/A), (6.10)dml

where A was obtained from fits to E802 data [Par92]. The target was 1.5% interaction lengths

of gold in order to interpolate between the Feb91 and Mar92 target thicknesses. Target-z

interaction points were chosen according to a flat distribution coincident with the extent of the

target volume. All physics processes were turned on, the Moliere multiple scattering option

was selected, and the full magnet map was enabled. Digitized events were analyzed with the

same AUSCON and PICD executables as the spectrometer data. For the response function

study we needed to make a few additional cuts:

* We will address the effects of decay separately, see section 6.2.4, so we eliminate any decay

products from this analysis by using only those GEANT tracks whose origin, ro < 4 cm

from the target.

* We demand that both tracks in an event be satisfactorily reconstructed.

* We demand that both GEANT tracks survive to T4, the final tracking chamber.
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*We demand that there be a unique mapping between GEANT and AUSCON tracks. An

AUSCON track is mapped to the GEANT track with which it has the smaller magnitude

of relative momentum, Iq.

6.2.2 1, Parameterization

7Rp (, - pF') is theoretically a six-dimensional quantity. This quantity would be very time-

consuming to generate and would most likely not provide any insight into the processes which

effect our momentum determination. Therefore we reached into the physicist's bag of tricks

and came up with simplification and experimentation. We considered the different components

of p?, in an effort to factorize it into independent variables. The paramaterization of Rp is

described in the remainder of this section. Figure 6-1 shows the different distributions used to

define Zp and fits to these distributions. Table 6.1 lists the fit values used.

Table 6.1: This table lists the fit parameters for the different variables used to parameterize the
spectrometer response function. The parameterization is described in the text. The comparison
of these fit values to the data are plotted in 6-1.

We first factorize the change in a track's momentum into a change in the momentum
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Variable Fit Parameter Value

A#Pw /IA8Pw 1.0

A Pw IA w P* 6.6 x 10-1

AlPPw°/A13Pw 8.0 x 10- 3

ipw APw IAP1 8.0 x 10-4

4 Pw (GeV.mrad) 2.37

PWu2 (GeV.mrad) 4.72

U3Pw (GeV.mrad) 7.81

PPw (GeV.mrad) 20.2

A6P (MeV/c) 5.14

6p B6 P (MeV/c) 106.0

C6 P (MeV/c) 230.0

ap AsP 0.01

BeP (MeV/c)-1 9.31 x 10- 7
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Figure 6-1: The different panels show fits to the different variables used to parameterize the
spectrometer response function, 1Rp. The parameterization is described in the text. The fit
values are listed in table 6.1.
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6.2. E859 SPECTROMETER RESPONSE FUNCTION (MRp)

magnitude, and a change in the momentum angle. A track's angle is solely determined by

information in front of the magnet. 7 The target represents the majority of material in front

of the magnet, see table 6.2, and so it will have the biggest effect on the determination of

the track's angle. In contrast, the target will have very little effect on the magnitude of the

momentum since this quantity is determined by the change in a track's angle as it passes

through a magnet:
eB D

pg PPz =c 2 sin((81 +82)/2) (6.11)

After several false starts, we realized that the change in a track's reconstructed angle was

best described in a coordinate system in which the z-axis is defined by the GEANT track. The

polar and azimuthal angles of the reconstructed track in this coordinate system are called a

· and w respectively.

We expect reconstructed tracks to be azimuthally symmetric in this coordinate system.

This expectation was verified by the flat distribution of a shown in figure 6-la. We expect

the distribution of polar deviations in this coordinate system to be described by the standard

equation for the multiple scattering angle deviation formula [Hig75]:

0/pw = 17 2 5 (6.12)

where 3pw is in units of GeV-mrad. Here, X/Xo, is the distance a particle travels in units

of radiation lengths, and we explicitly incorporate fip into oaP`1 in order to obtain a quantity

described by a Gaussian with a momentum-independent width. For an ensemble of tracks, we

expect this distribution to be described by an infinite sum of Gaussians, with a distribution of

widths given by the different amount of material that a track can go through. This distribution,

uncorrected for the 2-dimensional Jacobian factor of #pw, is plotted in figure 6-lb. The solid

line represents a fit to this distribution with the sum of four Gaussians:

dN/d)3p = po 4A exp -2 ( ) (6.13)

The actual parameters are listed in table 6.1. These numbers are consistent with estimates

obtained using known radiation lengths of material in the spectrometer listed in table 6.2.

The reconstructed momenta were observed to be systematically lower than the thrown

7As described in section 3.7, the AUSCON algorithm uses T3T4 information to generate a T1T2 hit-possibilities list.
But, the T1T2 vector (which gives the track's angle) is reconstructed ignoring any T3T4 information.
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momenta by < 5 MeV/c. This is shown in figure 6-1c. The functional form fit to this distribution

was:

6p = A6 exp B6p . (6.14)

The values used are listed in table 6.1. This effect can be largely explained by energy loss.

From the values listed in table 6.2, we can calculate the average energy loss of a minimum-

ionizing particle traveling to the center of the magnet, AE : 5 MeV. This is consistent with the

high-momentum asymptotic value of the energy difference.

Contrary to expectations for an effect due to energy loss, the deviation decreases at lower

momenta. This is not rigorously understood, but we have a hypothesis - multiple scattering.

Multiple scattering will systematically raise the value of the reconstructed momentum since

68 is a uniform deviate, not momentum. So, this effect somewhat cancels the effects of energy

loss. Unfortunately, the magnitude of this effect is difficult to estimate. For a given value of

60, the effect is more severe for higher momentum tracks. But, lower momentum tracks suffer

larger values of 68. Also lumped into this offset are any inconsistencies between the GEANT

magnetic field map and the effective edge approximation used by AUSCON.

The width of the momentum spread about its average value, shown in figure 6-1d, was found

to behave like:

o(p)/p = A ' P + BPp. (6.15)

Table 6.1 gives the parameters used for this fit function.

6.2.3 1Tp Results

The effect of 'R is shown in figure 6-2. The plotted distribution is the ratio of the 7+r+

correlation functions with and without application of Rp. The effect is generally less than 10%.

The effect on extracted parameters is small, as quantified in appendix A.

The single-track approach used in this analysis implicitly assumes that the resolution is

independent of any two-track quantity. The only situation in which one might expect a violation

of this assumption, is that in which a pair is spatially close in front of the magnet. These are

the same pairs addressed in connection with the TPAC. To investigate our sensitivity to errors

in the TPAC parameterization, we performed a study in which the scale angle cut was incre-

mentally tripled to 3.3 mrad. The results of this study (little change was observed in extracted

parameters) give us confidence that we are not sensitive to any two-particle component in the

response function.

The alert reader will have noticed that only pions were used in the response function anal-
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Target
FO

T1

T2

T3

T4

Material

197 AU

Scintillator
40Ar

Isobutane

Mylar
2 7 AI

18 4 W

40 Ar

Ethane
63Cu

Mylar
184w

4 0 Ar

Ethane
63Cu

Mylar
1 84 W

4 0 Ar

Ethane
63Cu

Mylar
184 W

Air - Before Magnet Center

Air - After Magnet Center

Before T4

Thickness

(g/cm 2)

2.85 (1.5% A1)

0.660

0.0065

0.0065

0.032

0.038

0.002

0.0165

0.0165

0.031

0.028

0.0007

0.017

0.017

0.021

0.028

0.0004

0.017

0.017

0.019

0.028

0.0004

0.335

0.225

Table 6.2: Spectrometer materials list, taken directly from the E859 Monte Carlo code.
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Xo

(%)

43.5

1.56

0.033

0.014

0.08

0.16

0.03

0.317

0.084

0.036

0.24
0.07

0.01

0.440

0.087

0.037

0.16

0.07

0.006

0.360

0.087

0.037

0.15

0.07

0.006

0.350

0.854

0.575

dEmin

MeV

3.27

1.29

0.01

0.01

0.06

0.06

0.00

0.14

0.02

0.03

0.04

0.05

0.00

0.14

0.02

0.02

0.03

0.05

0.00

0.12

0.02

0.02

0.03

0.05

0.00

0.12

0.61

0.41
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ysis. This should make no difference in the angular deviation parameterization since the

azimuthal deviation is flat and the polar deviation takes the particle's P into account explicitly.

Since the absolute momentum offset distribution is nearly flat, differences in this parame-

terization should leave the relative momentum unchanged. The resolution of the momentum

magnitude, ap, as obtained from pions, is an overly optimistic prediction of this quantity for

kaons. This error in this prediction should be everywhere less than 1/V/5 - 20%. In figure 6-3,

we show the ratio of the ther+ 7r+ correlation functions with no 7Rp, and with application of Rp

with the parameters ALPS multiplied by a factor of ten. As expected, the effect is seen to be

larger in this case. But, the difference is small enough to give confidence in using 7p extracted

from pion data for the kaons.

Some technical details of application of Rp could not be addressed in time for this writeup.

'For this reason, and the fact that the overall effect appeared to be small, no response function

was used for model comparisons in this thesis.

6.2.4 Spectrometer Efficiency

The efficiency of the spectrometer, including decay probability, needs to be taken into

account to compare model predictions to data. We parameterized this efficiency using single-

track Monte Carlo data sets of the relevant particles, as described in [Mor94]. We chose to

separate the reconstruction efficiency from the decay probability. In figure 6-4 we show the

reconstruction efficiencies for pions and kaons and fits to these distributions of the form:

F(p) = Aexp- (6.16)

Because of the non-standard PID definitions used in this analysis, see section 4.2.2, the total

efficiency for kaons above the pion/kaon 3o overlap-momentum (p = 1.82 GeV/c) is multiplied

by the fraction of kaons that are unambiguously TOF identified. The pion PID efficiency is

assumed to be flat.8 Both pion and kaon efficiencies are multiplied by the known decay factor.

6.3 RQMD

RQMD [Sor93] is one of the cascade codes available to compare with relativistic heavy ion

collisions. In general, cascade codes begin by constructing a nucleus according to measured

8Because of my non-standard PID definitions, the pion efficiency is not complicated by GASO efficiency. This is in
contrast to the analysis found in [Mor94].
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Figure 6-3: Correlation function modification due to artificially worsened Rp. The plotted dis-
tributions are the ratios of different relative momentum projections of the correlation function,
for the standard r r+ + data set, without application of Rp, and with application of Rp in which

the A p w parameters are multiplied by a factor of ten..
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Figure 6-4: Parameterized AUSCON efficiencies for pions and kaons. These efficiencies get
multiplied by the known decay factor. There is an additional term (not shown) for the kaons to
account for the fraction of kaons that are not ambiguously TOF identified above the pion/kaon
3a-overlap momentum (p = 1.82 GeV/c).

247

-2'

a) Pions

I I 11 ,, I, , I,,,,I, , , , I, , ,,i,1, II, ,,,I



CHAPTER 6. BOSE-EINSTEIN CORRELATIONS IN MODELS

density and Fermi energy distributions. Individual nucleons are propagated in time until an

interaction, triggered by an approach distance r < V4/, occurs.9 The difference between

cascade codes is embodied in different cross-section and branching ratio parameterizations,

and different allowed processes.

RQMD is a very permissive code and the reader is directed to [Sor93] for a more complete

description of the allowed processes. These include:

* Standard meson-meson, meson-baryon and baryon-baryon interactions.

q and qq interactions.

* String formation and decay (overlapping strings are known as ropes). These processes

play a very small role at AGS energies.

* Objects in a collision can interact with the mean field of surrounding objects. This was

observed to have little effect on particle abundances at AGS energies. It was therefore

switched off in these comparisons due to CPU considerations.

It is important to note that no parameters in the model were optimized for comparison to E859

data.

6.3.1 RQMD Data Sets

The RQMD data set used in this analysis was generated using RQMD version 1.08. A

complete list of selected switch settings can be found in [So194]. 30,837 28Si + 197Au collisions

were generated with impact parameters in the range b E (0, 5)fm, randomly selected according

to dN/db - b.

We used a simplified geometrical simulation of the TMA, developed by Ron Soltz, in order

to match the experimental centrality trigger (the upper 20% of the minimum bias TMA multi-

plicity distribution). For a particle to count as a TMA hit, it needed to be electrically charged,

have Ekin > 25 MeV, and lie within the geometrical acceptance of the TMA (see section 2.6). Of

the events with b < 5 fin, t 95% passed the TMA cut.

We wanted to study the effects of the spectrometer acceptance on the extracted source

parameters. So, we needed to write out files for the particle species of interest with and

without cuts on the spectrometer acceptance. For these cuts, we used a slightly modified

9Note that time-ordering of collisions, common to all cascade codes, necessarily violates relativity. A frame can be
found in which the time-ordering is different. For the cascade code ARC, it has been reported that less than 5% of the
collisions are affected by this [K+93].
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version of the cross-section standard acceptance routine, written by Dave Morrison and Chuck

Parsons [Mor94]. The geometrical input to this code was taken from YBOS geometry files for

the Mar92 run period. We only used the p and 0 information returned from this code. Particles

inside the spectrometer pO acceptance, but beyond the X limits, could be rotated in X to increase

statistics. This is discussed in more detail in section 6.1.2. We also needed to impose an upper

momentum cutoff due to particle identification limits (3.0 GeV/c for kaons and 1.8 GeV/c for

pions).

The final number of particles in each data set are given in table 6.3. The final number of

pairs in each data set are listed in table 6.4.

K+ 7+

Acceptance cut 2,521 21,815

No acceptance cut 121,810 1,307,530

Table 6.3: Number of pairs in different RQMD data sets.

Actual, Acceptance cut
Actual, No acceptance cut

Background, Acceptance cut
Background, No acceptance cut

150,000 300,000

1,000,000 1,000,000

300,000 600,000

1,000,000 1,000,000

Table 6.4: Number of particles in different RQMD data sets.

6.3.2 RQMD Results

RQMD predictions have been compared to single-particle kaon data taken by E859 [Mor94].

Predicted K+ and K- yields are observed to 10-15% low. Predicted slope parameters, from an

ml fit, are 10-20 MeV low for K +, and - 70 MeV high for K-. Comparisons of predicted RQMD

Bose-Einstein correlations have been made by E814 [X+ 94] (pions) and by NA44 [S+94b, S+93b]

(kaons). Both E814 and NA44 found excellent agreement between data and RQMD predictions

for pions. NA44 found some discrepency between data and RQMD for both K+'s and K-'s, with

RQMD predicting a smaller source than observed for both sign kaons.

A comparison of extracted fit parameters for E859 and RQMD is presented in table 6.5. The

alert reader will notice the very large values of X2 /dof for the fits to the RQMD correlation
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functions. This is not an indication of non-Gaussian correlation functions predicted by RQMD.

In fact, the E859 and RQMD correlation functions, plotted for corresponding relative momen-

tum projections in figure 6-5 and figure 6-6, agree very well. A close examination of the RQMD

data points reveals very small error bars compared to the observed fluctuations. This is a result

of badly over-mixing our phase-space point inputs to the Pratt Wigner-density technique and

assuming Poisson errors, see section 6.1. These results are still usable, but we need to realize

that the quoted errors on fit parameters extracted from RQMD are unrealistically small.

The fully qualified message that comes out of this analysis is that RQMD Bose-Einstein

correlation function predictions closely match the E859 results, for central 7r+ and K+ at mid-

rapidity. There is some discrepency in the chaoticity parameter A. But, this is within any

reasonable estimate of the systematic error on our determination A. The difference in A for

pions and kaons, observed in the data, is reproduced by RQMD.

Does this mean that the RQMD K+ source is 50% smaller than the 7r+ source? Does this

mean that the RQMD r+ and K+ sources are distinctly oblate? Does this mean that the RQMD

K+ source really does have an emission duration of 0 fm/c? The answer to these questions,

and all questions concerning the interpretation of parameters extracted from a Bose-Einstein

correlation analysis, is a resounding ".. maybe, maybe not."

Let us step into RQMD and look at the source. This is the advantage of having a model.

Note that all of the positions and momenta presented in this section are calculated in the

participant center-of-mass frame, y = 1.25.

First, in figure 6-7, we compare the final scattering positions of all 7r+'s and K+'s in RQMD.

The 7r+ source is significantly larger than the K+ source in every parameter. This is some-

what due to the larger meson-baryon cross-section of the 7+, and somewhat due to a greater

contribution of long-lived resonances to + production. A detailed analysis of the origins of

the particles in the tails of the pion distributions has not been performed. We also note that

these distributions seem very large compared to the source parameters typically extracted.

To understand this apparent contradiction, we need to return to the discussion of dynamical

correlations.

Recall that in order to be able to interpret an extracted source parameter in terms of a

physical source size, we assume that the emission function factorizes into functions of space

and momentum, g(r, p) = f(r) p(p). In order to test the validity of this assumption, we first

examined the distribution of the angle between the final-state position and momentum vec-

tors [Vos]:

cos (a) = r p. (6.17)
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Figure 6-5: Comparison of E859 and RQMD correlation functions for 7r+7r+ and K+K+ (Q
parameterization). Fit results are summarized in table 6.5, see text for details.
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space and are summarized in table 6.5, see text for details.
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Figure 6-7: Comparison of final-state spatial distributions for r+'s and K+'s produced by
RQMD. The hatched areas are K+'s. The distributions have been normalized such that the
peak of each K+ distribution matches the corresponding r+ distribution in that histogram bin.
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able 6.5: Comparison of RQMD correlation function predictions versus E859 results. The
very large values of X2/dof is due to overmixing of the model data. See text for details.

This distribution is plotted in figure 6-8, for RQMD 7r+'s and K+'s, with and without spectrom-

eter acceptance cuts.

The first thing to notice about these distributions, is the fact that for both 7r+'s and K+'s,

the distributions without acceptance cuts are sharply peaked at cos(a) = 1. As illustrated in

figure 6-9, this seems physically intuitive. Particles with cos(a) = -1, must pass, unscattered,

through the production zone.

The second thing to notice about these distributions, is that for both r+'s and K+'s, the

distributions become much flatter when acceptance cuts are applied.' ° This is an indication

that the E859 spectrometer is not seeing the entire source, since particles that contribute to

the sharp spike at cos(a) = 1 are missing. If this corresponds to reality, then we may be able

to interpret the extracted source parameters as the size of the source of those particles seen by

our detector.

This blindness of the E859 spectrometer to portions of the particle source is more explicitly

shown in figure 6-10. This plot shows the final state spatial distributions, of those K+'s and

Jr+'s, accepted by the E859 spectrometer. Comparing figure 6-10 to figure 6-7, we see a dramatic
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Fit Parameter E859 r+7r+ RQMD 7r+ E859 K+K + RQMD K+ K +

RQ 5.00 ± 0.18 5.55 ± 0.11 2.19 ± 0.10 2.26 ± 0.04

Q A 0.59 ± 0.04 0.76 ± 0.03 0.84 ± 0.07 0.96 ± 0.03

X2 / do f 45.5/57 162/57 70.5/57 429/57

Rdana 2.78 ± 0.10 2.72 ± 0.06 1.81 ± 0.10 2.03 ± 0.04

qdana A 0.63 ± 0.03 0.72 ± 0.02 0.84 ± 0.07 0.94 ± 0.03

X2/dof 70.0/57 121/57 57.1/56 397/57

R 2.84 ± 0.09 1.64 ± 0.06 1.83 ± 0.07 2.08 ± 0.04

qoq r 2.94 ± 0.30 4.07 ± 0.08 0.01 ± 0.94 0.00 ± 0.07
0.67 ± 0.04 0.65 ± 0.04 0.78 ± 0.07 1.00 ± 0.03

x2/dof 468/434 1011/426 457/393 2628/367

RL 2.52 ± 0.18 2.83 ± 0.13 1.63 ± 0.12 1.96 ± 0.05

qLqT RT 3.56 ± 0.13 3.22 ± 0.07 2.10 ± 0.12 2.17 ± 0.06

A 0.64 ± 0.04 0.68 ± 0.02 0.84 ± 0.07 0.97 ± 0.03

X2/dof 729/759 1011/426 874/854 5239/762

'0Although note the logarithmic scale.
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CHAPTER 6. BOSE-EINSTEIN CORRELATIONS IN MODELS

cos(a) = 1

cos(t) = -1

Figure 6-9: Schematic diagram of the origin of the observed dynamical correlations. This
figure shows the requirements for producing a particle with cos(a) = 1 and a particle with
cos(a) = -1. Particles with cos(a) = -1 must pass, unscattered, through the production zone.

reduction in the longitudinal and production-time extent of both the K+ and r+ the sources.

In RQMD, both of these variables are tightly correlated with p,. Therefore, we know that the

upper rapidity cutoff of the E859 spectrometer is largely responsible for our inability to see such

particles. The other dramatic feature of figure 6-10 is the large reduction of 7r+'s with negative

values of r. This becomes less mysterious when we realize that the E859 spectrometer is

only in the positive x-direction. This shadowing effect is greater for the 7r+'s than for the K+'s,

presumably because of the r+'s greater meson-baryon cross-section. This is important, because

it suggests that the observed difference in the K+ and 'r+ sources is a lower limit.

Another effect which distorts the picture of the source revealed by Bose-Einstein correlations

is the fact that two-particle correlations are not sensitive to the shape of the distribution." Fig-

ure 6-11 shows the separation distributions of the phase space points whose absolute position

distribution was shown in figure 6-10.12 Most indications that the distribution is exceedingly

non-Gaussian have been erased. Much of the remaining information, in the form of long non-

Gaussian tails, will also be erased. This is because the largest separations will show up as a

component of the correlation function that is too narrow to measure. This may very well reduce

IlThe example of a spherical shell was discussed in section 1.4.
' 2The separations have been calculated at the time when the latter particle is emitted in order to reproduce the

quantity that the Bose-Einstein correlation is sensitive to.
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Figure 6-10: Comparison of final-state spatial distributions for 7r+'s and K+'s produced by
RQMD in the E859 acceptance. The hatched areas are K+'s. The distributions have been nor-
malized such that the peak of each K+ distribution matches the corresponding r+ distribution
in that histogram bin.
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CHAPTER 6. BOSE-EINSTEIN CORRELATIONS IN MODELS

A without giving a larger radius. Note that since these are distributions of separations, their

size needs to be divided by 4V in order to compare them to the predicted size of the originating

distribution.

Dynamical correlations can affect Bose-Einstein correlation functions in another way. It

could be that the only particles with small enough relative momentum to have a measureable

correlation function would also be very close spatially. If this were true then detector accep-

tance would not affect the extracted source parameters. Any detector would see a source size

determined by the size of the patch of the source which could emit pairs with small relative

momentum.

In figure 6-12, we see that RQMD predicts this effect to be negligible for E859. The plotted

distributions are projections of the rms separation of RQMD r+'s and K+'s, in the E859 accep-

tance, as a function of the conjugate relative momentum variable. These distributions are very

flat, indicating that particles at low relative momentum, in the E859 acceptance, see all of that

portion of the source visible to the spectrometer.

In figure 6-13, we show that RQMD does predict this effect to be present for a hermetic

detector. The plotted distributions are projections of the rms separation of all RQMD Xr+'s

and K+'s, as a function of the conjugate relative momentum variable. It is clear that these

distributions are not flat, indicating that even with a hermitic detector, we can not see the

entire source with a Bose-Einstein correlation measurement. This has been referred to as:

... a fundamental limit of the technique, as opposed to a fundamental limit of the

experimental apparatus. [Ste]
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Figure 6-11: Comparison of final-state spatial separations for 7+and K+pairs produced by
RQMD in the E859 acceptance. The hatched areas are K+'s. The distributions have been nor-
malized such that the peak of each K+ distribution matches the corresponding r+ distribution
in that histogram bin.
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cut off at ±20 fm, in an attempt to eliminate those pairs so far separated that their correlation
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Figure 6-13: These distributions show the different projections of the rms separation of all
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momentum variable. Before calculating the rms value, the distributions are cut off at ±20 fin,
in an attempt to eliminate those pairs so far separated that their correlation function will be
unmeasureable. Note that since these are distributions of separations, their size needs to be
divided by VX in order to compare them to the predicted size of the originating distribution.
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Chapter 7

Conclusions

E859 Data

This work reports the results of the first high-statistics measurements of the Bose-Einstein

correlations of K+'s for any system. Results presented in this work show no signs of QGP

formation. However, these results do contribute to our understanding of the hot, dense matter

created in heavy ion collisions at AGS energies. The highlights are summarized below:

· Every extracted size parameter of every source parameterization indicates that the r+

source is w 50% larger than the K+ source.

* Rms for the K+ source is consistent with RsIns Rrma for the + source is significantly

larger.

* The 7r+ source is consistent with r = R. The K+ source is consistent with r = R and with

7 = 0.

* The qLqTsideqTout parameterization also indicates that r 0 for the K+ source. This

parameterization does not suffer from the same phase space difficulties as all parame-

terizations that directly fit r, so this may indicate that the emission duration of the K+

source is truly small.

* Both the 7r+ and K+ sources are oblate with the major axis (perpendicular to the beam)

- 25% larger than the minor axis (parallel to the beam).

* The chaoticity parameter, A, is observed to be _ 0.2 units larger for the K+ source than

for the r+ source. The values of the parameters have an estimated systematic error of
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0.1 unit, but any error is likely to be in the same direction for the two species. Thus, the

difference is probably real.

* Single-particle rapidity cuts give unambiguous evidence for dynamical correlations. Lon-

gitudinal expansion and longitudinal shadowing are two hypotheses that explain this

observation.

* Some systematic behavior is observed when the data sets are cut on (pair). The general

trend is for reduced radius and reduced A for larger values of (pP"'i ). The A dependence

is inconsistent with a hypothesis of resonance dominance of low p. production.

* 3D source parameterizations were successfully tested. Significantly, the fits were per-

formed over the full 3D phase space.

* The first fits to the Yano-Koonin Lorentz invariant correlation function were performed.

Work is still in progress to understand the observed frame dependence.

* The data are consistent with Gaussian correlation functions in every variable examined.

* The size and chaoticity parameters from all parameterizations are very consistent, lending

confidence to their values.

* Parameters for the r+ source are consistent with values obtained by E802 [Mor90O, A+92a].

RQMD Results

Models, with their ability to provide final-state space-time coordinates, provide a unique lab-

oratory in which to study Bose-Einstein correlations. Thanks to model studies, there is a grow-

ing understanding of the limits and power inherent in the observed sensitivity of Bose-Einstein

correlations to the dynamics of the examined system. Hopefully, the model comparisons re-

ported in this work will contribute to this understanding. The highlights are summarized

below:

* RQMD 1D and 2D correlation functions, for r+'s and K+'s, are consistent with E859

results.

* Dynamics can limit the portion of the source visible to Bose-Einstein correlations. This

effect may be more severe for small aperture devices. Due to the large meson-baryon

cross-section of the 7r+ relative to the K+, any such effect is likely to reduce the observable

difference between the r+ and K+ source size.
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* Even though the model sources are highly non-Gaussian, the correlation functions are

well described by Gaussian parameterizations. This reinforces the point that two-particle

correlations are mostly sensitive to the pair separation along the examined projection, a

quantity that approaches the Gaussian limit for many spatial distributions.

Final Summary
In central 28Si + 197Au collisions, we see that the Bose-Einstein source-size parameters

for the r+ source are significantly larger than those for the K+ source. This conclusion is

strengthened by the very consistent results from a wide variety of source parameterizations,

and from the small statistical and systematic uncertainties on the extracted parameters.

Initial E859 results, presented in this analysis, seem to indicate the presence of dynamical

correlations. Comparisons to the cascade code RQMD, also presented in this analysis, are

vivid illustrations of the extent to which such correlations can distort a naive geometrical

interpretation of Bose-Einstein correlation source parameters. These same results hint at the

potential power of this technique to extract information on the dynamics of relativistic heavy

ion collisions.

With our improved understanding of the Bose-Einstein correlation techique, we can look

forward to characterizing matter in even more extreme conditions. Larger baryon densities

have been made available with the acceleration of gold beams at the AGS. Larger energy

densities will be available upon completion of the Relativistic Heavy Ion Collider. The sheer

volume of available data will enable us to perform the systematic studies necessary to obtain

both geometrical and dynamical information. Maybe, we will even see the QGP.
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Appendix A

Systematic Studies

A list of the different systematic checks that have been performed, and a summary of their

effect on the extracted source parameters, has been given on page 223. Figure A-1 presents a

graphical summary of the range of values taken on by the different source-size parameters in

these tests.' Figure A-2 presents a similar summary of the effects on the chaoticity parameter,

A. To give some concrete examples of the variation in the fit parameters, tables A. 1 and A.2

present a tabular summary of all the different tests performed for the Q parameterization of

the two particle species.

To illustrate the fact that the low relative momentum bins suffer from the greatest sys-

tematic uncertainty, we have included figures A-3 - A-6. These figures show the TPAC and

Gamow corrections for several relative momentum projections of both particle species.

Also included in this appendix is a summary of the contamination of the different particle

samples. Figure A-7 shows the contamination of pions by electrons (when the GAS6 is ignored

as it was in this analysis) to be less than 6%. Figure A-8 illustrates the technique used to

estimate the contamination of kaons by pions and protons. The distribution of 6(1/,)/u(1/3)

for PICD identified particles should be Gaussian with a = 1. We examine these distributions in

momentum slices, near the TOFID overlap momentum of the respective particle species. From

the amplitudes and widths obtained from these distributions, we can analytically calculate the

contamination ofkaons arising from the tails of the distributions of the more abundant particles.

The amplitude of the pion distribution is roughly twice that of the kaon distribution. In this

analysis, all identified kaons are farther than 3(1/) from the pion peak. This corresponds

to a 0.3% contamination of kaons by pions. The amplitude of the proton distribution is ten

1Note that systematic studies have not been performed for the Koonin or the qLpairqTpairqo parameterizations.
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Figure A-1: Range of source-size parameter values obtained in the different systematic tests
performed. Data points are the results of fits to the standard data sets, see figure 5-1.
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APPENDIXA. SYSTEMATIC STUDIES

Study Rq A X 2/dof

Standard 5.00 ± 0.18 0.59 ± 0.04 43.4/56

PICD 5.18 ± 0.19 0.62 ± 0.04 50.2/57

10 MeV start 5.02 0.19 0.59 0.04 43.3/55

15 MeV start 4.97 ± 0.20 0.58 ± 0.04 42.7/54

20MeV start 5.01 ± 0.22 0.59 ± 0.05 42.5/53

25 MeV start 4.93 ± 0.23 0.57 ± 0.06 42.0/52

30 MeV start 4.97 ± 0.29 0.58 ± 0.08 42.0/51

35 MeV start 4.74 ± 0.31 0.50 ± 0.09 40.5/50

22 mrad scale 5.01 + 0.19 0.67 ± 0.05 40.5/57

33 mrad scale 4.73 ± 0.20 0.64 ± 0.06 36.9/56

TMA > 140 5.15 ± 0.35 0.56 ± 0.09 80.7/56

TMA > 147 4.99 0.43 0.56 0.09 66.3/55

5MeV binsa 4.81 ± 0.19 0.51 ± 0.03 56.7/57

7.5 MeV bins 4.76 ± 0.19 0.50 ± 0.03 35.8/37

10 MeV bins 4.76 ± 0.19 0.50 ± 0.03 26.7/27

aThe bin size study was performed with the scale angle cut not applied to the Background. These numbers should
therefore only be compared with each other.

Table A.1: Q systematic study results for the r+ + data set.
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Study RQ A x2 /dof

Standard 2.19 ± 0.10 0.84 ± 0.07 70.4/56

PICD 2.31 ± 0.12 0.89 ± 0.07 62.6/57

20 MeV start 2.15 ± 0.10 0.81 ± 0.06 64.7/55

30 MeV start 2.15 ± 0.11 0.81 ± 0.07 64.6/54

40 MeV start 2.20 ± 0.12 0.85 ± 0.08 63.0/53

50MeV start 2.13 ± 0.12 0.79 ± 0.09 61.0/52

60MeV start 2.16 ± 0.15 0.81 ± 0.11 60.9/51

70 MeV start 1.96 ± 0.16 0.63 ± 0.16 55.6/50

22 mrad scale 2.18 ± 0.05 0.84 ± 0.04 73.7/56

33 mrad scale 1.98 ± 0.13 0.85 ± 0.10 70.6/56

TMA cut 2.36 ± 0.20 0.89 ± 0.13 60.5/57

15 MeV bins 2.18 ± 0.10 0.83 ± 0.06 51.5/37

20 MeV bins 2.16 ± 0.10 0.81 ± 0.06 44.6/27

y < 1.3 2.03 0.13 0.76 0.07 96.6/57

Uable A.2: Q systematic study results for the K+ K + data set.

times that of the kaon distribution. This corresponds to a 1.5% contamination of kaons within

3o(1/,3) of the proton peak. But, the momentum at which the kaon-proton overlap reaches this

value is the momentum above which kaons are no longer identified. The proton contamination

decreases rapidly below this momentum.

Kaons are rare enough that we need to examine the contamination by "noise" (non-identified

particles).2 Figure A-9 shows 6(1/,3)/a( 1//) vs p for all particles, assuming a kaon mass hypoth-

esis. The kaons are the flat band centered at 6(1//) = 0. Pions have 6(1/) < 0, protons and

deuterons can be seen with 6(1/8) > 0. The outlined areas are at least 5o(1/,i) from any valid

mass hypothesis. We define particles in these regions to be noise. This noise has been found to

be roughly uniformly distributed in this space. Given this, we can calculate the contamination

of kaons by noise, as a function of momentum. We simply need to normalize the counts in each

distribution by the contributing area in this space. The results of this analysis are shown in

figure A-10. The contamination of kaons by noise is seen to be generally less than 2%.

2Such particles can arise from resonstruction errors, shared TOFs slats, decay, etc.
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Figure A-7: Electron contamination of pions. The top panel shows the total number of PICD
identified electrons and pions for momenta below the p GASC threshold. The middle panel
shows the number of electrons and pions, in the pion TOFID region, corrected for GASP6
inefficiency (for electrons, the GASO( fails to fire ; 5% of the time) and overefficiency (for pions
the GASC fires for reasons not associated with the pion - 5% of the time). A more careful
analysis of the GASC response to electrons and pions can be found in [Rat94]. The bottom
panel is merely a division of the two histograms in the middle panel, and shows that the
contamination of pions by electrons (when the GASP information is ignored) is less than 6%.
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Figure A-10: Ratio of PICD identified K+'s to noise. The top panel shows the total number of
K+'s, and of noise, per unit 6(1/3), as a function of momentum. The bottom panel is the ratio
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generally less than 2%.
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Appendix B

Residual Correlations

Residual correlations were first discussed in Zajc [Zaj82, Z+84]. This effect arises in the

event-mixing procedure because the single-particle momentum distribution is obtained by an

integration over the observed, correlation function-distorted, two-particle momentum distribu-

tion. This results in an enhancement of the event-mixed Background distribution relative to

the true Background distribution. The relative momentum dependence of this enhancement is

necessarily similar to the relative momentum dependence of the parent correlation function.

Since the Background is artificially enhanced by residual correlations, the resulting correla-

tion function is artificially reduced. This effect can be dramatically worsened if the measuring

apparatus has a "small" two-particle phase space.'

To demonstrate this more rigorously, I will borrow heavily from the derivations found

in [Mor90] and [Zaj82]. For clarity, this derivation begins with the correlation function for

an individual pair (indicated by the subscript a) with momenta p, and p2:

P2 (Pla, Pa)
C2 (Pla NO P1 (Pia) P1 (P2a)' (B. 1)

PI and P2 are the correctly normalized inclusive one- and two-particle production probabilities

respectively. In reality we construct the correlation function as:

C2 (PiP2a) = Actual P2 (Pia, P2a)
(PBackground = -pl m (Pa) pl m (P2a) (B.2)

The superscript m indicates that the single-particle probabilities are obtained from the event-

1Here 'small" means that the Bose-Einstein enhancement is essentially flat across the entire acceptance [Zaj82,
Z+84].
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mixing procedure:

N

P m (Pa) = ZP2 (Pla,mi) (B.3a)
i=l

N

= P1 (Pl) E C2 (Pla, mi) P1 (mi) (B.3b)
i=l

N

= PI (Pla) N C2 (a,mni) (B.3c)

Here the last step follows from having properly normalized the single particle probability.

So, the event-mixed probability for a given momentum is enhanced by the value of the

correlation function for that momentum averaged over the accepted momentum distribution.

It is now easy to see why this effect can be much worse for a 'small' detector. If a detector is

so small that a given single-particle momentum is tightly associated with a value of relative

momentum, then the event-mixed Background distribution will be just as correlated as the

actual distribution. The effect is minimized with a 4ir detector with infinite momentum particle

identification capability, but, it is not eliminated. A pernicious single-particle momentum

distribution could still cause the effect since it is the average correlation function achievable

for a given pair that is important.

We define the residual correlation weight for the ath pair to be:

N N

W (p,,,P ) = C2 (Pia, P2a) IC2
m (Pia, P2) J= : (pa, mi) C (p 2 , mi). (B.4)

i=: j=l

Making the usual assumption that C2 = C2 (Q -P 2 - Pt), we can write the above equation as:

N N

W(Q 2 ) = N2 C2(Qia,)C2 (Q2a) (B.5)
i=1 j=1

To cast equation B.5 in terms of relative momentum bins, we average over the M pairs that

have IQ12a - Q1 < 6Q, to obtain:

M N N

W(Q) = MN Z C2(Qlai)C2 (Q2aj) (B.6)
a=l i=l j=l

So, we are left with the following (unappealing) situation: if we knew the correlation function,

we could solve for the residual correlation weight; but, we need to know the residual correlation
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weight to calculate the correlation function. In [Zaj82] it was noted that the above expression

may be solved iteratively. First, make a good guess at the correlation function fit parameters.

Next, derive the residual correlation weights. Finally, obtain new fit parameters for the re-

weighted correlation function. Continue this process until the fit parameters converge. This

process has been observed to converge within a few iterations [Zaj82, Z+84, Mor90].

In [Mor90] it was noted that the value of the correlation function determined by the fit

parameters, C2f" (Q), is not the correct value to use in the above sums. This is because

determining C2
1fi (Q) requires removing contributions to the measured correlation function

from the Coulomb interaction and the two-particle acceptance. These factors must be restored

to the correlation function used in the above sums:

C2 (Q) = C2f (Q) Gamow (Q) (B.7)TPAC(Q)'

Our calculation of the residual correlation weights differs from previous calculations in that

we never fit the correlation function in the iterative process. Rather, we interrogate the cor-

relation function histogram, uncorrected for Coulomb interactions or two-particle acceptance.

The final weights obtained are then used in the correlation function fit. This procedure is valid

because residual correlations in the Henry Higgins spectrometer are not severe [Mor90]. This

means that our original correlation function histograms are good first guesses at their final

values.2

Equation B.6 leaves us with an exact expression for the residual correlation weight for a

particular relative momentum bin. But, it is in terms of a sum over the four-dimensional

correlation function of contributing pairs. Unfortunately, this is statistically impossible to cal-

culate. To get beyond this point, previous analyses have made the implicit assumption that the

correlation function for an individual pair is independent of the relative momentum projection

in which it is calculated [Zaj82, Mor90]. This seems like an intuitively reasonable assumption.

But, it is not explicitly true, since to obtain different relative momentum projections of the cor-

relation function one must perform different integrations over the contributing single-particle

momenta. 3

In order to test the assumption of relative momentum projection independence, we generated

2To see the problems that can arise when a bad first guess is made, consider the limit where residual correlations
completely mask the Bose-Einstein signal. In this limit, the original correlation function histogram would be flat and
the residual correlation weights calculated in equation B.4 will all be equal to one. The procedure will have rapidly
converged, but to the wrong value.

3This is 'a trivial binning effect" [Zaja], but we will see that it has a non-zero effect on the determination of the
residual correlation weights.
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equation B.4 for each pair in the K+K+ data set with N=100, using six iterations. The results

of the calculation using three standard source parameterizations (Q, q0 q, qLqT) are shown in

figure B- 1. It is clear that these distributions are not the same, violating our assumption. Since

we have no other way to proceed, we will ignore this result and see if it matters in the end.

Before moving on, a relevant question would be, "Why were the sums in equation B.4 limited

to N=100 in this calculation?" To answer this, we first note that calculating the sum rigorously

would require - (105)2 terms for each of our 10s Background pairs. So, the question becomes

'How big does N need to be?" In order to answer this question, we created an ensemble of

residual correlation weights with N = 1 for several pairs. The RMS values of these ensembles

was - 10-20% depending on the source parameterization. Since the error on the mean is

reduced by IN, using N = 100 results in an error of k 1-2%. Figure B-2 shows the distribution

of the uncertainty on the residual correlation weight value for individual pairs.

Since each relative momentum bin contains M pairs, we expect the uncertainty on the

residual correlation weight for each bin to be reduced by a further factor of VJM. Figure B-1

shows the distribution of individual-pair residual correlation weights contributing to arbitrary

bins of the different relative momentum projections. The means of the distributions are the

residual correlation weights of the corresponding bins, see equation B.6. The uncertainty of

this value, given by rms/v/M, is seen to be very small. It is interesting to note that the rms of

these distributions is k 2 - 3%, somewhat larger than the rms of the contributing pairs. This

shows that there is an intrinsic distribution in the residual correlation weights of pairs in a

relative momentum bin that is of order 2%.

To quantify the convergence of our iterative procedure, we examined the change in the

residual correlation weights of a relative momentum bin from one iteration to the next. The

results for the Q-parameterization for six iterations are shown in figure B-4. The data are

plotted in units of bbin, the uncertainty of the residual correlation weight for that bin. So,

convergence would be indicated by a distribution randomly scattered about zero with an average

scatter of one. It can be seen that even at iteration six, we have not reached this ideal. But,

notice that the systematic change has been vastly reduced from the first iteration. Notice too,

that the value of bin is typically 10- 3, so that the systematic effect left after six iterations

is very small. To show this explicitly, we compare C 2 iter=6/C 2
i t er= O to C 2 iter=6/C2 i ter= 5 . The

results for all source parameterizations are shown in figure B-5. We conclude that the residual

correlation weights have converged.

After performing this iterative procedure, we have three different determinations of the

residual correlation weight of each pair. We have assumed that each pair's weight is the same
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for all three of these determinations. To test this assumption, we can compare correlation

functions that use these different determinations of the residual correlation weights. For each

source parameterization, two correlation function ratios are generated. The numerator in

every case is the correlation function in which the residual correlation weights were obtained

using that parameterization. The denominators are correlation functions in which the residual

correlation weights were determined using one of the other two source parameterizations.

Figure B-6 shows the results of this comparison. One can see that there are systematic errors

arising from this assumption that are similar in magnitude to the residual correlations.

The bottom line is, "How do residual correlations affect the source parameters?" Figure B-7

shows the cumulative change in the source parameters for different iterations in the residual

correlation correction. This figure shows that the radius parameters are systematically reduced

by 2 - 5% and A is increased by a similar amount. The last two points in the three panels of

figure B-7 show the difference between parameter-values calculated using residual correlation

weights for different source parameterizations after six iterations. From these points, we

estimate that systematic uncertainties on the change in the extracted source parameters due

to residual correlations to be about half the magnitude of the actual changes.

The uncertainties on the source parameters plotted in figure B-7 are the uncertainties

reported by the fitting routine divided by 10. The uncertainty on the source parameters

represents the change in the fit parameter if the contributing data points are jittered by their

uncertainty. But, when we iterate the value of the residual correlation weights we use the

same Actual and Background distributions; the only jitter we introduce is the uncertainty in

the residual correlation weight. The uncertainty in the residual correlation weight of the ith

bin, , = UA/B//N = iA/B/10, where N = 100 is the number of samples used to determine

the residual correlation weight for each pair. This is the factor of ten by which the reported

parameter uncertainties are divided.

As a final note, consider distortions of the two-particle correlation function by three-particle

and higher-order correlations. Residual correlations arise when using event-mixed back-

grounds because of an integration of the correlation function over the second boson. The

correlation function is expressed in terms of inclusive production probabilities. For the r+r+

data set, this may integrate over fifty or more unobserved bosons in a similar fashion. This fact

was first noted in [GKW79] as one objection to the formulation of the correlation function in

terms of an integral over an explicitly two-particle wave function. In that work, the distortion
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of the two-particle correlation function due to higher-order terms is calculated to be:

C2d (P 1 ,P2) = C2 (P1,P2 ) [1 - 6 (p,,P 2)] · (B.8)

It is argued that

6 (P,, 2 ) 0 (r/Ro) 0 (1/A), (B.9)

where A is the number of participating nucleons. For all systems studied in this thesis, this will

be smaller than a 1% effect. Zajc [Zaj87] points out that in the high-density limit, the distortion

will contain many terms of the size O (1/A), and argues for a correction as a power series in

the phase space density, X = (n,/pR) 3 . If we take n, = 50, p = 600MeV/c, and R = 4.5 fm,

X z 2% and the effect is still small.
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Figure B-i: Distribution of individual-pair residual correlation weights for a)Q, b) qoq, and
c) qL qT parameterizations. The extent to which these distributions are different is the extent
to which the assumption of projection-independent residual correlation weights is violated on
a pair-by-pair basis. The fact that the Q-projection weights are more tightly clustered about
their average than the weights for other projections indicates that single-particle momenta are
more loosely correlated to Q than to the other projections.
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Figure B-4: Distributions of six iterations of the relative change in the residual correlation
weights for the Q-parameterization. There are still systematic changes occuring after six
iterations, but these are very small, O(10-3).
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residual correlation function weights are calculated from different source parameterizations.
These distributions show that there are uncertainties in the residual correlation weights arising
from our assumption of relative momentum projection independence. These uncertainties are
similar in magnitude to the weights themselves.
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Figure B-7: Plot of the cumulative change in extracted source parameters, for the examined
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bars are typically smaller than the data points, see the text for details of their calculation. The
radius parameters systematically increase by 2-5%, A decrease by a similar amount. The final
two points in all panels show the change in parameters when the correlation function is fitted
with residual correlation weights obtained from other source parameterizations. This indicates
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Appendix C

Lorentz Extensions in E859

Consider a standard relativity problem, in which a train of proper length, Lo, moves past

an observer on a stationary platform with velocity, P. Lightning bolts strike both ends of the

train simultaneously in the observer's rest frame. The lightning bolts also strike the platform,

creating scorch marks that can be used to measure the length of the train in the observer's rest

frame. This is the standard prescription for measuring distance, and the scorch marks will be

a Lorentz-contracted distance apart, Lo/y, as expected.

Let us change the problem so that the lightning bolts strike both ends of the train simul-

taneously in the train's rest frame.' This is exactly what HBT measures - the pair separation

when the second particle is emitted [Koo77]. To solve this problem we have to recall the effects

of relativity on simultaneity:

If two clocks are synchronized in the frame in which they are at rest, they will be

out of synchronization in another frame. In the frame in which they are moving, the

"chasing clock" leads by an amount At, = f#Lo/c, where Lo is the proper distance

between the clocks.

In the rest frame of the platform the lightning bolt at the rear of the train will hit first. The

train will then travel a distance of

x = cr, (C. la)

= fc? (Ate), (C.lb)

11I agree - this seems like a very silly way of measuring distance. Even without relativity complicating things it
is easy to see that a distance measured in this fashion will have to be corrected for the velocity of the object. This is
probably why this example is never discussed in class.
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= B2 Lo, (C. Ic)

before the other lightning bolt strikes the front of the train. The front of the train starts out a

Lorentz-contracted distance, Lo/7, ahead of the rear of the train. So, the distance between the

lightning marks on the platform will be given by:

d = Lo/7 + 72Lo, (C.2a)

= yLo. (C.2b)

There are other ways to prove this effect [Zaj92], but none of them quite relieve the unease

at the heart of every physicist who hears the words 'Lorentz" and "extension" in one sentence.

After the second E859 experimental run, we only had enough kaon pairs to perform the one-

dimensional HBT analysis. The original results from this analysis showed the kaon source to

be much smaller than the pion source, see figure C-1. This was very exciting since it was exactly

what we had been looking for. Bill Zajc knew about the non-intuitive Lorentz properties of HBT

source parameters described in section 6.2.2 and was therefore properly suspicious about the

initial results. Figure C-2 shows that:

(--r) 2(YKK) (C.3)

Thus, we expect nearly a factor of two difference between RQ(K+K+) and RQ(r+r+) from

mundane kinematics. To obtain values for the true source sizes, we performed a Monte Carlo

calculation [A+93, Zaj92]. E802 correlation results showed that the pion source in the nucleon-

nucleon center-of-mass frame was well described by the qoq parameterization with R = r =

2fm [A+92a]. For the calculation, it was assumed that the kaon source could be similarly

described. Pions and kaons were then generated according to:

dp. - exp ( (C.4)

where Eo values were obtained from fits to the data, see table C. 1. Pion and kaon pairs were

weighted according to the correlation function given by the assumed parameterization. An

acceptance filter was applied to the generated pairs, and those remaining were fit with the Q

correlation function. This procedure allowed us to obtain Lorentz corrected radii, Rconv, see

table C. 1.
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figure C-2: Distributions of Ypai, for pions and kaons in the E859 acceptance.
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Eo

R

Rconv/RQ

7r+r+ K+K+

160 MeV 200 MeV

2fm 2fm
2fin 2fm
0.49 0.79

Table C.1: Summary of input and output parameters for the Lorentz conversion Monte Carlo
calculation. From [Zaj92].

Figure C-1 summarizes the results of this study. The first panel shows the original results

for the fit values of RQ and the extrapolated values of Rc,,,. Also shown are the fits to Rdana,

assuming R = r. The error bars shown are statistical only, we estimated systematic errors

of 0.30fm. On the basis of these results, it was decided that we could not see a statistically

significant difference between the pion and kaon sources [A+93]. The second panel shows

the values for these same parameters in the final analysis using the same Lorentz conversion

factors.2 Note that the values are nearly the same in the two different analyses, but the final

error bars are much smaller. The final panel shows the values obtained in the two-dimensional

qoq analysis of both systems. This illustrates how well the Monte Carlo calculation did in

predicting the Lorentz conversion factors (comfortably within the 0.30fm systematic errors).

It also illustrates the extent to which our assumption of R = 7 was valid (very good for pions,

not so clear for kaons).

2The major difference between the old and new analyses are a tripling ofthe K+K+ statistics. Improved reconstruc-
tion and PID algorithms also helped, resulting in better momentum determination, better PID, and a 35%6 increase in
the r+ r+ statistics.
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Appendix D

Data Structures

There are two primary data structures used in our analysis, "stream NTUPLES" and

'QTUPLES." Stream NTUPLES [Cia94] were developed by Brian Cole and Chuck Parsons in

order to add flexibility to the CERN NTUPLES [Cia94].1 The two primary features of the

stream NTUPLES are:

1. The ability to compress data. This greatly reduces their size, making them easier to

manipulate. It can also be dangerous if one underestimates the amount of storage needed.

2. The ability to coordinate asynchronous data types (e.g., event data and track data). Each

data type is represented by a number, known as a "key."

There are identical stream NTUPLES for both Actual and Background data. These data

structures have four keys corresponding to run, event, pair and track information. The stream

NTUPLES are used in the preliminary part of our analysis, at a stage where we want to keep

as much information as possible. See tables D. 1 - D.4 for a complete list of the information

stored.

QTUPLES are standard CERN NTUPLES with entries detailed in table D.5. These are

used in the final stages of analysis when all event and track definition cuts have been made.

Only that information required to calculate the relative momentum has been retained making

these data structures much faster to process than the stream NTUPLES.

1Many of their improvements were adopted by CERN in the development of the CWN data structure.
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NTUPLE Tag Array Id Units [Min. Res. Bits (238) Description

RUNNUM IDNRUN - 1 1 14 Run #

BEAMSPEC IDBMMT - 0 1 32 Beam species
TARGSPEC IDTGMT - 0 1 32 Target species
TRGTTHIK IDTTHK mg/cm2 270 10 10 Target thickness

SANG IDSANG rads 5 1 6 Spectrometer angle
PARTYPE1 IDPTP1 - 0 1 32 1"t single particle
PARTYPE2 IDPTP2 - 0 1 32 2

"d single particle
ACBKFLAG IDACBK - 0 1 32 Stream type indicator
TREDMETH IDMETH - 0 1 16 Reconstruction code
TIMESTMP IDTIME - 0 1 32 Stream creation time

Thble D.1: HBT-Stream RUNKEY variables.

NTUPLETag Array Id Units Min. Res. Bits (275) Description

NEVNT IDEVNT - 1 1 17 Event#
N255 IDN255 - 2 1 5 # of 255 tracks

NPRS IDNPRS - 1 1 8 # of pairs of interest

TWD1 IDTWD1 - 0 1 16 Trigger word 1

TWD2 IDTWD2 - 0 1 16 Trigger word 2

TWD3 IDTWD3 - 0 1 16 Trigger word 3
GATEBEAM IDGTBM - 0 1 22 # BEAM between events

BCADCTOF IDBTOF Z 0 0.01 15 Charge on BTOF

BCADCTOT IDBTOT Z 0 0.01 15 Charge on BTOT

BCADCBE IDBLZI Z 0 0.01 15 Charge on BE

TMAMTRU IDMTRU - 0 1 10 TMA counts

PBGLETOT IDPBET GeV 0 10 15 PBGL Etot

PBGLEPRP IDPBEP GeV 0 10 14 PBGL ET

ZCUP IDZCLU GeV -500 0.01 18 ZCAL Eup

ZCDOWN IDZCLD GeV -500 0.01 18 ZCAL EDOWN

ZCEAST IDZCLE GeV -500 0.01 18 ZCAL EEAST

ZCWEST IDZCLW GeV -500 0.01 18 ZCAL EWEST

EZCAL IDEZCL GeV -500 0.01 19 ZCAL energy

Table D.2: HBT-Stream EVTKEY variables.
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NTUPLETag Array Id I Units J Min. Res. Bits (86) Description

SPPTR1 IDPTR1 - 1 1 9 First single pointer
SPPTR2 IDPTR2 - 2 1 9 Second single pointer
QINV IDQINV GeV/c 0 0.00004 18 IP - P21

MINV IDMINV GeV/c 0 0.00004 18 IP1 - P2

WEIGHT IDWGHT - 0 1 32 Pratt weight

'ITble D.3: HBT-Stream PARKEY variables.
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NTUPLE Tag Array Id I Units Min. Res. Bits (412) Description

TARG-X IDTRGX cm -2.5 0.0001 16 Target x-pos.

TARG-Y IDTRGY cm -2.5 0.0001 16 Target y-pos.

TARG-Z IDTRGZ cm -2.5 0.0001 16 Target z-pos.

MOMENTUM IDMOM GeV/c 0 0.00004 18 l l

THETA IDTHET rads 0 0.0001 14 Polar angle

PHI IDPHI rads -1.3 0.0001 15 Azimuthal angle

T3T4XSLP IDT34A - -0.82 0.0001 14 T3T4 

T3T4YSLP IDT34B - -0.21 0.0001 12 T3T4 A

T3T4XPOS IDT34X cm -52 0.0001 20 T3T4 x-origin

T3T4YPOS IDT34Y cm -26 0.0001 19 T3T4 y-origin

T3T4ZPOS IDT34Z cm 305 0.0001 21 T3T4 z-origin

PATHLEN IDPLEN cm 640.0 0.0001 19 Pathlength

MASS IDMASS GeV/c2 -5.24 0.00004 18 PID mass

CHARGE IDCHRG Z -1 1 2 PID charge

SLAT IDSLAT - 1 1 8 TOF slat hit

TSLW IDTSLW nsec 20 0.001 17 Corrected TOF

TOFELOSS IDELOS Yasuos 0 1 11 AE -Imi = 100

OVERLAP IDTFOV - 0 1 4 # tracks on slat

TFCLUSTR IDTFCL - 0 1 3 # neighbor slats hit

T1T2QUAL IDT12Q - 0 0.07 12 T1T2 Fit x2

T3T4QUAL IDT34Q - 0 0.02 13 T3T4 Fit x2

MATQUAL IDMATQ - 0 0.04 12 Connection quality

DELXSLOP IDDMX - -0.0256 0.0001 9 Ax-slope

DELYSLOP IDDMY - -0.0256 0.0001 9 Ay-slope

DELXT2PS IDDXT2 cm -3 0.003 11 T2 Ax-pos.

DELYT2PS IDDYT2 cm -3 0.006 10 T2 Ay-pos.

DELXTFPS IDDXTF cm -8 0.008 11 TOFW Ax-pos.

DELYTFPS IDDYTF cm -7.2 0.014 10 TOFW Ay-pos.

GEANTPID IDGPID - 0 1 7 TOF PID code

PICDPID IDPICD - 0 1 7 PICD PID code
STATPID IDSPID - 0 1 21 PICD status

TR1WIRE IDTR1W - 0 1 8 TR1 wire used

TR2WIRE IDTR2W - 0 1 9 TR2 wire used

TIable D.4: HBT-Stream SGLKEY variables.

304



[Entry Number Tag Description

1 EVTCTR Event #, stored for mixing

2 WEIGHT Pratt Weight, one for real data
3 El Energy of 1st particle
4 PX1 x-momentum of l's particle
5 PY1 y-momentum of 1Vt particle

6 PZ1 z-momentum of l' t particle

7 SLAT1 TOF slat number of 1St particle
8 E2 Energy of 2nd particle

9 PX2 I-momentum of 2 nd particle
10 PY2 y-momentum of 2

" d particle

11 PZ2 z-momentum of 2 nd particle

12 SLAT2 TOF slat number of 2nd particle

Table D.5: QTUPLE variables.
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Appendix E

E859 Detectors Not Used in this

Analysis

E.1 Zero-Degree Calorimeter (ZCAL)

This detector is an iron-scintillator sampling calorimeter modelled after the zero-degree

calorimeter of CERN experiment WA80 [A+]. The purpose of the ZCAL is to measure the

amount of an event's kinetic energy remaining in a 1.5° cone about the beam axis 11 m down-

stream from the target. This is a very good measure of the number of projectile spectators if the

ZCAL response is linear and the resolution is good. If this is the case, the ZCAL is also a good

measure of the centrality of a symmetric collision.

Calibration and performance of this device before the E859 running period is described

in [B+89a]. As shown in figure E-1, the response was extremely linear in the number of nucleons

deposited in the ZCAL volume. The resolution was AEin,/Ekin = 73% V/Eki, (GeV), about one

nucleon for the 28Si beam. Unfortunately, the very intense 28Si beams used by E859 took their

toll on the scintillator material of the ZCAL. Halfway through the E859 running period, the

ZCAL energy resolution had degraded by a factor of 2.5 [Chu]. Another complication of the high

beam intensity was a rate dependence in the measured beam energy. This occurred because of

long tails on the input signals that would pile up to form a pedestal whose magnitude increased

with the instantaneous beam rate. The magnitude of the effect can be seen in figure E-2. This

needs to be corrected for in any analysis using the ZCAL.
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Figure E-1: ZCAL response as a function of nucleon number, A. From [B+89a].

Figure E-3 shows the expected anti-correlation between ZCAL and TMA for 28Si + 197Au col-

lisions. Note the saturation of the ZCAL response at large TMA values. For asymmetric

collisions the TMA provides a better measure of centrality. When the projectile is smaller than

the target, there is a range of impact parameters in which the projectile nucleus is is completely

occluded by the target, and there is no foward-going energy.

E.2 Lead Glass Array

A more complete description of the PBGL can be found in [A+90b]. The PBGL is an

electromagnetic calorimeter consisting of 245 14.5 x 14.5 x 40 cm3 SF5 type lead-glass blocks.

The blocks are arranged in an approximate half-circle coaxial with the beam and cover a

polar angle 8° < 0 < 32°. The PBGL is designed to detect the neutral energy produced in

the collision. -rays produced in 7 °O decays are converted in a 1.9cm thick steel plate. The

resulting electromagnetic showers produce Oerenkov radiation in the lead-glass blocks that is

proportional to the incident photon energy. The terenkov threshold for the lead-glass blocks is

/~ : 0.8 and it estimated that - 50% of the PBGL energy results from charged hadrons. Long

term calibration is maintained by CsI/241Am sources imbedded in each block, see figure E-4.
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E.2. LEAD GLASS ARRAY
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Figure E-2: E m, measured by the ZCAL, as a function of the instantaneous beam rate [Chu].
The non-zero slope of this distribution indicates that there is a rate dependent pedestal. This
pedestal is caused by the overlap of many long signal tails.
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ZCAL vs. TMA for Si+Au INT Events
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Figure E-3: Response of TMA vs ZCAL 28Si + 97Au collisions. The inset illustrates the reason
for saturation of the ZCAL response for the most central collisions. For all impact parameters,
O < b < RAU - Rsi, the silicon nucleus is completely occluded by the gold nucleus. No energy
should be deposited in the ZCAL for any collisions in this impact parameter range.
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E.3. PHOSWHICH ARRAY (PHOS)

The CsI scintillator fires when struck by the a particle emitted in the 2 4 1Am decay [A+87b].

(o) SOURCE CONSTRUCTION

Cs[(TI) 24 1Am GLASS WINDOW
I /

3mm

1i

EPOXY

cbAEMINUMrcup
L - 5mm

(b) Pb- GLASS DETECTOR

X5m 40cm

15cm

CALIBRATION
SOURCE

Figure E-4: Schematic of the PBGL CsI(TI)/24tAm calibration modules [A+ 87b].

E.3 Phoswhich Array (PHOS)

A more complete description of the PHOS can be found in [C+93c]. The PHOS is an array of

42 AE- E plastic scintillator telescopes covering a range of 48° <9 < 1300 and AO5 ~ 24 . The

PHOS was installed as a part of the E859 upgrade in order to measure baryon distributions in

the target rapidity region. The technique is very elegant - two optically coupled scintillators

with significantly different decay times are read out by a single phototube. The decay times

must simply be different enough that the signals can be separated by pulse-shape analysis.

E.4 Cerenkov Complex (CC)

A more complete description of the CC can be found in [Col92, and references therein].

The C is a 1 msr single track spectrometer located downstream of the BACK counter. It is

designed to provide very high momentum particle identification. Timing information, trigger-

ing capability and acceptance definition are provided by two "picket-fence" plastic scintillator
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APPENDIX E. E859 DETECTORS NOT USED IN THIS ANALYSIS

hodoscopes. A 4-element version is placed at the front of the complex and an 8-element version

is placed at the back of the complex. Three drift chambers provide tracking capability. Three

terenkov tanks form the heart of the complex. All are filled with Freon-12, two at a pressure

of 0.8 atm and one at a pressure of 4.8 atm. This provides if/K separation up to 7.8 GeV/c and

K/p separation up to 14.8GeV/c.
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Appendix F

A Brief History of Multiwire

Chambers

Georges Charpak won the 1992 Nobel Prize in physics for the development of the multi-

wire proportional chamber (MWPC) [C+68]. Since his invention in 1968, MWPC's and their

descendents, the drift chamber and the time projection chamber, have become ubiquitous in

high energy and nuclear physics. MWPC's are part of an evolutionary chain leading from bub-

ble chambers to spark chambers to "filmless" spark chambers. The discussion in this section

largely follows that in [Sch93].

Bubble chamber data was in the form of photographs of bubbles created when charged

particles passed through a superheated liquid causing it to boil. Milliseconds before the beam

traversed the chamber, a giant piston would expand the liquid, causing it to become super-

heated. After the event was photographed, the piston would compress the liquid, raising its

boiling point and erasing the bubbles. Sophisticated, electronic scanners did not exist in the

heyday of the bubble chambers, so each event had to be analyzed by a human being. There was

a daunting amount of data to analyze even though the number of pictures was severely limited

by the piston's intolerably slow cycle speed of a 1 Hz.

The basic unit of a spark chamber is a set of two electrodes sandwiched around a layer of

gas. Charged particles ionize the gas. If a trigger counter indicated that an event should be

recorded, a high voltage would be placed across the electrodes. This would cause a spark along

the ionization trail which could be photographed. Although their spatial resolution was poorer

than that of a bubble chamber, spark chambers were a big advance because of their 1000 Hz

cycle speed. Even though a spark chamber could be triggered, the increased cycle speed resulted
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in a much larger number of photographs that needed to be analyzed. This embarrassment of

riches motivated the development of"filmless" spark chambers which allowed the information

to be analyzed by a computer.

The first filmless spark chamber was the acoustic spark chamber. This detector made

spatially separated recordings of the sound created by the spark. The differences between the

arrival times of these sounds could be used to locate a particle. The cycle time of this detector

was limited to 1000 Hz because the potential difference had to be recharged after every event.

The second filmless spark chamber was the multiwire spark chamber. The basic unit of

all multiwire chambers is known as a drift cell. A drift cell is made up of several special

purpose wires in volume filled with ionizable gas. A schematic of a typical drift cell is shown in

figure F-l. Cathode wires shape the field, directing all ionization in a drift cell toward that cell's

o . 0

* · * 

* Cathode wires

o Field wires

* Sense wires

Figure F-L: Schematic of a typical drift cell. The field and cathode wires are roughly to scale.
The sense wire is expanded by a factor of 2.5

sense (electrons) and field (ions) wires. Cathode wires also shield a drift cell's sense and field

wires from ionization in neighboring drift cells. Field wires are maintained at high, negative

voltage in order to attract the positive ions liberated by charged particles passing through the

chamber's gaseous volume. Sense wires are maintained at high, positive voltage in order to

attract the electrons liberated in the ionization events. It is the information from the sense
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wires that is recorded by the experiment.

An ionizing detector can operate in three qualitatively different regions depending on the

value of the applied voltage. At the lowest voltages, the electrons liberated by the ionizing

particle are accelerated towards the sense wire without any amplification. This is known as

the ionization region. At higher voltages, the electric fields can become large enough that

between individual collisions with the gas molecules, electrons can gain enough energy to

ionize the gas. This liberates more electrons which are then further accelerated and the whole

thing begins to sound like a bad shampoo commercial. This runaway behavior is known as

an avalanche. Until the voltage becomes too large the amplification gives a signal that is

proportional to the original charge. Multiwire proportional chambers (MWPC) use operating

voltages in this region. At high enough voltages, gas amplification saturates at a very large

value and any ionization will result in a spark. This region, known as the Geiger region, is the

one in which the multiwire spark chamber operated.

Just like the acoustic spark chamber described above, the potential difference of the multi-

wire spark chamber had to be recharged after every event. This similarly limited the multiwire

spark chamber to a cycle speed of 1000 Hz. This author does not want to think about how badly

the wires would be damaged in even a short running period. Because MWPC's operate in the

proportional region, very small amounts of current are deposited on the wires and the high

voltage is not discharged. This gives MWPC's rate capabilities in excess of 10s Hz.

MWPC's paved the way for the development of drift chambers like those that are the key

to our momentum determination. A drift chamber is basically an MWPC in which the arrival

time of the ionization pulse is recorded. In order to get excellent position resolution, the drift

cell must be carefully designed and the chamber gas carefully chosen. Ideally, the electrons

drift towards the sense wire with a nearly constant velocity. If the drift-time/drift-distance

relationship is calibrated, the position resolution can be many times better than the wire

spacing. Our drift chambers achieved a resolution of ~150-200pm.
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