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Abstract

This thesis presents a comparison of the Bose-Einstein correlations of ~ 50,000 K+K+
pairs and 110,000 =+ x* pairs created in 14.6 A - GeV/c 2Si + 197 Au central collisions. Bose-
Einstein correlations of Kt K+ and n*x* pairs are complementary probes of the space-time
size and the dynamics of the baryon-rich matter created in central heavy ion collisions at the
AGS. This is the first Bose-Einstein correlation analysis of K*K* pairs created in heavy ion
collisions.

This measurement was taken by the E802 collaboration, as a part of BNL AGS experiment
E859. Data were collected with a magnetic spectrometer enhanced by a second level trigger with
40usec online particle identification capability. Spectrometer angles were chosen to optimize
acceptance overlap for the two species. Centrality was determined by a hardware trigger on
the total charged particle multiplicity.

Several different 1-, 2- and 3-dimensional analyses have been performed for both species.
The K* source parameters are observed to be at least 50% smaller than the =+ source param-
eters in every source parameterization tested. The duration of Kt emission may be extremely
small. The K* source parameters are consistent with the size of the 2Si projectile. The 7+
source parameters are consistent with other measurements using the same apparatus. Both the
=+ and K* sources appear oblate with the major axis (perpendicular to the beam) ~ 25% larger
than the minor axis (parallel to the beam). Cuts were made on the average pair momentum
({(pP*")). With increasing (p**"), there is an observed trend towards decreasing source-size
parameters, and decreasing chaoticity parameter. Cuts were also made on the single-particle
rapidity for the 7+’s. Results from this cut unambiguously show dynamical correlations. Many
systematic errors on the extracted source parameters were examined. Systematic uncertainty
on the various parameters is estimated to be 5~10%, comparable to the statistical uncertainty.

The data have been compared to the RQMD model. Bose-Einstein correlations are incor-
porated into the model post hoc, using a semi-classical formalism developed by Pratt. RQMD
correlation functions are consistent with the data. An examination of the space-time distribu-
tion of the RQMD source reveals the sensitivity of the technique to the collision dynamics.
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Chapter 1

Introduction

The goal of the research described in this thesis was to probe the hot, baryon-rich matter
created in relativistic heavy ion collisions. The technique employed was the Bose-Einstein
correlations of positive kaons (K*’s).

This Introduction chapter presents an overview of the theoretical motivations for the study
of relativistic heavy ion collisions, and briefly discusses the state of the field. The motivations
for the specific measurement made in this thesis are outlined, and the former and current
measurements of Kt K+ Bose-Einstein correlations are reviewed. Finally, the basics of Bose-
Einstein correlation measurements are reviewed and their contribution to our understanding
of heavy ion collisions is discussed. Chapter 2, Experimental Apparatus, describes the battery
of detectors that were needed to collect the data used in this analysis. Chapter 3, Collaboration
Software, outlines all of the standard analysis programs used to convert raw information (e.g.,
ADC and TDC channels) into interesting information (i.e., identified particles). Chapter 4,
Correlation Analysis, details all of the steps needed to extract a Bose-Einstein correlation mea-
surement from identified particles. Chapter 5, Results, summarizes all of the results of the
Bose-Einstein correlation analysis of the spectrometer data. Chapter 6, Bose-Einstein Corre-
lations in Models, lists the different types of phenomenological models that are used to try to
understand complicated heavy ion collisions. The post hoc imposition of Bose-Einstein correla-
tions on one particular model, RQMD, are discussed. Results are compared to data. Chapter 7,
Conclusions, will summarize the lessons learned in this analysis. Various appendices examine

aspects of the analysis too detailed to include in the general discussion.
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CHAPTER 1. INTRODUCTION

1.1 QCD and the Elusive QGP Phase Transition

It must be acknowledged that, without hope of observing the Quark Gluon Plasma (QGP),
relativistic heavy ion collision research would probably not be the burgeoning field it is today.
More than 500 physicists world-wide have joined this quest in the eight years since relativistic
heavy ion beams were first accelerated at the BNL AGS and the CERN SPS. But, it is this
author’s strongly held opinion, that if the QGP is the only discovery made in the course of
relativistic heavy ion research, it will be a very sterile quest.

Using the metaphor of the quest, we need to take our eyes off the horizon, and stop and smell
the roses. After all, we are creating, in the laboratory, matter at temperatures and densities
that may not have existed since microseconds after the Big Bang. Making our immediate
goal the careful characterization of this matter will have important, beneficial, psychological
consequences. In addition, since nature has always been surprising, we will probably make all
sorts of discoveries that we did not expect.

In the field theory of the strong force, Quantum ChromoDynamics (QCD), different values
of the strong charge are known as “color.” Quarks carry color, anti-quarks carry anti-color, and
gluons carry both. Despite many experimental searches, a free quark has never been found.
Rather, all known objects are color-singlet combinations of a quark—anti-quark pair (mesons)
or three (anti-)quarks ((anti-)baryons). This phenomenon is known as “color confinement.”
Inside a QGP, the QCD binding potential is Debye screened, and the color-singlet restriction is
removed.

The existence of the phase transition to a QGP can be motivated on very general grounds.
At some temperature, the energy will be larger than the quark-quark binding energy. At some
density, the color-bound objects will overlap, and the multitude of color charges will screen the
long-range binding potential. If one could compress a nucleus to several times the density of
.an individual nucleon, then the individual nucleons would overlap. Under these conditions, it
seems intuitive that the picture of nucleons as three isolated quarks would break down. Jaffe
has argued that it does not really matter if the hadrons overlap, the quark-quark bonds must
be broken [Jaf]. He suggests that the figure of merit for a critical density is more accurately
phrased in terms of the density for which the Fermi energy is great enough to drive the
reaction p + p — p + A. The minimum momentum of the two incoming protons in this reaction
is Pmin = 545MeV/c. This gives us a critical density p. = 8.95p, where po = 0.17fm™3, is the
density of normal nuclear matter.

Perturbative QCD has been a very successful theory. But, at small energy transfers (or large
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1.1. QCD AND THE ELUSIVE QGP PHASE TRANSITION

distances), the strong coupling constant becomes so large that perturbation theory becomes
impossible. The only currently available alternative is lattice QCD. Interest in the QGP stems
from the prediction by lattice QCD that a QGP is formed at a critical temperature of 200 MeV
and a critical density of 5-10 pp [Miil85, and references therein]. In much the same way that the
solution to a textbook problem often becomes clear when the answer is known, verification of
the predicted transition (and any other discoveries made along the way) may provide important
guidance in the construction of a calculable theory of the strong force.

Heavy ion collisions are thought to be the most promising means of producing the QGP. They
are expected to produce extreme conditions of temperature and density over relatively long
times and in relatively large volumes. Under these conditions, it is hoped that thermalization
will occur, and that we will be able to see macroscopic evidence of the phase transition. The
conditions predicted to be necessary to create the QGP are indicated on the schematic nuclear
matter phase diagram, shown in figure 1-1. At the AGS, we believe we are creating nuclear

matter in the lower right corner of this figure.

[}
T L
(MeV) || Early Universe

i Quark matter

200

Figure 1-1: Schematic nuclear matter phase diagram [Jac89]. The density, d, is given in units
. of normal nuclear matter density, d,.

When the results of relativistic heavy ion collisions came under theoretical scrutiny, naive
hopes for easy observation of the QGP were dashed. It was discovered that many of the proposed
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CHAPTER 1. INTRODUCTION

signatures for QGP production were also signatures for hot, dense nuclear matter without QGP
formation. As a result, even though many of the signatures have been observed, there is no
conclusive evidence for QGP formation.

Suppression of the J/¥ (and other qq resonances) is one proposed signature of QGP forma-
tion. The physical picture is that color screening inside the plasma will reduce the cc attractive
potential, making it more likely that these quarks will combine with light quarks to form D
mesons. In hot hadronic matter, the observed number of J/¥’s is reduced by absorption.

Enhanced strangeness production has been proposed as a signature of QGP formation. In
a plasma, it takes 300 MeV (twice the strange quark mass) to create ss pairs. In a hadronic
gas, where we are forced to produce color singlets, it takes 1000 MeV (twice the kaon mass)
to produce an ss pair. If, as expected, the QGP is accompanied by chiral restoration, the
strange quark mass is reduced to 150 MeV, and strangeness production is further enhanced.
However, cascade codes, with no QGP formation, are nearly able to reproduce the observed
enhancement [Mor94].

If a QGP is created, the transition into a colored state vastly increases the number of
degrees of freedom (37/3) [Miil85]. Before the QGP can hadronize into color singlet states, it
must expand so that hadronization does not decrease the entropy density. This expansion may
be observable in Bose-Einstein correlations, which are sensitive to the space-time extent of the
produced particles [Ber89, Pra86, Pra92].

I will not keep the reader in suspense - we have seen no evidence for QGP production. But,
we have made a world-class measurement, and learned a lot about the richness and limits of

Bose-Einstein measurements of relativistic heavy ion collisions.

1.2 Motivations for this Measurement

I would characterize the original motivation of the E802 collaboration (and of the author)
for making the Kt correlation measurement as a healthy mix of adventure and ambition.
There was a palpable sense of exploring uncharted territory. The few previous kaon correlation
measurements, details of which are given in section 1.3, were severely limited by the paucity of
kaons. At the same time, dreams of the QGP and a Nobel Prize have certainly drifted through
the minds of every physicist studying relativistic heavy ion collisions. Kaon correlations were
seen as a potentially important probe of the QGP if it was created. The enhanced strangeness
production observed by E802 [At90a] was a predicted signature of the QGP [RM82, Raf84]

and it was hoped that a high-statistics K* correlation measurement could expose any exotic
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1.2. MOTIVATIONS FOR THIS MEASUREMENT

production mechanism. It was also hoped that the relatively small Kt-baryon cross-section,
see figure 1-2, would allow a K* correlation measurement to probe an earlier and hotter source
region than that probed by the more common 77 correlation measurements. Also mentioned as
motivations in the experimental proposal [RLZ88] were the facts that kaons and pions have dif-
ferent resonance contributions, and suffer from different amounts of Coulomb distortion. These
differences were hoped to be useful in a systematic understanding of correlation measurements
of different species. _

Experimental capabilities and theoretical desires for a given measurement often advance
together. The measurement of Kt correlations nicely illustrates this hypothesis. The first
suggestions to make such a measurement [GP90, GM89] were published nearly simultaneously
with the E859 experimental proposal [RLZ88], of which the Kt correlation measurement was an
important part. More ideas for the using kaon correlations soon followed [Gyu92, Pra92, Prab].

As discussed above, formation of the QGP is predicted to result in very long emission
durations. The authors of [GP90] show that the large transverse radius, observed in NA35
pion correlation measurements ([Hum88], could be explained equally well by calculations using
a resonance gas model, and hydrodynamical calculations assuming QGP formation. This was
described as an “accidental numerical coincidence.” It was the result of long-lived resonances
contributing to pion formation and mimicing the extended source predicted for QGP formation.
In the models tested in [GP90], this problem was avoided in K* interferometry by virtue of the
different resonance contributions to K+ production.

The different resonances thought to contribute to pion production are listed, along with
their decay proper time, in table 1.1. The K*(892) is the only resonance thought to contribute
to K* production. It should be noted that the actual resonance contributions are not known
for heavy ion collisions at AGS energies. Unfortunately, none of these resonances could be
directly measured by E859. Only the K*(892) has a major decay mode without any neutral
particles. Unfortunately, the small solid-angle (25 msr) of the Henry Higgins spectrometer
made it impossible for us to measure this critical resonance.! A detailed acceptance calculation
has not performed, but the essential problem is illustrated in figure 1-3, which shows the
opening angle distribution for the K*(892) as a function of momentum. The maximum opening
angle of the Henry Higgins spectrometer is indicated by the solid line.

If the QGP is formed in a heavy ion collision, it should co-exist in a mixed phase with the
hadronic gas [F+86]. It has been suggested that while in this mixed phase, the QGP should

!Evidence for the K*(892) was not seen in a sample of 261,831 =~K* events collected simultaneously with the
K*+K* data set used in this analysis
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Figure 1-2;: 0., for Ktp and »*p, as a function of E.n, of the collision. From [Gro90, data
points obtained through the PDG online facility].
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Figure 1-3: This figure shows the opening angle of K*(892) — 7* + K¥ as a function of
the K*(892) momentum. The maximum opening angle of the Henry Higgins spectrometer
is indicated by the solid line. This figure represents 50,000 K*(892) with a flat momentum
distribution. Courtesy of T. Sung.
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Resonance | Daughter Branching cr(fm) | COM
Products in Contributing | Ratio into Contributing Decay Mo-
Decay Mode Decay Mode mentum

. (MeV/c)

w(783) rta= 70 88.8% 23.4 327

n(549) atr—x0 23.6% 1.64 x 10° 175

17 (958) =t 7~ n(549) 44.2% 947 231

K*(892) Kt=x¥ ~ 100% 3.96 288

Table 1.1: List of long-lived resonances contributing to pion production.

exist as droplets [V*91]. Competing surface and shape energies result in a predicted radius
distribution for the droplets, with (r) ~ 1fm. Bose-Einstein correlations have been suggested
as a signature for such droplet formation, since two identical particles emitted from a single
droplet would result in a small radius component in the correlation function [Pra92]. Kt
correlations were singled out as especially promising, because of their small meson-baryon
cross-section and lack of long-lived resonances. In a more recent article [Prab], the case for Kt
correlations viewing the droplets has been weakened. In this new analysis, kaon production
is assumed to be equally divided between the QGP droplets and the hadron gas (as opposed to
entirely from the QGP droplets) and the emission-time distribution is not a 6-function.?

1.3 Other Kaon Correlation Measurements

Only three previous kaon Bose-Einstein correlation measurements have been made [C*78,
A*85, Mor90]. Extracted source parameters from each of these measurements indicated that
the kaon source was smaller than the pion source. But, small kaon production cross-sections
limited the significance of each of these measurements. [A+85, Mor90] were forced to combine
different projectile/target combinations, and both positive and negative identical kaon pairs.

CERN experiment NA44 [B+93a] is currently collecting data. This experiment has ob-
tained excellent statistics for K*K* pairs in 200A - GeV/c2S + 208Pb collisions. Smaller data
samples have been collected for K*K* pairs in 450 GeV/c p + 28Pb collisions and K-K~ pairs
in 200 A - GeV/c%2S + 298Pb collisions. Preliminary kaon source parameters are found to be

2Pratt has interpreted this result in a very favorable light:

.. since the distortion of identical particle Bose-Einstein correlations is small... it allows us to safely
extract source sizes from correlation functions without considering the effects of density inhomogeneities.
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1.3. OTHER KAON CORRELATION MEASUREMENTS

smaller than pion source parameters [Hum94].

1.3.1 Cooperetal.

Kaon Bose-Einstein correlations were first measured by Cooper, et al., who compared
K°K? and K?K* phase space distributions in pp annihilations at 0.76 GeV/c [C*78]. The first
indication of Bose-Einstein correlations in kaons was found in the asymmetry parameter,

_N(>5)-N(¢<3)

Br = ,
T=N@G>5+N($<3})

(L.1)

which was found to be greater for indentical kaons than for non-identical kaons. Here ¢ is
defined to be the angle between the transverse momentum of the two particles. A phase-
space analysis using known resonances was found to adequately describe the non-identical
kaon data, and the large relative momentum portion of the identical kaon data. This same
analysis failed to explain the low relative momentum identical kaon data. Fits to the Kopylov
and Cocconi correlation functions, see equation 1.26 and equation 1.27, were performed. The
source radius obtained for kaons was found to be smaller than source radii obtained for pions
at the same energy [A177], see table 1.2. The data quality is illustrated in figure 1-4, taken
from [C*78]. This figure shows the phase-space calculation results, with and without Bose-
Einstein correlations, for low relative momentum slices.

Reaction Diab (GeV/e) | R (fm) cr (fm) | Reference
PP — 2K‘,’1r+1r‘ 0.76 09+02|23+0.7 [Ct178]
pp — 2721~ x° 0-0.70 1.8+0.1]14+02 [AtTT]

Table 1.2: Comparison of kaon and pion source parameters in pp collisions. From [C*78].

1.3.2 Akesson et al.

Akesson et al. used the Axial Field Spectrometer to measure the Bose-Einstein correlation
of kaons, combining Kt K* and K~ K~ pairs from aa collisions at /s = 126 GeV, pp collisions at
Vs = 63 GeV, and pp collisions at /s = 53 GeV [A*85). Data were fit to the Kopylov correlation
function, modified because data was insufficient to simultaneously determine all three fit
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Figure 1-4: This figure, taken from [C*78], shows the first Bose-Einstein correlation mea-
surement of kaons for pp — 2K%7*7~. The panels show low relative momentum slices for the
two variables in the chosen correlation functional forms, see equation 1.26 and 1.27. Note that
the ¢; in the figure refers to the variable grpq;- in this analysis. The A curves show the final
phase-space calculation with resonances and the Kopylov form for the correlation function. The
B curves show the same calculation using the Cocconi form of the correlation function. The C
curves show the calculation without any corrrelation function and the D curves do not include
any resonances.
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parameters:?

Ce ((ITpair) = 14X [2J1 (QTpairr) / (QTpairr)] y (1.2a)

¥ o= A (1.2b)

[1 + (QLpairCT)Z] '

Data in the relative momentum slice, grpqir < 0.30GeV/c, are shown in figure 1-5, along with
the fitted correlation function of the form given in equation 1.2. The fit parameters for pions
and kaons, plotted as a function of the total charged multiplicity, (n.s), are shown in figure 1-6. -

The kaon source radii are seen to be smaller than the pion radii at comparable values of (n.).
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Figure 1-5: This figure, taken from [A+85], shows the first Bose-Einstein correlation mea-
surement of charged kaons in pp, pp, aa — K*K* (or K"K~ ) + X collisions. Data are plotted
along with the correlation function fit to equation 1.2. Note that the ¢; and ¢; in this figure are
equivalent to ¢z,qi- and grpair respectively.

1.3.3 ES802 Kaon Correlations

The last previous kaon Bose-Einstein correlations measurement was made by experiment
E802 [Mor90]. The measured correlation function, C3(Qin.), shown in figure 1-7, consisted of
1500 KtK* pairs obtained by combining data from 28Si + 27Al and 28Si + '97Au collisions at
the 5° and 14° spectrometer settings. No source parameters were quoted, but the radius was
clearly smaller than that measured by E802 for the pion source. This was a strong incentive

for E859, since it proved that a solid measurement could be obtained with an improved trigger.

3Note that for 8 = 1, g9 = 9L pair-
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Figure 1-8: (n.) dependence of kaon (solid symbols) and pion (open symbols) source radii
from [A*85]. The kaon radii are seen to be marginally smaller than the pion radii at corre-
sponding values of (n.s).
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Figure 1-7: E802 KtK* correlation function. From [Mor90].
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1.3.4 NA44 Kaon Correlations

CERN experiment NA44 is a second-generation heavy ion experiment, specialized for mea-
suring Bose-Einstein correlations [B*93al. It is a focussing spectrometer, using several dipole
and quadrupole magnets to maximize the acceptance for pairs with small relative momentum.
NAA44 is the only experiment currently capable of making a high statistics measurement of the
K~ source.

Two scenarios have been suggested to result in a K~ source that is larger than the K* source.
For QGP formation at finite baryon densities, where the chemical potential of kaons, K+ and
K°, ux = pg — ps > 0, strange quarks are concentrated (distilled) in the plasma phase. Such
quarks do not hadronize into anti-kaons, K~ and K °, until late in the collision process [G*87].4
This would result in very different source distributions for kaons and anti-kaons as measured
by Bose-Einstein correlations [GM89, Gyu92]. Such a difference could also result from the
different meson-baryon cross-sections for kaons and anti-kaons.

A three-dimensional analysis of the K source has been performed using the ¢1¢7sideq7Tout
parameterization [Hum94], see equation 1.32. Low relative momentum slices of the various

5 are shown in figure 1-8. The kaon source parameters are found to be smaller

projections
than the pion source parameters extracted by the same experiment, see table 1.3. Preliminary
results have been compared to RQMD predictions and will be summarized in chapter 6. A
preliminary analysis has also been performed for the K~ source. The source parameters for

K~’s were found to be similar to those for Kt’s [Hum94).

o atat K K~ K*K*
Ry 44+04 49+03 36+06 28103

Rrsige | 3.7T£05 44102 NA 24103

Rroy: | 36+£02 41+01 32+04 27102

Table 1.3: Comparison of NA44 source radii, Rr, Rrside, and Rrou:, obtained in 32S + 208Pb
collisions [Hum94].

“They may not be released at all, if strange quark matter is indeed stable. So-called strangelets are an area of
intense interest [G194, and references therein].

5Note that the fits are performed for these slices, not over the entire phase space. This is a result of the focussing
spectrometer which limits the NA44 measurement to one transverse component at a time.
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Figure 1-8: This figure shows low relative momentum slices of the NA44 correlation function,
Ca(qL, qTside, 4T out), for 328 + 208Ph — 2K+ + X[Hum94]. Solid lines are fits to equation 1.32.
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1.4 Identical Particle Interferometry Basics

A simple derivation of the correlation function serves to illustrate many important features
of intensity interferometry. Figure 1-9 shows a schematic source of identical® particles, two of
which are detected at r; and ra, with momenta p, and p,. The particles originate at x and y and

®

Y =0 r ’Pz

2

Figure 1-9: Schematic of the particle source used to derive intensity interferometry. See text
for details.

their paths are indistinguishable.” We have to sum the amplitudes of the two indistinguishable

processes. If we assume the particles to be Bosons, then the sum needs to be symmetrized.

Plane Waves
If we assume that the Bosons’ wavefunctions are plane waves, then we can write the sym-

metrized amplitude as:
Ay = —\}—§(exp(ipl (1 ~ %)) exp(ipy - (r2 — ¥)) + exp(ip; - (r1 — ¥)) exp(ipz - (rz — x))). (1.3)

But, the wavefunctions for charged particles are Coulomb waves, and there will be some contri-
bution from the strong interaction. The Coulomb distortion of phase space is usually corrected
for with the standard Gamow factor:

27

W, (1.4a)

G(m)

6Bowler [Bow92] derives the unexpected result that intensity interferometry signals are, in principle, observable
from particle/anti-particle pairs. For this to occur, the pair needs to be emitted from the same space-time point, so the
effect is likely to be small.

"Indistinguishability is simply an experimental reality. Detectors located 1 m from two sources 100 fm apart would
need a momentum resolution, §p/p = 10~13 to distinguish the sources of the individual sources. Thanks to Mark
Baker for making this point clear.
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n = W (1.4b)

Here « is the fine-structure constant, and m is the mass of the particle of interest. This Gamow
factor assumes a point source, and so overestimates the true correction due to the screening in
a finite-sized source. This overestimate is discussed in section 4.3.5 and is found to be small.
Systematic studies indicate that any reasonable error in the Coulomb correction will have little
effect on the results.

The strong interaction is short-range, and the large size of the sources created in heavy ion

collisions greatly reduces its effect on correlation measurements [Bow88].

No Dynamical Correlations

The next step in the derivation is to obtain the probability for emission of two particles at
momenta p;, p,. We integrate the complex square of the amplitude over an emission function,
9(p,r). The assumption of no dynamical correlations is equivalent to the assumption that the
emission function factorizes: g(p,r) = f(p) p(r). With this assumption, the integral becomes a

simple Fourier transform:

PZ(pl!pZ) _ 2
Pip)Pilps) /‘#XC“Y |A12|” 9(x)9(y), (1.5a)

1+ |5(py - po)? (1.5b)

The basic result of this assumption is that intensity interferometry of Bosons (hereafter re-
ferred to as Bose-Einstein correlations) leads to an enhancement in the probability for observing
two identical particles at low relative momentum. The range of this enhancement in relative
momentum will be q ~&/r. The enhancement in a certain relative momentum projection will
be sensitive to the source size in the conjugate spatial variable. However, this geometrical
interpretation comes at a price: if the factorization assumption is valid, then Bose-Einstein
correlations can tell us nothing about the phase space evolution of the source. Regardless of
the validity of the factorization assumption, we can make the following statement:

Bose-Einstein correlations measure the separation of those particles that are ac-
cepted by the measuring apparatus, at a small enough relative momentum to be
subject to Bose-Einstein enhancement.

No Coherence

An assumption at the core of this derivation is that the emitting source is not coherent. If
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the source is coherent, then we cannot, even in principle, distinguish two separate emission
points. Under these conditions, [A;2]* = 1, and the correlation function is flat.®

An observed deviation of the correlation function intercept from its predicted value of one
has resulted in an almost universal adoption of the “chaoticity” parameter A [D+82]. With this

parameter, the correlation function becomes:
Cz =1+ |3(p; — pa)I (1.6)

A can arise from other processes besides coherence, and very likely the observed values of
A < 1 arise from long-lived resonance production. The relative momentum extent of the Bose-
Einstein enhancement for particles emitted from such resonances is too small to be resolved by

current detectors.

Insensitivity to Parameterization

The insensitivity of the Fourier transform to details of shape was first pointed out in [G160].
Zajc has emphasized this point, and makes it clear that it is a result of the fact that separation
distributions generated from very different position distributions all “look” Gaussian. Figure 1-
10 demonstrates this point with data. The =+ 1D correlation function data is plotted along
with correlation functions from a spherical shell, a solid sphere, and a spherical Gaussian. The
radius parameter of the Gaussian parameterization was fit to the data. The size parameters

of the different parameterizations are selected to give similar values of the rms separation,

Applications of Bose-Einstein Correlations

Intensity interferometry was pioneered by Hanbury-Brown and Twiss (HBT) who used
the technique to measure the size of stellar radio sources [HB74, and references therein].
The first application of the technique to particle physics was made by Goldhaber, Goldhaber,
Lee, and Pais (GGLP) who used the technique to explain the observed difference between
opening angle distributions of like and unlike sign pion pairs created in pp collisions [G*60].°
Some very interesting atomic physics experiments are currently being performed that use
identical particle interferometry to elucidate interesting quantum mechanical effects [G*93]
and to test the validity of special relativity [Ct93a]. Time considerations do not allow detailed
descriptions of these experiments here, but interested readers are encouraged to read these

very approachable articles.

8Note that this does not mean that the interference pattern, which is due to amplitude interferometry, is flat!
9HBT, GGLP, intensity interferometry, and Bose-Einstein correlations are used interchangably in the literature.
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Figure 1-10: Comparison of the measured »*#+ correlation function to the predictions of
spherical Gaussian, spherical shell and hard sphere parameterizations. The upper left panel
shows the fractional difference between the parameterizations, seen to be everywhere less
than 5%. The upper right panel vividly illustrates the reason for this insensitivity of the Bose-
Einstein correlation technique: the separation distributions for these parameterizations, and

in fact any distribution with a comparable rms value, are very similar.
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Interest in using this technique to examine heavy ion collisions was motivated by the
geometrical information thought to be obtainable. As emphasized throughout this thesis, this
naive view is no longer held. We now have a better understanding of the sensitivity of Bose-
Einstein correlations to collision dynamics. This sensitivity makes Bose-Einstein correlations
a more powerful probe than previously realized. At the same time, any simple geometrical
interpretations are compromised. Reviews of Bose-Einstein correlations in nuclear and particle
physics can be found in [BGJ90, Lor89, Sol94].

The first formulation of intensity interferometry in terms of a correlation function was given
by Kopylov [KP74]. The following, rigorous, formulation of the correlation function in terms of
the inclusive single-particle and two-particle cross-sections was given by Gyulassy [GKW79]:

Cator.py) = * T wn
2(P1,P2) = ot L
- I Fi .

1 1

The factors in the first fraction are the average first and second binomial moments of the
multiplicity distribution, introduced to enforce C; = 1 for an uncorrelated source, regardless
of the multiplicity distribution. This correlation function can be written in a more intuitive

manner in terms of properly normalized probability distributions:

- PZ(pl)p2)
C2(p11 p2) = PI(P1)P1(P2) . (1.8)

Unfortunately, this formulation is not experimentally feasible. Current state of the art corre-
lation analyses can only analyze three dimensions of this six dimensional quantity.
In the discussion on page 29, we obtained a form for the correlation function in terms of

the relative momentum, q = p, — p;. Guided by this, we operationally define the correlation

function as:
Actual(q)

Ca(a) = Background(q)’
Here, the Actual distribution is simply the measured relative momentum distribution in

whichever parameterization is being examined. The ideal Background distribution contains
all effects that enter into the Actual distribution except the Bose-Einstein symmetrization, i.e.,

(1.9

Coulomb repulsion, event class (centrality), kinematic correlations, etc. The standard tech-
nique used to generate Background distributions in relativistic heavy ion collisions is known
as event-mixing. This was the technique chosen for this analysis.

There are several reasons to be cautious with an event-mixed Background. First, energy

and momentum are not explicitly conserved. This should not be a concern for a relativistic
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heavy ion collision since no single particle represents a large fraction of the system’s total
energy. If an experiment is analyzing correlation functions as a function of reaction-plane (the
azimuthal orientation of the target and projectile) then event-mixing must be performed with
the coordinates defined relative to the measured reaction plane. As first noted by Zajc [Zaj82,
Z+*84], the errors associated with an event-mixed Background are not Poisson. This is was found
to be a negligible problem with the data sets used in this analysis, as discussed in section 4.3.1.
Zajc was also the first to note (Zaj82, Z+84), that the event-mixed background retains some
degree of the correlation. This occurs because the event-mixing procedure integrates over the
observed, correlation function-distorted, two-particle momentum distribution. This effect was
found to be small (2-5%) for the data sets used in this analysis. More detailed discussion can
be found in appendix B.

The event-mixing algorithm has two advantages. First, the centrality distribution is made
explicitly the same in the numerator and denominator. Second, complicated questions of single-
particle acceptance drop out. To see this, one simply needs to realize that with the event-mixing
technique, the spectrometer efficiency and acceptance can be factorized into single-particle and
two-particle components [Mor90]:

P2 (p1,P2) = P2(P1,P2)é1(P1)é1(P2)2(P1, P2), (1.10a)
P (p1) = Pulpy)é(py), (1.10b)
Pi(p2) = Pip)ér(py)- (1.10¢)

When we take the division according to equation 1.10, we see that the £; terms cancel. The
remaining two-particle acceptance (TPAC) effects, ¢z, must be accounted for. Examination of
the effects of the TPAC on this analysis can be found in section 4.2.5, and appendix A.

1.5 Relative Momentum Variables

In this section I will define all of the relative momentum projections used in this'analysis for
source parameterization. Throughout this discussion 4-vectors will be indicated with boldface
type (e.g., Q), 3-vectors will have an arrow superscript (e.g., §), and scalers will be plain text
(e.g., ¢). Table 1.4 summarizes each relative momentum variable used in this analysis, the
source parameter which it measures, and gives a rough physical interpretation. The different
projections are illustrated in figure 1-11. Note that throughout this analysis, the beam axis is
defined to be the z-axis.
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1.5 Relative Momentum Variables

In this section I will define all of the relative momentum projections used in this analysis for
source parameterization. Throughout this discussion 4-vectors will be indicated with boldface
type (e.g., Q), 3-vectors will have an arrow superscript (e.g., §), and scalers will be plain text
(e.g., ¢). Table 1.4 summarizes each relative momentum variable used in this analysis, the
source parameter which it measures, and gives a rough physical interpretation. The different
projections are illustrated in figure 1-11. Note that throughout this analysis, the beam axis is
defined to be the z-axis.

Relative Momentum Variable Conjugate Source Parameter: Physical Interpretation

Q@ =+V(p,—P2)2—(E; - Ep)? | Rg : o of aspherical Gaussian measured in the pair

rest frame.
Qdana = V@ + ¢ Rdana : o of a spherical Gaussian measured in the cho-
sen, fixed frame. Explicitly assumes R = .
q = |Py — P2l R : o of a spherical Gaussian measured in the cho-
sen, fixed frame. Rym, = V3R.
0 = |E) — Eq| T : rms duration of boson emission.
g = (P21 — Pa2l Rp  : rms size parallel to the beam axis.
v = gx 2z Rr  : o of a twi-dimensional Gaussian perpendicular
to the beam axis.
qTout = gz Rrout : o of a two-dimensional Gaussian perpendicular

to the beam axis and parallel to 5xx. Contribu-
tion from source lifetime.

QTside = |47 X Brx| Rrside : 0 of a two-dimensional Gaussian perpendicular
to the beam axis and Gx~. No contribution from
source lifetime.

QLpair = 7 Brnx Ripair : rms size parallel to 3rr. Full contribution from
source lifetime.
qTpair = 7% Brex Rrpair : o of a spherical Gaussian perpendicular to Brr.

No contribution from source lifetime.

Table 1.4: Definition of relative momentum variables and rough physical interpretations.

The first variables of interest are the 3-vector and scaler components of the relative momen-
tum:
Py — Py (1.11)

q

and,
qo = IEI -—Egl. (1.12)
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These can be combined into the four-vector, Lorentz invariant relative momentum:

q = (90, 9)- (1.13)

We will also need to combine these quantities into the form:!°

Qdana = \/¢® + @& (1.14)

The magnitudes of the vector quantities are given by:

g = |4 (1.15a)
= /7 ¢, and, (1.15b)
Q = |q (1.16a)
= /-q-q (1.16b)

= /¢ - (1.16¢)

We are also interested in different projections of the relative momentum. The longitudinal
projection (along the beam axis) is given by:

a=q-z. (1.17)

The transverse projection perpendicular to the beam axis) is given by:

-

qar

Fxz (1.18a)
lgr| (1.18b)

qr

Note that this component is unaffected by Lorentz boosts along the beam axis. We can further

decompose ¢ into components parallel and perpendicular to the pair momentum:

_ G
ITout = Tl‘p.,—pa,.;r, and, (1.19)

19This quantity was suggested by Dana Beavis and the name stuck.
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_ |q~T X I;pair|

qTside = o] (1.20)

Note that ¢r,i4. is perpendicular to both the beam axis (presumably a close approximation
to the source axis) and the pair axis. Its conjugate source parameter, Rrsiq4., thus gives the
source size without any Lorentz difficulties. The price that we pay for this feature is that ¢r,;a.
averages over the different angles that 774" makes with the source. For a non-spherical source,
this means that Rr,iq4. averages over different source components.

For Lorentz studies, we also want to decompose the relative momentum vector parallel and

perpendicular to pP":
pod ﬁpmr
QLpair = |I5‘Pair| , and, (1.21)
q X ﬁpair
qTpair = -TE;;T,F"- (1.22)

1.6 Source Parameterizations

In this section I will describe all of the source parameterizations along with motivations,
cautionary notes and the resulting correlation functions. All of the source parameterizations
used in this analysis are Gaussians but a few non-Gaussian distributions are mentioned for

completeness. We use Gaussian parameterizations for several mundane reasons:

¢ As discussed on page 38, HBT measurements are primarily sensitive to the rms relative
separation. With current statistics we are insensitive to the subtle correlation function

features that arise from non-Gaussian distributions.

¢ A Gaussian distribution has a finite rms separation. This is the true quantity of interest,

and it is vital to comparisons between different parameterizations.

Note that a Gaussian source distribution does not give rise to a Gaussian correlation function
since Cy (@) ~ |p~(Q)|2.11 Also note that all source parameterizations include the “coherence

parameter”, ), discussed on page 38. Throughout this section,i = c = 1.

N Controversy surrounds the decision to choose between a Gaussian source parameterization and a Gaussian cor-
relation function. The two camps are thankfully divided by the expanse of the Atlantic Ocean. A nice defense of the
American position can be found in [Zaj93].
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Figure 1-11: Illustration of relative momentum projections.



CHAPTER 1. INTRODUCTION
The first source distribution proposed [G*60], was a Gaussian in the 4-vector separation, r:

2
p(r) ~ exp (_2_:?) (1.23a)

C@ = 1+iexp(-Q%RY). (1.23b)

I will refer to this as the Q parameterization. The @ parameterization is appealing because
of the minimal statistical requirements for extracting fit parameters from a one-dimensional
correlation function. It also serves as an excellent introduction to the subtle and often non-
intuitive Lorentz properties of extracted HBT fit parameters.

The first thing to remember in thinking about these properties is the fact that the quantity
that we are interested in measuring is the source size in the source rest frame. This means that

there are two relevant boost parameters:

1. The boost of the source,f, relative to some fixed reference frame in which we will measure

the relative momentum of each pair.

2. The boost of the source, -Gx+, relative to each pair.

One must also keep in mind the fact that the emission duration of the source, and the size
of the source parallel to fxx, are intimately connected by the basic relationship, z = vt. This
means that the emission duration will always have a component of the source size, and the
source size will always have a component of the emission duration. This connection can also
be expressed in a very useful relationship between the vector and scaler components of the

relative momentum:

do — q-“,gmr (1248,)
QB 08 () 12 (1.24b)

An important consequence of equation 1.24 is that ¢o < ¢, eliminating half of the phase space
plane. This severely limits the number of ¢o bins at the small values of ¢ where the correlation
function is greater than one. This makes 7 a very difficult parameter for the fitting procedure

to determine.

12Note that 3~ and cos(«) are different for every pair.
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Using equation 1.24 let us rewrite the Lorentz invariant correlation function given in equa-
tion 1.23:

C@ = 1+xexp(- [ -d| B), (1.258)
= 1+xexp(-0*R} [1 — B2, cos? (a)]) , (1.25b)
= 1+Aexp (—q2 R"b/‘yﬁ,) , (1.25¢)

where we have defined 72, = [1 — 2, cos?(a)) ~!. Equation 1.25 is the correlation function of
a spherically Gaussian source source with 7 = 0 and R = Rg/7x«. But this means that Rq
measures a Lorentz extended source. This non-intuitive result is due to the HBT prescription
for measuring distances — simultaneous in the frame of the moving object. In general, an HBT
source parameter, evaluated in a frame different than the frame of the source, will be larger
than its proper value. This is derived from basic relativity principles in appendix C.

As if a Lorentz extended source was not bad enough, equation 1.25 also shows that the
Lorentz conversion factor is (1 — 32, cos? (a)), which is different for every pair. In order to
avoid averaging over an ensemble of reference frames, one can turn to multidimensional source
parameterizations in which the relative momenta are calculated in a fixed reference frame.
Objections to these forms have been raised on the grounds that since they are not Lorentz-
invariant, they cannot be correct. Zajc [Zaj93] points out that this approach is valid as long
as the correct source reference frame is chosen as the frame in which to evaluate the relative
momenta.

The first of these forms was suggested by Kopylov [KP74], and so I will refer to it as the
Kopylov parameterization. In this parameterization, the source is modeled as a disk of radius,

R, with an exponential emission time distribution. The correlation function becomes:

(2J1 (‘ITpairR) /‘ITpm'rR)2
1+ gar2 '

Ca (¢Tpair,q0) = 1+ A (1.26)

where J, is the order 1 Bessel function. Cocconi derived a similar correlation function for a
Gaussian source distribution{Coc74]:

Xp (—' (‘ITpairR/2))2
1+43r2 ’

e
Ca (aTpair,90) =1+ A 1.27)
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The next form parameterizes the source as a Gaussian in space and time:

r2 2
p(r,t) ~ exp (—2—155 - 2—1_2') ) (1.28a)

Ca(g,9) = 1+ Aexp (—42R2—43 ) (1.28b)

This is known as the go¢ parameterization.
In high energy heavy ion collisions one might expect a prolate source, extended along
the beam axis. To avoid averaging over such a non-spherical source, equation 1.28 can be

decomposed into the qz 9790 parameterization:

2 2 t2
p(rr,rr,t) ~ exp (—ﬁ - Eg—?r - 27) ) (1.29a)
C2(9L,97,9) = 1+ Aexp (—q%R% — 4R} — qﬁf’) - (1.29b)

Limited statistics and pathologies in the = parameter (to be discussed below) often prompt
experimental groups to fix 7 = 0. This results in the ¢z ¢r parameterization:

i i)
p(rL) T'T) ~ €exp (— 2R% 2}?’2" y (1.308)
Ca(qr,97) = 1+ Aexp (—Q%R% - q%}ﬁ-) . (1.30b)

With this parameterization any non-zero source lifetime will be folded into the source size along
the direction of p7**. The distribution of 57" - §; is plotted in figure 1-12, showing that in
the E859 spectrometer, 57" is primarily parallel to §;.

We have used a modified version of the g1 ¢r¢o parameterization where we have chosen 7%
(instead of the beam axis) as our symmetry axis:
Mpair _ Thpair _ 12 ) (L312)
2R} puir  2RGpair 277
Cs (qLpair, 9Tpair,0) = 1+ Aexp (-Q%pairRszair — @ pair Bopair — 11(2)7'2) . (1.31b)

P (erair; erair;t) ~ exp (—

This will be called the grpairqTpairgo parameterization. The value of 7 obtained from this
parameterization is free from any spatial source size contamination since Rpp.i- explictly
extracts the spatial component parallel to 577%'". This parameterization is very similar to the
so-called modified Goldhaber form given in [Mor90]. The only difference is that in the above

equation, Rr,q- and  were treated as separate parameters. But, g0 = BrrqLpsir and the
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Figure 1-12: p?" . ;. for 7+’s (open symbols) and K*’s (filled symbols).
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correlation is worsened by the small range of 3x» measured in our spectrometer.
Bertsch has suggested another three-dimensional parameterization in a different attempt

to accurately extract a source lifetime [Ber89]. The 1 ¢7sideqT0u: parameterization is:

P(TL,"Tside, TTout) ~ €XP (— ri - " ide - r%""') (1.32a)
' 2R% 21%%"3:’(& 2R’%’out ’

CZ (QLx qTside, lITout) = 1+ ’\exp (_Q%R% - q%’sidel?’%'side - q’%"outR’%‘out) . (132b)

It has been suggested that a large value of Rrout — Rrside could be a signature for the
QGP [Ber89].

Finally, Yano and Koonin [YK78] suggested a Lorentz invariant source parameterization
which parameterizes the source as a space-time Gaussian, and determines the values of the

parameters in the source rest frame:
02((1» u,) =1+ ’\exp(_(q ) us)z(Rgec + Tz) + (q : Q)Rgec)' (133)

This form then also allows one to determine the source velocity, u,.
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Experimental Apparatus

2.1 ES859 - An Overview

The Brookhaven National Laboratory (BNL) Alternating Gradient Synchrotron (AGS)
opened a new chapter in its storied history when it first accelerated heavy ion beams (OK,
so maybe 10 is not really “heavy”) in 1986. E802, the predecessor to E859, was a ground-
breaking experiment — one of the first generation of experiments to study the high baryon
density environment created in heavy ion collisions at AGS energies. It was very success-
ful [A*t87a, AT90a, A*91c, AY91b, A+91a, A+92a, A+92b] in meeting its many goals [HN85],
but the answers it found raised a lot of new questions. Some of these questions required more
precise measurements of previously measured quantities. Others required extending previous
measurements to wider ranges in phase space and centrality. Still others demanded entirely
new measurements. |

In 1988, the E802 collaboration proposed to answer many of these questions with improve-
ments to the ES802 apparatus [RLZ88]. These improvements included an array of phoswich
scintillator telescopes in the fragmentation region and a second level trigger with on-line parti-
cle identification capability. Upgrades to some of the drift chambers were necessary to handle
the increased beam intensity required for full exploitation of the new trigger.

The following list, taken from [Ste94], summarizes the physics issues addressed by E859.
All of the goals stated in the E859 proposal [RLZ88] were achieved. In addition, more ambitious

goals were set as different physics topics became interesting and the true power of increased
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beam rates was realized.

e K*, K-, and p — Good statistics over a large rapidity range for a variety of targets and
centralities [Rot94, Sun94, Zac94, Mor94, Sak92].

e A — Spectra, inverse m, slope, and dn/dy near mid-rapidity [Sun94].
o A — Spectrometer-integrated ratio to A [Rot94, Sun94].

¢ ¢ — First measurement in heavy ion collisions at the AGS. Spectra, inverse m  slope,
and dn/dy near mid-rapidity [Wan94]. '

o m* — Improved statistics at the smallest values of p, in the acceptance (~ 200 MeV/c).
o High p;, — Measurements of several particle species for peripheral collisions.

¢ Low y — Measurements of spectra and yield of target-rapidity p, d, t [S*93al.

¢ KtK* — First good statistics measurement for any system (Wos94], this analysis).

e 7¥1% — Source parameters measured over a broad range of centrality and number of
participants [Sol94].

o pp — Proton source sizes measured for central collisions for several targets [Vut92].

¢ Non-identical particle correlations — These measurements provide additional informa-

tion about the source parameters due to the Coulomb and strong interactions[Vos94].

The E859 experimental apparatus is shown in figure 2-1. Beam definition detectors serve to
define and count valid beam particles and provide the experimental start time. There are three
event characterization detectors. The Target Multiplicity Array measures the total charged
particle multiplicity in a collision. The Zero Degree Calorimeter measures an event’s forward-
going kinetic energy. A lead-glass calorimeter measures the total neutral energy produced in
the collision. A 25 msr rotating magnetic spectrometer tracks and identifies particles over a
limited range of acceptance. The analyzing magnet, four drift chambers and two multiwire
proportional chambers provide momentum determination. A plastic scintillator time-of-flight
wall and a segmented gas Cerenkov detector provide particle identification for kaons below
2.9 GeV/c and pions and protons below 5GeV/c. A 1 msr gas Cerenkov complex provides very
high momentum particle identification.

Although the E859 magnetic spectrometer covers only 25 msr, it can rotate through a polar
angle range of 5—44° with respect to the beam axis. This greatly increases its total coverage,
as shown in figure 2-2.
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Figure 2-1: Schematic of the E859 experimental apparatus. Courtesy of D. Morrison.
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Figure 2-2: Available E859 spectrometer coverage. Dotted lines indicate momentum cutoffs,
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2.2. HEAVY ION ACCELERATION AT THE AGS

In the following sections, I will describe the creation of heavy ion beams at the AGS and
all E859 detector subsystems used in this analysis. Detectors not used in this analysis are

presented in appendix E for completeness, and to provide the reader with references that
contain the gory details.

2.2 Heavy Ion Acceleration at the AGS

We could not achieve any of our experimental goals without a good heavy ion beam. So, a
brief tour of the life of a 28Si ion is appropriate. This section is a summary of more detailed
accounts that can be found in [T+88] and [Col92).

The AGS heavy ion beam begins inside the veteran Tandem Van de Graaff accelerator
facility. Injection into a synchrotron is complicated by the requirement of a high-current, pulsed

source. The source that was developed to meet this need is shown in figure 2-3. Positive cesium

POSITIVE Cg IONS IQNI‘ZER NEGATIVE 1ON BEAM

SPUTTER TARGET ‘ /

e |

‘,HEATER

— |

S av _] IV

- OC : PULSER

T

c-—Cs

. RESERVOIR

|

—

25 kv
EXTRACTION | +

Figure 2-3: Schematic of the AGS high current heavy ion sputter source. From [T+88].

ions are accelerated through a 3-5kV potential difference and focussed onto a target. Target
atoms obtain a negative charge by stripping an additional electron off the highly electronegative
cesium ions. They are subsequently accelerated though an extraction voltage of ~25kV.

Since the vacuum in the AGS ring is only ~ 10~7 Torr, it is necessary to inject fully stripped
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ions. Otherwise, remaining electrons would be stripped by residual gases during acceleration.
Ions whose charge-to-mass ratio had changed would be quickly deflected into the AGS walls.
Stripping heavy ions is a catch-22. Their low charge-to-mass ratio makes partially stripped
heavy ions difficult to accelerate. But, since the probability of stripping an electron from an
ion is very small until the ion velocity is comparable to the orbital velocity of that electron, it is
difficult to fully strip slow heavy ions. In the Tandem Van de Graaff acceleration process, 23Si
ions go through three stages of alternating acceleration and stripping, see figure 2-4. Upon

TRANSFER LINE Jm m '

MATCHING "ZOOM" LENS CHOPPER
SLITS

FINAL STRIPPER

CONTROL
surs > |

HIGH VOLTAGE SECONDARY
TERMINAL STRIPPER Y, POINT STRIPPER

QUADRUPOLE
MPE MP7
(negative) JDOUBLETS (positive)

‘860" SgUROE

Figure 2-4: Schematic of the pre-AGS acceleration system. Note that both MP6 and MP7 are
used in the three-stage configuration necessary for 22Si acceleration. From [T+88].

leaving the Tandem Van de Graaff complex, the 2Si ions are fully stripped, with an energy of
~6.6 A-MeV. They then pass through a series of velocity filters and into the 680 m heavy ion
transfer line (HITL). For 28Si ions, this entire process is only about 2.5% efficient.

In order to accelerate ions heavier than 28Si, it was necessary to construct a “Booster” ring
to act as an injector to the AGS. For heavy ion acceleration the most important feature of the
booster is its excellent (=5 x 10~!! Torr) vacuum system. This allows acceleration of non-fully
stripped ions which increases the efficiency of 28Si extraction by a factor of seven and enables
the acceleration of nuclei as large as 7 Au [A*92c]. The booster also eliminates the need for
the third stage of stripping/acceleration, providing a spare Tandem Van de Graaff. At some
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point in the not too distant future, the AGS will become the injector for the Relativistic Heavy
Ion Collider (RHIC) being constructed at BNL, see figure 2-5. There the search for the QGP
will continue in *7Au + *7 Au collisions at /s = 200A - GeV.

Because of the low efficiency of the extraction process and the low energy of the resulting
ions, two modifications of the AGS were necessary for heavy ion operation. The first modification
was a new injection system that allowed “multi-turn stacking” of the positive injected ions
(during proton operation the AGS accumulates H™ ions, stripping them at the end). Multi-turn
stacking is a process in which several pulses of heavy ions are sequentially injected into the AGS
and allowed to circulate without acceleration. A special “bumper” magnet spreads the pulses
around the ring. After the ring is filled, twelve pulses, the heavy ions are accelerated from
6.6 A -MeV to the proton injection energy of 200 A - MeV. This requires the second modification,
a new, low-frequency RF system. Acceleration to full energy takes 1.1sec. After this, the RF
system is turned off and the magnets are held nearly constant for the ~ 1sec beam “spill”
into the experimental areas. Electronic signals indicating the position in the spill cycle were
provided to the experiment and were used as timing gates by the data acqusition system, see
section 2.13.

The maximum beam intensity achieved by the AGS was = 10° 28Si/spill. The maximum
beam intensity allowed in the E859 experimental area was 5 x 10% 28Si/spill. This beam inten-
sity was an optimization balancing the desire for higher beam intensities to aid in the search
for rare events, against the bureaucratic hassle and experimental inaccesibility associated with
the safety procedures and precautions that go along with higher beam intensities. In truth,
this intensity was beyond the abilities of most of the E859 detector systems to handle, and
the maximum sustained beam intensity was =~ 2 x 10° 2"Silsx‘)ill. The intensity in the E859
area was changed by defocussing the beam, passing it through collimators, and refocussing
it downstream. The beam intensity and spatial profile were monitored with segmented wire

ionization chambers (SWICs) whose visual readout was monitored by the experiment.

2.3 Coordinate Systems

To orient the reader, I will first define the E859 beam and spectrometer coordinate systems.
The beam axis is defined to be the z-axis of the beam coordinate system. ¢ is defined to be
the polar angle with respect to this axis. The y-axis is vertical, pointing up. To maintain
a right-handed coordinate system, the z-axis is then defined to be horizontal, pointing away

from the beam. ¢ is defined to be the azimuthal angle measured clockwise from the z-axis.
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Figure 2-5: Aerial view of the BNL heavy ion acceleration facility including RHIC.
From [T+88].
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Elements of all detectors are numbered in increasing order of the z- and/or y-axes, except for
the time-of-flight wall which is the exception that proves the rule.

The z-axis of the spectrometer coordinate system is defined to be the axis perpendicular to
all the spectrometer detectors.! The y-axis is defined to be ver:ical and pointing up. The drift

chamber wire angles, are measured from the vertical in this system.

2.4 Target Assembly

To paraphrase an old saying, it takes two to collide. Once we ﬁave a beam, we need a target.
The E859 targets are foils of material fabricated by an evaporation technique. They are placed
in 22 mm diameter aluminum frames and completely occlude the 4 x 2mm? beam spot. The
targets are arrayed along a drive chain which rotates to place the selected target in front of the
beam. Target selections are made by remote control and verified by video camera. The entire
target assembly is in an aluminum vacuum chamber maintained at ~10~4 Torr. To minimize
the effects of the vacuum chamber, its walls were made very thin (2 mm ~ 1.7% 28Si interaction
length). The downstream portion, known as “the snout,” was machined as a hemisphere, with
the target at its center, so that all particles emanating from the target would pass through the
same amount of material. A small opening in the snout connects to the beam pipe assembly to

allow non-interacting beam particles to exit without passing through the chamber walls.

2.5 Beam Counters

The beam counters define valid beam particles, count them, and set the experimental start
time. A schematic of the five plastic scintillator detectors that comprise the beam counters is
shown in figure 2-6. I will describe the counters, and their functions, proceeding from upstream
to downstream. See section 2.14 for details on how BEAM and interaction(INT ) triggers were
formed.

Six meters upstream of the target are the Up, Down, East and West (UDEW) detectors.
These are four large scintillator paddles arranged in two planes. The planes are oriented so
that one (UD) provides vertical beam collimation and the other (EW) provides horizontal beam
collimation.

Two meters upstream of the target is BTOT, which has dimensions of 7.6 x 5 x 0.1cm3. Both

!Note that by some perversity, this is 7.4° greater than the nominal spectrometer angle setting, which is defined to
be parallel to the beamside vertical face of the spectrometer magnet, Henry Higgins.
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Figure 2-6: Schematic of the E859 beam counter detectors.

horizontal ends are read out by Hamamatsu phototubes. The thickness is a balance between
the desire for excellent charge determination (thick scintillator) and the desire for minimum
non-target material in the beam (thin scintillator). Discriminators on the phototube outputs
select beam particles with the correct charge state (14t for 28Si).

One meter upstream of the target is the BTOF counter, which is rotated by 45° around
an axis perpendicular to the beam. This allows two vacuum coupled phototubes to view the
light from the scintillator faces, see figure 2-7. This eliminates the jitter associated with the

Beam

Phototube ) / ( Phototube
BTOF

Figure 2-7: Schematic of BTOF orientation and readout.

propagation of light through scintillator, in order to provide an experimental start time with
the best possible resolution.

One important change to the BTOF counter for E859 resulted from the fact that radiation
damage from high beam intensities caused unacceptable light output reduction within forty-
eight hours. Reducing the threshhold on the BTOF discriminator was a temporary solution that

maintained the integrity of the beam counting that was critical to cross-section determinations.
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But, as the light output decreases the timing resolution gets poorer, going from ~ 55 psec to
~ 70 psec [Keh]. To solve this problem, a 40 cm piece of scintillator was mounted in a mechanism
that remotely lowered the scintillator into the beam, one 1cm segment at a time.
Immediately following BTOF is the BVETO counter (commonly referred to as HOLE). This
detector has a 1e¢m diameter hole through which a valid beam must pass, thus eliminating
particles that interacted in the upstream counters.
For E859, the BTOT, BTOF and HOLE detectors were all mounted in individual steel

vacuum chambers, see figure 2-8. These chambers were an improvement over the old setup

Figure 2-8: Schematic of the E859 beam counter holders. Courtesy of W.L. Kehoe.

because the photomultiplier tubes were no longer under vacuum, making them much easier to
service.

Eleven meters downstream of the target, just prior to the ZCAL, is the “bullseye” (BE). This
detector is 7.6 x 10.2 x 0.16 cm3. Its purpose is to make a post-target charge measurement of
the projectile which is used to determine if a target interaction has occurred.

2.6 Target Multiplicity Array (TMA)

The TMA is the event characterization detector used for all analysis in this thesis. This
section is a summary of a more complete description of the TMA that can be found in [Abb90].
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The TMA surrounds the target and is designed to measure the multiplicity of all charged par-
ticles emitted in the reaction — a good measure of centrality. The TMA consists of streamer
tubes operated in proportional mode. Particles with kinetic energies above 25 MeV can pene-
trate the material surrounding the TMA active area and still deposit enough energy to pass
the hardware threshold.

The TMA is divided into two parts. The wall covers a polar range of 6° < 6 < 40°, and
the full 27 azimuthal range except for a rectangular notch on the Henry Higgins side of the
array to reduce background in the spectrometer. The barrel is a cylinder coaxial with the beam
line that covers a polar range 30° < # < 143° and an azimuthal range of 15° < |¢| < 165°.
Two panels about ¢ = 0° were removed to reduce background in the spectrometer?. Two
panels about ¢ = 180° are removed to reduce background in the phoswich array. The total
segmentation during E859 was 2988 pads. There were on average ~ 200 dead or hot pads
which were corrected for in the analysis [Rem], see section 3.3. Figure 2-9 shows the response
of the TMA in a central 28Si + 197 Au event.

27 FO

FO is a 21-element plastic scintillator “picket-fence” hodoscope placed in front of T1 and
arranged in two adjacent planes perpendicular to the spectrometer axis. The slats are 0.6 x
1.2 x 12.8 cm?®. Slats in the two different planes were staggered by roughly the slat width.

FO was a part of the SPEC trigger definition, see section 2.14.3. FO was also to be used for
timing if any problems arose in the beam counters as a result of the increased beam intensities.
In fact the beam counters performed admirably, see section 2.5, and FO was never used in this
capacity. An attempt was made to utilize the y-information from FO0 in the track reconstruction
algorithm, but this was abandoned because the y-resolution was not good enough to be useful. In
fact, for this analysis, the main significance of F0 is its thickness, ¢t ~0.03X,. Not including the
target, this is about 2/3 of the integrated material radiation length in front of the spectrometer.
No detailed description of F0 exists.

2.8 Tracking Chambers (T1-4)

[Sau77] is regarded as the “wire chamber Bible” and the title is well deserved. It is

an excellent collection of the wisdom and folklore surrounding these complicated devices and

2In principle these panels could be replaced at some angle settings, but they never were.
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1860 Run date: 18—APR-1992 Time 19:54, 2

Run 11162 Event

Trigger Word 1: 200 ( SPEC2*TMA ) Method 128
Trigger Word 2 66 (INT TMA SPEC1 SPEC2)

Trigger Word 3. 3 ( ROF*ROF SPEC VETO )

Barrel Multiplicity: 41
Wall  Multiplicity: 110

Figure 2-9: Schematic of the TMA during a central 28Si + 1%’Au event. Lines simply connect
the target position to the struck pads.
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should be the starting point of anyone wishing a grounding in wire chamber techniques. I refer
to [Col92] as the “E802 drift chamber Bible,” and its title is also well deserved. Anyone wanting
to know the gory details of the E802 drift chambers should start there. A brief geneology of the
drift chamber can be found in appendix F.

In this section, I will review the general properties of E859 drift chambers, see table 2.1.
Special emphasis will be given to those aspects of the chambers that have changed for E859
operation and those aspects which have a direct bearing on this analysis.

2.8.1 Design Considerations

One shortcoming of drift chambers, and indeed many other detectors, is that their active
elements are only two-dimensional. This is known as projective geometery, and means that
our information is limited to those two dimensions. For instance, a charged particle could pass
anywhere along the length of a drift cell and still give the same signal. At this point the astute
but naive reader is thinking “Aha! use two MWPC'’s with wires pointing in two orthogonal
directions.” But, with two planes, N tracks will produce N? possible intersections and this
is no good if there is more than one track. In principle, a third plane of wires will uniquely
identifiy the true intersections. This is because there is a vanishingly small probability that a
line connecting the two interactions will be parallel to the wires in the third plane. In the real
world there are many effects which make it desirable to have planes in four or more directions.
Different directions are known as views. In E859, the view name refers to the direction of
information that is obtained, the direction perpendicular to the wires.

Drift chambers have a further disadvantage known as the left-right ambiguity. This ambi-
guity arises from the fact that we do not know on which side of the wire the track passed. The
result is that we have two lines of possible track positions, effectively doubling the hit density
on the chambers. Figure 2-10 shows how this compounds the problems of projective geometry.
The ambiguity can be removed by staggering the sense wire positions of one plane relative to
neighboring planes in that view. Figure 2-11 shows the two different staggering schemes used
in the E859 drift chambers. Only hits from the correct sides of the wires will line up.

2.8.2 Design Decisions

T1 was constructed at BNL using a traditional wire-winding technique. The wires were
soldered to traces and epoxied into place. The chamber was formed from ten individual planes

made from stock printed circuit-board G-10, which were assembled gas-tight. The ten planes
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Chamber || Width | Height | Depth | #Views | #Planes Plane
(cm) (cm) (cm) Separation
(mm)
T1 26.4 13.6 3.0 5 10 3.2
T2 40.8 21.1 17.6 4 12 7
T3 113.7 52.1 27.3 4 13
T4 1435 58.7 21.6 4 10
Chamber || View | Plane# | Angle | Wires/ Drift | Stagger
Plane Length | (mm)
(mm)
T1 X 1,2 0 32, 32 4 0,4
v 3,4 -45 32, 32 4 0,4
y 5,6 90 | 16,16 4 0,4
u 7,8 45 32, 32 4 0,4
w 9,10 -27 32, 32 4 0,4
T2 X 1,2,3 0 | 28, 27,27 14 0,717
y 4,5,6 -90 | 13,13,14 14 0,0,7
u 7,8,9 -30 | 28, 28, 28 14 0,7, 7
v 10, 11,12 30 | 28, 28, 28 14 0,0,7
T3 u 1,2 30 36, 36 16.1 0,0
X 3,4,5 0 | 36, 36, 36 15.3 0,0.7,0
y 6,7, 8 90 | 16,16,16 | 153 | 0,0.7,0
v 9,10 -30 36, 36 16.1 0,0
b 4 11, 12,13 0 | 36, 36, 36 15.3 0,07,0
T4 u 1,2 30 44, 44 16.5 0,0
X 3,4,5 0 | 40, 40, 40 17.5 0,0.7,0
y 6,7,8 -90 | 186, 16, 16 17.2 0,070
v 9, 10 -30 44, 44 16.5 0,0

Table 2.1: List of E859 drift chamber properties.
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Figure 2-10: This figure illustrates the confusion that can arise when projective geometry
is combined with the left right ambiguity. At actual vertices, those indicated by arrows, all
of the views cross. Thicker lines indicate extra hits that result from the left-right ambiguity.
From [Col92].
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T3,T4 - 0.7 mm stagger

Figure 2-11: Illustation of wire “staggering” to resolve the left-right ambiguity. The drift cell
and wire sizes are not to scale. The field wires are marked by z’s and the sense wires are
marked with small circles. Potential hit positions are marked with large circles and the actual
tracks are indicated by arrows. Adapted from [Col92].
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were divided into five different views with two planes each. Complementary planes (e.g., z, z)
were staggered by half of a drift cell. The gas mixture was 50% argon plus 50% isobutane,
which has a saturated electron drift velocity of 50 um/nsec.

T1 was made very thin, with a plane separation of only 3.2 mm. The hope was that it could
be used as a space-point detector. Unfortunately, the efficiency was rather low, 285% [Rot94].
In addition, the field configuration was such that the inefficiency was much more pronounced
away from the wire. This combines with the half-cell stagger in a pathological manner - the
more likely it is that a track fires a wire in one plane of a view, the less likely it is to fire the
wire in the complementary view. As a result of these inefficiencies, T1 was never usable as a
spacepoint detector.

T2, T3 and T4 were constructed at MIT using a crimping technique developed at SLAC.
This technique has proven to be very robust - in seven years of operation, not a single wire
has broken. In the following discussion I will review the construction highlights of the MIT
chambers. It may help to consult figure 2-12. Holes are drilled into a G-10 frame with 50um

e

AMOA e

Figure 2-12: Illustration of the crimping technique used to construct the MIT drift chambers.

precision, although not necessarily that accurately as we will see below in the saga of the T2
wire-by-wire angle correction. The wires are crimped into tubes that rest in the G-10 holes.
Tension, originally set by gripping a forceps (roughly 30 g) to one end of the wire before crimping,
is maintained by a spring that sits between the tube and the G-10 at one end. Each chamber
has a different number of planes at different views, see table 2.1. Complementary views in T2
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are staggered by half of a drift cell. The gas mixture was 50% argon plus 50% ethane bubbled
through an ethanol bath at 0°C. This gas mixture has a saturated electron drift velocity of
50 um/nsec. All of the MIT chambers have a plane separation of 7 mm, the minimum allowed
by the crimping device, making them impractical as space point detectors.

T2, T3 and T4 were all developed at MIT, near a big-city radio station, where it was serendip-
itously discovered that their wires make very good antennas. For this reason, great care was
taken to shield the active areas. The preamplifier circuit was built at MIT, and takes a further
precaution against such pickup. A sense wire and a neighboring field wire are fed into the two
inputs of a differential amplifier. The assumption is that any pickup on the two wires will be
nearly identical and will therefore cancel. Protecting against pickup from the radio station paid
off — when the chambers were installed on the electronically noisy AGS floor they were very
quiet. The preamplifier output signals were driven over 20 ft of shielded, twisted-pair cable to
a discriminator circuit that was also designed at MIT. This circuit has an RC circuit element
at its input that differentiates the preamplifier signal. This eliminates the long signal tail re-
sulting from ionized gas molecules and limits the signal width to ~40nsec. Figure 2-13 shows

the pulse width distribution for a wire in T2. From the electron drift velocity of 50 um/nsec, we

(IIIIIIIITT]'II(
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Figure 2-13: Typical pulse-width distribution for the E859 drift chambers. A 40nsec width
corresponds to 2.0 mm pulse separation capability.
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can see that this corresponds to a 2mm distance. This means that the chambers are capable
of resolving two tracks that pass as close as 2 mm, a feature critical to the correlation analysis.
Section 4.2.5 discusses the corrections necessary to account for the reduced efficiency of the
drift chambers at these smallest separations. Figure 2-14 shows circuit diagrams for both the

preamplifier and the discriminator.

2.8.3 Improvements for E859

The first big improvement to the tracking chambers for E859 was a completely new T2,
Improvements include 50% greater segmentation, one additional plane in both the U and V
modules and a more stable field configuration. Its size was also reduced, primarily in the
y-direction, to match the solid angle defined by T1. The X and Y modules were combined into
one G-10 block, as were the U and V modules.

A machining error in the T2UV G-10 frame resulted in wire angles that varied across each
plane. The problem is illustrated in figure 2-15 which shows two plots of the active area of one
T2U plane. Both figures 2-15a and 2-15b show the actual positions of each wire as solid lines.
In figure 2-15a, the dashed lines show the calculated wire positions assuming that the wire is
at the design angle (-30° in our funny coordinate system, see section 2.3) with one end in the
correct position. One can see, that on the side of the chamber where the wire positions have
not been fixed, they are about half of a wire space off. This is a result of a machining error - a
row of field and sense wires, and a row of cathode wires (half of a sense cell) are missing from
each end of the chamber. Although it is clear from figure 2-15a that this error results in wires
at different angles than intended, the less tractable problem is that the wires in the corners
are at different angles than the wires in the rest of the chamber.

This should be obvious with a little thought. Wires in the middle of the chamber, with both
ends in the horizontal pieces of G-10, have a constant shift, 6z, and a constant height, y. So,

their angular shift,
50 = tan~" (f) —tan™! (f (1+ f’i)) (2.1)
y Yy T

is constant. Wires in the corners have the same shift, 5z, but they are shorter. So, 6z/z and 66
are larger. Wires in the upper right corner have a shift in §y, but the argument is the same.
This is illustrated more clearly in figure 2-15b, where the dashed lines show the calculated
wire positions assuming that the wires are at the angle of the middle wires (fit to be -28.830°)
with one end in the correct position.

This shift does not completely explain residuals observed when reconstructed tracks are
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Figure 2-14: Circuit diagrams of the MIT drift chamber electronics. See text for details.
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a)

b)

.\

Figure 2-15: Illustration of the machining error complicating the geometry description of the
T2 drift chamber. See text for details.
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used to predict the wire positions [Stel, so an angular correction to each wire is calculated as a
part of the general geometry determination procedure, see section 3.5.1.

The second improvement to the tracking chambers for E859 was the addition of three
planes of z-information, known as T3.5, to the downstream end of T3. One of these planes
was strung with high-resistive wires so that the y-position of a track could be determined from
the difference in the current recorded at opposite ends of the chamber. Although the new
z-information was very valuable for track reconstruction, see section 3.7, the resolution on the
y-position was very bad, and the information was never used. The cause of this failure was
never confirmed, but the working hypothesis implicates the FASTBUS ADC used during the
experiment. The specifications on this ADC indicate that it is much more sensitive to overshoot
than the CAMAC ADC that was successfully used during testing.

2.9 Henry Higgins

The heart of E859 was its dipole analyzing magnet, Henry Higgins, which was recycled from
a previous experiment®. Henry Higgins has an ordinary steel yoke with a 0.84 x 0.42 x 2.4 m3
gap. There are two main coils and two sets of correction coils. There are field clamps to minimize
the fringe fields. All data analyzed in this thesis were taken with a 0.4 T field corresponding to
a p, -kick of 0.177 GeV/e.

Henry Higgins is canted 7.4°, clockwise as viewed from above, with respect to the axis
perpendicular to all spectrometer detectors.# The field is vertical so that the particles bend in
the horizontal plane. The AGS polarity convention was adopted, which for our spectrometer
means that A-polarity fields bend positive particles away from the beam. Therefore A-polarity
fields point down and are assigned negative values. The opposite polarity is labeled B.

2.10 Trigger Chambers (TR1, TR2)

Two multiwire proportional chambers were added to the spectrometer in E859 for use in
the second level trigger. The additional information they provided also greatly improved track
reconstruction capabilities, see section 3.7. TR1 is 481 x 311 x 33 in? and is located between
T3 and T4, ~ 442 cm from the target. Ideally TR1 would have been located between T3 and

3The origin of the magnet name remains shrouded in mystery.

41t was placed at this angle before this author joined the experiment and before writing this thesis he had received
nothing but muttered curses in response to inquiries about why this was done. The motivation was to get a little more
acceptance for the lowest angle particles.
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Henry Higgins, because in its current position it reduces the acceptance for particles bending
towards the beam. This does not have any ramifications on this analysis but it does eliminate
acceptance overlap between angle settings that were used in previous cross-section analyses
to estimate systematic errors. TR2 is 72} x 471 x 4in® and is located between T4 and TOF,
2509 cm from the target.

Except for positioning and size, the chambers are identical. Both chambers were recycled
after many years of use as drift chambers in the BNL Multiparticle Spectrometer (MPS).
Details of their original construction can be found in [Etk79, EK80]. In E859, the chambers
were reconfigured as single-plane wire chambers (no time information was recorded) giving
information on particle positions in the spectrometer bend plane. The frames are constructed
with a polyester-fiberglass composite and mounted on an aluminum plate. The wire separation
is 1/4"” and the depth of the active area is 1/4”. Anode wires are 0.001” diameter gold-plated
tungsten, cathode and field wires are 0.003” diameter stainless steel. The gas mixture was
70% argon plus 30% isobutane bubbled through dimethoxymethane. Operating voltages for the
chambers were ~2.5kV for the anode and cathode wires and ~2.2kV for the field wires. A9.5V
threshold, divided down by ten on the chamber, was applied. Chamber readout was performed
using the LeCroy Proportional Counter Operating System (PCOS) described in section 2.14.4.

The efficiency was observed to be in excess of 99%, see [Sun94). Cross-talk of 5-10%
was caused by tracks crossing more than one cell, and by noise on the rather old pream-

plifier/discriminator cards.

2.11 Time-of Flight Wall (TOFW)

The TOFW is a 160-element plastic scintillator “picket-fence” hodoscope arranged in an
arc (R ~2.4m) roughly 6.6 m from the target. Each slat is 1.6 x 1.6 x 78 cm® except for every
sixteenth slat which is twice as wide.5 This makes for rather bizarre distributions of dn/dslat,
the deciphering of which is one of the rites of passage for any new heavy ion group member. The
distance from the target was a compromise balancing the need for excellent timing resolution
with the need to collect kaons before they decay (cr = 370.9 em). In its current position, roughly
58% of 1 GeV/c kaons survive to the TOF wall. The TOFW slats had distribution of oror that
was peaked at 100 psec with a tail extending to =~ 120 psec, see section 3.6.3 for details. A

conservative position was taken for particle identification (PID), with cror = 120 psec fixed

5The presence of double-wide slats was due to difficulties in the geometrical arrangement of the phototubes. Extra
space was needed, so the sixteenth slats were widened to maintain hermiticity of the TOF wall.
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for each slat, see section 3.8 for details. With this timing resolution, the pion and kaon 30 tails
do not begin to overlap until p ~1.8 GeV/c.

In order to provide both timing and energy loss information, the analog signal is passively
split and sent into both a TDC and an ADC. The ADC information is used to make charge
cuts in the particle identification code, see section 3.8. This information is also vital because
a particle’s recorded time can have a pulse-height dependence of as much as 20 psec. If not
accounted for, this would result in a severe worsening (10-20%) of the ideal resolution. This
effect is known as a slewing effect or a time-walk effect [St86].

Details of our entire TOF calibration procedure, including the correction for the slewing
effect, can be found in section 3.6.

2.12 Gas Cerenkov (GASC) and BACK Counter

The segmented GASC is located immediately behind the TOFW, ~ 8.2 m from the target.
It consists of 40 cells inside an cylindrical aluminum tank. The tank is filled with 4atm
(absolute) of Freon-12, corresponding to an index of refraction, n = 1.0045. There are two
different sized cells, 23 x 28 x 72cm?® and 23 x 28 x 101¢cm®. The cells are constructed with
aluminized-mylar and have an elliptical mirror at the downstream end to focus the Cerenkov
light onto a phototube. The index of refraction of the Freon-12 is monitored with a Fabry-Perot
interferometer. The photomultiplier gain is monitored with an LED system.
The GASC was constructed to separate pions from kaons (and electrons) when the momen-
tum is too high for the TOF information to be sufficient. The momentum threshold to fire the
GASC, given by

m

) 2.2
n2 -1 )

Ppe

is mass dependent. The GASC can decide between two different mass hypotheses, m; and
ma, if a particle’s momentum lies between p; (m,) and p:(mg). Table 2.2 lists p: for different
particles in the GASC.

Between its Freon-12 and its aluminum housing, the GASC represents ~10% of an interac-
tion length. Some PID decisions require that a track not fire the GASC, but for this decision to
be valid, one must make sure that the track traversed the entire GASC. This is why the BACK
counter was built. It uses the same technology as the TMA, see section 2.6, but it is arranged
as a flat wall behind the GASC. It consists of 1536 10 x 12 cm? pads.

A more detailed description of the construction of both the GASC and the BACK can be found
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Particle | p: (GeV/c) '
e 0.0054
I 1.12
w 1.47
K 5.20
p 9.88

Table 2.2: GASC momentum thresholds for different mass particles.

in [Kur92]. See section 3.8 for a detailed account of how these two detectors are incorporated
into the PID decision.

2.13 Data Acquisition System and Trigger Supervisor

The brain of E859 consists of the Data Acqusition System (DAQ) and the Trigger Supervisor
(TS). More detailed writeups can be found in (W*87, L*87, WIL87]. The DAQ and the TS, while
distinct, are very intertwined. I will therefore combine them into one discussion. Together they

are responsible for many tasks:
¢ Making a trigger decision based on multiple trigger inputs and second-level vetoes.

¢ Providing all experimental control logic. This includes BUSY and FAST CLEAR signals,

start signals and gates for TDC’s, ADC’s, etc., and interrupt signals for crate readout
controllers.

¢ Reading out all CAMAC and FASTBUS data.
¢ Assembling the data into event data structures.

+ Translating the data from geographical addresses (e.g., crate, slot and channel) into logical
addresses (e.g., chamber, plane and wire).

o Porting data to storage media.

The DAQ and the TS are implemented with three crates of VME modules and a VAX 11/785
host computer (BNL802). The maximum sustained throughput was 165 kByte/s. A schematic
of the DAQ, the TS and their communication links is shown in figure 2-16.

The single most important part of the DAQ is the 68010 microprocessor-based VME module

known as “the Chairman.” This module manages the activities of all fellow residents of the
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Figure 2-16: Schematic of the E859 data acquisition system. See text for details.
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DAQ “Master Crate.” These modules in turn control readout, translation and formatting of all
of the experiment’s data and allow communication among the different DAQ VME crates and
between the DAQ and BNL802.

Eight 68000 microprocessor-based Intelligent CAMAC Interfaces (ICI) reside in the Master
Crate [SL87a). These modules are commonly referred to as “XYCOM's” after the microprocessor
manufacturer. The XYCOM’s allowed parallel read out and translation of all the experiment’s
CAMAC data with each XYCOM processing one CAMAC crate of data.

A FASTBUS/VMXinterface was another member of the exclusive Master Crate club [SL87b].
This module allowed communication between the DAQ and several FASTBUS crates controlled
by LeCroy 1821 Segment Managers. The Segment Managers were responsible for readout of
all the experiment’s FASTBUS data. Translation was performed in the processor elements
described below.

The first of two VME crate interconnect modules in the Master Crate allowed communication
with the DAQ’s second VME crate. This crate consisted of 15 68020 processor elements. These
processor elements were responsible for translating FASTBUS data and formatting the events
using the YBOS software package developed at CDF [Qua89]. This package provides memory
management and data structures, known as “banks.” Each event is comprised of a YBOS bank
for each detector plus two YBOS banks that identify the event according to number, type, etc.
(LRID), and contain the trigger summary for the event (EVCL).

The second VME crate interconnect module in the Master Crate allows communication
with the Trigger Supervisor (TS). The TS is designed to allow the user to control and monitor
the trigger conditions for the entire experiment. During normal running the TS is run in a
“coupled” mode in which each detector shares a common trigger, a common BUSY signal and
common gates. An uncoupled mode is supported for detector testing purposes. If the TS decides
that an event should not be kept, FAST CLEAR signals are issued and BUSY signals are held
for 6 usec. If the TS decides to keep an event, interrupt signals are sent to the DAQ which
begins event processing.

The TS can take up to eight trigger inputs from each of a maximum of sixteen partitions.
Each trigger input could be scaled down by as much as 22¢. Typically, less than five of these
inputs were ever simultaneously used. See figure 2-17 for a schematic of the TS inputs.

The TS was designed in anticipation of the development of second level triggers implemented
as vetoes. A partition’s positive first level trigger decisions can be revoked if a veto signal arrives
within a hardware-settable pause interval. For most of E859 running this pause interval was
set to 40usec. Another TS feature was known as “veto-override.” This is the ability to configure
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2-17: Electronic diagram of the first level trigger inputs to the E859 trigger supervisor.
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any of a partition’s eight individual triggers to ignore the second level veto. This feature was
exploited by taking data, known as “veto-out runs,” where the second level veto was recorded,
but its decision was ignored by the TS. These runs were used as diagnostic tests to study any
second level trigger bias, see section 3.1.9.%

The last module in the Master Crate is a DR11-W link that allows communication between
the DAQ and BNL802. BNL802 served as a human interface to the DAQ and the TS. BNL802
allowed the user to configure the trigger conditions, monitor the performance and start and
stop runs. It was also an interface to two 6250bpi 9-track tape drives (used for permanent
data storage) and a disk-resident event-pool (used for online énalysis and monitoring). In
order to synchronize the configuration and initialization of the second level trigger with the
beginning of a run, BNL802 was made to communicate with BNL859, the VAX 3400 computer
that controlled the second level trigger. See section 3.1.5 for details of how this was done.

2.14 Triggering

A trigger is simply an indication, from some piece of equipment, that an event is interesting
and should be kept for further analysis. In E859 we have used a number of different triggers
based on beam definition, event characterization and particle identification. The following list

contains the functional definitions of all the triggers used for this analysis.

e BEAM — Selects beam particles with the correct charge and trajectory.

¢ INT — Selects valid beam particles that undergo an interaction as determined by the
amount of forward-going charge.

e TMA — Selects violent collisions by counting the number of charged particles.
e SPEC — Selects events that have a track candidate in the spectrometer.

e LVL2 — Selects events that have a programmable number of PID track candidates in
the spectrometer.

Triggers are often segregated into different “levels” according to rather arbitrary time def-
initions. First level triggers are the fastest, usually ¢ < 1usec. They generally consist of fast
hardware decisions such as the presence or absence of a discriminator level (e.g., “Was this
scintillator hit?”). Second level triggers are slower, with ¢ < 1 msec. Second level trigger deci-

sions are usually made using harware lookup tables. Third level triggers can take much longer,

6A trigger that throws out interesting events, in a non-random fashion, is called biased.
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and usually involve some sort of online software analysis, e.g., fast reconstruction, etc. Each
level of triggering must reduce the the rate of events that need to be analyzed by the more

time-consuming succeeding levels.

2.14.1 BEAM and INT Triggers

All trigger decisions start with a valid beam particle. The various detectors that make
up the beam definition system are described above in section 2.5. The logic diagram for the
various beam counter triggers and scalers is shown in figure 2-18. The BEAM trigger selects
beam particles with the correct charge and geometry. Its definition in terms of the various
beam counter detectors is given by:

BEAM = UDEW A HOLE A PRE A BTOTy A BTOFy A BTOTy ABTOFy, (2.3)

where the overbar indicates complementary logic.

UDEW and HOLE enforce geometry constraints. PRE is a signal that rejects events that
arrive within a settable follow time of the previous event. Events that are followed too closely
by another event are accepted, but marked with a FOLLOW bit that can be used to reject such
an event in offline analysis. In E859 the follow time was only 100nsec. This is significantly
less than it was for E802 since the beam rates were much higher. In order to provide further
protection, two new bits of event-time separation information were recorded by E859. For each
event with the INT bit set, INTPRE and INTFOL were set if there was an interaction in a
10 usec window before or after the given event. If two particles arrive within 67 ~ 10nsec,
the rise times associated with the beam trigger electronic modules make the second particle
invisible to both PRE and FOLLOW logic. These events need to be eliminated with cuts on
the charge deposited in the beam counter scintillators. BTOTy and BTOFy are the signals of
their respective counter filtered by a discriminator with an ultra-high threshold set to reject
any particles above the standard charge state. This helps to filter events in which two beam
particles arrive inside of the PRE blind spot. BTOTy and BTOFy are the signals of their
respective counter filtered by a discriminator with a high threshold set to reject any particles
below the standard charge state.

The definition of INT is very straightforward:

INT = BEAM ABE. (2.4)
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Figure 2-18: Beam counter trigger logic diagram.
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The bullseye detector, decribed in section 2.5, will fire if the amount of charge deposited indi-
cates that the beam particle remained intact.

Typically BEAM and INT triggers were scaled down by some factor, N, so that they made
up ~ 5-10% of the accepted trigger mix.

2.14.2 TMA Trigger

A sum of the discriminated TMA pad outputs is formed and the output is used as a first level
centrality trigger.” The discriminator threshold determines the centrality level below which
events were rejected®. The procedure for setting the TMA threshold was admittedly primitive.
First, an INT scaledown was calculated as:

o,target
—_ $ag . int
- centrahty target _ _targetout’ (25)
Tint int

1
N

where centrality is the fraction of the interaction cross section that you wish to trigger on and
oi39° and ag:;'get OUL 4 re the interaction cross sections with the target in and out respectively.
Next, the discriminator threshold is adjusted until the TMA and INT/N scalers, integrated
over = 10 spills, are equal. A strict cut can be made offline, and some intricate mechanisms
for determining the number of struck TMA pads corresponding to a particular centrality have
been developed in the cross-section analyses [Mor94]. The analysis presented in this thesis is

relatively insensitive to the exact cut, see section 4.2.6.

2.14.3 SPEC Trigger

A SPEC trigger gives a very fast indication of the presence of a track candidate in the
spectrometer. The trigger definition is given by:

SPEC = FOANTR1 ATR2 ATOF. (2.6)

The addition of TRI and TR2 made the E859 version of the SPEC trigger much more restrictive
than the E802 version. Even so, it was nothing compared to the power and grandeur of the
E859 LVL2 trigger. A SPEC2 trigger, which required two TOF hits, was also available. This

TWe unthinkingly call the TMA sum a centrality trigger. This is a measure of our confidence that multiplicity and
centrality are well correrlated variables. This confidence has been earned by the high degree of correlation between
TMA, ZCAL, and PBGL, each of which measure a different variable expected be correlated with centrality. See
appendix E for details on ZCAL and PBGL.

8This trigger could be trivially complemented to run in peripheral mode where events above some TMA threshold
were rejected. This feature was used to measure =+ correlations in peripheral collisions. [Sol94]
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trigger was not used in this analysis since p triggers were taken in conjunction with the 2K*

triggers.

2.14.4 Second Level Trigger (LVL2)

If Henry Higgins is the heart of E859 and the DAQ is its brain, then surely the LVL2
trigger is its soul, its very reason for existence. As you might imagine, I had a hand in the
development of the trigger and I admit to being somewhat emotionally attached. All discussion
of the software necessary to control, configure and debug the LVL2 trigger is postponed to
section 3.1

Motivation

As stated in section 2.1, the goals of E859 all required the enhanced collection of rare
events.

“Why not turn the beam intensity up? You said in section 2.2 that the AGS beam
intensity was 500 times greater that used by E859.”

Good question. In fact, most E859 detector systems saturate at an interaction rate of 2 x
10* interactions /spill (obtained with a beam intensity of 2 x 108 28Si/spill and a 1% interaction
length target). The problem is that this rate is more than an order of magnitude beyond our
DAQ processing capability. Since E802 did not have a LVL2 trigger, it could only utilize a
beam rate of ~ 5 x 10* 28Si/spill. Most interactions contain nothing of interest that has not
already been studied in detail by E802. Some, but not enough of the uninteresting events can
be eliminated by the first level triggers discussed above. So, a decision was made to develop
a second level trigger and utilize the veto-input feature of the TS, see section 2.13. The LVL2
trigger was supposed to filter out as many of the remaining uninteresting events as possible.

The filtering capability of the trigger is expressed in terms of a quantity known as the
rejection factor. The definition of the rejection factor is very simple:

_ LVL1
R — m. (2.7)

But, one has to be careful about the definitions of LVL1 and LVL2:

e LVL1 — Since LVLI1 triggers can be configured to ignore the LVL2 veto decision, only
count those LVL triggers that can actually be vetoed.
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e LVL2 — Similarly, only count those LVL2 triggers which have started as a vetoable LVLI
trigger.

Rejection factors will be discussed in more detail later in this section.

The following requirements for the LVL2 trigger were decided upon:

o The trigger needed to be able to perform online track reconstruction and PID in order to
selectively filter on rare particles such as K* and p.

o There is no external clock in a fixed-target environment, so the trigger needed to be data-
driven. Data-driven simply means that the presence of data begins the processing cycle,

each stage of which generates control signals that drive the processing to completion.

o The trigger configuration (e.g., the number or type of particle demanded) needed to be
easily programmable.

o The trigger decision needed to be made very fast (< 100 usec) so as not to contribute to
the experimental dead time. This motivated a hardware lookup table approach.

o The trigger needed to achieve rejection factors of roughly R = 10. More than this was
desirable for the rarest events (e.g., 2K* and p) and less than this was acceptable for
more abundant events (e.g., 1 K* at the most forward angles). See table 2.3 for a list of
the actual rejection factors achieved.

Rejection Factors

A brief discussion of rejection factors is necessary to gain an understanding of what a
trigger can and cannot do. Throughout this discussion the deadtime contribution of the LVL2
trigger, which is small, will be ignored.

We first write an expression for the ratio of the number of good events written to tape per
spill under two different beam intensity and/or trigger conditions:

G _ [REy

= (2.8a)
Gz fREy
RpEy
= == 2.8b
R,E,’ (2.8b)
where:
f = fraction of interesting events in an untriggered sample. (2.9a)
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Rl) R2
E|,E; = events written to tape per spill. ' (2.9¢)

rejection factors. (2.9b)

This formulation assumes that the trigger does not throw out any event of interest. This
assumption had better be good.
To understand the implications that this has on the trigger, consider the following extreme

cases:

e Beam Limited - This refers to situations in which the beam intensity is maximized,
because of radiation concerns, saturation of detectors, etc., but the event collection rate is
below the DAQ maximum. In this case, the product RE is a constant because every event
that is rejected is just one less event written to tape. Under these conditions a trigger will
not help very much. If rejection factors are increased beyond this point, the interesting
data will be more strongly concentrated on the data tapes, but it will take proportionately
longer to fill a data tape.

e Tape Limited - This refers to situations in which the DAQ is completely saturated, or can
be saturated by increasing the beam intensity. In this case the event rate is constant and

the collection rate for interesting events will increase by the rejection factor.

Table 2.3 shows the rejection factors that the LVL2 trigger achieved under different experimen-
tal conditions. In many cases, E859 was brought to the beam limit goal. Some attempted trigger
conditions left the experiment so beam-limited that complementary data could be productively
taken in parallel (e.g., K*, K™, and p).

I would now like to re-express equation 2.8 in terms of the experimental live time because
this is a number that can be quickly determined from the experimental scalers. We first write

an expression for the fractional live time in terms of the number of events written to tape:

T:E

L=1- _T,_, (2 10)
where:
T: = time to write an event to tape. (2.11a)
E = events written to tape per spill. (2.11b)
y = spill time. (2.11¢)

This assumes two things:
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[ Trigger System Angle [ Field [ RF
14 4A 6.7

4B 5.1

24 4A 9.8

Kt*/K-/p Si+Al 4B 10.3
34 4A 13.9

4B 15.5

44 4A 21.7

4B 24.0

14 4A 4.8

4B 3.6

24 4A 8.1

K*/K-/p Si+Au 4B 7.2
34 4A 13.5

4B 13.3

44 4A 20.5

4B 19.6

24 2A 2.4

2B 2.6

K*/K-/p Au+Au 34 2A 41
2B 4.5

44 2A 1.5

2B 9.2

5 4B 2.7
14 4A | 20.7

K /p Si+Al 4B | 10.0
24 4A | 31.0
4B | 23.6

4 | 4A | 1338

K/p Si+Au B | 7.7
24 4A 25.0

4B 19.1
p Si+Al 14 4B 19.0
24 4B 48.0

P Si+Au 14 4B 11.0
24 4B 29.0

Kt Si+Al 5 4A 2.4
K* Si+Au 5 4A 2.0

2K=/p Si+Au (central) 14 4A | 15.3°
2rt Si+Au (central) 19 4A | 10.6°
27~ Si+Au (peripheral) 14 4B 8.4

2r~/A Si+Au (central) 14 4B 3.4
27t Au+Au (central) 21 4B 2.8

2Trigger conditions for the 2K+ data set in this analysis.
bTrigger conditions for the 2r+ data set in this analysis

Table 2.3: LVL2 rejection factors under different experimental conditions. Data sets are
minimum bias unless otherwise noted.
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1. All experimental dead time results from writing events to tape. This is a good assumption,
and without it the above expression is complicated by additional terms to account for the
dead time arising from LVL1 trigger decisions.

2. The time to write an event to a tape does not depend on the trigger type. This assumption
is good to ~ 30% if we compare triggered and untriggered events. It is much better
than this if we are comparing two different LVL2 triggering conditions. Without this
assumption, the above expression would have to be written as a sum over event types of

different sizes.
If we substitute equation 2.10 into equation 2.8, we obtain:

G _ Rp(1-Ly)

= . 2.12
Gz Ri(1-1Ly) @2.12)

Note that singularities are avoided because L = 1 corresponds to the situation where no events
are being written to tape. It may seem counterintuitive that the number of good events written
to tape per spill decreases with live time. But, remember that the live time is inversely

proportional to the number of events written to tape.

Design Decisions

The LVL2 design requirements outlined at the beginning of this section resulted in the
decision to implement the trigger logic, ailmost exclusively, with commercially available CAMAC
modules from the LeCroy ECLine family. This decision had many advantages:

¢ The modules were designed, debugged, supported, and replacable.

¢ The modules were not application-specific. This made them flexible enough to reconfigure
as the trigger design evolved. For instance, the late addition of a lookup table with infor-
mation on a particle’s charge allowed a 2K/p trigger condition not originally anticipated.
This greatly enhanced our p yields [Rot94]. This same modification made a A trigger
possible [Sun94].

¢ CAMAC resident modules are easily programmable.

e Data are processed on the LeCroy-standard ECLbus, a front-panel 16-bit bus using differ-
ential ECL levels. At 10 MHz the ECLbus is 10 times faster than the CAMAC backplane.

Since the bus connections are twisted-pair cables, the configuration is customizable.
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¢ The modules are designed to be operated in a data-driven mode. Every one is equipped
with Output and Output Ready (OR) signals. The timing relationship between these two
signals is exactly that required for the Input and Input Enable (IE) gates of following
modules. See figure 2-19 for an example timing diagram.

a) Output Signals
™ Output Data
~10 nsec
Output Ready
b) Input Signals
]
™ Input Data
~10 nsec
Input Enable

Figure 2-19: Timing diagram of LeCroy ECLine input and output signals. Note that the
relationship is the same, which allows the output from one module to be used as the input to
following modules, precisely the condition required for data-driven processing.

The Basic Idea

Figure 2-20 is a flow chart showing the trigger logic basics. The LVL2 trigger decision is
based on information from TR1, TR2 and TOF. With the receipt of a valid LVL1 trigger, the
LVL2 digitization continues to completion in ~ 5 usec. At this point, data are loaded into the
LVL2 trigger processor elements which loop over all combinations of hit TR1 wires and hit
TOFW slats. For every TR1-TOF combination, a lookup table (MLU_TR2P) is interrogated
to predict a corresponding TR2 hit from straightline geometry. Only tracks that could have
originated from the target are allowed. In parallel, other lookup tables are interrogated to
determine the momentum (MLU-MOM) and velocity (MLU_DPATH, MLU_TOFCOR) of the

particle candidate. For tracks confirmed on TR2, the momentum and velocity are presented
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initialize trigger

get TOF
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MLU_TR2P
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set VETO to
FALSE
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Figure 2-20: LVL2 trigger flow chart. See text for details.
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to a lookup table (MLU_PID) that contains PID cuts in any projection of these two variables.
In practice, the cuts were always momentum and mass windows. The trigger contains further
logic that allows it to count to two. A BUST condition can be enforced, in which a single TOF
slat is allowed to contribute a maximum of one track (MLU_TOFCHK). If processing finishes
within the TS pause interval (40 usec) and the event fails to satisfy the desired physics condition
the LVL2 veto signal is issued and the event is rejected. If there are so many combinations
(>~ 100) that the trigger processing does not finish within 40 usec, then the event is kept for
further analysis. Such events are called “timeouts.”

Ideally, the start of data digitization would be signaled by the presence of a vetoable LVL1
trigger. Unfortunately, the TS takes 250 nsec to make a decision. This delay would have
required the installation of many spools of delay cables to enforce the correct overlap between
signals and their required gates. To avoid this, data digitization is started with the EVENT
STROBE signal gated on computer busy EVENT STROBE is split; one branch clears all
countinghouse trigger modules, the other branch is used as the gate for TR1, TR2 and TOFW
signals. A delayed version of the same event’'s EVENT STROBE is used to clear the TR1, TR2
and TOFW readout devices. The delay value is set to be & =~ 270nsec if the TS decides that
an event passes no LVL criteria, and § ~40 usec if the event does satisfy some LVL1 trigger.
More details can be found in [CL91].

The Trigger Modules

In the following sections I will outline the function of each module used in the LVL2 trigger.
I will start with those modules used to read out TR1 and TR2. Next, I will discuss the modules '
needed to digitize the TOFW information. Finally, I will discuss those modules that are used
by the trigger to process this data.

Loading TR1 and TR2 (PCOSIII) TR1 and TR2 information is processed with modules
belonging to the LeCroy Proportional Counter Operating System (PCOS III). PCOS begins
with chamber-mounted preamplifier/discriminator cards that are read out by CAMAC resident
Delay-and-Latch modules. These modules are controlled by a dedicated CAMAC crate controller
which provides zero-suppressed bit patterns of hit wires across the ECL bus. Computer control
of the crate controller is achieved with a MicroVAX 3400 workstation and another LeCroy
CAMAC module, the Databus Interface. For a more detailed discussion of the E859 PCOS III
implementation, see [CL91].

90



2.14. TRIGGERING

16-channel Preamplifier / Discriminator Card (LeCroy Model #2735) A computer-controllable
threshold of up to 7.7V was available. To reduce cross-talk, this was bypassed by a 9.5V
external threshold. Applied thresholds were divided by a factor of ten on the chambers.

32-Channel Delay and Latch (LeCroy Model #2731a) These modules reside in a dedicated CA-
MAC crate, slaved to a specialized crate controller described below. Each module receives
data from two 2735 cards across twisted-pair cables.

Internal wire-wrap headers are available to obtain ungated (prompt) signals for each input
channel. These were connected as grand-OR’s to TTL open collector outputs. Qutputs
from each module were daisy-chained so that the resulting signal indicated the presence
of one or more hits in each chamber. These signals were used to create a SPEC trigger
more restrictive than that used by E802, see section 2.14.3.

Data present in the 2731a modules in coincidence with an EVENT STROBE signal are
latched (stored) in order to be read in by the trigger processing elements. The 2731a’s
have a very nice feature, called ‘Ripplethru Delay’, which eliminates the need for delay
cables to insure correct coincidence between the chamber data and the EVENT STROBE.
This feature is a computer-controllable in-module delay, § < 782.5nsec. This time was
not long enough to incorporate the TS LVL I decision, so the trigger digitization needed to
be started with EVENT STROBE. Steering bits allow data from different 2731a modules

in a single crate to be read in by distinct trigger processor elements.

Digital Readout Controller (LeCroy Model #2738) One of these modules resides in the E859
PCOS crate where it manages the 2731a modules. This module presents the trigger
chamber data to the trigger processing elements, zero-suppressed and in ascending nu-
merical order, via the ECLbus. Data Ready (DR) is a control signal provided to indicate
the presence of valid data in a matter compatible with this next stage of the trigger. A
BUSY signal, whose trailing edge indicates that the last hit has been processed, is also
provided. Figure 2-21 shows a timing diagram of the 2738 control signals.

Databus Interface (LeCroy Model #4299) This module provides computer access to the PCOS
modules. It allows the user to set the ‘Ripplethru Delay’ and the 2735 thresholds. It also
allows the user to load and read test wire patterns. This feature was expanded into a
series of diagnostic programs detailed in section 3.1.7.

Loading TOFW The inverted NIM outputs from the TOF discriminators in the counting-
house are delayed and input to BNL-designed NIM/ECL converters. These converters are
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Figure 2-21: Timing diagram of the 2738 control signals. From [CL91].
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single-slot CAMAC modules that accept 16 channels of NIM input through rear-panel connec-
tors and present their ECL equivalents on a 34-pin front-panel connector. These signals are
input to a LeCroy 16-channel Time-to-FERA Converter (TFC) module. The output of these
modules were designed to be input to the LeCroy 16-channel Fast Encoding Readout ADC
(FERA). Together the TFC and FERA make a fast (=5 usec) 16-channel TDC, and are known
as a FERET.

16-channel TFC - (LeCroy Model #4303) The TFC module is designed to create a constant am-
plitude pulse with a time duration equal to the difference between the input START and
STOP signals. With a front-panel potentiometer the amplitude of the TFC output can
be adjusted such that the product of the amplitude and longest acceptable gate exactly
saturate FERA dynamic range. The timing resolution of the TFC/FERA system is limited
to ~ 50 psec/channel. The FERA 10-bit dynamic range would thus naively translate into
a 50 nsec maximum TOF. Unfortunately, any signal within 40 nsec of the START gate has
a less-than-linear response. So 3 = 1 particles were timed such they arrived at the TFC
modules 40 nsec after the START. The charge output of a TFC given a 40 nsec gate is equal
to the charge that would be produced by a 20 nsec gate if the response was completely
linear with the slope in the linear region. Thus, this non-linearity reduced the maximum
TOF to 30nsec. Figure 2-22 shows this graphically. The 30nsec gate width has implica-
tions for the LVL2 trigger’s ability to process slow protons which can have TOF ~80nsec
in our spectrometer [Rot94].

16-channel FERA - (LeCroy Model #4300B) Two FERA options were available that balanced
dynamic range against digitization time. The option with 10-bit dynamic range and
4.8 us digitization time was chosen. The TFC output charge is fed into a FERA which
produces a digital value proportional to the time interval between the START and STOP
signals, subject to the non-linearities discussed above. Like PCOS, the FERAs present
zero-suppressed data, in numerically ascending order, via the ECLbus. The computer-
controllable pedestal subtraction feature is very important to the particle identification
ability of the trigger. This allows us to calibrate the absolute T for each channel to within
50 psec, see section 3.1.4.

FERA System Driver - (LeCroy Model #4301) This module collects and distributes all common
command and data signals for up to 22 model 4300B FERA's. It also contains a digital-
to-analog converter for FERA calibration.
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Figure 2-22: LeCroy Model #4303 TFC response and dynamic range.
Trigger Processing Elements As described above, information loaded into the trigger pro-

cessing elements from TR1, TR2 and TOF is used to determine whether or not an event passes
the physics cuts of interest. This section details the data and control signals of the necessary

modules.

Arithmetic Logic Unit (ALU - LeCroy Model #2378) The ALU has several different computer-
selectable options. It can perform simple arithmetical and logical operations on two
16-bit input words producing 32-bit output words. There are also “accumulator modes”
which operate on one input word and the result of previous operations. The LVL2 trigger
uses one ALU to add the times from each slat’s two phototubes, TOFU and TOFD. This
model number is correct despite the fact that it is the same as the PCOS Digital Readout
Controller described above.

Data Array (DA - LeCroy Model #2376 a) The DA is a 1024 x 1-bit random access memory. The
LVL2 trigger uses one DA to store the values of TR2 hit wires. The input word consists of
a 10-bit “search address” and a 3-bit “search width” (SWI). If a TR2 wire is found within
the search width of the search address, the DA produces one output bit indicating good
status.
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Data Stacks (DS - LeCroy Model #2375) The DS is a 256 word sequential memory for 16-bit
data. There are several control signals that are crucial for the trigger looping scheme

discussed below.

There is a Write Pointer (WP) which points to the next available address, and a Read
Pointer (RP) which points to the next unread word. A write cycle is started when the DS
receives a Write Enable (WE) signal. At this time the word present at the front panel
input is written into the memory location given by WP, and WP is incremented. A read
cycle is started when the DS receives a Read Enable (RE) signal. At this time the word at
the memory location given by RP is presented to the front panel, RP is incremented and
a Read Ready (RR) signal is issued. The first write cycle also generates a read cycle and
the resulting RR signal is the start of the trigger loop.

These two pointers are independent, which allows readout to begin before data has been
completely loaded. It can also put the trigger into a condition where data readout has
caught up to data loading, i.e.,, RP = WP. Under this condition the DS behavior is de-
termined by the value of the All Data In (ADI) signal. If this signal is true, indicating
the WP will not advance further for this event, then attempting to read at or beyond the
current WP generates a Read OverFlow signal (ROF). This signal indicates that all data
in the stack have been processed. If ADI is false and RP = WP, then action is delayed until
one of these two conditions changes. If data is written into the stack thus advancing WP,
then readout continues normally. If ADI becomes true, then a ROF signal is generated as
detailed above. As discussed on page 99, a misunderstanding of ADI operation caused an

error in trigger operation during the beginning of its first PID run.

Data Register (DR - LeCroy Model #2371) The DR is a 1 word 16-bit memory. The LVL2 trigger
uses two DR’s. One is used in the TOFW readout synchronization loop to store the Virtual
Station Number (VSN) of the current TOFW panel. The other is used in the “cluster-
buster” logic to store the TOF slat number of the previous valid track.

Flip-Flop (FF - BNL custom design) This is an in-house module designed to provide a CAMAC
flip-flop in ECL logic. The LVL2 trigger uses three of these modules. One in the logic
that the trigger uses to count to two. And, two (in the trigger configurations where the
one-particle and two-particle triggers have been separated) to latch trigger decisions until
TS interrogation at 40 usec.

Memory Lookup Unit (MLU - LeCroy Model #2372) The Memory Lookup Unit is a computer-
programmable 16-bit x 4096 word random access memory. The MLU input word requests
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the memory value at that same address to be presented as output. The 2732 allows the
user to trade input address space for output address space. In other words, the 16 x 4096
memory can be thought of as 4096 16-bit words, or 8192 8-bit words, or 16,384 4-bit
words, etc. The mode in which an MLU operates is computer-controllable and known as
the dimensionality, D. The number of output bits is given by 2°.

'T\cronym | Meaning ]
WP Write Pointer Data Stack
WE Write Enable Data Stack
RP Read Pointer Data Stack
RE
RR

Read Enable Data Stack
Read Ready Data Stack
ROF Read Overflow  Data Stack
ADI All Data In Data Stack
STAT Status Bit Data Array
SBR STatus Bit Ready Data Array

Table 2.4: LVL2 trigger signal acronyms. See text for details.

LVL2 Operation

Figure 2-23 is the complete LVL2 electronics diagram showing how the seven crates of
CAMAC modules described above were connected into the single-purpose computer we know
as the LVL2 trigger. It is difficult to get much more than the appropriate sense of awe from
this diagram. A x8 magnification color version exists for explanation purposes, but cannot be
included in a thesis. Figure 2-24 is a block diagram showing the geographical locations of the
different LVL2 functions. There is an exact correspondence between figure 2-23 and figure 2-24
which can be seen if the figures are overlayed. In the rest of this section I will describe the

operation of each of these functions in some detail.

Trigger Chamber Readout Data from the trigger chambers is processed by the PCOS III
dedicated controller described above. Steering bits direct TR1 information into a Data Stack
and the TR2 information into a Data Array. This happens much faster than the TOFW readout,
digitization and sychronization. It leaves the TR1 Data Stack (DS_TR1) ready to go, its ADI is
true, RP = 1 and WP = # TR1 hits.
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Figure 2-23: LVL2 electronics diagram, see text for details. Courtesy of L.P. Remsberg.
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Trigger
Chamber
Readout
TOFW
Readout
Exerciser
Interface
) Particle
Tracking Identification
Diag-
nostics
Trigger Track
Decision Counting
Close Track
Elimination

Figure 2-24: Geographical block diagram of the LVL2 trigger electronics. Adapted from [Zajb].
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TOFW Readout TOFW digitization takes ~ 5 usec. The TOFW is divided into ten panels
with sixteen slats in each panel. Each slat is read out by two phototubes (UP and DOWN).
If one of the phototubes fails to fire there will be an unmatched entry in the TOFW readout.
Since we want to sum the times from the two phototubes to get the particle’s time-of-flight this
entry must be eliminated. To do this, synchronization logic using two MLU’s (MLU_VSN and
MLU_SA) and a DR (DR_VSN) has been implemented.

The UP phototubes from each panel are read out a by single FERA. The same is true for the
DOWN tubes. UP and DOWN FERA's are each controlled by separate #4301 System Drivers.
Each FERA unit is programmed with a Virtual Station Number (VSN - the TOFW panel
number). Each FERA channel has a different Sub-Address (SA - the slat number in the panel).
Thus, VSN and SA uniquely determine the slat number. MLU_VSN and MLU_SA compare the
current slat numbers presented by the UP and DOWN System Drivers. If the number is the
same, the slat number and the times corresponding to each phototube are loaded into three
separate Data Stacks (DS_SLAT, DS_TOFU and DS_TOFD). If the slat numbers do not match,
the MLU’s will issue signals to increment the System Driver corresponding to the side with the
extra hit. This is possible because the TOFW slats are stored in numerically ascending order.
A more detailed writeup of this synchronization logic can be found in [LeC871.

The PASS signal from the last FERA indicates that all TOFW data has been read out. The
logical OR of the PASS signals from the two controllers is used as the ADI input to all three
TOF Data Stacks. As discussed above, ADI indicates that all data has been read into a Data
Stack.

Our misunderstanding of ADI led to a trigger error for the first portion of the February
1991 run. At that point, only the DS_SLAT ADI was being used; for DS_TOFU and DS_TOFD,
ADI was disconnected and left in its default (TRUE) state. Occasionally the tracking loop
would catch up with the TOF sychronization loop (we will discuss the tracking loop in the next
section). If this happened, the read cycle would be inhibited in DS_SLAT since its ADI would
be correctly FALSE. But, in DS_TOFU and DS_TOFD, ADI was TRUE. So, their read pointers
would be reset to zero and readout would begin with the times corresponding to the first slat.
If there were more slats to process after this condition, their information would be correctly
loaded into all three Data Stacks. The slat number would also be correctly loaded into the next
stages of the trigger processing. But, until the next event, the slat and timing information for
all slats would be mismatched. This led to a rather serious trigger bias and all PID triggered
data taken before this problem was fixed were ignored.

A similar, but harmless, error went unfixed until the September 1993 run. Once again the
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problem arose because the tracking loop could catch up with the TOF synchronization. Now
all ADI signals were properly set and if all currently loaded slat information had been read
(RP = WP), read cycles were suspended. This meant that the TOF ROF signal, which stops
the loop, was also suspended. This made it possible for the trigger to execute an extra loop.
This was a minor problem whose only ramification was a small worsening in the rejection
factors for two-particle triggers (e.g., an event with one pion looped over twice would count as
a two pion event). It did not introduce any trigger bias. The sohition to this problem was to
postpone the start of the trigger processing until all of the slat information was read out of the
synchronization loop. This was achieved by adding the ADI signal into the RE input for the
three TOF Data Stacks.

This solution was a byproduct of our attempts to fix the last known remaining trigger
problem. This problem is more serious because it may introduce a trigger bias, but it affects
only a very small portion (=~ 1/2%) of the events. I will personally give a gold star to the
person who figures out what is causing this problem. The symptom of the problem is that a
slat, along with its TOFU and TOFD times, will be loaded into the TOF Data Stacks twice and
the following slat and times will be skipped over. The result of this problem may be only an
effective TOFW inefficiency which would not represent any bias. But, since the origin of the
problem is unknown, it is difficult to be sure that there is no bias.

Tracking and PID The trigger is essentially a hardware implementation of a nested do-
loop. It is much easier to combine the discussions of tracking and PID since both sections of
the trigger are processed in parallel and use many of the same control signals.

DS_TR1 and DA_TR2 are loaded several microseconds before the slat Data Stacks. DS.TR1
therefore has ADI set to TRUE. The first write cycle initiates the first read cycle, placing the
eight-bit TR1 wire number on the DS_TR1 front panel and setting DS_TR1 RR to TRUE. The
trigger is poised, eagerly awaiting the first slat write cycle. At that time the first read cycle is
also performed, the eight-bit TOFW slat number is presented on the DS_SLAT front panel and
DS_SLAT RR is set to TRUE. This starts the trigger loop since the logical AND of these two RR
signals form the Input Enable (IE) signal for several MLU’s:

MLU_TR2P - The input TR1 and TOF positions define a straight line, and MLU_TR2P returns
the number of the TR2 wire that lies on that line. TR1-TOF combinations that form a track
outside of the spectrometer return a non-physical TR2 wire number. The eight-bit DS_TR1
and DS_SLAT outputs are combined into one sixteen-bit input address. This requires the

MLU’s to operate in dimensionality, D = 0, rendering them capable of returning only one
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bit of output. Since we need eight bits to identify a wire number MLU_TR2P is made up
of eight separate MLU's that each predict one bit of the wire number.

MLU-MOM - Assuming that a track originates at the target and undergoes no y-displacement,
its momentum is defined by its TR1 wire and TOFW slat. There are five output bits for
the magnitude of the momentum giving a momentum resolution of dp = 3% X pmas. A
sixth output bit gives the track’s sign. These MLU’s also operate at D = 0, so six MLU’s

are required for the six bits of information.

MLU_SWI - This MLU gives us the capability of having a slat-dependent search width (SWI)
around the predicted value of TR2. This is needed because the TOFW has slats of two
different widths. Since only the TOFW slat number (8-bits) is needed as input, MLU_SWI
was operated at D = 4, allowing all three bits to be returned by one unit (along with 13
unused bits).

MLU_DPATH - With the same assumptions used in MLU_MOM (known track origin and no
y-displacement) a track’s TR1 wire and TOFW slat will uniquely determine its pathlength
in the spectrometer. This MLU returns the difference between the calculated pathlength
and the minimum pathlength (L ~ 660cm). With three output bits, the pathlength
difference can be determined to only 12.5%. But, the maximum pathlength difference is
only = 10% of the total pathlength, so §L/L < 1.25%. The pathlength for adjacent wires
and slats is so similar that the least significant bit of the TR1 wire number and TOFW
slat number were removed from the MLU_DPATH input. With only fourteen input bits,
MLU_DPATH could be operated at D = 2 which produces four output bits, of three were
used.

MLU_TR2P and MLU_SWI strobe their outputs into DA_TR2 to look for a TR2 wire within
the search width of the predicted TR2 wire. The output of DA_TR2 includes a STAT signal (set
to TRUE if the wire is found) and Status Bit Ready (SBR), (set to TRUE when STAT is valid).
If STAT is FALSE, then processing for that track is finished. If STAT is TRUE, then MLU_PID
needs to be checked.

The track’s velocity is being calculated in parallel with the above MLU operations and the
TR2 verification. The first step is to calculate the track’s TOF with ALU.TOFSUM according
to TOF = (TOFU + TOFD)/4. We divide by four (instead of two) because the extra accuracy of
the last bit is unnecessary. The (integer!) division is accomplished simply by leaving the two
lowest significance output bits unconnected. The output of MLU_DPATH and ALU.TOFSUM
serve as input to MLU_TOFCOR which, despite its name, calculates the track’s velocity. This
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table must be programmed with a timing offset that will allow it to correctly translate FERA
channels to a physical flight time, see section 3.1.3. We use nine bits of the MLU.TOFCOR
output.

The output of MLU_TOFCOR and MLU_MOM are the input for MLU_PID which is interro-
gated for every valid track. This MLU is operated at D = 1, providing two bits of output. These
two bits can usually be interpreted as “one-particle” and “two-particle” bits. To set up a one-
particle trigger, define the desired valid PID region in momentum and mass. Set the MLU_PID
value at the corresponding address to one. All particles in the defined window will produce an
MLU_PID output of one which latches the LVL2 veto FALSE. To set up a two-particle trigger,
define the desired valid PID region in momentum and mass. Set the MLU_PID value at the
corresponding address to two. All particles in the defined window will produce an MLU_PID
output of two. This signal enters the counting logic which will latch the LVL2 veto false if it
counts two valid tracks. Note that the trigger can be configured to accept one-particle triggers,
two-particle triggers, and logical combinations of one and two particle triggers. If we are willing
to make a few hardware modifications, we can even demand two different single particles (in a
logical AND or OR).

The LOOP-KICK signal is formed as the logical OR of STAT A SBR (from DA_TR2, TRUE
for invalid tracks) and the Output-Ready signal from MLU_PID (only TRUE for valid tracks).
This signal pushes the trigger processing to completion. It does this by initiating read cycles on
DS_TR1 and DS_SLAT (by firing their RE inputs) after each combination finishes its processing.
Note that TR1 is the inner loop. This is enforced in hardware by the presence of the DS_TR1
ROF signal as a logical AND in the DS_SLAT RE input signal. This blocks the RE input until
DS_TR1 has completed reading out its data. When DS_TR1 has completed readout, its ROF
comes true and its RP is reset. When LOOP-KICK comes the next time, DS_TR1 readout
begins again with the first TR1 wire and DS_SLAT is incremented to the next TOFW slat.
When DS_SLAT is finished processing its ROF signal is forced true. The logical AND of the
two stack’s ROF signals (ROF A ROF)? stops LOOP-KICK, indicating the completion of trigger

processing.

Counting and Busting Counting and Busting only occur for two-particle triggers. The
counting logic simply adds to two, while the BUST logic makes sure that the two particles come
from different slats. This reduces the amount of background accepted by the trigger. This does

not introduce any bias since slats that are hit twice will have erroneous timing information

9You are pronouncing this right if you sound like a dog.
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and will not be used in offline analysis.

The heart of the counting logic is a simple Flip-Flop. The Flip-Flop is initialized with Q =
FALSE and Q (necessarily) = TRUE. The MLU_PID two-particle trigger output bit is logically
AND’ed with both Q and Q. The AND of the first particle to satisfy the two-particle trigger
condition with Q will be TRUE. This signal strobes the Flip-Flop so that Q is now TRUE
and Q is (again, necessarily) FALSE. This signal also strobes the track’s TOFW slat into a
Data Register for use in the BUST circuitry. The AND of any other particles that satisfy the
two-particle trigger condition with Q will be TRUE. This signal strobes the Input Enable of
MLU_TOFCHK with a sixteen-bit input address made up of the current track’s TOFW slat
number and the TOFW slat number stored in the DR for the first PIDed track. If the TOFW
slat numbers are not identical, the trigger has been satisfied.

Diagnostics There are three diagnostic Data Stacks that store information useful for debug-
ging the trigger. DS_.FOUND stores the wire and slat numbers of TR1-TOF combinations that
formed valid tracks. These combinations are strobed in a second time if they satisfy the PID
cuts. DS_.ILOVEU' and DS_ELIOT!%are strobed by LOOP-KICK, and thus store information
from every combination. Table 2.5 shows the bit representation of the stored information.

[ Data Stack L Bitsi Information l

DS.ILOVEU | 0-8 | MLU_-TOFCOR Output Word
9-14 | MLU_MOM Output Word

15 | DA_TR2 STAT
DS_ELIOT 0-7 | MLU_TR2P Output Word
8-10 | MLU_SWI Output Word
11-13 | MLU_DPATH Output Word
14-15 | MLU_PID Output Word

Table 2.5: Information stored in the LVL2 diagnostic Data Stacks.

10These are sound gags, say the names out loud.

103



CHAPTER 2. EXPERIMENTAL APPARATUS

104



Chapter 3

Collaboration Software

A tremendous amount of software needs to be written in order to make an experiment the
size of E859 work. In this section I will briefly describe the aspects of this software which are
vital to any analysis of data from the E859 spectrometer. Many of the software tools used by
E859 were developed at CERN and by the CDF collaboration at Fermilab. The experiment
uses both YBOS [Qua89] and ZEBRA [ZEB92] data structures. All collaboration standard code
is written using a program shell known as ANALYSIS CONTROL [{SQ87]. This shell provides
a convenient way to combine code for several different detectors into one executable. Many
important items are stored in several databases based on the VAX relational database (RDB)
utility [RDB87].

The original software design for the experiment called for three analysis passes. All detector
calibrations were to be performed as a part of PASS1. More complicated analyses, primarily
track reconstruction, were to be performed as a part of PASS2. PASS3 was to consist of particle
identification. In truth, these tasks have become scrambled over the years. Many of the
calibration procedures need to be performed in two stages interrupted by human intervention,
thus PASS0 was born. PASS1 and PASS2 were subsequently combined into PASS12.! PID and
TOFW recalibration are both performed in PASS3.

As a result of this tangle, I find it easier to present this section as a series of program
chains, each addressing a specific problem. I will first discuss the software necessary to test
and implement the LVL2 trigger. Next, I will describe the procedures needed to calibrate all
critical detector systems. Next, I will describe the algorithms used to reconstruct tracks and

INew students may not yet appreciate how amused elder graduate students were when the author naively asked
what functions were performed in “pass-twelve.”
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perform particle identification. Finally, I will detail the software that creates the framework
for all experimental Monte Carlo calculations.

3.1 LVL2 Software

Operation and testing of the LVL2 trigger required a large and varied amount of software.
A MicroVAX 3400, known as BNL859, served as the host computer. Communication with
the LV L2 CAMAC modules was achieved with a Q-Bus interface daisy-chained between five
KineticSystems 2922 CAMAC crate controllers.

The remainder of this section describes the software written to perform the following tasks:

o Storage of LVL2 configurations in a run-keyed database - This database is extensively
used for offline trigger bias studies.

o Lookup table generation - This program chain translates the desired physics goals (e.g.,
2K*, B=4A) into the memory values of the nine different MLUs.

e TOFW calibration - This program chain calculated the FERA pedestal values which, when
combined with a global offset, would return the proper flight time.

¢ Communication of BNL859 with the E859 data acquisition computer (BNL802) - These
routines coordinated the start of a run with initialization of the trigger and storage of the
trigger configuration in the LVL2 database.

o Trigger control - This includes routines to load the lookup tables into the MLU units and
routines to set the operational state of all trigger modules.

o Trigger “exercising” - These are programs which initiate the looping action of the trigger
with known inputs. The trigger output can then be compared to expected values. These

routines also allow oscilloscope diagnosis of any trigger hardware problem.

e Online Monitoring - This program allows immediate diagnosis of a variety of known
LVL2 failure modes.

e Trigger Emulation - This program will reproduce trigger response in software given TR1/2
and TOFW input and a LVL2 configuration.
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3.1.1 INTER

Before discussing each of these different software tasks the INTER program needs to
be introduced. This program was written by many people, and more details can be found
in [Mor94, Mor91]. This program is based on the same KUIP interface as PAW. Many of the
functions described below are available as simple INTER commands. These commands may
take user-input parameters and have full documentation online thanks to KUIP’s menu-driven
help capability.

3.1.2 LVLZ2 Database

The LVL2 database was designed, and access routines written by Dave Morrison. It is based
on the ZEBRA memory manager [ZEB92] augmented with generalized database manipulation
routines written by Brian Cole. The database stores a configuration keyed by the run number.
A configuration consists of the MLU contents, the FERA pedestals and the hardware map
which translates each CAMAC module into a crate and slot number. All interaction with the
database is achieved through the INTER program. For a more detailed writeup, see [Mor91].

3.1.3 Lookup Table Generation

The nine different LVL2 lookup tables can be divided into two broad categories. MLU_TR2P,
MLU_MOM, MLU_DPATH, MLU_TOFCOR? and MLU_PID depend on the magnet setting (field
and polarity); MLU_.VSN, MLU_SA, MLU_SWI, MLU_TOFCHK do not.

Generation of tables that depend on the magnetic setting is a rather complicated process. In
the first stage a Monte Carlo simulation is performed. In this simulation, particles are tested
for acceptance in the spectrometer. All physics processes (energy loss, multiple scattering, etc.)
are ignored. The TRY/2 wires, TOFW slats, momentum and pathlength of all particles in the
acceptance are written to unformatted files known as data files.

In the next step the data files are read and average values of TR2 wire number, path-
length and momentum are calculated for each TR1-TOFW combination. The momentum and
pathlength are then binned. For the pathlength, L, we can calculate the bin size, AL:

L — Lin

AL= (Lmaz - Lmin) /NL ' (31)

where Ly, and L, are user-inputs, and Ny = 8 since there are three MLU_DPATH output

2MLU_TOFCOR depends on the magnet setting only indirectly through its MLU.DPATH input.
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bits. This process is slightly more complicated for momentum because of the optional presence

of an overflow bin. Momentum is binned according to:

(

P—Pmin
(Ppilmo: “Pmm)/Np

Pmin < P < Ppidmar = Pmaz

(3.2)

(p,i‘m.,{;‘:.ﬁ/(N,—l) Pmin < P < Ppidmar < Pmaz

32 Pmin < Ppidmaz < P < Pmaz (the overflow bin)

\

Pmin, Pmaz 8Nd Ppidmaz are user-inputs, and N, = 32 since there are five MLU_MOM output bits
(the sixth output bit indicates the charge of the combination and is ignored in this discussion).
The value of ppidma- controls the size of the overflow bin.

The binned values of 3 are generated by looping over the binned pathlength and the possible
TOFSUM values. The user must enter the global timing offset whose value gives physical flight
times.

The analog mass corresponding to each momentum and 3 bin is looped over to make the PID
physics table. PID cuts are imposed at the next stage, when the data is put into bit patterns
that can be used as MLU input. PID cuts are made at the INTER command line. Current
possibilities include momentum cuts, mass cuts and 3 cuts. There is also an option available
to call a user-written routine which will make any cuts desired. In practice, only momentum
and mass cuts were used.

The final step in lookup table generation is parsing the physics tables into bit patterns
suitable as MLU input. Although a menial task, this was not always trivial. Recall that the
MLUs have a programmable dimensionality which determines how its 4096 x 16-bit memory
is divided between input address space and the number of output bits. Most of our MLUs
operate in dimensionality, D = 0 which takes a 16-bit input address and presents 1-bit of
output. Unfortunately, the MLUs need to be programmed in dimensionality, D = 4, with 16-bit
memory values.

The easiest way that I find to discuss the programming of an MLU is to turn the problem
around and discuss which portion of the MLU memory a given input word will address. For
this discussion it will help to refer to figure 3-1. Consider the general case with arbitrary D.
The lower 12 bits of the input address are called the RAM address (RAM € [0,4095)). The
upper 4 bits are called the nibble® (nibble € [0,24~C — 1]). The number of bits in the output
word (the region of the MLU memory being addressed) is given by S = 2°. RAM determines

3Short for “half-byte”, I am not making this up.
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16-bit Input address

15 12 n [

1514131212109 8 7 65 ¢ 3 210

[T

3
4004
4095

Figure 3-1: Illustration of MLU interrogation. The lower 12 bits of the input address deter-
mine the column being interrogated. The upper 4 bits (nibble) and the MLU dimensionality
determine the row being interrogated. See text for details.
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which of the MLU’s 4096 16-bit words is being addressed, nibble points to the first bit of output
word that is being addressed, B = S x nibble. Thus, for D = 0, the output word is always 1 bit
long, and the position of this bit is given by the nibble. Similarly, for D = 4, the output word is
16 bits and the first bit is always 0.

This process needs to be reversed when calculating the memory value with which to program
the MLU memory. So, for D = 0, sixteen different input addresses are combined to form one
MLU address value. For MLU_TR2P and MLU_MOM several MLUs each contain one bit of the

output and things get even more complicated.

3.1.4 LVL2 TOFW Calibration

In calibrating the LVL2 TOFW timing, there were only two variables we could adjust; a
global timing offset, 7¢'*** and the FERA pedestal values for each TOFW slat. 7§ needed
to be properly accounted for in MLU_TOFCOR so that its values could be properly mapped into
physical flight times. The FERA pedestal values are effectively an offset for each slat, and are
automatically subtracted before the FERA values were loaded into the data stacks, see page 99.

The method for calibrating these constants was developed by Hiro Sakurai and Ole Voss-
nack. The FERA pedestal values were initially set to be 128, the exact center of their dynamic
range. Several runs were taken with both magnet polarities so that there would be negative
tracks illuminating both sides of the TOFW. Negative particles were assumed to be 7~’s (<5%
contamination) from which a value for 7§'®* could be obtained. With T3'*** fixed, initial
FERA pedestal values could be obtained. The process was then iterated by using these cal-
ibrated FERA pedestals to identify »*’s which doubled the statistical accuracy of the FERA
pedestal values.

During the course of the run the timing calibrations were checked with the online monitor,
see section 3.1.8. Calibrations could be maintained within the 50 psec FERET channel width
for every slat.

3.1.5 BNLS802 and BNL859 Communication

Communication between E859’s two computers is achieved through a set of four command
files run on BNL802 that use the VMS remote task feature. Each command file performs one
of the following tasks [Moral:

1. Initialize the MLU contents.

2. Wait for indication that item #1 has finished.
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3. Record LVL2 trigger configuration in the LVL2 database.

4. Verify the MLU contents and put all modules into run mode.

3.1.6 Trigger Control

It is important to be able to easily control the state of the trigger, where the state of the
trigger is defined by:

e Which of the two mutually exclusive modes the LVL2 CAMAC modules are in. The
first, in which computer communication along the CAMAC dataway is possible, is used to
configure the trigger and for debugging. The second, in which intermodule communication
across the ECLbus is possible, is used to collect data.

¢ The MLU dimensionalities.
e The MLU memory values.
e The FERA pedestal values.

Subroutines, callable as INTER commands, exist to control each of these items.

3.1.7 Trigger Exercisers

The LVL2 trigger was designed to be data-driven. However, it needed to be tested without
wasting expensive beam. For this purpose, several programs were written which load the
trigger with fake data and use a computer-generated JUMP-START signal to begin the trigger
processing. These programs start the trigger at different points in its processing and are used
in a binary-search manner to diagnose hardware malfunctions.*

The exercisers could be run in two modes. In the first mode, some output of the trigger
processing could be compared to expected values. This was usually the first thing tested. If
there were inconsistencies, the exercisers could be run in an infinite loop mode in which JUMP-
START is continuously strobed. This mode allows us to trace the trigger logic signals with an
oscilloscope.

All of the different exercisers are written up in great detail in [Sol91], but I will mention
each of the important ones:

4For example, the cabling to the flip-flop at the heart of the trigger might get pulled out by errant signal cables
attached to an oscilloscope needed by an overeager graduate student.
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o camac_loop-test - This is the most primitive of all of the exercisers. Fake data is loaded
directly into DS_.TR1, DS_TOF, and DA TR2 and the trigger loop is initiated. The
DS_FOUND output is checked to make sure the correct tracks are found. This pro-
gram does not load sensible timing values, so the PID portion of the trigger cannot be
checked.

o pcos-looptest - This exerciser goes one step beyond camac_loop test by loading the trigger
chamber information directly into the PCOS 2731a latch modules before initiating trigger
processing. After this stage it is identical to camac_loop zest.

o mondo_looptest - This exerciser loads TOFW information into the FERASs and so tests the
entire TOFW loading and synchronization portions of the trigger logic. Unfortunately it
i8 not possible to load a test bit pattern into the FERAs. Instead, we have to disconnect
the FERA input cables from the TOFW discriminators and strobe them directly. This
precludes loading physical times into DS_TOFU and DS_TOFD and so this loop also fails
to check the PID portion of the loop.

o pid_loop-test - As its name suggests, this exerciser was designed to test the PID portion of
the loop. The user is prompted for the minimum number of one-particle PID tracks, two-
particle PID tracks, non-PID tracks and non-track combinations with which s/he would
like to load the trigger. The program loads the current LVL2 configuration into memory
and randomly selects hit and timing information that will give the starting conditions
requested by the user.® After the trigger completes its loop, the trigger emulator program
is run, see section 3.1.9. Diagnostic output from every MLU for every combination is

compared to the same output from a software version of the trigger.

3.1.8 LVL2 Monitor

A comprehensive online monitor program was vital to trigger maintenance throughout the
run. A VMS remote task was used to automatically write a small fraction of a run’s events to
a disk using the DAQ’s event pool feature. Once this file was closed, this same remote task
submitted a command file to run the LVL2 monitor program.

This program filled many diagnostic histograms, usually histograms that highlighted some
problem discovered during the developmental stage. Once the trigger was working, most of

5The randomization turned out to be important when it helped us find some combinations that were susceptible to
subtle timing problems. These timing problems resulted from the fact that the tracking loop finishes in a different
amount of time depending on whether a track is found or not.
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these histograms were not needed. They are still all filled, but almost none of them are

examined for every run. The histograms that are examined every run include:
e TR1/2 and TOFW distributions which show any dead elements.

o A series of different timing histograms which are used to maintain excellent TOF calibra-

tions.

3.1.9 Trigger Emulation

The trigger emulator program was written to perform a software version of all the trigger’s
functions given TR1/2 and TOFW input as well as a trigger configuration. This program first
accesses the LVL2 database and reads the requested MLU tables into memory. It then performs
the nested loop over TR1 wires and TOFW slats. Checks are made on valid tracks and valid
PID. There is logic to count to two, keeping track of the requested busting scheme. The trigger
decision is then returned along with diagnostic output showing the values of every MLU for
every combination.

The output of this program can be used to make sure the trigger is working, see section 3.1.7.
This information can also be used with veto-out runs to perform bias studies and rejection factor
studies.

3.2 Beam Counter Calibration

Like the TOFW, BTOT and BTOF have both ADC and TDC information.

There are no calibrations that need to be applied to the TDC information. All valid beam
particles mu