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Abstract

This thesis presents the analysis and interpretation of passive seismic data
collected in a 20-month monitoring period. The investigation is divided into four studies,
each focusing on a different aspect of the seismic data to infer the reservoir properties.
First, I applied three different methods (the iterative linearized, nonlinear grid-search, and
double-difference methods) to relocate 405 microearthquakes that occurred between
October 1999 and June 2001 in a producing field in Oman. A numerical technique is
applied to “collapse” the relocated hypocenters and to find the simplest structural
interpretation consistent with the data. Comparing the methods, the applicability of
waveform correlation methods such as the double-difference in this case is limited by the
relatively large number of events with dissimilar waveforms. Unlike the iterative
linearized method, the nonlinear grid-search method gives the best results with the
smallest average rms error of the absolute locations because it avoids the local minimum
problem. The relocated hypocenters clearly delineate nearly vertical, northeast-southwest
striking faults near the crest of the field, which is consistent with the graben fault system
mapped by surface geologic surveys and reflection seismic interpretations. I also
performed statistical tests to estimate location errors, and found that the station geometry
is the major factor that limits the accuracy of focal depths.

Secondly, this thesis presents a non-linear wavelet-based approach to linear
waveform inversion of high-frequency seismograms for the estimation of a point source
mechanism and its time function. For earthquake mechanism inversions, it is important to
stabilize the problem by reducing the number of parameters to be determined.
Commonly, overlapping isosceles triangles or boxcar functions are used for the
parameterization of the moment tensor rate functions (MTRFs). Here, I develop a
wavelet-based strategy that allows us to construct an adaptive, problem-dependent
parameterization for the MTRFs employing fractional spline wavelets. Synthetic results
demonstrate that the adaptive parameterization improves the numerical approximation to
the model space and therefore, allows more accurate estimations of the MTRFs. The
waveform inversion is performed in the wavelet domain and leads to a multiresolution



sparse matrix representation of the inverse problem. At each resolution level a
regularized least-squares solution is obtained using the conjugate gradient method. The
wavelet-based waveform inversion method has been applied successfully in three real-
data examples: the April 22, 2002 Au Sable Forks, New York earthquake, the September
3, 2002 Yorba Linda, California earthquakes, and 11 M>1 microearthquakes in a
producing field in Oman. In the Oman field, the dominant styles of focal mechanism are
left-lateral strike-slip for events with focal depths less than 1.5 km, and dip-slip along an
obliquely trending fault for those with focal depths greater than 2.0 km.

Thirdly, the covariance matrix method of shear-wave splitting analysis is
presented. Different from conventional methods that usually analyze only two horizontal
components, this method processes all three components of the seismogram
simultaneously, allowing not only orientation but also dip information of fractures to be
resolved. Synthetic test results show that this method is stable even for high noise level.
The method is applied to the Oman microearthquake records that display distinctive
shear-wave splitting and polarization directions. From the polarizations, I estimate the
predominant subsurface fracture directions and dipping angles. From the time delays of
the split wave I determine the fracture density distributions in the reservoir.

Finally, I examine the spatio-temporal characteristics of the microseismicity in the
producing reservoir. The frequency-magnitude distribution measured by the b-value is
determined using the maximum likelihood method. I found that b-values are higher for
events below the deeper Shuaiba oil reservoir than those above. Also, the feasibility of
monitoring the temporal change of b-values is demonstrated. The analysis of production
and injection well data shows that seismicity event rates in the field all strongly
correlated with gas production from the shallower Natih Formation. Microseismicity,
focal mechanisms, GPS analysis, and production / injection well data all suggest the NE-
SW bounding graben fault system responds elastically to the gas-production-induced
stresses. Normal faulting is enhanced in the reservoirs by the compaction related stresses
acting on the graben fault system.

Thesis Advisor: M. Nafi Toksoz
Title: Professor of Geophysics, MIT
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Chapter 1

Introduction

1.1 The Main Goals of the Thesis

The producing oil and gas field in the Sultanate of Oman presented in this thesis
has been one of the largest oil-producing fields in the country since its discovery in 1962.
It is referred as the Field hereafter. Starting in 1996, increasing seismic activities have
been reported by staff working in the Field, and surface subsidence of up to 50 cm in the
center of the field has been observed by Interferometric Synthetic Aperture Radar
(InSAR) and leveling surveys. Horizontal displacements associated with vertical
subsidence have been known to cause damage to well casings in the producing fields
(Maury et al., 1992). Although currently there are no obvious manifestations of well
damage in the Field, further compaction of the reservoir may lead to problems, such as
leakage of the connectors of the well casing or loss of well access due to buckling and
bending. The first objective of the seismic and surface subsidence monitoring in the Field
is to provide information about the magnitude and spatial variations in Natih Formation
compaction. The second objective is the identification of seismic risk to the surface
facilities from the largest microseismic tremors that can be expected at the field. This will
provide reference for seismic design of buildings and engineering structures on the

surface of the field.
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The final objective of this study is to integrate passive microseismic monitoring
techniques for reservoir characterization. Since earthquakes often are associated with
structural weaknesses such as faults, microseismicity in oil fields can be used for
detailing structural and dynamic properties of the subsurface reservoir. Reservoir
heterogeneity at a variety of scales can be caused by structural complexity, stratigraphy,
or pore system continuity. These factors create barriers or baffles to fluid flow, and may
significantly hinder fluid production. The interpretation of the microseismic event
characteristics increases our understanding of the response of these geologic structures to
man-made stress perturbations within the reservoirs, which allows more efficient
management of future drilling locations and reservoir production planning. With these
objectives in mind, I analyze the passive seismic data to obtain (1) precise locations of
the event hypocenters, (2) to gain knowledge of the source processes, (3) to perform
seismic waveform inversion, (4) to improve understanding of the triggering mechanisms

of the induced seismicity, and (5) to integrate microseismicity and geodetic data.

1.2 Previous Studies of Induced Seismicity in Petroleum

Reservoirs

Induced seismicity means earthquakes that are caused directly or indirectly by
human engineering activities. Engineering sometimes perturbs the regional stress field
that is near to its failure strength and leads to induced seismicity. These earthquakes also

occur in different geologic settings. Induced seismicity has been observed during the
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fillup of water reservoirs (Piccinelli et al, 1995), oil and gas extraction (Grasso, 1990;
Rutledge et al. 1997), enhanced oil recovery (Phillips et al., 2000), mining activity
(McGarr et al., 1990), fluid injection and disposal (Tabeli & Cornet, 1987), geothermal
operations (Li et al., 1998; Phillips et al, 1997), underground nuclear explosions (Boucher
et al, 1969, Hamilton et al., 1969), and large-scale construction works (Milne & Berry,
1976, Grasso, 1992). Hypocenters of this type of earthquake are usually located within or
near the rock mass under action, but can also appear at a distance of several kilometers
away. Theoretically, induced earthquake energy can reach the maximum for natural
seismicity depending on the tectonic stresses in the region. Although many of these
earthquakes are small in magnitude, they can still have significant social and economic
impact due to the proximity of these events to the engineering constructions that trigger
them. In the following I will briefly summarize previous studies of induced seismicity in

oil and gas fields.

The problems related to induced seismicity in oil and gas fields have been known
since 1920s when geologists detected subsidence and earthquakes in the Goose Creek oil
field, Texas (Pratt & Johnson, 1926; Snider, 1927). It was suggested that the subsidence
and seismicity were directly related to the oil extraction. Similar observations were
reported for the Wilmington field, California, where the rate of oil extraction rose rapidly
after 1946 and reached its peak at the end of 1951. Subsidence (Plumlee, 1962) and a

series of earthquakes occurred between 1947 and 1961 (Kovach, 1974).
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The introduction of injection technology in enhancing oil and gas recovery has
also been shown to be a cause of induced seismicity. The Rangely oil field in western
Colorado was a famous example. Seismicity monitoring at the Rangely oil field was
undertaken in 1967 in a joint venture between the U.S. Geological Survey and Chevron
Oil Company, to test the feasibility of controlled earthquake generation. A three-phrase
program was undertaken in 1969 to monitor the seismicity during a controlled series of
waterfloods. The program, which ran for four years, demonstrated that raising and
lowering the injection fluid pressure in the subsurface could turn induced
microearthquakes on and off in Rangely. It confirmed that earthquakes could be triggered
by the increase of pore pressure and resulting reduction of effective normal stress due to
fluid injection (Raleigh et al., 1976). Other recent case studies of induced seismicity in

hydrocarbon fields are summarized in Table 2.1.

Mrea Cause Source
klsund field, North Sea, postglacial rebound, overpressure |[Wiprut & Zoback, 1999
orway
\Valhall field, North Sea, Norway|depletion Zoback & Zinke, 2002
Ekofisk field, North Sea, . Zoback & Zinke, 2002
Norway depletion Teufel et al., 1991
Eriddings field, Texas injection (hydraulic fracturing) Phillips et al., 2002
FZ;‘;‘:Q" Cotton Valley field,  .ection (hydraulic fracturing) Rutledge & Phillips, 2003
Elinton County, Kentucky depletion Rutledge et al., 1998
ILacq field, France depletion Segall et al., 1994
Eagle & Eagle West field, BC, depletion Horner et al., 1994
anada
leepy Hollow field, Nebraska [injection (enhanced recovery) Evans & Steeples, 1987
old Lake field, AL, Canada injection (enhanced recovery) Talebi et al., 1998
. . Wetmiller, 1986
Strachan field, AL, Canada depletion Baranova et al., 1999

Table 2.1. Recent case studies of induced seismicity in petroleum reservoirs.
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Passive seismic monitoring is the practice of recording, analyzing, and
interpreting earthquakes with local magnitudes M; < 2.5 (Rieven, 1999). Reservoir
characterization nowadays depends on the integration of information from geology,
geophysics, and petroleum engineering to improve the description of reservoirs. Key
information necessary to describe reservoir characteristics includes the geometry of the
reservoir (e.g., faults, fractures, depositional units) and its physical properties (e.g.,
porosity and permeability). Although passive microseismic monitoring has not been used
traditionally in oil and gas fields, it has shown promise as a method to monitor the
dynamic behavior of reservoirs during the development phase. Because of this, the value
of passive microseismics has been increasingly recognized recently (Fehler et al., 2001,
Maxwell & Urbancic, 2001; Pavlis, 2003). It can provide important information on the

reservoir at locations as far as several kilometers from boreholes.

In most cases, only weak seismic events are induced in oil and gas fields, and they
cannot be felt or detected by regional seismic networks. Earthquakes generally follow a
power law distribution, meaning that smaller events are more numerous than the larger
ones. Only sensitive local seismic networks inside the field can detect them, preferably
with the sensors placed in a downhole environment (Jones & Asanuma, 2004) in order to
minimize the influence of signal attenuation and high noise level close to the surface.
This results in a significant increase in the number of smaller events recorded. These
small seismic events carry important information pertaining to the location of zones of
weakness and seismically active faults or fractures in the petroleum reservoirs. Since

fractures usually dominate the permeability, especially in carbonate reservoirs, the ability
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to map them has direct applications to reservoir development and management. Previous
studies (Rutledge et al., 1998; Fehler et al., 2000) have shown that induced seismicity
data provide highly detailed information about the fractures systems that most other

geophysical methods cannot resolve.

It has been suggested that the gross flow paths affected by hydraulic fracturing
can be mapped using the microearthquakes induced during the injection operation. Barton
et al. (1995) have shown correlations of high permeability along fractures in crystalline
rocks that are oriented such that resolved shear stress is high. Therefore, potentially
important reservoir flow paths along critically stressed fractures, and the location of the
oil front being displaced by water or gas could be revealed by microseismicity patterns
generated by reservoir stress changes. Other recent studies also attempted to estimate
time variations of reservoir permeability (Shapiro et al., 1999), porosity, and stress

(Baisch & Harjes, 2003; Teanby et al., 2004) from microseismicity patterns.

Also, mapping microseismic events both spatially and temporally can identify
those volumes of reservoir reacting to stress change at that particular time. Stress changes
can be induced outside the reservoir, where no pore-fluid content changes need to occur,
due to reservoir volume changes accompanying pressure and temperature drawdown
(Segall, 1989; Segall & Fitzgerald, 1998). Microearthquakes induced above the reservoir
could be used for monitoring and characterizing deformation in the overburden. In the

case where surface subsidence associated with reservoir compaction occurs, source
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mechanisms of microseismic events can help verify geomechanical modeling

assessments of the compaction strains and cap rock integrity.

1.3 Thesis Outline

The thesis is organized to develop and demonstrate methods and concepts of
reservoir characterization using passive microseismic data. The contents are presented in
five chapters. Chapter 1 presents the main objectives of this thesis, and a brief summary
of previous studies and advances of passive microseismic monitoring in oil and gas

fields.

Processing of passive seismic data begins with estimating the 3-D hypocentral
locations and origin times. Chapter 2 presents full descriptions of three location
algorithms: the iterative linearization method, nonlinear grid-search method, and relative
location methods. The interpretation of the location results is aided by using the
collapsing method to simplify the diffusive event “cloud” structure, and by measuring the

planarity of the hypocenters using polarization analysis.

To study the dynamic characteristics of a reservoir through the use of passive
microseismic data, it is necessary to know the source mechanisms of the events. Chapter
3 presents the theoretical development of a new waveform inversion method for source

mechanism based on the wavelet transform. Numerous synthetic tests show that the

16



method is stable and yields better results compared to the conventional time- and
frequency-domain methods that use boxcars and triangular functions for
parameterization. The method has been successfully applied to three examples in

different geologic settings, including the case of Oman microearthquakes.

Monitoring shear-wave splitting in hydrocarbon reservoirs can be used to
determine the orientation and density of subsurface fractures. Chapter 4 demonstrates that
this can also be done for passive seismic data. The theoretical development of the
covariance-matrix method that processes all three components of the seismogram is
presented, and the method is applied both to synthetic data and the Oman passive seismic

dataset.

Various aspects of the spatial-temporal characteristics of the Oman
microseismicity are presented in Chapter 5, including the Gutenberg-Richter magnitude-
frequency relationship, and comparisons of microseismicity patterns with both water
injection and gas production. Finally, all the results presented in the previous chapters are
summarized, and are interpreted jointly with geodetic data and geomechanical modeling
results to give an overall picture of the reservoir structures and dynamic processes in the

petroleum field.

An overview of the geology of North-Central Oman, particularly of the Natih and

Shuaiba Formations that form the main hydrocarbon reservoirs in the Fahud Salt Basin,

are presented in Appendix A. Also, the geology and production history of the producing
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fields in the Fahud Salt Basin are discussed. They provide the backbone for the
interpretation of the passive microseismic data in the petroleum field in Oman, and show
how compartmentalization of the reservoirs due to faults, lithology and petrophysics have

controlled the distribution of fluids.
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Chapter 2

Microearthquake Locations in the Field in Oman

2.1 Introduction

2.1.1 Structure and Production History of the Field

The Field is one of the largest oil producing fields in the Fahud Salt Basin and
Oman. The main oil producing Shuaiba reservoir has a Stock Tank Oil Initially in Place
(STOIIP) of 604 x 10° m® (Litsey et al., 1986). Oil is relatively light (40° API). The
Shuaiba oil reservoir is located at a depth of 1420 m. Gas is also produced from the
shallower but smaller Middle Cretaceous Natih “A” reservoir. The Field is a highly
faulted, gentle anticline that is dominated by a major NE-SW trending central graben
(Blaskovich et al., 1985). This divides the Field into the east and west reservoir blocks.
All faults are high-angle normal faults. The dome is about 15 % 20 km in size with a
northeast-southwest axial elongation. The matrix permeability is low (1 — 100 mD) with
low viscosity (0.6 cp) but the faults and fractures partially connect the field together

(Mijnssen et al., 2003).

The Shuaiba oil reservoir was initially produced by natural depletion but water
injection was introduced in 1972 to maintain reservoir pressure. Horizontal wells were
drilled in 1994 and production reached to a peak of approximately 225,000 B/D in 1997

and began to decline rapidly afterwards (Mijnssen et al., 2003). Gas production from
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Natih has been extracted only by depletion drive. The Natih gas reservoir in the Field is
currently a depleting gas reservoir and pressure has dropped from 10,120 KPa to 7,920

KPa since 1973 (van Driel et al., 2000).

A more detailed summary of the geology and production history of the North-

Central Oman and the Fahud Salt Basin can be found in the Appendix A.

2.1.2 Seismicity in North-Central Oman

Seismicity in Oman has been historically low. Figure 2.1 illustrates the regional
seismicity in the Oman region since 1960 reported by the Incorporated Research
Institutions for Seismology (IRIS) and the International Seismological Centre (ISC). The
four earthquakes that occurred near northern Oman are listed in Table 2.1. There were
only two recorded earthquakes that occurred inside the country in more than forty years:
a magnitude 5.0 earthquake on March 3, 1971 and a magnitude 4.7 earthquake on
October 28, 1984. Two additional earthquakes with magnitudes 4.2 and 3.8 located in the
Musandam Peninsula of United Arab Emirates. were recorded on April 12, 1984 and
April 20, 1996, respectively. However, no noticeable natural earthquake activity was
recorded in north-central Oman by the IRIS-ISC network, and the region is considered to

be a seismically quiet area.

Staff working in the Field have reported increasing microseismic activities since

1996. Surface subsidence of up to 50 cm in the center of the field has been observed by
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Synthetic Aperture Radar (InSAR) interferometric and leveling surveys (van Driel et al.,
2000), mainly due to the compaction of the depleting Natih gas reservoir. There is a
concern about the integrity of the Shuaiba oil wells where these penetrate the Natih
reservoir layer. In highly compacting fields (i.e., those with reservoirs in ‘weak’
formations), shear stress may cause slip and failure of wells. Preliminary modeling results
done in Petroleum Development Oman (PDO) show that Natih gas reservoir is predicted
to display significant compaction upon depletion (van Driel et al., 2000). A seismic and
surface subsidence monitoring program of the Field was established to provide
information about the magnitude and spatial variations in Natih formation compaction
that could damage well casings in the field. An additional objective of the program was
the identification of seismic risk to the surface facilities from the largest

microearthquakes that can be expected at the field.
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Figure 2.1. Regional seismicity around the Arabian Peninsula reported to IRIS-ISC.
Earthquakes of magnitude 4 or greater for the period 1950 to 2001 are plotted. Detection
capability of the global seismic network, based on regional tests, is estimated to be about

magnitude 4.

Since earthquakes often are associated with structural weaknesses such as faults,
locating these induced seismic events accurately is helpful in understanding the potential
seismic hazard and the regional geologic structure. Ideas about the nature of earthquakes,
and in particular their spatial and temporal distribution range from purely stochastic
models (Kagan, 1982) to those in which earthquakes are organized in both space and time
(Oppenheimer et al., 1988; Vidale et al., 1994; Nadeau et al., 1995). A major impediment
to a better understanding of the processes that control earthquake occurrence and
interaction is the poor spatial resolution of earthquake locations routinely determined by
seismic networks. This is particularly problematic for associating the earthquakes with
active faults. The use of the oil-production- or injection-induced microseismicity in
reservoir characterization has become a more developed technique as more precise
earthquake locations can be estimated. In this chapter, I describe seismic monitoring of
the Field in northern Oman and study the microseismicity in detail. I carried out a series
of tests and using different location algorithms to assess the stability of the epicentral
relocations and to estimate reasonable bounds on the relocation errors. This chapter
presents the results and the problems encountered with the relocation of the
microearthquakes in sufficient detail that the reader can have reasonable confidence in

the epicenter map, and in the spatial and temporal development of the microseismic
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sequence. First, I relocated the events using the Hypoinverse2000 code (Klein, 2000).
Then, a probabilistic nonlinear grid-search algorithm, NonLinLoc (Lomax et al., 2000),
was applied to the relocation problem. Finally, the relative relocation algorithm, the
double-difference method of Waldhauser & Ellsworth (2000), was used to determine the
earthquake locations. I compare the depth determinations obtained with all the three
methods for the best-located events. The improved locations of the microearthquakes
revealed the spatial pattern of a fault zone / fracture networks, and this was consistent

with the interpretation of 3D reflection seismic data.

Time Latitude Longitude  Depth (km) Magnitude
03/03/1971  22.14° 59.37° 353 5.0
10/28/1984  22.33° 59.86° 33 4.7
04/12/1984  25.43° 55.97° 33 4.2
04/20/1996  24.76° 55.45° 0 3.8

Table 2.1. A list of natural earthquakes reported to IRIS near and inside Oman since

1960.

Finally, the work presented here paves the way for an interpretation of faulting in
the Field during the earthquakes, which is presented in the next chapter. By combining
the relocations, focal mechanisms, source sizes and the tectonic evidence observed in the
field, it becomes possible to associate the induced microseismic events with specific

motion on certain subsections of the fault zone.
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2.2 Data Acquisition and Data Processing

The microearthquake waveform data were collected by the PDO using downhole
geophones, over a period from October 29, 1999 to June 18, 2001. There were 5
monitoring stations, labeled VA1, VA2, VA3, VA4 and VAS5 (Figure 2.2). Each borehole
was 150 m deep. Each hole had four three-component geophones, at depths of 150 m,
145 m, 140 m and 135 m. The downhole geophones were of type Sensor SM-6B, 4.5 Hz.
The Data recorders were Nanometrics Orion 24 bit systems. The three-component
geophones were arranged in an orthogonal configuration with two horizontal components
and one vertical component. The coordinates of the holes, the depths of the geophones,
and the orientations of the horizontal components are shown in Table 2.2. The locations
of the five borehole seismic stations are shown in Figure 2.2. Placing seismic sensors
downbhole reduces the microseismic noise and, in general, greatly improves the resolution
of mapping active reservoir fractures or faults (Phillips et al., 1997; Rutledge et al.,

1998a, b; Gaucher et al., 1998; Phillips, 2000).

There were two recorders next to each hole, each recording the 150 m and 145 m
detectors. Data were recorded continuously, with a sampling rate of 8 ms (125 samples
per second). The network recorded 802 events during the period of 20 months. An
example three-component waveform of an event recorded by a geophone is shown in

Figure 2.3.
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High quality hypocenter estimates are dependent on the use of high quality arrival
time estimates. Therefore, considerable effort has been invested in obtaining good phase
arrival times. First, I rotate all data to the common backazimuth coordinates of radial,
transverse and vertical motions. Next, I pick the P- and S-wave arrival times. It has to be
done carefully since accurately determining the time of these arrivals is important in
determining the location of a seismic event. This is not a problem when the records are
clean with high signal to noise ratio and the arrivals are impulsive. However, electrical
and surface noises associated with well drilling operations which took place during the
recording period limited the signal quality in some of the available seismic datasets. I use
two particle-motion attributes to aid the picking: polarization and three-component

amplitude (Jurkevics, 1988).

Rcvr Depth [H1 Azimuth{H2 Azimuth
Hole | Elevation Latitude Longitude m deg deg
VA-1| 101.73 |22° 7'61.858"N|[56° 3'16.719"E 135 71.6 161.6
140 63.8 153.8
145 62.7 152.7
150 54.3 144.3
VA-2| 105.19 |22° 7'64.485"N[55°58'42.150"E 135 160.7 250.7
140 157.4 2474
145 157.7 247.7
150 161.1 2511
VA-3| 99.46 [22°11'24.646"N|55°58'57.085"E 135 -112.7 -22.7
140 -112.7 -22.7
145 -120.7 -30.7
150 -109.1 -19.1
VA4 | 115.67 |22°11'24.496"N|56° 3'15.915"E 135 -45.8 44.2
140 -46.7 43.3
145 -565.6 34.4
150 -64 26
VA-5| 114.14 |22° 9'39.490"N|56° 0'33.179"E 135 94.9 184.9
140 90.9 180.9
145 98.4 188.4
150 92.2 182.2
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Table 2.2. Coordinates and orientation of the shallow borehole array. H1, H2 Azimuths
are angles of horizontal components with North measured clockwise. Reservoir (Rcvr)
depths are depths in meters below surface. Elevations are surface depths above mean sea

level.
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Figure 2.2. The geometry and distribution of the five borehole seismic stations in the

Field.
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Figure 2.3. An example of the three-component waveforms of an event recorded by a
geophone after rotation. From top to bottom: the vertical-, radial-, and the transverse-

component of the seismogram.

Polarization analysis is a powerful tool to identify P-wave arrivals since their
particle motions are linearly polarized. To compute the degree of linear polarization of a
wave, I apply short sliding time windows and then calculate the polarization ellipsoid

from the covariance matrix in each window:

" Var(x) Cov(x,y) Cov(x,z)
M=|Cov(x,y) Var(y) Cov(y,z)|, (2.2.1)
Cov(x,z) Cov(y,z) Var(z)

where x, y and z are the three components of the seismic signal. The covariance of x and y

is defined as
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1 N
Cov(x, y)= ﬁz.xiy, (2.2.2)
i=1

and the variance of x is defined as
Var(x)= Cov(x, x). (2.2.3)

The covariance matrix, M, is symmetric and positive semidefinite, which means that the
eigenvalues are real and non-negative. In quadratic form, M represents an ellipsoid
whose principal axes are defined by the eigenvectors of M. Therefore, I calculate the
eigenvalues of each polarization ellipse, and then construct the rectilinearity function, F,

which is defined as

_1htA
F=1 TR (2.2.4)

where A; > A, > A3, and are the eigenvalues of the covariance matrix M. For P-waves, we
can expect that A; is much greater than A3 and therefore, the rectilinearity function is

equal to 1 at points where the wave is perfectly linearly polarized (e.g. pure P-wave). On

the other hand, the rectilinearity is equal to zero where there is no polarization.

Determination of S-wave arrivals posed considerably more difficulty. Information

from the three-component seismograms helped to add constraint on the arrival time
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estimates. I applied the same method to calculate the polarization of the SV-wave motion
which is linearly polarized perpendicular to the propagation direction but with little
success. Polarization for the S-wave is difficult to interpret because seismic records
usually contain both the SH and SV components, as well as higher-mode Rayleigh and
Love overtones all with similar arrival times (Ruud et al., 1988; Jepsen and Kennett,
1990). The three-component amplitude is the attribute defined as square root of the trace
of the covariance matrix in a time window. It is a useful attribute to identify S-waves as it
is usually high for the S-waves and low for the P-waves. After producing initial S-wave
arrival time estimates by direct visual inspection and performing polarization analysis of
the seismic records, the arrivals are checked against expected arrival windows calculated

from the original P-wave hypocenter locations.

2.3 Earthquake Location Methods

One of the most important tasks in observational seismology is locating seismic
events. That is to determine the point in space and time at which seismic energy was first
initiated, which is specified by three spatial coordinates (latitude, longitude, depth) from
the surface, and origin time. These four parameters represent the hypocenter for the
event. The four hypocentral parameters have to be estimated from the phase information
collected at a limited number of seismic stations. In reality, the distribution of these
seismic stations is often sparse, and therefore, it is difficult to secure high accuracy in
estimating seismic locations. In order to locate an event, the minimal information needed

is four sets of arrival times for a single phase such as P, but arrival-time readings from
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more stations and various other phases are almost always required to determine an
earthquake hypocenter and origin time accurately. The use of multiple phases can reduce

the number of stations required.
2.3.1 Iterative Linearized Method

Conventional travel-time location methods, such as the HYPOINVERSE-2000
algorithm (Klein, 2000) which I use here, are the most commonly used procedure to
locate hypocenters for earthquakes. HYPOINVERSE-2000 is one of a long line of similar
U.S.G.S. programs including HYPOLAYR (Eaton, 1969), HYPO71 (Lee & Lahr, 1972),
and HYPOELLIPSE (Lahr, 1980). These methods are based on Geiger’s method (Geiger,
1912) or its variants. If the event is at local distances, the two principal phases on the

seismogram are P and S. For the ith station that records the kth earthquake, the seismic

phase arrival time, ¢,, can be written as (Geiger, 1912)

k
ti =7* + [udl 2.3.1)

where 7* is the origin time of event k, u is the slowness field and d/ is an element of
raypath length. The earthquake location problem is intrinsically non-linear because the
slowness and the raypath are dependent on each other in equation (2.3.1). Using Taylor

series expansion and keeping only the first-order terms, and assuming that the travel time

residual, /, is small, we can linearize the problem,
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ot, ., ot  , ot o, L
a—x"TAx' + %Ay‘ +-§Z—§Az‘ +é—r",—.Ar' =t —tu )y =1 (2.3.2)

where [ Ax*,Ay*,Az*] are the perturbed hypocenter location in Cartesian coordinates,

At* is the perturbed origin time, #,s and . are the observed and predicted travel times,

respectively. Now, let G be the partial derivative matrix,

_

= 233
m (2.3.3)

where the model vector m = (x*,y*,z*,7*). The matrix G has a dimension of M x 4

matrix (M equals the number of observations). We can write a system of linear equations
that maps changes in model parameters, Am, onto perturbations to improve the fit to the

data,
GAm =d, (2.3.4)

where d is the data vector containing the travel time residuals. Since this is often an
overdetermined problem, the least squares solution which best solves equation (2.3.4) is

(Menke, 1989)

A =[c"G]'G"d, 2.3.5)
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where [GTG]"' G is called the generalized inverse of G, Arh is an estimator of the true

perturbation model vector Am. As a result, this method is iterative with the updated

model

m‘" =m* + Am* (2.3.6)

where m* is the model parameter vector after k™-iteration. The process of refinement of
hypocenter estimates is repeated until it converges on the minimum RMS travel-time

residual.

This procedure works well for the Field where most local earthquakes occur
within the seismic network. It becomes more difficult to constrain focal depths for
regional earthquakes occurring outside a network and hypocenter-station distances

significantly larger than distances between stations.

2.3.2 Nonlinear Grid-Search Method

The conventional approach to event location presented in the previous section is
to use L, misfit representations in iterative inversion with linearization around successive
location estimates, which requires calculation of the derivatives of the times and
slownesses with respect to hypocentral parameters. The calculation of such derivatives
limits the class of velocity models that can be conveniently employed. However, with the

advent of faster computers, it is now feasible to calculate the travel times afresh for each
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postulated source location rather than relying on linearization, thus avoiding any
differentiation. In absolute location studies, nonlinear global-search methods have several
advantages over linearized approaches. First, nonlinear global-search methods produce
more stable solutions than linearized methods because they are not strongly dependent on
starting locations and other inversion parameters. Second, nonlinear global-search
methods can be easily performed in three-dimensional structures, which is more difficult
with linearized models. In general, the linear and nonlinear locations and uncertainties are
similar for events inside of the network, but they can differ significantly outside of the
network, particularly in depth. In this section, I used the NonLinLoc algorithm (Lomax et
al.,, 2000) to locate the Oman microseismic events, which follows the probabilistic
formulation of inversion approach of Tarantola and Valette (1982), Moser et al. (1992),

and Wittlinger et al. (1993).

Let t=g(X,Y,Z,T)=h(X,Y,Z)+T be the theoretical relationship of equation
(2.3.1) between arrival times and the spatial-temporal coordinates of the hypocenter,
where T is the origin time. Assume that the arrival time data possess a Gaussian

structure, then the a priori density function has a Gaussian form for all parameters

(Lomax et al., 2000),
1 -
p(t):exp{—E(t—to)TCt‘(t—to)}. 237
where t; is the vector of mean values of data and C; is the data covariance matrix.
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Let Ct be a covariance matrix which is an estimation of the errors of the
calculation of the arrival times by the raytracer or finite difference scheme. If we assume
that the travel time errors are also Gaussian, the theoretical relationship between data and

hypocentral parameters can be written as
o(t| X,Y,Z,T)= exp{—%[t -g(XY,Z, T 7 [t-g(X,Y, z,T)]} . (238

When the density functions giving the prior information on the model parameters

p(X,Y,Z,T) and on the observations p(t) are independent, a complete and probabilistic
solution can be expressed as a posteriori density function, O'(X, Y, Z,T), according to

Lomax et al. (2000),

p(t)(t| X, Y,Z, T
u(t)

o(X,Y,Z,T)= p(X,Y,Z,T) J' i

=p(X,Y,Z,T)

-exp{—%[to ~e(%,Y,Z 1l (! +C7' Jt, - 2(X. Y, Z,T)]}

2.3.9)

To obtain the spatial location but not the temporal location of the earthquake, we

can compute the marginal density function (Lomax et al., 2000),
o(X,Y,Z)= [o(X,Y,Z,T)dT (2.3.10)
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in which we integrate over the range of the origin time 7. Least-squares computation of

hypocenter is based on the maximization of o(X,Y,Z). Since it is generally impossible

to have a priori information (independent from the data) about the origin time 7, we can

assume an a priori density function uniform on 7 (Lomax et al., 2000),

p(X,Y,Z,T)= p(T)p(X,Y,Z)= p(X,Y,Z).

(2.3.11)

According to Tarantola & Valette (1982), the marginal posteriori density function

reduces to

where

o(X,Y,Z)=Kp(X,Y,Z)-

: exp{_—.’l’j[ro -h(X,Y, Z)]T (C +Cy)” [?" ~hX.Y, Z)]}
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and gives the general solution for the spatial location of an earthquake in the Gaussian

case, including information on uncertainty and resolution. In equations (2.3.12) and

(2.3.13), t, is the vector of 7' containing the observed arrival times minus their

weighted mean, h is the vector of /' containing the theoretical travel times minus their
weighted mean. This solution does not contain any linear approximation, and the
resulting posteriori density function may be irregular and multi-modal because the
forward calculation involves a non-linear relationship between hypocenter location and

travel-times.

A 3-D Eikonal finite-difference approximation of Huygen’s principle (Podvin and
Lecomte, 1991) is employed to compute the first arriving, infinite frequency P and S
travel-times at all nodes of the grid. These travel-times are then stored on disk. The errors
in the arrival time picks and in the travel-time calculation are assumed to be Gaussian.
This assumption allows analytic calculation of a maximum likelihood origin time given
the observed arrival times and the calculated travel times between the seismic stations
and the hypocenter in xyz space. This reduces the 4-D problem of earthquake location to
3-D search over the X, y, z space. The maximum likelihood origin time corresponding to

a hypocenter at (x, y,z) is given by (Moser et al., 1992),

ZZ(C. +C,), [ -r'(x,Y,2)|

= 2.3.
T, (X,Y,Z) D ACELH (2.3.14)
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The grid-search algorithm systematically calculates the posteriori probability
density function o(X,Y,Z) over a three-dimensional spatial grid. The maximum
likelihood (or minimum misfit) point of the posteriori probability density function is

selected as an optimal solution.

2.3.3 Relative Location Method

Relative location methods estimate event locations relative to some selected
reference events. Several approaches have been used for estimation of relative location of
both natural and induced seismic events (Poupinet et al., 1984; Got et al. 1994; Li et al.,
1998), but all of them take advantage of the similarity of waveforms from events that are
close to each other. Since the separation of the hypocenters is small compared to the
source-receiver distance and scale length of the velocity heterogeneity, it is reasonable to
assume that the difference between travel times is due to spatial offset between events.
The estimation of this spatial offset can be significantly improved because the absolute

errors are subtracted off by just working on the differential travel-time data.

Waldhauser and Ellsworth (2000) developed an efficient method, called the
double-difference algorithm, to determine high-resolution hypocenter locations by
incorporating absolute travel-time measurements and P-wave differential travel-time

measurements. Starting with equation (2.3.2), they followed the Frechet (1985) approach
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to obtain an equation for the relative change in hypocentral distance between two events i

and j, by taking the difference between equation (2.3.2) for the two events,

I pyt 4 O gy O 1 g

ox’ dy oz’
, iy ) (2.3.15)

J
_ tk. Ax’ + tk‘ ij+ tk. Az’ +ATj =Arkij
ox’ dy’ dz’
where
Ark,'j — r’:‘ __rkj - (tobs __tcal );‘ _(tobs _tcal )i (2316)

and is called the “double-difference”. It is the residual between the observed and
calculated differential travel time between two events i and j. Equation (2.3.15) links the

difference between residual times to the sought perturbations of the hypocentral

parameters. The double-difference minimization of Ar’ attempts to equalize, but not

necessarily to reduce the residual times r; andr/at each station for closely located

earthquakes. This is the fundamental difference that distinguishes double-difference

locations from standard, single event location.

The double-difference relative location method takes advantage of the fact that if

the hypocentral separation between two earthquakes is small compared to the event-

station distance and the scale length of velocity heterogeneity, then the ray paths between
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the source region and a common station are similar along almost the entire ray path.
When the earthquake location problem is linearized using the double-difference
equations, the common model errors cancel, principally those related to the receiver-side
structure. However, Michelini and Lomax (2004) performed synthetic tests on the
method and showed that the double-difference technique does not preclude the need for a
good velocity model for the study region. This is because an incorrect velocity model
gives erroneous values of partial derivatives in the kernel matrix for the least-squares
inversion, and this leads to bias and error in the relative locations. For events with similar
waveforms, accurate reading of differential travel times of closely located earthquakes
can be achieved by using the waveform correlation technique (Poupinet et al., 1984; Li et
al. 1998). Unfortunately, the waveform correlation technique does not perform well in
this case, where waveforms are dominated by strong scattering in the carbonates and
shales although the general velocity structure in the area is not complicated. Therefore,

only P- and S-wave catalog travel-time differences are used.

2.4 Location Results

2.4.1 Seismic velocities and Vp/Vs ratio at the Field

Seismic velocities in the Field are relatively simple due to almost flat layers of
sediments and the lack of structures with large velocity contrasts. A layered velocity

model was determined from a check-shot survey conducted in the field (Figure 2.4).
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Figure 2.4. The layered velocity model used in this study.

In order to use S-wave arrivals, a Vp/Vs ratio of 1.92 was reported by the PDO
(Figure 2.4). To validate this result, I estimate the Vp/Vs ratio using both the Wadati
diagram and the method described by Chatelain (1978), since a change in the S-wave
velocity can change the estimate of hypocentral depth significantly. Wadati diagrams are
made for events of the sequence for which at least four pairs of P and S readings are
available. The Wadati diagram plots the difference in time of arrival of S and P waves, (ts
— tp), on a seismogram against the time of P-wave arrival time, tp (Figure 2.5). This

yields the equation:

(,-1,)= (%—1}(5 wsf . (2.4.17)
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The slope of the curve is usually near linear (Vp/Vs — 1) and gives the ratio of
apparent P to S velocity ratio. The best-fit value of Vp/Vs ratios obtained with this
method is 1.90 with 751 S-P travel-time differences of 405 events, which is close to the

Vp/Vs ratio of 1.92 obtained from the check-shot survey.

The method described by Chatelain (1978) allows us to determine a Vp/Vs ratio
which is common to the whole set of analyzed events. For each earthquake, the method
requires at least one pair of stations with time readings for both P- and S-waves. At two
different stations i and j for a given event, the differences between the P- and S-wave

arrival times are

d,-d,
Loy —tp = -
P (2.4.18)
tg —1 4, -4,
Si Si T
VS

respectively, where d; and dj; are the distances between the earthquake and stations i and j,

respectively. Thus,

g =-2 _H7F (2.4.19)

For each event, the P- and S-wave arrival time differences are calculated. All the S-wave

arrival time differences obtained are plotted on Figure 2.6 as a function of the P-wave
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arrival time differences. The slope of the best-fitting line yields the Vp/Vs ratio of 1.91
with 2275 pairs of P- and S-arrival time differences from 405 events, which is also

consistent with 1.90 obtained from the Wadati diagram.
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Figure 2.5. Wadati diagram. The difference in time of arrival of S and P waves (ts-tp) on

a seismogram is plotted against the time of arrival of P (tp).
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Figure 2.6. Chatelain diagram. S-wave time differences are plotted against the P-wave

time differences.

2.4.2 Location Results by Iterative Linearization and Grid-Search Methods

Of the 802 events detected by the network, 405 with at least six arrival time picks
are considered for mapping. The locations of the Oman microearthquakes are first
determined by the iterative linearization method (Hypoinverse-2000 code) and the grid-
search method (NonLinLoc code), using the flat-layered velocity model shown in Figure
2.4. The inversions are performed for all events that fall within a model volume of 12km

X 12km X 4km deep. The NonLinLoc algorithm parameterizes the model by constant

velocity, cubic cells of 10m X 10m X 10m.
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The locations of all the events determined by both methods are summarized in
Appendices A and B. The hypocenters obtained with Hypoinverse-2000 and the
maximum-likelihood hypocenters of the grid-search method are shown in Figures 2.7 and
2.8, respectively. In general, the grid-search method yields smaller rms misfit error, with
an average decrease of 11.5 ms. Average rms misfits for the linearized method and the
grid-search method are 30.60 ms and 19.01 ms, respectively. The differences in
hypocentral coordinates between the two methods are typically of the same order or
smaller than the spatial uncertainty as indicated by the confidence ellipsoids, except for
some events with very small confidence ellipsoids. In mapview the relocated seismicity
reveals a narrow fault zone along the NE-SW trend. The overall microseismicity in the
Field occurs in a 9km long NE-SW zone, no wider than 500 m throughout most of its
length. This zone is not continuous throughout its length, nor at all depths within any
given section, but includes highly active clusters of events and several seismic gaps. Most
of the on-fault seismicity collapses into narrow streaks of epicenters that are oriented in
the general direction of the trend of the seismicity. Few earthquakes are located northwest

of the fault zone.

I subdivide the seismic zone into five sections and their locations are shown in
Figure 2.9. The five sections A-A’, B-B’, C-C’, D-D’, E-E’ in Figures 2.10 — 2.15 show
each section parallel and perpendicular to the seismic zone. Fault-parallel cross-sectional
views of the on-fault seismicity indicate that most of the events are located within a depth

range of ~0.5 — 3.5 km. Most of the events occur in a shallower zone of a depth range of
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0.5 — 1.5km and a deeper zone of 2.0 — 3.5km, with a relatively quite zone between 1.5 —
2.0km. Events of segments A-A’, C-C’, and D-D’ are more scattered in depth, whereas
events of segment B-B’ are all shallow (< 1.5km). Cross-sectional views perpendicular to
the fault show that the general dip of the fault at of A-A’, B-B’, and C-C’ are steeply
dipping or near-vertical. Dips of D-D’, E-E’, and F-F’ are difficult to determine visually

since there are too few events in each segment.
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Figure 2.7. Earthquake locations determined by the Hypo-2000 shown in map-view.

49



12 Y v Y

(-]
3

10

12

12— v

-]

Figure 2.9. Map-view of the five cross-sections.
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Figure 2.10. A — A’ (a) fault-parallel view, (b) cross-sections perpendicular to the fault.
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Figure 2.11. B — B’ (a) fault-parallel view, (b) cross-sections perpendicular to the fault.
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Figure 2.13. D — D’ (a) fault-parallel view, (b) cross-sections perpendicular to the fault.
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Figure 2.15. F — F’ (a) fault-parallel view, (b) cross-sections perpendicular to the fault.
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2.4.3 Location Results by Relative Location Method

The Double-Difference algorithm (Waldhauser and Ellsworth, 2000) is employed
to obtain the relative locations for the microearthquakes in the Field. The travel-time
differences are selected to build a network of pair-wise connected events in which any
event is linked to a maximum of ten neighboring events by at least eight pair-wise
observations, so that all events are simultaneously relocated relative to each other. Only
catalog travel-time differences are used. Cross-correlation travel-time differences are not
used because there are not enough records with identical waveforms. This is possibly due
to heavy scattering in the Field, even though many events are separated by less than a few
hundred meters. Event pairs with hypocentral separation less than 0.5 km are considered,
in order to keep the effect of ray path differences outside the source region small. There
are 2,080 linked event pairs with 9,232 P-phase pairs and 6,381 S-phase pairs. The
average offset between linked events is about 0.23 km. Equal weights are used for P and
S-wave data. Residuals are reweighed after each iteration according to the misfit and the
distance between events. Closely spaced events get the highest weights and then weights
drop exponentially with increasing separation distance. Residuals larger than six times
the standard deviation from the mean of each data type are considered outliers and
discarded. Since events get deleted during relocation when they lose linkage to
neighboring events due to outlier removal, only 362 out of 405 events are eventually

located by the method. The locations are summarized in Appendix C.
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Figure 2.16. Earthquake locations determined by the Double-Difference relative method.

Comparing the double-difference results shown in Figure 2.16 to the locations
estimated by grid-search method (Figure 2.8), the differences are small. Double-
difference does not collapse the hypocenters further into narrower streaks or clusters in
mapview (Figure 2.8) or fault-parallel and cross-sectional views (shown in Figures 2.17
to 2.20). The average rms misfit is 22.43 ms, which is surprisingly larger than the misfit
obtained by the grid-search method. There are two possible reasons that the relative
location method does not perform better than the grid-search method in this case. First, in
spite of the strong scattering effects, the simplicity of the velocity structure in the Field is
well-known from 3-D reflection seismic surveys and the check-shot survey. Therefore,
the minimization of common model travel time errors related to the receiver-side

structure can be quite small and may not be significant (note: this can also be
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compensated by the station corrections done by the grid-search method). Secondly, the
unavailability of cross-correlation travel-time differentials hampers further improvements

by double-difference’s use of data with higher measurement accuracy.
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Figure 2.17. A — A’ (a) fault-parallel view, (b) cross-sections perpendicular to the fault.
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Figure 2.18. B — B’ (a) fault-parallel view, (b) cross-sections perpendicular to the fault.
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Figure 2.20. D — D’ (a) fault-parallel view, (b) cross-sections perpendicular to the fault.
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2.5

Location Error Estimation

The accuracy of hypocenter locations is controlled by several factors. Important

sources of error affecting the location inversion results include (Pavlis, 1986; Gomberg et

al., 1990):

1.

inconsistency of the arrival time estimates due to human error, onset times
obscured by other phase arrivals and scattered energy.

biases in arrival times introduced by inconsistencies in data acquisition (e.g. clock
errors).

inadequate traveltime predictions due to poor choice of velocity model. All
location schemes for seismic events depend on having a suitable model of
propagation characteristics of the seismic phases which are observed. In
particular, information on the depth and origin time of the seismic event cannot be
extracted without invoking a model of the earth.

incorrect a priori information, such as incorrect hypocentral depth constraints
poor seismic array distribution with respect to the event being observed. The
horizontal coordinates of the hypocenter (e.g., latitude and longitude) will be most
accurate when there is good azimuthal distribution of recording stations around

the source.

Error ellipsoids determined by absolute location methods (iterative linearized and

grid-search methods) cannot be compared directly with those determined by relative

location method because the error estimation of the double-difference method does not
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take the error of the master events into account, assuming that they are accurately located.
It has to be noted that the estimators  are only asymptotically efficient (Hartley, 1961)
and the error estimates are exact only as the number of stations becomes infinite. This can
be a problem when the station distribution is sparse and limited in azimuth, as in this
case. To test the robustness of the relocation results and error estimates of the relative
locations due to variations in station distribution, I apply the jackknife method (Efron,
1982) to estimate the standard error in each coordinate direction. I resample the data set
by deleting one station and perform the relocation at one time, and repeat this process.
The standard deviation errors of each event in each coordinate direction were calculated.
I obtain standard errors of 485.9m, 461.5m, and 954.2m in the east, north, and vertical
direction, respectively for the Hypoinverse-2000. For the nonlinear grid-search method
(NonLinLoc), I obtain 497.2m, 441.0m, and 821.2m. For the double-difference method, I
obtain standard errors of 249.0m, 337.0 m, and 853.8 m in the east, north and vertical
direction, respectively. This shows that the errors due to station geometry are relatively
important because of the small number of stations available and non-optimal station
distribution. The standard errors of double-difference method are relative location errors
and cannot directly compared with those of the hypoinverse-2000 method. I apply the
jackknife method to estimate the influence of one event on the locations of others. This is
important when there is a bad event due to mispick or misidentification. I relocate the
resampled data set with one event deleted each time and repeat this process. In general,

the effect on the relative locations is negligible.
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2.6 Quantitative Interpretation of the Oman

Microearthquakes

Microearthquake locations have been interpreted by visual inspection in section
2.4. However, locations are subject to uncertainties as discussed in section 2.5, and are
not the same for every individual earthquake. In this section, with the aid of analytical
techniques, I process the location results to improve and quantify the geologic

interpretation.

3.6.1 Collapsing Method for Identifying Significant Structures

A common problem in seismology is to relate a diffusive cloud of earthquake
locations to geological and tectonic structures. This is usually done by visual inspection
of earthquake location maps, as has been done in the previous sections. Analytical
methods, however, can help identify structures within “clouds” of earthquakes, such as
the principal components method (Michelini & Bolt, 1986) which identifies seismic
clusters in space and time, the three-point method (Fehler et al., 1987) which determines
statistically significant fracture/fault planes, and the collapsing method (Jones & Stewart,
1997) which simplifies structures by moving earthquake locations within their respective

confidence ellipsoids.

In this study, I follow a similar approach to that introduced by Jones & Stewart

(1997). In general, earthquake locations are subject to uncertainties and therefore,
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interpretation of locations should take account of the estimates of the location
uncertainties. Assuming that all errors are normally distributed, each hypocenter
determined by a location algorithm, such as the grid-search method in section 2.3.2, have
a spatial uncertainty ellipsoid, which is a three-dimensional probability density function.
For a cloud of earthquakes, if the location uncertainties are large relative to the separation
of the locations (i.e., the uncertainty ellipsoids overlap to a large degree), then the
earthquake cloud can be completely collapsible to a point. This can be the simplest
structural interpretation of the cloud, since the arrival time data alone cannot disprove the
null hypothesis that randomly normal errors are all that is required to explain the

earthquake cloud (Jones & Stewart, 1997).

Therefore, based on the reasoning above, we can assume that the actual clustering
of earthquake hypocenters is obscured by the uncorrelated, random scatter of individual
hypocenters determined by location algorithms. The collapsing method consists of two
loops, and requires information about 3-D uncertainty ellipsoids for all earthquakes. The
inner loop repeats analysis on all earthquakes and the outer loop updates the next

generation of collapsed hypocenters.

In summary the inner loop consists of three steps and is repeated for each object

earthquake:
a. Find all earthquakes whose locations lie within the volume of the

uncertainty ellipsoid of the object earthquake;
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b. All earthquake locations are given equal weighting, including the object
earthquake. Calculate the center of mass of the events;

c. Move the object earthquake toward the center of mass by a fraction (0.6
in this study) of the distance between the earthquake and the center of
mass. The location of the uncertainty ellipsoid remains unchanged for all
iterations.

The outer loop consists of two steps:

1. Update the new locations calculated in the inner loop to create the next
generation of hypocenters;

2.  Calculate the distance from the original to the new locations.

The outer loop is repeated until the sum of the moving distances for all earthquakes
becomes small. The only variable in the collapsing method is the level of confidence used
to truncate the uncertainty ellipsoid. I used the 99.86% confidence level, or four standard

deviations, in this study.

For the application of the collapsing method, I used the Oman earthquakes that
are relocated by the grid-search method (Section 2.4.2). The analysis of the Oman data
proceeded for 38 iterations until the hypocentral movements become negligible. The
resulting locations are shown in mapview in Figure 2.21(b). The event locations are
classified by depth: the red dots show events with focal depths greater than 1.5 km, and
the blue dots show events with focal depths smaller than 1.5 km. The fault-parallel and
cross-sectional views in Figures 2.22 to 2.27. The black lines are the faults interpreted

from reflection seismic and surface geologic data. Compared to the original locations in
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Figure 2.21(a), the collapsed locations line up well with known faults determined by
reflection seismic data. The collapsing method also works well on the more problematic
fault-parallel and cross-sectional views and has sharpened up the microseismicity. We
can now clearly see that the active fault zones A—A’ and C—C’ are almost vertically
dipping and extends from 0.5 to 3km, and fault zone B-B’ has only shallow event and
dips 65° towards the southeast. Figure 2.28(a) and (b) show the cross-sectional view of
event locations projected onto a plane perpendicular to the general strike of the fault
zone. We can see that the faults delineated by the microearthquakes agree well both in
dipping angles and directions with the known faults inferred by reflection seismics (solid
black lines). Therefore, it is likely that reactivation of the central graben fault system near

the crest of the field generate the observed microseismicity.
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Figure 2.21. (a) Oman microearthquake locations determined by nonlinear grid-search

method. (b) Oman microearthquake locations after application of the collapsing method.
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Figure 2.22. Collapsing earthquake locations determined by grid-search method: A — A’

(a) fault-parallel view, (b) cross-sections perpendicular to the fault.
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Figure 2.23. Collapsing earthquake locations determined by grid-search method: B — B’

(a) fault-parallel view, (b) cross-sections perpendicular to the fault.
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Figure 2.24. Collapsing earthquake locations determined by grid-search method: C — C’

(a) fault-parallel view, (b) cross-sections perpendicular to the fault.
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Figure 2.25. Collapsing earthquake locations determined by grid-search method: D — D’

(a) fault-parallel view, (b) cross-sections perpendicular to the fault.
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Figure 2.26. Collapsing earthquake locations determined by grid-search method: E — E’

(a) fault-parallel view, (b) cross-sections perpendicular to the fault.
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Figure 2.27. Collapsing earthquake locations determined by grid-search method: F — F’

(a) fault-parallel view, (b) cross-sections perpendicular to the fault.
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(b)

Figure 2.28. Cross-sectional view of Oman microearthquake locations projected onto a

plane (320°) perpendicular to the gross strike of the fault system. (a) Locations

72



determined by nonlinear grid-search method, and (b) locations after application of the

collapsing method. The geologic interpretation is adopted from van Driel et al. (2000).

2.6.2 Planarity Analysis

In order to assess quantitatively whether the microearthquakes delineate a fault
plane or just distribute randomly, I attempt to fit a plane to each set of microearthquake
clusters using least-squares. This procedure involves calculating a least-squares fit to the

normal N to a plane through a set of hypocenter with coordinates (x, y, z) in the form

Nx+N,y+N,z=D (2.4.20)

Normally, N is normalized so that D = 1 unless it is close to zero, i.e., a plane goes near
the coordinate system origin. The measure of planarity can be quantified by the fitting
errors or by the polarization analysis (Xu et al., 2004) performed on the microearthquake
locations. Motivated by the theory of polarization filters, this technique was originally
applied to measure rectilinearity on seismograms by Shimshoni & Smith (1964) and
subsequently to shear-wave splitting (Silver & Chan, 1991). Here, the general idea of
polarization analysis is to analyze the covariance matrix constructed from the event

locations (x, y, z) in 3-D space, which is defined as

xx xy xz
CoOV=|yx yy yz|. (2.4.21)

x> zy zz
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The covariance matrix has two non-zero eigenvalues if the event locations lie in one
plane, and the eigenvector corresponding to the minimum eigenvalue gives the normal

direction of the optimal fault plane. Thus, the degree of planarity, P,, can be defined as

P =1 —(llzfl J (2.4.22)

where 4; 2 A, 2 A3 and are the eigenvalues of the covariance matrix COV,and 0 <n< 1.1
use n = 0.75 for this study. The planarity is equal to 1 when the earthquake locations lie
perfectly on a plane. On the other hand, the planarity is equal to zero when earthquakes
are distributed volumetrically in space. Figure 2.29 to 2.34 show the results of
polarization analysis on the five segments of the fault zone, A-A’, B-B’, C-C’, D-D’, E-
E’. Tables 2.3 and 2.4 summarize the results and presents the dip, strike, and degree of
planarity of the five optimal fault planes estimated from the nonlinear grid-search
locations before and after applying the collapsing method, respectively.
Microearthquakes on all five segments exhibit high degree of planarity ( > 0.89), with
NE-SW strike directions (~28° — 54°NE) and are consistent with the general trend of the
general fault zone. The dips of the fault planes are all steep with angles larger than 75°.
The results confirm our hypothesis that the microearthquakes in Oman are mainly

associated with faults in or near the reservoir.
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ection # of Events Dip Strike Planarity

-A' 29 88.2°NwW  37.4° 0.95
B - B' 119 75.0°SE 39.4° 0.89

-C 123 85.4°NW  41.6° 0.94
D - D' 28 83.0°SE 54.0° 0.96
E - E' 9 82.7°NW  28.4° 0.98
F-F 9 88.1°SE 36.8° 0.93

Table 2.3. Summary of analysis of planarity on five different sections on the fault zone

based on the nonlinear grid-search locations.

Norm of
# of Events Dip Strike Planarity residual errors
29 89.0°NW 37.5° 0.98 0.96
119 74.3°SE 41.7° 0.90 1.81
123 84.9°NW  39.5° 0.96 1.93
28 78.7°SE 58.5° 0.98 1.54
79.9°NW 39.3° 0.98 0.29
85.0°SE 43.1° 0.94 0.26

Table 2.4. Summary of analysis of planarity on five different sections on the fault zone

based on the “collapsed” nonlinear grid-search locations.
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Figure 2.29. Results of polarization analysis on segment A — A’. The blue line shows the

strike of the optimal fault plane determined by the selected earthquakes (red dots).
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Figure 2.30. Results of polarization analysis on segment B — B’.
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Figure 2.32. Results of polarization analysis on segment D — D’.
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Figure 2.33. Results of polarization analysis on segment E — E’.
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Figure 2.34. Results of polarization analysis on segment F — F’.
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2.7 Conclusions

The distribution of microearthquakes provides information about the location and
characterization of the fracture and fault systems of the petroleum reservoir. I repicked P-
and S-wave arrival times carefully, and employed the conventional linearized method,
grid-search method, and relative location method, to estimate the hypocenters of
microearthquakes induced by oil and gas production in the Field, Oman. I applied the
techniques on a waveform dataset with a selection of 405 high-quality events collected in
a 20-month span from October 29, 1999 to June 18, 2001 by a seismic network that
consisted of five shallow downhole stations. The relocated seismicity clearly delineates a
complex fault zone comprised of several narrow, near-vertical faults which are
subparallel to the major lineament of a gross NE-SW striking trend. The two distinct
groups of event depths, the shallow (