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Hot Electron Transport and Current Sensing

Abstract

The effect of hot electrons on momentum scattering rates in a two-dimensional

electron gas is critically examined. It is shown that with hot electrons it is possible to

explore the temperature dependence of individual scattering mechanisms not easily

probed under equilibrium conditions; both the Bloch-Grüneisen (BG) phonon scat-

tering phenomena and the reduction in impurity scattering are clearly observed. The

theoretical calculations are consistent with the results obtained from hot electrons

experiments. As a function of bias current, a resistance peak is formed in a 2DEG if

the low temperature impurity limited mobilities µI(T = 0) is comparable to µph(TBG)

the phonon limited mobility at the critical BG temperature. In this case, as the bias

current is increased, the electron temperature Te rises due to Joule heating and the

rapid increase in phonon scattering can be detected before the effect of the reduction

in impurity scattering sets in. If µI(T = 0) ¿ µph(TBG), there is no peak in resistance

because the impurity scattering dominates sufficiently and its reduction has a much
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stronger effect on the total resistance than the rise in phonon scattering.

Furthermore, knowing the momentum relaxation rates allows us to analyze the

possible interplay between electron-electron and electron-boundary scattering. The

prediction that a Knudsen to Poiseuille (KP) transition similar to that of a classical

gas can occur in electron flow [26] is examined for the case of a wire defined in a

2DEG. Concurrently, an appropriate current imaging technique to detect this tran-

sition is sought. A rigorous evaluation of magnetic force microscopy (MFM) as a

possible candidate to detect Poiseuille electronic flow was conducted, and a method

that exploits the mechanical resonance of the MFM cantilever was implemented to

significantly improve its current sensitivity.
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1.1 Motivation

Mesoscopic solid-state electronic devices have been the subject of study for more

than a quarter century [22] [3]. In these devices, electron transport is ballistic, i.e.

electron momentum scattering lengths are much greater than the device dimensions.

Scientists have been able to explore this regime because of the remarkable advances

in lithographic and semiconductor crystal growth technologies. Arguably, the sights

of scientists have shifted rapidly from macro-scale to nano-scale structures, exploiting

and contributing to ever smaller fabrication and materials technologies. This disser-

tation has been inspired by a careful (and in some sense retrospective) examination

of various important length scales that are relevant to electron transport.

The transport properties of high-mobility AlGaAs/GaAs heterostructure quantum

well confined two-dimensional electron gases (2DEGs)1 have been studied extensively

[3], and is the material system that we focus on. This system has for many years

served as the ideal “play ground” to study electron dynamics because the host crystal

can be grown with almost atomic precision, the channel where the electrons flow has

very few impurities, and at low temperatures it has a simple spherical Fermi surface

[22]. In order to advance our understanding of the temperature dependence of the

various scattering processes in a 2DEG, we explore transport of “hot” electrons, i.e.

electrons that have a temperature Te higher than the lattice temperature TL. It

is found that using hot electrons, it is possible to probe the Bloch-Grüneisen (BG)

phenomena which is extremely difficult to observe under equilibrium conditions in

semiconductors when Te = TL. Also, by analogy to classical gases, we specify the

1In this thesis the acronym “2DEG” will be used to refer to only high-mobility AlGaAs/GaAs
heterostructure 2DEG systems.
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conditions under which it should be possible for viscous effects in 2DEGs to arise

from increased electron-electron scattering.

The electron-electron scattering length lee sets the length scale for classical viscous

fluid-like structure in the electron velocity profiles. Non-perturbative current imaging

at the lee scale is the most comprehensive way to determine if viscous effects influence

the velocity of electrons inside a device. In the hope of eventually “imaging” viscous

electron flow structure, a concerted effort into understanding the resolution limits of

magnetic force microscopy (MFM) was conducted. MFM was chosen because it is

the magnetic imaging technique with the best spatial resolution [9]. However, it has

the drawback of being the least magnetically sensitive [9]. To increase the sensitivity

of MFM to sense currents, a novel mode of operation was implemented. In the next

two sections, we provide background information that offers further context into the

research described in the subsequent chapters, and we end this chapter with an outline

of the structure of this thesis.

1.2 Introduction to 2DEGs

1.2.1 AlGaAs/GaAs heterostructure

The schematic of a GaAs/Al0.3Ga0.7As heterostructure grown by molecular beam

epitaxy (MBE)2 shown in Fig.1.1(a) is the crystal used to conduct our experiments.

At low temperature, an electron gas is formed at the location indicated and is referred

to as a two-dimensional electron gas (2DEG).

2The heterostructure was grown by Kevin Maranowski in the group of Arthur Gossard at the
University of California, Santa Barbara.
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Figure 1.1: (a) Schematic diagram (not to scale) of structure of crystal grown using
(MBE) (b) Plot of conduction band Ec at the AlGaAs/GaAs interface where the
2DEG resides at T =2K. Also shown are, the first two sub-band wavefunctions ψ1

and ψ2. The corresponding eigen-energies are calculated w.r.t. the Fermi level which
is set to 0eV. Also indicated is the estimated electron density of the 2DEG.

The numerical one dimensional calculation of the conduction band is shown in

Fig.1.1(b) 3. The calculations used a finite difference technique to solve the one

dimensional Poisson and Schrödinger equations in a self-consistent manner. The

shape of the quantum well (QW) that confines the motion of the electrons in a single

plane is approximately triangular. The subband energy levels are at -7.6 meV and 7.3

meV for the first and second energy levels respectively, relative to the Fermi energy

Ef ≡ 0 meV. Fig. 1.2 shows that as the electron gas temperature is reduced, n2/n1

3Band structure calculations were made using a software program developed by Professor G.L.
Snyder, University of Notre Dame
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Figure 1.2: The ratio of the second to first subband electron density n2/n1 is plotted
as a function of temperature T . The electrons are >99.5% in the first subband for
T=20 K and >98% at T=30 K.

becomes smaller thus further strengthening its 2D nature. The ratio of the first to

the second subband populations n2/n1 is <0.005 at 20 K and <0.02 at 30 K.

At low temperatures, the Schottky barrier between lithographically fabricated

metal electrodes and the semiconductor surface prevents current from flowing when

a negative voltage is applied to the gate. The electric field created by this “Schottky

gate” reduces the density of electrons in the 2DEG below it. A sufficiently large

negative voltage depletes the electron gas, forming an insulating region under the

gate. In order to form “Ohmic” contacts with the 2DEG, an alloy of Au and Ge needs

to be deposited on the surface of the heterostructure and annealed rapidly, thereby

causing the alloy to diffuse into the quantum well. Details of the exact fabrication

steps performed to realize our device are presented in Appendix A. Schottky gates
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Figure 1.3: A schematic diagram (not to scale) of two ohmic contacts connected to
the 2DEG labeled ’O’ and a Schottky gate labeled ’S’. When a negative bias of -2.2V
is applied to S, the electron gas beneath it is completely depleted and the conductance
between the ohmic contacts drops to zero.

are a convenient way of defining the geometry of extremely small devices. Fig. 1.3

shows a schematic diagram of the experiment that was conducted to determine the

electrostatic potential needed to be applied to a Schottky gate in order to deplete

the electron gas below it. It was found that a voltage of -2.2 V on the gate electrode

marked ’S’ was sufficient to stop the conduction of electrons between the two ohmic

contacts marked ’O’.

1.2.2 Basic 2DEG transport phenomena

AlGaAs and GaAs have a lattice mismatch of only a few percent and therefore

the strain is minimal at the interface making it close to defect-free. In addition, the

ionized donor impurities are spatially separated from the channel which dramatically
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reduces the impurity scattering of electrons as compared to bulk semiconductors of

similar electron densities. The resulting high electron mobilities of typical 2DEGs

are µ ≈106cm2/Vs, corresponding to an extremely long momentum relaxation length

of lm = vF < τm >≈10µm, where vF is the Fermi velocity for an electron density

n=2×1011/cm2 and < τm > is the momentum scattering time. The mobility of a

material µ is defined as the ratio of the drift velocity vd to the applied electric field

E and it can be shown that,

µ =

∣∣∣∣∣
vd

E

∣∣∣∣∣ =
e < τm >

m
(1.1)

where, e is the magnitude of the electric charge, m is the effective mass of the elec-

tron and < τm > is the effective momentum relaxation time. There could be several

momentum scattering processes that contribute to < τm >. For a given scattering pro-

cess Si if we calculate the momentum relaxation time < τ i
m > then by Matthiessens’s

rule,

1

< τm >
=

∑

i

1

< τ i
m >

. (1.2)

From 1.1 and 1.2, one can infer that if any one momentum scattering time < τ j
m >

is significantly smaller than all the other momentum scattering times < τ i6=j
m >,

then µ ≈ e<τj
m>

m
. Consequently, even the temperature dependence of µ follows the

temperature dependence of < τ j
m > and the temperature dependence of all the other

less dominant momentum scattering times < τ i6=j
m > remain “hidden”.

From Figure1.4, taken from Pfeiffer et al. [51], a historical perspective on the

evolution of 2DEG technology is gained. In older 2DEGs, the mobility is dominated

by impurity scattering up to T ≈ 100 K. The superior mobilities of modern 2DEGs

are brought about in large part by improving the spatial separation of the donor
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S

Figure 1.4: This graph taken from Pfeiffer et al. [51] shows the evolution of Al-
GaAs/GaAs 2DEG technology. All the samples are limited by impurity scattering
at low temperatures. As the technologies of modulation doping and delta doping al-
lowed the impurities to be placed further away from the transport channel, mobilities
improved. The fall in µ in the highest mobility samples is caused by the increase
in phonon scattering. In the temperature range 5-50K, acoustic phonon scattering
dominates, above which optical phonon scattering and inter-subband scattering take
over. For the old 2DEG samples the mobility initially improves slightly as a function
of temperature. The dotted curve labels ’S’ is the mobility curve of the sample in
Figure 1.1. This sample has a moderately high mobility of 0.82×106 cm2/Vs.

impurities from the conduction channel. This has been done by techniques such as

introducing an undoped “spacer” layer, modulation doping, and delta doping. Mod-

ern 2DEGs can have mobilities in the 106-107 cm2/Vs range. The mobility curve

overlayed on this graph labeled ’S’, corresponds to that of the 2DEG sample with

which our experiments are conducted (crystal structure provided in Figure 1.1). In

modern samples, the mobility is limited by impurity scattering below T ≈ 6K, by
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acoustic phonon scattering in the 6-60 K range and by optical phonon and intersub-

band scattering for temperatures above ≈60K [19].

The temperature range from 6-60K, where acoustic phonon scattering dominates,

has a T−1 temperature dependence. The inverse temperature dependence occurs

because the acoustic phonon scattering process is proportional to the phonon pop-

ulation N ≈ kBT at these temperatures. This temperature range is referred to as

the equipartition regime. As the temperature is lowered even further, the phonon

dependent scattering process falls off precipitously and switches to a T−5 dependence

below a critical temperature TBG ≈ 2h̄skF where kF is the Fermi wavenumber, h̄

the Plank constant, s the speed of sound, and kB the Boltzmann constant [56]. For

typical 2DEG densities of 2×1011cm2/Vs, the transition temperature TBG ≈ 6K. Co-

incidentally, even for the highest mobility samples, impurity scattering dominates

below TBG and therefore the T−5 dependence of the phonon scattering is not easy to

detect [68]. This transition occurs because of phase space restrictions arising out of

the Pauli exclusion principle that prevent degenerate electrons from emitting phonons

with enough momentum to cause large angle scattering. This phenomena is called

the Bloch-Grüneisen (BG) transition because a similar transition occurs in pure met-

als [85] 4. A quantitative account of the BG phenomena will be discussed in greater

detail in Chapter 2.

The impurity scattering dominates at the lowest temperatures, preventing the

easy observation of the T−5 dependence of the phonon momentum scattering pro-

cess. And, the temperature dependence of the impurity scattering is “hidden” as

4In pure metals, for T ¿ ΘD the Debye temperature, phonon scattering has a T−5 dependence
and for T À ΘD is linear in T . This transition occurs because it is not until T > ΘD that all the
phono modes are excited in a metal [85].
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the phonon scattering dominates in the T=6-60 K range where the impurity scat-

tering actually reduces. Using the Sommerfeld approximation, it can be shown that

impurity dependent mobility is given by,

µI(T ) = µ(0)

(
1 +

π2

6
γ(γ + 1)

(
kBT

EF

)2
)
, (1.3)

where, γ ≈ 1.5 [30]. This actual increase in mobility is only observed in older 2DEG

samples where impurity scattering remains more dominant than phonon scattering

for a much larger temperature range.

In Chapter 2 we present theoretical calculations and experimental results for both

equilibrium measurements of mobility where the electron temperature Te = TL the

lattice temperature and for “hot” electrons where Te > TL. We find that in the case

of hot electrons, the mobility can be a non-monotonic function of Te. The actual

shape of the mobility curve for hot electrons can only be explained by taking into

account the B-G effect and the reduction in impurity scattering, as discussed above.

1.2.3 Electron-electron scattering

Normally one assumes electron-electron (e-e) scattering does not contribute to

the classical resistance of an electronic device. This is because, with the exception

of Umklapp scattering, e-e scattering conserves momentum. Also, the diffusion of

electron momentum perpendicular to the direction of current occurs more efficiently

for most electronic materials through scattering processes other than e-e scattering.

In a 2DEG, mobilities are large enough that it is possible to tune the e-e scattering lee

to be either greater or smaller than the transport length lm by adjusting the electron

temperature Te and keeping the lattice temperature TL pinned at a low value [13][20].
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If lee can contribute sufficiently to momentum diffusion, then it is conceivable that

viscous effects similar to classical gases could occur. In a classical gas it can be shown

that the viscosity ηc is given by,

ηc =
1

2
m̄nv̄l, (1.4)

where m̄ is the mass of the particles of the gas, n the density, v̄ the thermal velocity

and l the mean free path [43]. For a Fermi gas, the analogous expression for viscosity

is ηF ∼ m̄nvF l [43], and therefore we could expect the viscosity of a 2DEG to be

ηe ∼ mnvF lee (1.5)

where, m is the effective mass of the electron.

For a gas, the Knudsen number Kn is the ratio W/l where W is the characteristic

length scale of the device in which the gas in contained. In systems with Kn < l,

gases behave like continuous media, and fluid dynamic equations such as the Navier-

Stokes equation apply [17]. The transition from large Kn to small Kn in CO2 gas was

first studied by Knudsen in 1909 [37]. The same transition has been investigated in

normal 3He system by Parpia and Rhodes [50]. In both the case of classical gas CO2

and Fermi gas 3He, a minimum was measured in the conductance of the system as a

function of Kn, which is referred to as the Knudsen minimum. In 1963, Gurzhi [26]

predicted a conductance minimum in impurity free conductors. Experiments have

been conducted to observe this effect in metal wires [83] and 2DEGs [20]. However,

alternative possible explanations (Zhao et al. [84] in the case of metals and Gurzhi et

al.[27] in the case of 2DEGs) have have been put forward to explain the experimentally

observed minimum in conductance.
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In the transition from large Kn to small Kn, viscosity sets in and affects the ve-

locity profile of moving fluids. In the case of fluid flowing through a pipe, the velocity

profile is relatively flat for large Kn and becomes parabolic with a curvature pro-

portional to the viscosity (Poiseuille flow) as Kn increases [18]. A similar switch in

the drift velocity profile of electrons in electrical wires is predicted [26]. In the last

section of Chapter 2, we specify conditions under which the Knudsen to Poiseuille

(K-P) transition could occur in 2DEGS. In order to unambiguously detect the the

K-P transition, we need to be able to “image” the velocity profile of currents. From

Ampere’s Law, a moving charge in a device produces a magnetic field. Therefore,

we pursued determining the limits of magnetic force microscopy (MFM) as a mi-

croscopic magnetic sensing technique which could possibly “image” viscous fluid-like

phenomena in electron flow.

1.3 Microscopic magnetic imaging

1.3.1 Survey of non-destructive magnetic imaging techniques

Over the last decade, MFM has become a powerful tool for the magnetic recording

head industry, which continually strives to develop higher density magnetic storage

media [53]. The integrated circuit (IC) industry similarly demands smaller circuits

for higher transistor density on a chip, which lowers costs and enables greater porta-

bility. However, non-destructive current sensing at microscopic length scales remains

a challenge that has yet to be surmounted. Such a technique would provide valuable

information for quality assurance and failure detection.
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can be attained using either one or more of these magnetic microscopies.

As mentioned earlier, Ampere’s Law tells us that a moving charge in a device

produces a magnetic field. Therefore, by scanning a suitable magnetic sensor over

the current carrying device, images of current flow can be constructed. Several mag-

netic imaging techniques are available and have also been used to image current.

However, a tradeoff between spatial resolution and magnetic field sensitivity sepa-

rates the different methods to specific applications and needs. In Figure 1.5, the

best spatial resolution performance of MFM, scanning hall probe (SHP), and scan-

ning superconducting quantum interference device (SSQUID) microscopies reported
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to date is marked. The dotted line connects these points and approximately divides

the graph into regions of combined spatial resolution and magnetic sensitivity that

has been attained (to the right of the line) from that which is yet to be attained (left

of the line). Among the leading non-destructive techniques, scanning superconduct-

ing quantum interference device (SSQUID) microscopy [76] offers the best magnetic

field sensitivity of approximately 100pT [9]. The two main disadvantages of SSQUID

microscopy are that its spatial resolution is limited to ≈ 1 µm because of lithography

technology constraints and that it requires sensor operation at low temperatures [74]

[36]. Scanning Hall probe microscopy (SHP) consists of a Hall bar integrated onto

a scanning probe [15]. It measures the Hall resistance of the bar in the presence of

magnetic field, which is directly proportional to the magnetic field through the bar

itself. The spatial resolution of SHP depends on the proximity of the Hall probe to

the sample and the size of the hall bar. The magnetic field resolution of SHP is about

100nT [9], and the spatial resolution of the hall probe has been demonstrated to be

<0.5µm [62]. Since our objective is to “image” viscous electron flow, the spatial res-

olution we need is significantly less than the e-e scattering length lee ≈400nm, which

is the source of viscosity (in Chapter 2, we further explore the origins of this length

scale). The only magnetic microscopy with spatial resolution significantly less than

1µm is MFM.

1.3.2 Introduction to MFM

MFM involves scanning a magnetically coated sharp tip over a sample that is

emanating a magnetic field. In Figure 1.6, a schematic of a typical MFM is shown.
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Figure 1.6: MFM can be used to sense currents as the magnetic tip experiences a
force because of the presence of a magnetic field H produced by any current carrying
device.

The magnetic tip, which is attached to a cantilever, experiences a force in the presence

of a magnetic field which causes a displacement of the cantilever. This displacement

can be detected by measuring the deflection of a laser beam that reflects off the back

of the cantilever.

Of all the scanning magnetic sensor microscopies that have been developed, Mag-

netic Force Microscopy (MFM) has the highest spatial resolution [9]. MFM has been

used to detect magnetic field gradients down to sub-50 nm length scales [14][52][66].

However, the magnetic sensitivity it provides is only in the 1 mT range, which is

significantly less than what is possible with SHP and SSQUID techniques [9]. As a

result, MFM has been used to measure currents only down to ≈ 1 mA [38]. This

low current sensitivity limits the application of MFM current sensing to the study

of phenomena like electromigration [80] and current crowding [81], where currents
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are relatively high. Viscous effects in micron-sized wires could occur in a 2DEG for

currents in the microampere range as discussed in Chapter 2. If MFM could measure

currents significantly below the microampere range, then not just electron viscos-

ity but also important failure mechanisms in IC circuits, such as cross talk [79] and

current leakage [34], could possibly be studied with unprecedented spatial resolution.

In Chapter 3, it is shown that if MFM is used to sense AC instead of DC cur-

rents, two orders of magnitude in current sensitivity can be gained. Further, the two

methods are qualitatively different in that the DC method measures the gradient of

the magnetic field and the AC method measures the magnetic field itself (under the

monopole approximation). However, the gain in current sensitivity is offset by an

apparent dramatic loss in spatial resolution. The theoretical models used to describe

cantilever and magnetic tip-sample interaction are presented, and then compared to

experimental results obtained from AC and DC current sensing using MFM.

1.4 Structure of this thesis

The main body of this thesis falls naturally into two parts which are relatively

independent but coupled through the guiding motivation of understanding electron

transport as stated above.

The two parts are:

• Hot electron transport in 2DEGs. (Chapter 2)

• Microscopic current sensing using MFM. (Chapter 3)

The thesis ends with Chapter 4 which summarizes conclusions and important fu-
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ture work that could be undertaken as a natural extension of the presented results.

For completeness, an Appendix is included which contains details regarding: Fabri-

cation of 2DEG devices and cryogenic electrical measurements - Appendix A, and

theoretical calculations - Appendix B.
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2.1 Introduction

The transport properties of high mobility 2DEGs have been extensively studied

in the last few decades [3] [7] [69]. Most experiments and theory have focused on

either quantum or many-body effects at low temperature, or at higher temperatures

for electronics where optical phonon scattering and intersubband scattering domi-

nate. We present theoretical calculations and experimental results in the regime of

“hot” electrons where the electronic temperature is greater than the lattice temper-

ature Te > TL but both Te and TL are low enough that intersubband and optical

phonon scattering are unimportant1. In this regime the temperature dependence of

the impurity and acoustic phonon momentum scattering processes emerge clearly.

An illustration of transport regimes that are easily observed in hot electron 2DEGs

is the Bloch-Grüneisen (BG) phenomena. As mentioned in Chapter 1, the BG phe-

nomena refers to phase space restrictions which occur at low temperatures that pre-

vent electrons from emitting phonons with sufficient momentum so as to cause large

angle scattering. The critical temperature at which this effect occurs is given by

TBG ≈ 2kf h̄s/kB, where s is either the longitudinal or transverse speed of sound in

the crystal depending on the which phonon branch is being considered, and kF is

the Fermi wave vector. In equilibrium (where T = Te = TL), the phonon limited

mobility µph for temperatures below TBG, has a T−5 dependence as compared to T−1

for temperatures above TBG. Since the mobility of 2DEGs are generally dominated

by impurity scattering (coincidentally) at temperatures up to and above TBG, the

temperature dependence of acoustic phonon scattering that is the hallmark of BG

1This regime is sometimes referred to in the literature as “warm” electrons [82].
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phenomena can be extremely difficult to observe.

The BG effect on momentum scattering was extracted from equilibrium mobility

measurements by Stromer et al [68], see Figure 2.1(a). In their experiment, the

temperature dependence of µph was extracted from the equilibrium mobility data

of an ultra-high mobility 2DEG. This was done by deducting progressively larger

estimated values of impurity limited mobility µI (which was assumed to be roughly

constant at and below TBG) from the total mobility data measured. By subtracting a

constant value of µI=11.6×106cm2/Vs, the temperature dependence of the remaining

mobility component matched the theoretically calculated µph, thus revealing the BG

transition. This experiment required an extremely high mobility sample and very

precise electronics to reveal the BG phenomena.

If in the future 2DEGs are produced with µI(0) significantly larger than µph(TBG),

the BG effect would be detected relatively easily in an equilibrium measurement

of mobility. However, for most 2DEGs available today, µI(0) is much larger than

µph(TBG), and the initial fall in equilibrium mobility µ as a function of T until T =

TBG, where phonon scattering is in the BG regime, is not easily distinguished from the

equipartition regime where the mobility falls as a result of an increase in the phonon

occupancy. In Figure 2.1(b) are plotted the various mobility components calculated

using the theory presented in detail in the following section. The BG transition

occurs at TBGL =5.3K for the deformation coupled acoustic phonon scattering and

piezoelectric longitudinal mode coupled acoustic phonon scattering, and TBGT =9.1K

for the piezoelectric transverse mode coupled acoustic phonon scattering.

In this Chapter we discuss theoretical calculations and experimental data which
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Figure 2.1: The experimental results of Stromer et al. [68] are shown in (a). The
temperature dependence of the phonon scattering limited mobility µph was extracted
from the equilibrium mobility data of an ultra-high mobility 2DEG. This was done by
deducting progressively larger estimated values of impurity limited mobility µI (which
was assumed to be roughly constant at and below TBG) from the total mobility data
measured. By subtracting a constant value of µI=11.6×106cm2/Vs, the temperature
dependence of the remaining component matched the theoretically calculated µph,
thus revealing the BG transition. In (b) is plotted the results of the calculations us-
ing the theoretical model detailed in this Chapter, assuming the same specifications
of density n and zero temperature mobility µI(0) as that of (a). The labels pl and pt
stand for the piezoelectrically coupled acoustic phonon scattering for the longitudi-
nal and transverse modes respectively, dp the deformation coupled acoustic phonon
scattering, imp the impurity scattering, and all the combined mobility including all
the components together.

show that for 2DEGs with low temperature mobilities of 2.2× 106cm2/Vs, the mobility

as a function of Te, with TL fixed at 1.5K, falls till Te ≈ TBG, and then rises. It is

demonstrated that the initial drop in the mobility as Te increases occurs as a result of

the BG effect, and the rise in mobility is caused by a reduction in impurity scattering.
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This simple result demonstrates that the BG effect can be detected relatively easily

using hot electrons. In addition, by pinning TL to 1.5K, the phonon scattering due

to phonon absorption is restricted and therefore the temperature dependence of the

impurity scattering is observed.

In the sections to follow, we first present the electron temperature model (ETM)

of hot electrons in a 2DEG, which was first proposed by Price [56] [55]. The ETM is

then applied to explain our experimental results. The Chapter ends with a discussion

on the possibility of viscous effects occurring in hot electrons flowing through a 2DEG

wire with rough boundaries.

2.2 Theoretical model

The ETM model makes several assumptions. The most basic assumption is that

the electron gas subject to an applied electric field is not perturbed significantly from

the finite temperature Fermi distribution f and therefore an electron temperature Te

can be defined [55]. Also implicit in the ETM is the assumption that the drift velocity

vd is small compared to the sound velocity s and Fermi velocity vf and therefore non-

equilibrium phonon effects and dynamical screening is not incorporated. At high

fields, if vd
>
∼s and the electron distribution is perturbed significantly from f , then the

ETM fails and considerably underestimates the phonon scattering rate [40][41].

In the ETM, the momentum scattering is calculated under the relaxation time

approximation (RTA). RTA assumes that there is a characteristic time scale < τm >

in which the perturbed distribution would relax to the Fermi distribution and that

the perturbation can be approximated by E ∂f
∂E

. Also, Matthiesen’s rule (Equation
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1.1), is applied in combining the effects of the momentum and energy relaxation

processes. Matthiesen’s rule applies when the scattering processes occur independent

of each other and when the energy dependence of the various scattering processes are

similar [5]. Even though the energy dependence of impurity scattering and phonon

scattering differ, Price argues in Reference [55] that the Matthiessen’s rule is still a

good approximation for degenerate electron gas distributions.

We apply the ETM in the following manner. As a function of Te and TL (with

Te ≥ TL), the mobility µ and the net power loss Pe for a 2DEG are calculated

separately. Subsequently, it is possible to map µ to a given Pe, for a fixed TL. For a

2DEG, Pe is very small when both TL and Te are below 30K (see Figure 2.4). Hence,

when power is supplied to the 2DEG, at a fixed TL, through an externally applied

electric field, Te and Pe rise till there is no net energy gain to the 2DEG. Ideally, in our

experiments both TL and Te should be measured, enabling a more direct comparison of

experimental and theoretical estimates of µ. Since only TL and input power is known,

we need to resort to the energy relaxation calculations to compare experimental data

with our theoretical calculations.

2.2.1 Momentum relaxation

The momentum relaxation processes have been calculated in detail in references

[35] [77] [56] [30]. For completeness, we restate these theoretical results with the

notation used in reference [30]. The basic equations are presented in this chapter and

the details are in Appendix B. As stated in Chapter 1, the mobility of a material

µ = e<τm>
m

, where < τm > is the total momentum relaxation time arising from the



Chapter 2: Hot Electron Dynamics in a 2DEG 24

reciprocal summation of the individual scattering times < τ i
m > given by 1

<τm>
=

∑
i

1
<τ i

m>
. The notation < . > implies an ensemble average, which in the relaxation

time approximation is given by [45],

1

< τ i
m >

=

∫∞
0

1
τ i
m(E)

E ∂f
∂E

dE
∫∞
0 E ∂f

∂E
dE

(2.1)

where,

f =
1

e
E−EF
kBTe + 1

(2.2)

is the equilibrium Fermi distribution with Fermi energy EF and electron temperature

Te. In our calculations we consider the two most dominant scattering processes,

impurity scattering and phonon scattering.

Impurity scattering

Impurity scattering is elastic, therefore the initial and final in-plane wave vector

electronic states k1 and k2 of an electron have the same magnitude k = |k1| = |k2|.

The scattering rate as a function of electronic kinetic energy E = h̄2k2/2m is given

by

1

τ I
m(E)

=
m

h̄3

4

(2π)2

∫ π

0
dθ(1− cos θ)

∫ ∞

0
dzIN(zI)

|F (qxy, zI)|2
q2
xyε

2(qxy, Te)
(2.3)

where, m is the effective mass of the electron in GaAs, N(zI) is the impurity dis-

tribution function, F (qxy, zI) is a form factor that is the Laplace transform of the

square of the first quantized wavefunction taken relative to the impurity location

(detailed expression found in Appendix B), ε(qxy, Te) is the static wave vector and

temperature dependent screening function as calculated by Stern [67], θ the scat-

tering angle between k1 and k2, and the magnitude of the scattering wave vector
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qxy = |k2 − k1| = 2k |sin(θ/2)|. The impurity scattering time τm(E) ∝ E1.5 [30],

which implies that as Te rises impurity scattering reduces because the electrons be-

come more energetic. The impurity related mobility µI(T ) ≈ µI(0)(1 + O(T/TF )2),

where µI(0) is the impurity related mobility at Te = 0 and TF = EF /kB is the Fermi

temperature.

Phonon scattering

The energy dependent scattering rate for acoustic phonon scattering is given by

1

τ p
m(E)

=
m

h̄3

4

(2π)2

∫ π

0
dθ(1− cos θ)

∫ ∞

0
dqz |I(qz)|2 |Cp(q)|2

ε2(qxy, Te)
×G(E, h̄ωq) (2.4)

where, |Cp(q)|2 is the scattering matrix element, |I(qz)|2 is the Fourier transform of

the first quantized wave function. The energy of the acoustic phonon h̄ωq = h̄sq with

q =
√

q2
xy + q2

z being the wave vector. The term G(E, h̄ωq) given by

G(E, h̄ωq) =
1

1− f(E)
{Nq(1− f(E + h̄ωq)) + (Nq + 1)(1− f(E − h̄ωq))} (2.5)

keeps track of the phonon and electron population statistics with,

Nq(ε) =
1

(e
h̄ωq

kBTL − 1)
(2.6)

being the Planck distribution which is the equilibrium phonon occupation number

for a given lattice temperature TL. The interesting temperature dependence with

respect to phonon scattering is contained in the G(E, h̄ωq) term. As the temperature

is lowered, Nq tends to vanish so the term associated with momentum absorbtion

goes to zero. Further more, as illustrated in Figure 2.2, the phase space constraints

cause the BG effect. At temperatures below TBG, electrons participating in transport
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are only just above the Fermi surface and are not able to emit phonons that can

significantly change their momentum because all the underlying states are filled. At

temperatures above TBG, the phase space restrictions ease, and Nq ≈ kBTL/h̄ωq

therefore the scattering rate becomes linear with temperature.

q
q

k

k’

k
k’

Tksk BF >>h2 Tksk BF <<h2

Figure 2.2: This diagram (drawing not to scale) illustrates the BG effect where for
temperatures below TBG the electrons participating in transport are very close to
the Fermi surface. As a result of the Pauli exclusion principal, these electrons are
prohibited from emitting phonons of energy that could cause large angle scattering.
Above TBG, the phase space restrictions for phonon emission is no longer prevalent
and the scattering rate is dictated by the phonon occupancy function Nq ≈ kBT .

Acoustic phonon scattering occurs through deformation potential coupling and

piezo-electric coupling (since GaAs is a polar semiconductor); the scattering matrix

element for each of these couplings is stated in detail in Appendix B. Using 2.1

,2.3 and 2.4, the temperature dependence of the mobility due to phonon scattering

and impurity scattering can be calculated. In Figure 2.1 (b) is plotted the calculated

mobility under equilibrium (Te = TL) taking into consideration all the various acoustic
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Figure 2.3: Mobility calculations for a 2DEG with density 2.7x1011/cm−2. The solid
lines are the mobilities calculated in the case of equilibrium (Te = TL). The dashed
lines indicate the calculations for hot electrons with TL =1.5K and Te varied from
1.5K to 20K. The impurity scattering is the same in the both cases but the phonon
scattering is significantly altered. For simplicity, in (a) the mobility contributions
of all the phonon scattering processes (µph) are consolidated into one. In (b) total
mobilities for the equilibrium µ and hot electron µhot cases are plotted on a linear
scale.

phonon scattering processes and impurity scattering. In Figure 2.3 (a), all the phonon

scattering components are consolidated into one curve and in addition the effect of hot

electrons is illustrated. To simulate the effect of hot electrons, the lattice temperature

TL is pinned at 1.5K and the electron temperature Te is varied. The total mobility

in the case of equilibrium electrons does not reflect clearly the BG effect nor the

1+O(T/TF )2 dependence of the impurity scattering. In the plot of the total mobility

of hot electrons, however, initially a fall is seen until Te ≈ TBG because as Te rises

and the electrons are transitioning away from severe degeneracy, phase constraints are
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alleviated and phonon emission increases. After Te reaches TBG, phonon scattering

no longer increases rapidly because the phonon occupancy function is still clamped

TL is pinned to 1K; simultaneously, the rise in Te starts to reduce impurity scattering

significantly and therefore the mobility rises. The difference in hot and equilibrium

mobilities is easily seen in Figure 2.3(b) which is a linear plot.

2.2.2 Energy relaxation

In calculating energy relaxation, we start with the assumption that the net energy

loss rate of an an electron is equal to the energy gained from the lattice minus the

energy lost from the lattice. As part of ETM, it is assumed that the net energy lost

by the 2DEG

〈
dE
dt

〉

net

is assumed to be exactly replenished by the power supplied

from an externally applied electric field Pe [29].

Pe = −
〈

dE

dt

〉

net

=

〈
dE

dt

〉

phonon+

−
〈

dE

dt

〉

phonon−
(2.7)

The differential cross section scattering rate for energy relaxation is similar to the

momentum relaxation scattering rate expression discussed in the previous section.

The energy relaxation scattering rate is given by

w+(q, θ) =
∫ +∞

−∞
dqz |I(qz)|2 |C(q)|2

ε2(qxy, Te)
Nq[1− f(E + h̄ωq)] (2.8)

for phonon absorption, and

w−(q, θ) =
∫ +∞

−∞
dqz |I(qz)|2 |C(q)|2

ε2(qxy, Te)
(Nq + 1)[1− f(E − h̄ωq)] (2.9)

for phonon emission. In the case of polar optical phonon (POP), h̄ωq is assumed to

have a fixed value of 36.5meV. The energy dependent energy loss rate per electron is
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given by,

dE

dt
=

∫ 2π

−0
dθ[h̄ωq(w+(θ)− w−(θ)] (2.10)

and the ensemble average energy loss rate per electron is given by

〈
dE

dt

〉
=

∫∞
−0

dE
dt

f(E)dE∫∞
−0 f(E)dE

. (2.11)

E
n

er
g

y 
L

o
ss

 R
at

e 
P

eeee(Watts)

1 10
10

-18

10
-16

10
-14

10
-12

10
-10

Te(K)

pe

n=2.2x1011 /cm2 , TL=1.5 K

K. Hirakawa et. al 
APL 49 889 (1986)

dp

po

E
n

er
g

y 
L

o
ss

 R
at

e 
P

eeee(Watts)

Te(K)

Figure 2.4: In (a) the measured data and theoretical plots for Pe vs. Te obtained by
Hirakawa et al. [29]. (b) Energy dissipation calculations using the model presented
in this chapter for a 2DEG with density 2.2x1011cm−2 and a fixed TL=1.5K.

In Figure 2.4, we see the contributions to energy relaxation from the piezoelectric

and deformation coupled acoustic phonons. For Te greater than 40K, POP scattering

starts to dominate the energy relaxation process. The measured data and theoretical

plots for Pe vs. Te obtained by Hirakawa et al [29] are shown in Figure 2.4(a) for

comparison to the calculations made using the theory presented above and plotted in

2.4(b). Hirakawa et al studied 2DEG samples which were held at a lattice temperature

TL =4.2K. The calculations presented in 2.4(b) are for a 2DEG sample with TL =1.5K.
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The calculations indicate that Te rises rapidly as a function of Pe until polar optical

emission sets in at ≈40K, after which energy transferred to the 2DEG is efficiently

transmitted to the lattice.
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Figure 2.5: The normalized resistance R/R0 (i.e. the resistance R normalized by
the zero temperature resistance R0) is plotted vs the Power/electron Pe. The curves
corresponding to zero temperature impurity limited mobilities µI(T = 0) of 2.2 ×
106cm2/Vs, 1.5 × 106cm2/Vs and 0.82 × 106cm2/Vs. The graph clearly shows the
relative importance of the BG effect on the resistance R of a 2DEG for a given
µI(T = 0). For the sample with µI(T = 0) = 2.2 × 106 cm2/Vs, the resistance rises
by as much as 8% as a result of the BG effect. In the case where µI(T = 0) = 0.82×106

cm2/Vs, the rise in R due to the BG effect is so small that it seems like R is basically
a monotonically falling function of Pe. The electron density n = 2.7×1011/cm2 for all
the curves.

Having calculated the momentum and energy scattering rates, it is now easy to

map the power dissipation rate to the momentum scattering rate for a given Te and

TL. In Figure 2.5, the normalized resistance for 2DEGs with varying mobility is

plotted as a function of Pe assuming that TL is fixed at 1.5K. The resistance curves
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plotted are calculations for samples with zero temperature impurity limited mobilities

of 2.2× 106cm2/Vs, 1.5×106cm2/Vs and 0.82×106cm2/Vs. The graph clearly shows

the relative importance of the BG effect the resistance R of a 2DEG for a given

µI(T = 0). For the sample with µI(T = 0) = 2.2 × 106 cm2/Vs, the resistance rises

by as much as 8% as a result of the BG effect. In the case where µI(T = 0) = 0.82×106

cm2/Vs, the rise in R due to the BG effect is so small that it seems like R is basically

a monotonically falling function of Pe. This illustrates that as expected, the BG effect

diminishes as impurity scattering becomes overwhelmingly dominant.

2.3 Experiments and results

The device specifications were chosen with the intent of measuring the resistance

of a hot electron 2DEG. One of the practical considerations we needed to take into

account was that the Ohmic contacts to the 2DEG have resistances of ∼50-100Ωs,

therefore large currents would cause local lattice heating in the vicinity of the Ohmic

contacts, inadvertently raising TL in an experiment where the intention is to pin TL

at a fixed value. To ensure that high current densities were achieved without Ohmic

heating at the contacts, the current was supplied through large Ohmic contacts. To

ensure high current densities (and thus hot electron effects), the current was channeled

through a narrow wire 4µm in width defined using Schottky gates, see Figure 2.6 for

an optical image and schematic of the device. The length of the device L is 150µm

which is much larger than the transport length lm = vf < τm >=6.4µm at the T = 0.

Since the Schottky defined gates are known from magnetoresistance measurements to

be “smooth”, their presence does not add to the resistance of the device [70], therefore
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Figure 2.6: Above is an optical image of the device that was fabricated, below is a
schematic of the device. A portion of the 2DEG was first isolated from the rest of the
wafer by using a wet etch to define a mesa. Four Ohmic contacts were to enable four
point measurement that would eliminate the resistance of the leads. The Schottky
gates defined electrostatically a wire of width W=4µm and length L=150µm.

the measurements on this device were essentially “bulk” measurements made in the

diffuse transport limit. We discuss the effects of rough boundaries in more detail later

in Section 2.5. The details of the fabrication process are in Appendix A.

The device shown in Figure 2.6, was made from a 2DEG with a bulk low temper-

ature mobility µ=8.2×105cm2/Vs. A Desert Cryogenics cryogenic probe station was

used to first cool the device to 1.5K and the sample temperature was then controlled



Chapter 2: Hot Electron Dynamics in a 2DEG 33

using a local heater. The electrical measurements were made using an Agilent Tech-

nologies A4156 parameter analyzer. The measured resistance as a function of bias

current and lattice temperature is shown in Figure 2.7. In Figure 2.7(a) we see that
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Figure 2.7: (a) Measured resistance as a function of lattice temperature TL at bias
currents 0.1µA, 72µA and 120µA. At small bias current I=0.1 µA, there is no sig-
nificant electronic heating, Te = TL. At I=72 µA, Te > TL and the resistance is
smaller as compared to the resistance measured with a 0.1µA bias for TL < 25 K. For
I=120 µA, non-equilibrium effects set in and the resistance is higher than the I=0.1
µA case for all TL. (b) Measured resistance as a function of bias current in a wire
defined using Schottky gates at lattice temperatures TL= 1.5, 4, 7.5, 19 and 34K. The
length of the wire is 150µm and the width is 5µm. We see a pronounced peak in the
resistivity around zero bias current which gradually disappears as TL is raised.

the resistance R increases approximately linearly with TL. For a bias current I=72µA,

R is lower than as compared to when I=0.1µA for TL < 25K. When I=120µA, the

resistance is larger than when I=0.1µA for all TL. The effect of reduced resistance

as I is increased is seen more clearly in Figure 2.7(b), where a clear resistance peak

is seen at low magnitude bias currents |I| <50µA for TL < 34K. In contrast to our

experiments, de Jong et al. [20] made a measurement very similar to that described

above. Their device had a width W=3.6µm and length L=127.3µm, but was made
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from a 2DEG of much larger low temperature mobility µ=2.2×106cm2/Vs. The data

from Reference [20] is reproduced in Figure2.8. In this case the resistance first rises

than falls, an artefact that is not seen in our sample.
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Figure 2.8: Data taken from de Jong et al. [20], shows resistance as a function of
bias current in a wire defined using Schottky gates at lattice temperatures TL= 1.5.
The length of the wire is 127µm and the width is 3.5µm. We see a pronounced peak
in the resistivity around at 6 µA, and then a fall as the current is further increased.
The mobility of the 2DEG was stated to be 2.2×106 cm2/Vs and the electron density
n=2.7×1011/cm2.

The resistance as a function of current in the two wires is qualitatively different.

In order to compare our experimental results and that of de Jong et al., we plot in

Figure 2.9 the normalized resistance as a function of input power per electron Pe. The

experimental data and theoretical calculations using the ETM described in Section

2.2 agree fairly well. As described earlier in this chapter, the ETM model predicts

that the resistance will rise rapidly as a function of Te due to the BG effect till

Te ≈ TBG if µI(T = 0) is large enough and impurity scattering does not completely

dominate the momentum relaxation process. Above Te ≈ TBG, the resistance falls as
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impurity scattering reduces and phonon scattering does not increase rapidly because

the phonon occupancy function remains low. In the case where µ is low to begin with,

as in the case in our 2DEG, impurity scattering dominates the momentum scattering

process and the BG effect is not noticeable.
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Figure 2.9: Comparison between the ETM theory (dashed) and experiments (solid)
for resistance R vs Power/electron Pe. The labels “theory1” and ”data1” corre-
spond to our device, which was made from a 2DEG with a bulk mobility µ(T =
0)=0.82 × 106cm2/Vs and density n=2.2×1011/cm2. For this sample, no resistance
peak associated with the BG phenomena is seen since impurity scattering is very dom-
inant. The labels “theory2” and ”data2” correspond to the device of de Jong et al.
[20], which was made from a 2DEG with high bulk mobility µ(T = 0)=2.2×106cm2/Vs
and density n=2.7×1011/cm2. For their sample we see a resistance peak associated
with the BG phenomena since impurity scattering is less dominant and therefore the
influence of the temperature dependence of phonon scattering is seen.

The results of the ETM model appear to be consistent with experimental results

up to only moderately high bias currents, above which it fails. At bias currents above

50µA (and 20µA for reference [20]) the drift velocity vd becomes much larger than
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the sound velocity s, and also vd becomes a significant fraction of the fermi velocity

vf . Under these conditions, ETM fails [40]. In the next section we briefly discuss

high field transport effects.

2.4 High field transport

For room temperature bulk GaAs, intervalley scattering at electric fields E ∼1000V/cm

destroys the linear relationship between E and drift velocity vd [82]. In the case of high

mobility 2DEGs at low temperatures, non-linear acoustic phonon scattering events

can occur at much lower electric fields E ∼10V/cm, if vd becomes significantly larger

than s [40] [41].
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Figure 2.10: Graph of vd/s (solid line) and R/R0 (dashed) plotted vs. current bias
for our device. The drift velocity vd can be seen to be become significantly larger
than the (longitudinal) sound velocity s as the current I increases.

In our device and in the devices in Reference [20], it is found that the resistance

eventually rises at large bias currents. The ETM model does not predict this rise
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Figure 2.11: Graph of vd/s (solid line) and R/R0 (dashed) plotted vs. current bias
for the data from [20] shown in Figure. 2.8. The drift velocity vd can be seen to be
become significantly larger than the (longitudinal) sound velocity s as the current I
increases.

because some of the key assumptions are no longer met at high bias currents. The

failure of the ETM model occurs when the drift velocity vd becomes large and the

finite temperature Fermi distribution cannot be used to model the electron statistics.

Also, as mentioned earlier, vd becomes significantly larger than the sound velocity

s, non-equilibrium phonon effects start to play a role and also frequency dependent

screening needs to be incorporated [40][41].

In Figures 2.10 and 2.11, we see that in both the sample we measured and that of

de Jong et al., vd becomes considerably larger than s at the point when the resistance

begins to rise again. The Green’s-function theoretical approach taken by Lei and

Ting [41], shows that when vd becomes significantly larger than s, the ETM model

underestimates the acoustic phonon scattering rates. Hirakawa et al. verify the Lie

and Ting theory and the failure of the ETM model in reference [31], see Figure 2.12.
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vd≈s

Figure 2.12: Plot of normalized mobility µ
µ0

vs. electric field from Reference [31]. The

dotted line is the ETM model, the solid line theory of Lei et al. [41], and the circles
mark the measurements on a sample with n=2.4×1011/cm2 and µ=1.3×106cm2/Vs.
At approximately 1V/cm, the drift velocity vd approximately equals the sound veloc-
ity S for their sample (marked by vertical dashed line). We see that as vd becomes
much larger than s, the ETM model overestimates the mobility. The resistance R vs.
I for the data represented in Figures 2.10 and 2.11, the electric field was varied from
0-2.4V/cm, and 0-1V/cm respectively.

Apart from high-field effects, the effect of electron-electron (e-e) scattering on

the ETM model has not been considered. In the case of bulk 2DEGs e-e scattering

is often ignored while calculating the classical resistance because it is a momentum

conserving process. In the following section we discuss a theory proposed by de Jong

and Molenkamp in [20] which states that as e-e scattering becomes large, classical

hydrodynamic behavior might appear in mesoscopic 2DEG devices.
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2.5 Classical size effects: boundary scattering and

viscosity

A 2DEG wire with specular scattering at the boundaries should not display a clas-

sical resistivity different from that of the bulk2. Schottky defined gates are “smooth”

(i.e. there is no significant roughness in the scale of the Fermi wavelength λF ), as has

been inferred from magnetoresistance measurements [70] and electron focusing ex-

periments [72]. In the magnetoresistance measurements on a Schottky defined 2DEG

wire [70], it was found that the magnetoresistance was negligible, which is consistent

with specular reflections of electrons of the boundaries. And, in the magnetic focusing

experiments where a stream of electrons was made to bend by an applied magnetic

field and reflect off a Schottky defined gate, the measurements were consistent with

a specular reflection model. In our experiments and in Reference [20], Schottky gates

were used to define the wires, so presumably there were negligible boundary scatter-

ing size effects. It is for this reason that the analysis of Section 2.3 did not consider

boundary scattering.

We now summerise the influence of boundary scattering on resistance as has been

studied in the literature [22](and references there in), and then assess the case of

hot-electrons flowing through a wire with “rough” boundaries. If we assume that it

is possible to make completely diffuse scattering boundaries, then one could crudely

estimate that the width of the wire W would set an upper bound to the momentum

scattering length lm and therefore the resistance of a wire R would be altered to

2The classical size effects on resistance have been studied extensively, and a good review is
presented in reference [22].
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R ∼ Rs(lm/W ) if lm >> W . In reference [22], the approximate solutions to the

linearized Boltzmann transport equation in the case of completely diffuse boundary

scattering is derived to be

R = Rs(1 +
4

3π

lm
W

) (2.12)

for lm/W <<1, and

R = (π/2)Rs
1

ln(lm/W )

lm
W

(2.13)

for lm/W >>1. If lm/W >>1 or lm/W <<1, the drift velocity should not vary

substantially across the width of the wire. In the case of lm/W >>1 only the electrons

with momentum almost completely parallel to the boundaries will carry the vast

majority of the current and therefore the velocity profile across the width of the

wire would be close to constant, tapering to zero only very close to the boundaries.

This regime is referred to as the “ballistic” regime and is extensively studied in the

literature. If lm/W <<1, then the boundary scattering does not affect the flow of

current much at all so we do not expect to see any change in current density across such

a wire. This is the regime in which many practical room temperature semiconductor

devices function and is referred to as the “diffusive” regime. In the intermediate,

or “quasi-ballistic” regime, when lm is comparable to W , one should expect to see

some structure in the current density of electrons flowing through a wire because the

effective transport length would be shorter close to the wire boundaries as opposed to

far away from them. However, the role of lm is not the same as that of interparticle

collisions which give rise to viscosity in a gas. In the length scale lm, the velocity of

an electron is randomized, and the momentum scattering events effectively transfer

the momentum from the electrons to the lattice wherever they occur.
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For a classical gas flowing through a pipe, the interparticle collisions alone do

not contribute directly to the resistance of the pipe but do so by transferring the

momentum of particles to the walls of the pipe. The interparticle collisions that are

momentum conserving cause net transfer of momentum perpendicular to the flow of

a gas and are the source of viscosity. In Reference [20], a theory of viscous effects

in a 2DEG is presented that predicts an extremely pronounced effect on the velocity

profile of electrons flowing through a wire with rough boundaries if the case of an

electron-electron scattering length lee < lm and W is considered.

As mentioned in Chapter 1, for a classical gas, ηc = 1
2
m̄Nv̄l, where l is the

interparticle scattering length, m̄ the mass of the particle, N the density and v̄ the

thermal velocity. The analogous expression for a electronic Fermi gas for viscosity

would be ηe ∼ mnvF lee, where lee is the electron-electron scattering length [43]. In

calculating the classical resistance of a 2DEG device, electron-electron scattering is

normally ignored as it is a momentum conserving process and therefore does not affect

the drift velocity of the electron ensemble. However, in the case of wires with rough

boundaries, and width W < lm, where the ratio of lee/W can be tuned, a transition

analogous to transition from ”ballistic” (Knudsen) to “viscous” (Poiseuille) flow in a

classical gas is expected in the velocity profile of the electrons [26, 20]. In Figure 2.13

the velocity profile using the theory presented [20] is plotted. The wire was assumed

to be 4µm wide and the boundaries “rough” with only 70% specular reflection. In the

ballistic transport (Knudsen) regime where lee > lm > W , we find that the velocity

profile is flat. When lee is made smaller than both lm and W , the Poiseuille-like flow

appears and the velocity profile has a characteristic parabolic shape. If lm is smaller
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Figure 2.13: Velocity profile for ballistic (B), Poiseuille (P) and diffusive (D) transport
along a wire with ’rough’ boundaries. When lee becomes smaller than lm and W ,
viscous flow develops and the momentum from the electrons transmitted to the rough
boundaries where it is dissipated.

than W , the Poiseuille-like flow fades and the velocity profile flattens out.

In reference [70], it is shown that Schottky defined gates are more than 95%

specular, where as those defined by focused ion-beam (FIB) are shown to be only 70%

specular. The electron-electron scattering length lee = vfτee and has been measured

in a 2DEG recently by LeRoy et al. [42], and was found to be consistent with the

electron-electron scattering rate calculated by Chaplik [16], and Giuliani and Quinn

[25] given by,

1

τee

=
EF

4πh̄

(
∆

EF

)2

[ln(EF /∆) + ln(2QFT /kF ) + 1/2] (2.14)

where, QFT = me2/2πεh̄2 is the Thomas-Fermi screening length and ∆ is the quasi-
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Figure 2.14: The electron-impurity (lI), electron-phonon (lph), and electron-
electron scattering lengths for a 2DEG with µ(T = 0)=2×106cm2/Vs and density
n=2.7×1011/cm2. The lattice temperature TL is fixed at 1K and Te is varied.

particle excitation energy. If we make the approximation that for electrons at temper-

ature Te, ∆ ≈ kBTe, we can estimate the electron-electron scattering rate for a given

electron temperature Te. In Figure 2.14, the relevant scattering lengths are plotted

as a function of Te: the elctron-electron scattering length lee = vF τee, the impurity

scattering length lI = vF < τi >, and the phonon scattering length lI = vF < τph >.

In these calculations, a low temperature 2DEG mobility of µ(T = 0)=2×106cm2/Vs

and density n=2.7×1011/cm2 was assumed. In Figure 2.14, we see that at Te =20K,

lee ≈ 0.5µm is much smaller than lm and if a wire with diffuse boundary scattering

is fabricated with a width of ≈ 5µm, then a Poiseulle-like regime as first predicted

by [26] might form. In comparison to our sample, which has lI ≈ 6.5 µm with

µ(T = 0)=0.82×106cm2/Vs and n=2.2×1011/cm2, a narrower wire width W and
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higher higher Te would be needed to comfortably satisfy Poiseuille flow conditions

lm > W > lee.

In the transition from Knudsen to Poiseulle regimes for high mobility 2DEG wire

with rough boundaries, de Jong et al. [20] predict a few percent change in resistance.

The interplay between phonon scattering and impurity scattering described in this

chapter is a bulk effect of similar magnitude and therefore it would be difficult to

conclusively say whether it is one effect or the other (or both) that are occurring just

by measuring resistivity alone. In our experiments and those of de Jong et al. [20],

the specularity of reflections from the Schottky gates clearly rules out any boundary

effects. The most direct way to detect any change in the velocity profile would be to

“image” the currents inside a wire which has significant boundary scattering.

2.6 Conclusion

Theoretical calculations using ETM predicts the experimental results of hot elec-

trons in a 2DEG for moderate bias currents. The conditions under which a resis-

tance peak forms as a function of current bias in high mobility 2DEG samples were

presented. This phenomena is observed only when the lattice temperature is held

significantly below the Bloch-Grüneisen (BG) temperature (TBG), and if the zero

temperature mobility of the sample is comparable to or greater than the phonon lim-

ited mobility at TBG. If these two conditions are met, then as the current bias is

increased, the electron temperature rises (due to Joule heating) and the correspond-

ing resistance rises rapidly due to the BG effect until Te ≈ TBG. Further increasing

the current bias reduces impurity scattering to a much greater extent than the cor-
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responding increase in acoustic phonon scattering and therefore the resistance falls.

In hot 2DEGs it is easier to detect the BG effect as compared to the equilibrium

case because the rise in TL increases the occupancy function Nq of the phonons and

therefore the influence of the phonon scattering associated with opening of the phase

space as Te rises is obscured.

At high fields, the ETM model fails since the drift velocity vd becomes much

larger than the sound velocity and non-equilibrium phonon scattering effects need to

be considered. Also, at high electron temperatures Te, the electron-electron scattering

length lee can be made much smaller than lm and the characteristic length scale of

a device. This raises the possibility of structure in the velocity profile of electrons

flowing through a wire arising from “viscous” effects. In the next chapter we evaluate

Magnetic Force Microscopy (MFM) as a tool to image these “viscous” effects.
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3.1 Introduction

The ability to sense currents at the microscopic scale allows us to visualize and

verify microscopic theories of electron transport. There is no doubt that the field of

fluid dynamics has made tremendous strides because of the ability to easily image

fluid flow. It is only in the past two decades, since the invention of the scanning

tunneling microscope (STM) [11] and related scanning probe technologies like atomic

force microscopy (AFM) [10] and MFM [48], that scientist have been able to “image”

electron flow.

One of the methods developed to image electron flow in a 2DEG device involves

perturbing the electron flow with a mobile Schottky gate. The gate is created by plac-

ing a negatively charged AFM tip above a 2DEG. If the tip is sufficiently charged,

it is possible to completely deplete the electron gas directly below it. This pertur-

bation to the 2DEG changes the conductance of the device being probed, and by

comparing the relative effect of the tip position on the conductance it is possible

to detect the paths taken by electrons flowing through the device. This method of

imaging was first demonstrated by Eriksson et al. [23] and then further refined by

Topinka et al. [71]. Using this technique, it has been shown that impurity scattering

can create dramatic branching structures in the current flow in 2DEGS. It is unclear

whether this method for imaging current flow would be suitable to detect viscous

effects in a 2DEG. The perturbation caused by the tip could possibly alter the flow of

the electrons significantly, especially close to the boundaries of the wire, and thereby

disrupting viscous-fluid like flow to an extent that would make interpretation of the

measurements difficult.
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We focus on MFM as a current sensing tool, since as stated in Chapter 1, it

has been demonstrated to image magnetic media at the 50 nm scale [14]. In Sec-

tion 3.3, a study of the limits of the MFM current sensing technique is presented.

The experiments were carried out using two different techniques, direct current MFM

(DC-MFM) and alternating current MFM (AC-MFM). DC-MFM involved forcing a

cantilever at the clamped end at the resonant frequency f0 and measuring the phase

change of the magnetic tip oscillation as it interacted with the magnetic field emanat-

ing from a current carrying wire. AC-MFM is a new technique, where the cantilever is

not forced at the clamped end, instead the current to be sensed is oscillated at the f0,

and the amplitude and phase of the deflection of the tip is monitored. It is found that

in comparing the two methods, AC-MFM is two orders of magnitude more sensitive

to the currents than DC-MFM, but suffers from significantly less spatial resolution.

In using any scanning probe microscope (SPM), particularly when imaging sam-

ples close to the limits of its resolution, one has to understand the details of the probe

and probe-sample interactions to be able to interpret measurements quantitatively.

We begin first with the result of an experiment conducted to characterize the mag-

netic field produced by an MFM tip in Section 3.2, and then proceed to quantify the

tip interactions with magnetic fields produced by a current carrying wire in Section

3.3.

3.2 MFM spatial resolution and tip field

The experimental results in this section were obtained in collaboration with H.

Schmidt and also appear in Reference [1].
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Accurate measurements of tip fields involve complex experiments that detect the

Lorentz force on a focused beam of electrons that are passed close to the tip [65][49].

We exploited the known bulk magnetic characteristics of a patterned array of single

domain nanomagnets (SDNMs) to measure the tip field. These SDNMs were created

as a prototype ultra-high density magnetic storage media. The array consists of Ni

posts with a 100 nm period fabricated using Achromatic interference lithography

(AIL) and electrodeposition [64]. The posts, a scanning electron micrograph of which

is shown in Figure 3.1(a), have an average diameter of 57 nm and average height of

115 nm. The sample was large enough (≈1 cm2) to produce a clear vibrating sample

magnetometry (VSM) measurement and, since the period of the array was 100 nm, a

typical MFM scan of 1µm2 could measure the magnetic states of a few hundred posts.

The shape anisotropy of the posts cause the easy axis to be along the long axis of

the posts [64], and therefore the magnetization of the posts are always perpendicular

to the plane of the wafer they are deposited on. Figure 3.1(b) is an example of an

MFM scan that clearly reveals the magnetic states of the posts. The contrast in the

MFM image comes from the attractive and repulsive force gradients experienced by

the magnetic probe tip because of its relative magnetization to the posts. The bright

regions in a scan are interpreted as an “up” state and the dark regions as a “down”

state.

The VSM measurements shown in Figure 3.2 yield an average switching field of the

posts H̄SW =710 Oe and a saturation moment Ms=370 emu/cm3 [33]. We compare

MFM and VSM hysteresis loops directly in Figure 3.2. MFM measurements allow the

microscopic characterization of the nanomagnetic array while simultaneously provid-
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(a) SEM (b) MFM

Figure 3.1: (a) SEM image of the Ni magnetic posts. The period of 100 nm corre-
sponds to 60 Gbits/inch2 data density. The posts are of diameter 57nm and height
115nm. (b) 1 µm2 MFM scan of the magnetic states of the sample: “up” is white,
and “down” is black.

ing topographic information when using in AFM mode. All our MFM measurements

were made in a phase sensitive non-contact mode described in detail in the next sec-

tion. In our experiments, we used a Digital Instruments (Dimension 3000) scanning

probe microscope and model MESP-LM (magnetic force etched silicon probe - low

moment) magnetic tips. An in situ adjustable external magnetic field Hext, varying

from 14 Oe to 1502 Oe, parallel to the easy axis of the magnetic posts, was applied

by a movable permanent magnet mounted in a z-stage. This simple arrangement was

sufficient to take successive MFM images of a fixed area of the sample for various

values of external magnetic fields.

To obtain a microscopic “hysteresis loop” measurement, the sample was first sat-

urated in a large magnetic field (À H̄SW ) and then MFM scans were taken of a grid
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Figure 3.2: Microscopic (MFM) hysteresis curve compared to bulk (VSM) hysteresis
curve. Insets (a) and (b) show a 5×5 section of the MFM data at -1080 Oe and
-1136 Oe where one of the posts is seen to have switched its magnetic state from “up”
(white) to down (black). The MFM data was fit to the VSM data by adding an offset
of ≈ 200 Oe which corresponds to the magnetic field produced by the tip Htip.

of 20 × 20 posts as the field was gradually reversed until the magnetization of all

posts switched. Figure 3.2 shows the microscopic hysteresis loop recorded by keeping

track of the magnetic states of each element in the grid as a function of incrementally

increasing applied magnetic field. The raw data in which we do account for the tip

field Htip is marked with crosses. If Htip is assumed to be ≈200 O and the MFM data

is offset accordingly (shown as open circles on the graph), it agrees fairly well with

the VSM measurement (dark solid line).

There is a gap in the data between +200 Oe and −200 Oe because we were not able
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to eliminate the effect of the stray magnetic field, Htip, produced by the tip and the

discrepancy between the two curves, namely the relatively smaller slope (dM/dH) for

the VSM data, can be explained by the fact that the MFM measurements detect just

the magnetic state (up or down) rather than the actual magnetization of each post.

The magnetization of the posts are probably not all fully saturated perpendicular to

the plane of the sample because of variations in shape and orientation of the crystal

axis, and interactions from neighboring particles.

The quantitative agreement between MFM and VSM measurements provides an

important unprecedented corroboration of the macroscopic collective behavior of the

nanomagnets with a microscopic measurement [1]. The unique information gained

from MFM measurements is the microscopic map of the individual switching fields.

This map gives us the magnetic configuration of the neighboring states as the elements

flip. Thus we are able to account for the interaction of the neighbors in determining

the switching field of each element by calculating the total interaction field from

the neighboring nanomagnets using magnetostatics. Figure 3.3 shows the standard

deviation of the average switching field ∆HSW as we account for the interaction

fields from 4,8,12,20 and 24 neighbors. Previously, ∆HSW was determined from a fit

parameter to the VSM hysteresis loop with relatively large uncertainty [33]. The inset

in Figure 3.3 shows the distribution of switching fields by taking into consideration

(a) no interactions (b) the interactions from 24 nearest neighbors. The effect of the

long range interactions is clearly seen in Figure 3.3. The apparent standard deviation

in switching fields starts at ∆HSW = 276 Oe, the value obtained without considering

the effect of interactions, and steadily falls as we include the interaction fields of
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Figure 3.3: Standard deviation of switching fields vs. number of neighbors included
in calculating the switching field. Inset (a) distribution with no nearest neighbor
interactions, inset (b) distribution with 24 nearest neighbor interactions.

more and more neighbors eventually plateauing only after accounting for 24 nearest

neighbors to a value of ∆HSW = 105 Oe. The actual values for ∆HSW are probably

larger than the recorded values as we were not able to scan the external magnetic field

through the range −200Oe to +200Oe, a range over which 22% of the posts flipped.

Though this is a significant error, it is a consistent one and does not alter the trend

shown in Figure 3.3.

In summary, we have investigated the switching field behavior of single domain

nanomagnets in a dense array. By using MFM, it was possible to spatially resolve

the hysteresis loops of individual nanomagnets. The magnetostatic interactions play
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an important role, and up to 24 nearest neighbors need to be taken into account in

determining the switching field distribution. More significant to our goal to image

currents, we were able to verify that MFM is able to measure magnetic signals with

sub-100nm spatial resolution. And, the stray tip magnetic field Htip ≈ 200 Oe was

measured in a novel manner by taking advantage of the known bulk behavior of

the patterned array of nanomagnets. McVitie et al. in Reference [49], measured

Htip ≈ 400Oe for a regular MESP tip. We used MESP-LM tips that are designed

to have a lower magnetic moment by having only half the thickness of magnetic thin

film material (CoCr) deposited on it compared to the MESP model 1. Therefore, our

measurements of Htip ≈ 200 Oe seems to be consistent with the results of Reference

[49].

In the next section we quantify the interaction of the MFM tip with the fields

emanating from a current carrying wire. The wire is metallic and its shape is well

defined, and by assuming that the current flows uniformly through the wire the mag-

netic field interacting with the MFM tip can be precisely calculated. We find that the

response of the tip to DC currents is qualitatively different from that of AC currents.

3.3 Determining current resolution

The experimental results in this section were obtained in collaboration with M. H.

Wang and also appear in Reference [78]. The numerical simulations of the cantilever

response was generated using software written by M. H. Wang.

1This was learnt through private communication with Digital Instruments, the tip vendor.
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3.3.1 Cantilever model

The point-mass model (PMM) is often used to model scanning probe dynamics[63],

and is sufficient in most applications of MFM as well. However, we need to use the full

beam equation to model the cantilever dynamics because it allows us to introduce

the necessary boundary conditions that accurately describe our experiments. The

beam equation for a cantilever, with moment I, Young’s modulus E, density ρ, cross-

sectional area A and damping factor γ, is given by [59]:

EI
d4z

dx4
+ γρA

dz

dt
+ ρA

d2z

dt2
= 0 (3.1)

The variable x is the distance along the length of the cantilever and z is the

variable that tracks the deflection of the cantilever, see Fig.3.4(b). By making the

assumption that the solution has the form z(x, t) = Z(x)q(t), one can solve equation

(3.1), given sufficient boundary conditions [21].

In the case of DC-MFM, the cantilever is driven at a set frequency, ωd at (x = 0),

with an amplitude Ad. Further, the slope of the cantilever at x = 0 is zero, because the

beam is clamped to the moving piezotube. Also, because the beam ends at x = L,

there cannot be curvature at that point. The last boundary condition which sets

the value of d3z(x=L,t)
dx3 relates the shear force at x = L to the tip-sample interaction

force. In the presence of a device carrying DC current, the tip-end of the cantilever

experiences an attraction or a repulsive force in the z-direction, perpendicular to the

sample provided the magnetization of the tip is in the z-direction. This force F (z)

can be expanded into a Taylor series:

F (z) = F (z0) +
∂F

∂z
|z0(z − z0) +

1

2

∂2F

∂z2
|z0(z − z0)

2 + ... (3.2)
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The first term shifts the equilibrium position of the cantilever beam at x = L. The

deflecting force around the equilibrium can be approximated by the second term,

which is represented as an effective spring with stiffness k∗[58], where:

k∗ =
∂F (z)

∂z
|z0 (3.3)

Therefore, the four boundary conditions that we need in order to model the cantilever

dynamics, are given by:

z(x = 0, t) = Ade
ωdt (3.4)

∂z(x = 0, t)

∂x
= 0 (3.5)

EI
∂2z(x = L, t)

∂x2
= 0 (3.6)

EI
∂3z(x = L, t)

∂x3
= k∗z(x = L, t) (3.7)

It is important to note here that Ad is typically in the sub-angstrom range and

is “amplified” such that the tip end of the cantilever oscillates with an amplitude

|Z(x = L)| ≈ 10nm. The amplification is approximately equal to the Q of the system.

The tip-sample interactions for currents in the milliampere range being sensed using

DC-MFM cause only minute change in the relative tip amplitude
(

∆Z
Z

)
x=L

≈ 10−3,

which is hard to measure. However, the corresponding change in phase of the tip

oscillation ∆φ (which increases linearly with current) is a few degrees, and is easily

detected using a lock-in measurement.

In the case of AC-MFM, the cantilever is not driven at the clamped end (x = 0),

i.e. Ad = 0, but by the magnetic force term that acts at the tip (x = L). Therefore,

the zeroth order term F (z0) can no longer be neglected. Furthermore, it is orders of

magnitude larger than the higher-order terms which can be ignored. The boundary
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conditions for AC-MFM are therefore given by:

z(x = 0, t) = 0 (3.8)

∂z(x=0,t)
∂x

= 0 (3.9)

EI ∂2z(x=L,t)
∂x2 = 0 (3.10)

EI ∂3z(x=L,t)
∂x3 = Fz(z0)e

ωct (3.11)

where ωc is the current frequency, F (z0) is the same Taylor series component as in

the DC case, and z0 is the effective tip-sample distance.

The amplitude of tip oscillation |Z(x = L)| increases linearly with current. In our

experiments described below, currents in the milliampere range induce oscillations

with |Z(x = L)| ≈1nm, which is easily detected. In contrast to the phase response in

the case of DC-MFM, which is typically only a few degrees and is proportional to the

gradient of the magnetic force interaction, the phase-response in AC-MFM undergoes

a π phase shift as the tip is scanned across a current carrying wire because of the

change in sign of the magnetic interaction force. For AC-MFM, the information

contained in the phase response of the cantilever is the direction of the current,

and the amplitude response contains the magnitude of the current. Further, if we

use the extended monopole model discussed below, we conclude that the cantilever

amplitude responds proportionally to strength of the magnetic field in AC-MFM, and

the cantilever phase responds to the gradient of magnetic field in DC-MFM.
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3.3.2 Tip-sample interaction model

The force on a tip due to the magnetic field of the sample can be represented as a

convolution between the probe moment and the sample stray field. Models describing

the magnetic force on hard magnetic tips, where the magnetization of the sample and

the tip remains undisturbed during the scanning process, have been investigated

experimentally [6]. The point dipole approximation, first proposed by Mamin et al.

[47], describes the tip as an ideal dipole, with magnetic dipole moment m. A slightly

more complicated model describes the tip as the sum of an ideal monopole and an

ideal dipole, where the monopole is an approximation of an elongated dipole. The

force experienced by the tip due to magnetic field is,

F = µ0(q + m · ∇)H (3.12)

where q is the magnetic monopole moment of the tip and H is the magnetic stray

field from the sample[28].

Several groups have experimentally determined the effective values of q and m for

various MFM tips [6], [60]. Kong et al.[38] took advantage of the well defined magnetic

field produced by microfabricated current carrying rings to calibrate the magnetic

moments of tips. They presented values for the monopole (2.8×10−6 emu/cm) and

dipole (3.8×10−9 emu) moment of a tip covered with 65 nm cobalt film for a current

ring with 5µm diameter and found that the dipole moment value when using a 1µm

diameter ring is about one order of magnitude smaller. Lohau et al.[44] explained

the difference between the two rings by relating a characteristic decay length of the

magnetic field to an effective volume of the magnetic tip that is actually interacting

with the field. They concluded that the usage of the point probe approximation needs
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to be adjusted by an effective distance, δ, above the tip apex, because the location

of the point probe within the real physical tip depends on the magnetic stray field.

Similar observations have been made by Mamin et al.[47] for the dipole model and

Belliard et al.[8] for the monopole model. Fig. 3.4 shows the schematic of the extended

point probe model. The lift height, d, is a fixed distance between the end of the tip

and the sample that is set before each scan, and the point probe is “effectively” at a

height z = d + δ above the sample.

Lohau et al. also determined that “an unambiguous MFM-image analysis can

only be performed when using either the monopole or the dipole contribution of the

magnetic tip.” [44]. Similar conclusions were made by van Schendel et al.[32], [73],

who used transfer functions in the Fourier domain to quantify the magnetic force

on the tip. When compared to the point-pole tip models, the authors found the

extended monopole model to agree best with their simulations. While the dipole and

monopole models only match the experimental data at specific spatial wavelengths

of the sample’s magnetization, the extended monopole model matched over a greater

range of wavelengths. In this section, only the extended monopole model is considered,

unless specified otherwise. In this model, the magnetic monopole q is assumed to be

at an effective distance of z = d + δ, see Fig. 3.4(c). Also, since only the cantilever

movement in the z-direction is measured, equation (3.12) is reduced to,

Fz = qµ0Hz. (3.13)

This means that the magnetic force is proportional to the magnetic field. Therefore,

the magnitude of the deflection in AC-MFM is proportional to the magnetic force

and the phase response in DC-MFM is proportional to the gradient of the force in
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the z-direction.

3.3.3 Experiments and results

The experimental setup for DC current sensing is shown in Fig. 3.4(a). A 2µm

wide 200nm high metal wire fabricated on a silicon dioxide insulator was the device

that carried the current sensed using MFM. We used a Dimension 3000, Digital

Instruments SPM along with MSEP-HM tips for all our experiments. The data

acquisition was performed external to the SPM. From the SPM’s signal access module,

the signal proportional to the amplitude deflection was fed to a Stanford Research

Instruments SRS844 lock-in amplifier which had as its reference signal either the

piezotube drive signal for DC-MFM, or the current drive signal for AC-MFM. The

data sampling rate of the lock-in was set at 32 Hz and the time constant was at 30

ms. The value of Q was found experimentally by the equation Q = f0/∆f0 where f0

is the resonant frequency and ∆f0 is the half-width frequency. The tips used had Q’s

of approximately 180±10.

In the DC-MFM technique, a cantilever driven at its resonant frequency was

scanned over the current carrying wire at a height of 200nm. DI instrument uses the

LiftMode technology to sense long-range forces, such as electrostatic and magnetic

forces. LiftMode allows the tip to first perform a topographical scan across the sample,

in which the tip is positioned close to the sample surface and amplitude feedback is

used to extract the topographical makeup of the sample. Once topography is known

and stored into memory, the tip rescans across the sample at a fixed distance above

the topography to ensure that the tip is responding predominantly to the long-range
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Figure 3.4: (a) MFM setup for AC and DC-MFM current sensing. For DC-MFM,
a sinusoidal signal drives the cantilever at frequency ωd and provides the reference
signal for the lock-in, while a DC current is sent through a wire. In AC-MFM, the
cantilever is driven by the interaction between the magnetic tip and the magnetic
field produced by an oscillating current in the wire. The input signal to the lock-in is
taken from the photodetector signal of the AFM. (b) Diagram (not to scale) showing
illustrating the coordinate system and variables. (c) Schematic of the extended point
probe model.

forces and is minimally contaminated by the topography. Figure 3.5(a) shows the

raw data acquired by the lock-in of the phase response of the cantilever. The total

phase response results from the combined electrostatic, topographic, and magnetic

interactions. However, because of the geometry of the experiment and direction of

the current in the wire, we know that the magnetic interaction between the tip and

sample should be anti-symmetric across the axis of the wire. This is because the

tip magnetization is in the ’z’ direction and the ’z’ components of the magnetic field

on either side of the wire have opposite direction and equal magnitude. Using this
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geometric argument, we extract the odd component of the data (about the wire axis),

shown in Figure 3.5, and attribute this part of the data to the magnetic interaction.

The even part of the data we do not consider in this paper, as we assume it contains

artifacts due to topographic and electrostatic interactions.
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Figure 3.5: The experimental data of the cantilever phase response to a 2 µm-wide
wire carrying 1,3,5,10 and 15mA of current, at a lift height of 200nm. The arrows
point in the direction of increasing current. The top set of graphs represent the raw
data and the bottom set, the odd component of the raw data. It is assumed that
since the z component of the magnetic field is antisymmetric about the center of the
wire, the entire phase response related to the magnetic interaction is contained in the
odd component of the data.

The extended monopole and dipole models are both compared to the experimental

results with 15 mA DC current in Figure 3.6. For the extended monopole model, q

and δ are fitted to match the experimental results. The values obtained for q and δ
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are 1.9×10−7 Am and 650 nm, given that the lift height is 200 nm. The experimental

and simulated results are closely-matched, particularly within the the width of the

wire, which is between x = -1µm and x = 1µm. Further away from the wire, the

experimental results fall off slower than the simulations. This is possibly due to the

geometry of the tip, which is not simulated in the model. As the tip moves away from

the wire, the outer rim of the pyramidal tip may still interact with the magnetic field,

causing some phase response. The extended dipole model simulation agrees less-well

with the experimental result. In the best fit, mz and δ are found to be 2.5×10−13 Am2

and 1000nm, respectively. Away from the edge of the wire, the phase response of the

extended dipole model falls off faster and even overshoots a little before approaching

zero. Therefore, it appears that the extended monopole model better represents the

magnetic tip-sample interaction.

The increased phase response due to greater current is evident in Fig. 3.5. The

maximum phase response is linearly related to the current as is shown in Fig. 3.7.

The line-fit to the experimental data yields a slope of 0.12 deg/mA. A noise floor

of our phase measurement is at ≈0.2 degrees, this sets the current sensing limit for

DC-MFM at 2mA.

In the AC current experiments the piezotube drive amplitude and frequency are

both set to zero, leaving the AC magnetic field as the only driving force. The current

is driven externally by the function generator at frequency ωc. The sync output from

the function generator provides the reference signal for the lock-in amplifier. The

vertical deflection signal is taken from the photo-detector output and fed to the lock-

in as the input signal. The experimental tip response to varying AC currents is shown
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Figure 3.6: Comparison between the experimental and simulated results of the can-
tilever phase response to a 2 µm-wide wire carrying 15 mA DC current. The best fit
extended monopole model that describes the magnetic tip-sample interaction has q
= 1.9×10−7 Am and z = 850 nm for the magnetic moment and effective lift height.
The best fit extended dipole model has mz = 2.5×10−3 Am2 and z = 1200 nm for
the magnetic dipole moment and effective lift height.

in Fig. 3.8. As in the DC experiments, the same wire is used and the lift height was

fixed at 200 nm and the wire is 2 µm-wide, centered at x = 0. A 180-degree shift in

the phase response is observed as is expected. The offset in the actual experimental

phase values could be due to the AFM’s internal circuitry or delay between the photo-

detector output signal to the lock-in.

In order to effectively visualize the data, we incorporated the magnitude and phase

response curves into a single curve, as shown in Figure 3.9. For the data values in
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Figure 3.7: The relation between the maximum phase response and current in the
DC-MFM data is plotted. The relationship is linear with a slope of 0.12 deg/mA for
points above the noise floor, which is marked with a dotted line. The noise floor sets
the DC-MFM sensitivity to 2mA
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Figure 3.8: Experimental magnitude and phase responses to varying AC current
through a 2µm-wide wire centered at x = 0. The cantilever is driven on resonance.
Current levels are 5, 25, 50, 100, 250, 500 µA and 1, 2, 3, 4 mA. The arrow is
drawn in the direction of increasing current. Tip-sample distance was 200 nm. The
amplitude is measured from the photo-detector which outputs a voltage. Calibration
measurements indicate that 1mV≈1nm
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these curves, the positive data points are 180 degrees out of phase with those that are

negative. Once again, we extract the odd components of these curves as we did with

the DC phase response data, with the understanding that all symmetric contributions

were either from topographic or electric interactions between tip and sample.
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Figure 3.9: The magnitude and phase data is incorporated into a singe curve. Data
values in the plot that are positive are 180 degrees out of phase with those that are
negative. The plots are for from current levels are 5, 15, 25, 50, 100, 250, and 500
µA. The responses increase with current. Tip-sample distance was 200 nm. (a) is the
raw data and (b) is the odd component of (a). As in the DC response, the magnetic
field response of the cantilever should be entirely anti-symmetric.

The experimental amplitude data is in units of voltage, as it is taken directly

from the output of the photo-detector. Through a calibration routine, we were able

to estimate the relation between the photo-detector signal and actual tip deflection.
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Figure 3.10: Comparison between the experimental and simulated results of the can-
tilever magnitude response to a 2 µm-wide wire carrying 2 mA AC current. The
current frequency matches the first vibrational resonance of the cantilever beam. The
simulation used the extended monopole model to describe the magnetic tip-sample in-
teraction. Two fits were used to match the experiment. The first yields q = 3.2×10−5

Am and z = 10.5 µm and the second has q = 2.8×10−5 Am and z = 6.5 µm.

This conversion varies with each measurement session because the tip placement and

laser alignment differ from session to session. For the data shown, we were able to

estimate that 1 mV corresponded to ≈1 nm deflection. In Fig.3.10, the experimental

and simulated magnitude responses to 2 mA AC current are shown. The simulations

assume the extended monopole model. The data plotted with a dashed line uses

the parameter values q = 3.2×10−5 Am and z = 10.5 µm, and the dotted uses q =

2.8×10−5 Am and z = 6.5 µm. For the theoretical simulation in which the effective
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lift height is 6.5µm, the agreement to experiment is better further away from the

center of the wire. When the larger lift height of 10.5µm is assumed, the comparison

to experimental data is best directly over and immediately close to the wire. The

need for two fits may be because the magnetic field decays faster as a function of

tip-sample distance near the wire.

Using AC-MFM, our measurement apparatus is able to sense currents that are

more than two orders of magnitude smaller than when we use the DC-MFM technique.

In Fig.8, the maximum amplitude response is plotted for different current values. The

signal AC-MFM sensitivity is 1.5mV/mA, and a noise floor of 0.1mV allows us to

detect currents down to 15µA. It is easy to understand that in the case of AC-MFM,

since we excite the cantilever at its resonance frequency, we are able to exploit the

mechanical gain of the system which occurs on resonance. Therefore, we are able

to detect currents that are roughly a factor of Q smaller. The extended monopole

model used to simulate both the DC-MFM and AC-MFM results used vastly different

values for effective monopole q and lift height δ. The values for δ differed by an order

of magnitude and the q values by two orders of magnitude. Further investigation is

needed to understand the large differences in these two fitting parameters that are

used when modeling the two techniques.

3.4 Conclusion

Using the AC-MFM technique it is possible to measure currents that are two orders

of magnitude smaller than what can be detected using the more conventional DC-

MFM method. The enhanced sensitivity occurs in the AC-MFM technique because
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Figure 3.11: The maximum amplitude response to various AC current values is plot-
ted. The data points form a linear relation with a slope of 1.5mV/mA, until the noise
floor of 0.1mV is reached.
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it takes advantage of the mechanical gain that occurs when the cantilever is forced

at its resonance frequency. Therefore AC-MFM places MFM magnetic sensitivity

with respect to oscillating magnetic fields in the 10µT range. The experimental

data matched reasonably well with the theoretical calculations [78]. The theoretical

model accounted fully for the physical characteristics and conditions of the cantilever.

The extended monopole model used to model the magnetic tip sample interactions

included two fitting parameters, q and δ. The values for q and δ were comparable to

values found in the literature for similar DC-MFM current sensing experiments [38]

[6]. However, the values for q and δ that were needed to match experiment and theory

for AC-MFM were surprisingly large, this difference needs to be further examined in

order to understand the tip sample interaction when this technique is applied.

The DC-MFM noise floor appears from the inability of our electronic measure-

ment apparatus to detect phase changes smaller than 0.2 degrees. In contrast, the

AC-MFM technique noise floor is consistent with the amplitude noise caused by me-

chanical thermal noise fluctuations at room temperature [61]. In order to measure

viscous electron flow in a 2DEG, currents under the microampere range need to be

measured. In the next Chapter, ideas to improve MFM current sensing will be dis-

cussed. However, the substantial gain in AC current sensitivity is important because

it opens the possibility of studying electromigration in new materials and lower cur-

rent densities. Also, since AC-MFM is able to detect currents several microns away

from the tip [78], it could b e used for current detection in wires buried deep under

other materials.
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4.1 Hot electron transport

The effect of hot electrons on momentum scattering rates in a 2DEG was crit-

ically examined. It was shown that with hot electrons it is possible to explore the

temperature dependence of individual scattering mechanisms not easily probed under

equilibrium conditions. Namely, we were able to discern the Bloch-Grüneisen (BG)

phonon scattering phenomena and the reduction in impurity scattering, both of which

are not easy to detect under equilibrium conditions. The ETM model’s prediction is

consistent with the results obtained from hot electrons experiments. As a function of

bias current, a resistance peak is formed in a 2DEG if the low temperature impurity

limited mobilities µI(T = 0) is comparable to µph(TBG) the phonon limited mobility

at the critical BG temperature. In this case, as the bias current is increased, the

electron temperature Te rises due to Joule heating and the rapid increase in phonon

scattering can be detected before the effect of the reduction in impurity scattering

sets in. If µI(T = 0) ¿ µph(TBG), there is no peak in resistance because the impurity

scattering dominates sufficiently and its reduction has a much stronger effect on the

total resistance than the rise in phonon scattering.

In order to further strengthen our theoretical explanation, we need to conduct

experiments with higher mobility samples to ensure that the results of de Jong et

al. [20] are not specific to their sample. Also Te needs to be measured so that the

need to calculate the energy relaxation rate is eliminated. This can be achieved by

using a quantum point contact (QPC) as a thermometer, which would work up to a

few Kelvin [4], or an electrical Johnson noise measurement, which would be difficult

below a few Kelvin but would work up to arbitrarily high temperatures [39].
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The ETM model fails at high fields because of non-linear phonon scattering ef-

fects and significant deviations of the electronic distribution away from the equilib-

rium Fermi distribution function f . The Green’s function based theory of Lie et

al. [41], which has been verified at high fields [31], needs to be compared to the

results presented in this thesis using the ETM model for low to moderate fields. If

impurity scattering can be reduced even further, and 2DEGs with mobilities of 100

× 106 cm2/Vs realized, then the BG effect would be detectable even in equilibrium

measurements.

4.2 Viscous electronic flow

In hot electrons, as Te rises, lee falls and can be made much smaller than the

momentum scattering length lm and the characteristic size of a device W . If the

boundaries of such a a device are rough, then a small lee could induce momentum

transfer from the electrons to the boundaries and this “viscous effect” would influence

the velocity profile of electronic flow. The existence of electron gas viscosity relies on

the efficiency of electron-electron (e-e) scattering. In Reference [27], it is argued that

e-e scattering is largely small angle in a 2DEG. In which case our estimate of lee is

smaller than the true momentum diffusion length and we have overestimated the role

of viscosity. So far studies of energy dependent e-e scattering have been conducted

for electrons injected through a quantum point contact [42] [54]. More theory and

experiments are required to gain a deeper understanding of the nature of the e-e

scattering process with respect to momentum diffusion.

Assuming that Equation (2.14) is the momentum scattering rate for electrons,
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Reference [20] predicts Poiseuille flow for ≈ 10 µA of current flowing through a wire

of width W > 5 µm defined in a high mobility 2DEG with rough boundaries. The

rough boundaries can be realized by defining the wire with a focused ion beam (FIB)

tool rather than Schottky gates [70]. A current of ≈ 10 µA would produce a magnetic

field of ≈ 10 µT around the wire and an appropriate microscopic magnetic sensing

probe could image Poiseuille flow if it exists.

The transition from Knudsen (Ballistic) to Poiseuille flow has been studied ex-

tensively for classical gases, both experimentally [37] and analytically [18]. Also,

direct simulation Monte Carlo (DSMC) methods made popular by G. A. Bird [12]

have been able to successfully simulate this transition. The DSMC method involves

tracking the trajectory of a small number of “representative” particles within “cells”.

Each “representative” particle represents a large number of real particles of a system

and thereby a significant economy in computation is achieved. In simulating a clas-

sical gas, the trajectory of the particles are calculated in time steps that are roughly

equal to the particle-particle scattering time. Further, collisions between particles of

neighboring cells are taken into account using statistics arising from kinetic theory

[24]. In DSMC, long range interactions are hard to incorporate [12]. If for a 2DEG,

the screening is strong enough to limit long range interactions, and the mechanics of

e-e scattering are better understood, it could be useful to attempt DSMC simulations

of 2DEG flow. Such a simulation would give us a more precise knowledge of the con-

ditions needed to see fluid-like behavior. Experimentally though, the ultimate proof

of fluid-like behavior in electron flow would be in imaging it.
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4.3 Current imaging

The possibility of imaging Poiseuille flow using MFM was explored since it had

already been demonstrated to image magnetic media in the sub-100 nm range [9].

The experiments with imaging periodic nanomagnetic arrays allowed us to verify

the possible sub-100 nm spatial resolution performance of MFM and also measure

the magnetic field emanating from the tip. When MFM was deployed to sense DC

currents (DC-MFM), only large currents greater than ≈ 2mA could be detected. To

improve the current sensitivity, alternating currents at the resonant frequency of the

cantilever were used (AC-MFM). This technique exploited the mechanical gain of

the system and improved the current sensing ability by two orders of magnitude to

≈ 20 µA. However, this large increase in current sensitivity was accompanied by a

substantial drop in the spatial resolution from sub-micron to several microns. This

loss in spatial resolution is not currently understood. The large effective lift height

that is required in the extended magnetic monopole model to simulate the magnetic

interaction between an AC current carrying wire and the tip implies that a much

larger volume of the tip interacts with a magnetic field produced by an AC current

as compared to DC current. A more complete theory that explains this difference in

interaction needs to be constructed.

The magnetic field produced by a current must interact with a smaller portion of

the magnetic tip to improve spatial resolution. This could be achieved by deposit-

ing magnetic material only at the very end of the tip [14] rather than sputtering a

magnetic thin film over the entire tip. The reduction in magnetic material would

surely reduce the magnetic interaction force and hence reduce the sensitivity of MFM
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Figure 4.1: Non-Contact cryogenic AFM scan of Au on mica. The monoatomic steps
of 0.27nm can be seen in the line profile. This scan was 105 nm x 90 nm in area and
was taken at 5 K.

to magnetic fields. However, the MFM signal strength is proportional to Q1/2 [63]

and by operating in vacuum, it is known that the Q of the cantilever can improve

by three orders of magnitude [2]. Therefore, it should be possible to increase the

signal strength by a factor of thirty. Also, the noise floor which arises from the ther-

mally induced fluctuations of the cantilever can be reduced by working at cryogenic

temperatures.

The preliminary effort to realize a high vacuum cryogenic MFM is in progress.
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A non-contact AFM image of gold atomic steps is shown in Figure 4.1. This image

was taken using an Omicron SPM which has an interferometric cantilever deflection

measurement system. The interferometric sensor requires a single-mode fiber to be

aligned in close proximity to the cantilever probe through a temperature range of

5-300 K. Since there are no means to re-align the fiber and the tip once the SPM

is placed the vacuum chamber, small thermal drifts that cause the interferometric

system to fail at low temperatures were not correctable. At first, the reliability of

the alignment was improved by switching the adhesive that was used to secure the

fibre from the original UV cured Norland 8101 optical adhesive to a Henkel epoxy.

However, the long term stability of the alignment is still poor.

The interferometric detection system relies on a laser which could cause heating

of the device being imaged. To improve the reliability of the SPM and also make it

more versatile, we are considering switching to a piezoresistive deflection measure-

ment system. This change would eliminate the alignment problems of the interfer-

ometric system. Since there are eight spare electrical leads that reach the head of

the microscope, biasing a piezoresistive cantilever should be feasible. If piezoresistive

cantilevers are successfully deployed, the full multi-mode cantilever dynamical model

developed by M. H. Wang [78] could be used to quantitatively model the the higher

sensitivity of low temperature piezoresitve SPMs operated at higher order flexural

modes [75]. In addition, Vodolin et al. [75] state that this higher sensitivity allows

a reduction in power supplied to the piezoresitive cantilever, a feature that could be

significant when attempting to maintain low sample temperatures.



Chapter 4: Summary and Future Work 79

4.4 Closing remarks

This thesis has attempted to further our understanding of electron transport by

applying the ETM model to determine the role of various scattering mechanisms. This

model was then compared to experimental measurements. Concurrently, a method to

use MFM as a tool to sense electron flow was developed. The theory and experiments

were designed with the hope of understanding under what conditions viscous effects

could appear in a 2DEG, and assuming that viscous effects actually exist, developing

the appropriate imaging technique to detect them.

Viscous effects, in the simplest sense of momentum diffusion, must exist in a

2DEG because e-e scattering does occur. However, the significance of viscosity on

electron transport is yet to be conclusively determined. Experiments and theory that

attempt to explore the effects of electron viscosity would further our intuition and

understanding of electron transport.



Appendix A

Device Fabrication and Cryogenic

Electrical Measurement

A.1 Device fabrication

The fabrication of the device involved three steps:

• Defining a mesa to isolate a region of the chip.

• Making Ohmic contacts to the 2DEG.

• Making Schottky gates to define the device.

Mesa etch

The wafer was first cleaned with acetone, methanol and ethanol and then baked (to

evaporate the solvents) for 30 minutes at 200 ◦C. After which an optical lithography

step using photoresist AZ-4620 was used to define regions of the wafer that had to

be protected from the mesa-defining wet-etch. The exposure time was 1 minute, and

80
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after developing with AZ-440-MIF for 40 seconds, the chip was hard-baked at 180 ◦C

for 25 minutes.

The mesa was defined using a H2SO4:H2O2:H2O (1:8:1000) solution. The etch rate

had to be calibrated on every occasion because it was very sensitive to temperature.

A typical etch rate was approximately 30 nm/min.

Ohmic Contacts

Another optical lithography step is used to define the regions where the Ohmic

contact metals need to be deposited. This was done using AZ-5214 resist in ”image-

reversal” mode and developed with AZ-422-MIF. The chip was then briefly dipped

into a solution of NH4OH:H20 (1:20) for 10 seconds and then blown dry using N2

before quickly placing the chip into the electron beam metal evaporator.

The metals that were deposited were in the sequence Ni:Au:Ge:Au:Ni:Au with

thicknesses 5 nm:5 nm:25 nm:10 nm:10 nm: 60 nm respectively (the first Ni surface

being the one to be first deposited on the wafer) 1. After metal deposition was

complete, the ”lift-off” process was completed by dipping the wafer in acetone for a

few minutes and then rinsing it with ethanol.

In order to anneal the Ohmic contacts, the chip was rapid thermal annealed (RTA).

The RTA sequence involved using an RTA oven which first raised the sample temper-

ature in the following sequence: 110 ◦C for 60s, 260 ◦C for 20s, and 410 ◦C for 40s.

All ramps in temperature were done at the rate of 30 ◦C/s.

Schottky gates

1Ohmic contact metal layers suggested by Mark Topinka.
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KIC- Mask layout
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Figure A.1: The free software, KIC, was used to do mask layout. A screen capture of
the mask layout program is shown. The dark grey region is the mesa mask, the light
grey the Ohmic contact mask (labeled ’O’), and the white portions is the Schottky
gate mask (marked ’s’). If the bond pads are made > 100 µm × 100 µm it makes it
easy to wire bond. It is convenient to allow for errors of +/- 10 µm in the alignment
between masks.

The last optical lithography step is used to define the regions where the Schottky

contact metals need to be deposited. This was done also with AZ-5214 resist in

”image-reversal” mode. The resist had to be exposed for 3 seconds, then soft-baked

for 52seconds on a hot-plate at 105 C and then flood-exposed for up to 2 minutes.

The bilayer of 25 nm Ni and 150 nm Au was deposited and a similar ”lift-off” process

was followed as in the case of Ohmic contacts (and no RTA). The thickness of the
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metal layers should be made greater than 100 nm to ensure that wire-bonding to the

layers is easy.

A.2 Cryogenic electrical measurement

The devices were tested in Desert Cryogenics probe station model FS-Prober

System. This cryogenic probe station is able to cool down samples to 1.5 K. The

the chip was first soldered onto an all-metallic gold plated chip carrier (Spectrum

Materials part no. HYB03401) using Indium foil (Lakeshore part no. IF-5). The

chip carrier was then soldered onto a oxygen free high conductivity (OFHC) copper

plate using Indium foil solder. The soldering was done by placing a sheet of Indium

foil between the chip and the chip-carrier, and the chip-carrier and the copper plate

and heating all three above 430 K (the melting point of Indium) using a hot plate.

The copper plate was then screwed onto the cold finger of the cryostat. The copper

plate surface which was in contact with the cold finger was polished and electroplated

with gold to ensure a good thermal contact. A temperature sensor attached to the

chip carrier recorded 2 K when the cold finger measured 1.5 K; this could have been

caused because the Indium foil thermal conductivity falls below its superconducting

transition of 3.37 K. It was found that ’GE’ varnish and Apezon-N grease were not

good substitutes for Indium foil as cryogenic adhesives for the chip and chip-carrier.

In using them, the lowest temperature attained on the chip carrier was 5 K.

In our experiments, the Schottky gates of our device were biased through the DC

probe arms of the probe station and the Ohmic contacts were wire bonded using a

gold wire bonder to the chip carrier leads. The chip carrier leads were biased through
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DC wires that were installed on the cryostat. A set of 12 DC leads were introduced

through one of the flanges made for the probe arms. A 19-pin vacuum feedthrough

(Lakeshore part no. VFT19-F) was attached onto the flange and the internal wiring

within the cryostat was done using a phosphor bronze (CuSnP alloy) twisted pair

wire (Lakeshore part no. DT-32). This wire has a low thermal conductivity and

is non-ferromagnetic. The twisted pair wire was wrapped a few times around the

radiation shield and then several times around the stem of the cold finger and then

glued in place using ”GE” varnish ((Lakeshore part no. VGE-7031). Wrapping the

wire around the radiation shield (temperature ≈ 14K) ensured that the cold finger

was not significantly thermally loaded, and wrapping the wire around the cold finger

itself ensured that the wires were at as low a temperature as possible.

The electrical measurements were made using an Agilent A4156 parameter ana-

lyzer. From the A4156, one signal module unit (SMU) was used to apply the bias

to the Schottky gates of the device and another SMU was used to current bias and

measure the voltage across the device in a four-point measurement scheme. The SMU

was used in the 0 to 2.2V range with +/-2 µV resolution setting. Care must be taken

to subtract the DC offset of the voltage measurement, which can be as high as 50

µV, so that no spurious divergence is measured in the resistance of the device at low

currents when dividing the voltage reading by the current.
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B.1 Table of constants

Constant Value

m0 9.1× 10−31 Kg

e 1.6× 10−19 C

h̄ 1
2π
× 6.63× 10−34 Js

kB 1.39× 10−23 J/K

ε0 8.85× 10−12 F/m

κ0 12.91

m 0.067m0

D 11.5 eV

h14 1.2× 109 V/m

sl 5134 m/s

st 3004 m/s

ρ 5317 Kg/m3

Table B.1: Values of universal constants and GaAs material pararmeters used in
calculations.

B.2 Transport calculations

The theoretical formalism used in Chapter 2 is taken from References [56],[30],

and [29]. Some of the details regarding the calculations from Chapter 2 are presented
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below using the notation of Reference [30].

B.2.1 Wavefunction

Only intra-subband scattering within the lowest occupied subband of the QW

is considered since for at low temperatures the second subband is not significantly

populated.

The wavefunction of the first quantized state in terms of a 2D wave vector k=(kx,ky)

along the heterointerface is given by

ψ(r, z) = φ(z)exp(ik · r) (B.1)

where φ(z) denotes the quantized component of the wavefunction. We use the

Fang-Howard variational approximation for φ(z) [67],

φ(z) = (
1

2
b3z2)1/2exp(−1

2
bz) (B.2)

with variational parameter b,

b = (
12me2

κ0ε0h̄
2 )1/3(

11

32
n) (B.3)

where m is the effective mass of the electron in GaAs, e is the magnitude of the

charge of an electron, h̄ the reduced Planck constant, ε the dielectric permittivity, κ0

the static dielectric constant for GaAs, and n the concentration of the 2DEG.

B.2.2 Impurity scattering form factor

The for factor F in Equation (2.3) for impurity scattering is given by
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F (qxy, z) =
∫

dz|φ(z)|2exp(−qxy|zi − z|) (B.4)

Also, the impurity distribution N(ZI) in Equation (2.3) has two components: The

remote ionized impurities and background impurities. The remote ionized impurities

can be modeled as a plane of charged ions at a fixed distance d away from the

2DEG, and the background impurities modeled as a random distribution of charges

throughout the entire heterostructure [19]. In our sample, it is the background remote

ionized impurities that dominate 1

The actual value of the background impurities is not known precisely and is the

free parameter in our model. A value of 1.35×1015/cm3 was used to to model our

sample and 0.75×1015/cm3 for de Jong et al. sample.

B.2.3 Phonon scattering matrix elements

The bare momentum scattering matrix elements in two dimensions |Cp|2 included

in Equation (2.4) are for deformation coupled (DP), longitudinal piezoelectric coupled

(PEl) and transverse piezoelectric coupled (PEt) given by [57]:

|CDP (q)|2 =
D2h̄q

2ρul

, (B.5)

|CDEl
(q)|2 =

(eh14)
2h̄sl

2ρsl

9q2
zq

4
xy

2q(q2
z + q2

xy)
3
, (B.6)

1Private communication with A.C. Gossard (UCSB), whose research group grew the crystal
sample. This result was confirmed by our calculations.
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|CDEt(q)|2 =
(eh14)

2h̄st

2ρst

8q4
zq

2
xy + q6

xy

4q(q2
z + q2

xy)
3
, (B.7)

where, D is the deformation potential constant, h14 is the piezoelectric constant,

ρ is the density of GaAs, and sl and st are the longitudinal and transverse sound

velocities respectively in GaAs.

Also, the square of the Fourier transform of φ(z), represented as |I(qz)|2 in Equa-

tion (2.4), is given by [57],

|I(qz)|2 =
b6

(b2 + q2
z)

3
. (B.8)

B.2.4 Screening

The screening term ε(qxy, Te) is the same as that which is calculated in [67],

ε(qxy, Te) = 1 +
e2H(qxy)

∏
(qxy)

2ε0κ0qxy

(B.9)

where,

H(qxy) = b(8b2 + 9bqxy + 3q2
xy)/8(b + qxy)

3. (B.10)

The temperature dependent static polarizability function Π(qxy, Te) can be calcu-

lated using [46],

Π(qxy, Te, EF ) =
∫ ∞

0

Π(qxy, 0, E
′
F )

4kBTeCosh2[(EF − E ′
F )/2kBTe]

dE ′
F (B.11)

with,
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Π(qxy, 0, EF ) =
m

πh̄2 (1−Θ(qxy − 2kF )(1− (
2kF

qxy

)2)1/2) (B.12)

where, Θ is the unit step function and kF is the Fermi wave vector.

B.3 Matlab code to calculate relaxation rates

transport.m Feb.18, 2004

% This routine calculates phonon momentum relaxation times
% by calling integrnd lsp mmm.m (longitudinal phonon branch,
% piezo-electrically coupled scattering rate)
% integrnd tsp mmm.m (transverse phonon branch,
% piezo-electrically coupled scattering rate)
% integrnd dps mmm.m (longitudinal phonon branch,
% deformation coupled scattering rate) 10

% Screening is included and temperature of the electrons and
% the phonons are kept track of independently Most of the theory
% of Hot electrons in GaAs/AlGaAs was done by P.J.Price.
% K.Hirakawa and H.Sakaki redo essentially the same theory
% and present the results more clearly in APL v49 p14 (1986) and
% PRB v33 p8291 (1986). Note that the PRB does not keep track
% of the fermi and bose statics carefully since it deals
% with mobility calculations in the equipartition regiem
% and not the Bloch-Gruneisen regime. The APL is more careful
% about this as it calculates the energy relaxtion rates. 20

% T. Kawamura and S. Das Sarma’s PRB v45 p3612 is also a good
% reference to take a look at.

clear all
close all

warning off

global hbar n e m m0 kf vf Ef eV meV d dis h14 rho ul ut cl . . .
ct k0 e0 b kB Sqt Q T TL TE B C Ct q 30
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load SQT 2p0e15XX.mat;

n=2.0e15; % density in /m^2
ti0=4.2e−10; % impurity scattering time at T=0
Ni=6.1e15; % concentration of the rempte ion impuritie
dis=400e−10; % distance in meter of the remote ion impurities
nd=0; 40

e=1.6e−19; % charge of electron
hbar = (1/((2∗pi)))∗6.63e−34; % Js
h = hbar∗2∗pi;
m0 = 9.1e−31 ;
m = 0.067∗m0;
vf = (hbar/m)∗(2∗pi∗n)^(1/2);
Ef = (1/2)∗m∗vf^2;
eV=e;
meV=0.001∗eV;
d= 11.5∗eV; 50

h14=1.2e+9;
cl=1.40e11;
ct=0.48e11;
rho=5317;
ul=sqrt(cl/rho);
ut=sqrt(ct/rho);
k0=12.91;
e0=8.85e−12;
b=(((12∗m∗e^2)/(k0∗e0∗hbar^2))∗(nd+(11/32)∗n))^(1/3);
kB=0.087∗meV; 60

kf=sqrt(2∗pi∗n);
B=1/b;
C=hbar∗ul/kB;
Ct=hbar∗ut/kB;
fc=10;

Sqt=(1./Sqt).^2;
Sqt(1,:)=0;

70

min ang=1e−3;
max ang=pi;
min qz=0;
max qz=10∗kf;
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%min E=0.001∗Ef;
%max E=5∗Ef;

told=[0.1];
toll=[0.001]; 80

tolt=[0.001];

Te=[1:0.2:2 2.5:0.5:5 6:1:20 40:20:100]; % electron T range

Tl=[1:1:10 12:2:20 40:20:80]; % lattice T range

inv t dp=zeros(size(Tl,2),size(Te,2));
inv t dps=zeros(size(Tl,2),size(Te,2)); 90

inv t l=zeros(size(Tl,2),size(Te,2));
inv t t2=zeros(size(Tl,2),size(Te,2)); % Initializing arrays
inv t i=zeros(size(Tl,2),size(Te,2));
inv t si=zeros(size(Tl,2),size(Te,2));

r=0;
for TL=Tl;

warning off
r=r+1;
c=0; 100

res=[ ];

for TE=Te;
c=c+1;

if TE>=TL % no need to calculate TE<TL !

tic
max E=Ef+fc∗kB∗TE;
if fc∗kB∗TE<0.999∗Ef 110

min E=Ef−fc∗kB∗TE;
else

min E=0.001∗Ef
end
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warning off
[n/1e15 TE TL]

result=4∗trplquad('integrnd_dps_mmm',min ang,max ang,. . .
min qz,max qz,min E,max E,told,'quad8'); 120

result d=quad8('integrnd_mis_denom',0,max E);

inv t dp(r,c)=[((m∗(d^2)∗((hbar∗ul))). . .
/( 2∗(2∗pi)^2∗(hbar^3)∗cl))∗. . .

result/(result d))];

result=4∗trplquad('integrnd_lsp_mmm',min ang,max ang,. . .
min qz,max qz,min E,max E,toll,'quad8');

inv t l(r,c)=[((4.5∗ul∗m∗(e∗h14)^2)/( pi^2 ∗ kB∗TE∗rho)). . .
∗(result/(result d))]; 130

result=4∗trplquad('integrnd_tsp_mmm',min ang,max ang,. . .
min qz,max qz,min E,max E,toll,'quad8');

inv t t(r,c)=[(((0.25)∗m∗ut∗(e∗h14)^2)/( pi^2 ∗ kB∗TE∗rho )). . .
∗(result/(1))];;

toc/60

end 140

end

end

inv t t=inv t t/2;

tdp=1./inv t dps;
tpl=1./inv t l;
tpt=1./inv t t; 150

ti=1./inv t i;
tsi=1./inv t si;

udp=(e/m)∗tdp;
udp2=(e/m)∗tdp2;
upl=(e/m)∗tpl;
upt=(e/m)∗tpt;
ui=(e/m)∗ti;
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usi=(e/m)∗tsi;
160

uap=(1./udp + 1./upl + 1./upt).^−1;
uac=(1./udp + 1./upl + 1./upt + 1./ui).^−1;
uacs=(1./udp + 1./upl + 1./upt + 1./usi).^−1;

save molen2p2trans6 sub delete

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
integrnd dps mmm.m 170

function out = integrnd dps mmm(th,q,E)

global hbar n e m m0 kf vf Ef eV meV d rho ul ut cl ct k0 e0 b . . .
kB Sqt Q T TL TE B C Ct

k=sqrt(E.∗(2∗m/hbar^2));

out =(interp2(T,Q,Sqt,TE,2∗k∗abs(sin(th/2)),'nearest'))'.*. . .
(1−cos(th)).∗. . . 180

1./(1−(1./(exp((1/(kB∗TE)).∗(E−Ef))+1))).∗. . .
(1./((1 + (B^2 ∗ q.^2)).^3) ).∗. . .
sqrt((2.∗k.∗sin(th/2)).^2 + q.^2.).∗. . .
(((1./(exp((C/TL).∗(sqrt((2.∗k.∗sin(th/2)).^2 + q.^2)))−1)).∗. . .
(1−(1./(exp((1/(kB∗TE)).∗(E−Ef+hbar∗ul∗sqrt((2.∗k.∗sin(th/2)).^2 . . .
+ q.^2)))+1))))+. . .
(((1./(exp((C/TL).∗(sqrt((2.∗k.∗sin(th/2)).^2 + q.^2)))−1))+1).∗. . .
(1−(1./(exp((1/(kB∗TE)).∗(E−Ef−hbar∗ul∗sqrt((2.∗k.∗sin(th/2)).^2 + . . .
q.^2)))+1)))).∗st(E−hbar∗ul∗sqrt((2.∗k.∗sin(th/2)).^2 + q.^2))).∗. . .
E.∗(−1./(4∗kB.∗TE.∗((cosh((1/(kB∗TE)).∗(E−Ef))).^2))); 190

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

integrnd lsp mmm.m

function out = integrnd lsp mmm(th,q,E)

global hbar n e m m0 kf vf Ef eV meV d h14 rho ul ut cl ct k0 e0. . .
b kB Sqt Q T TL TE B C 200
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k=sqrt(E.∗(2∗m/hbar^2));

out =(((q.^2).∗((2.∗kf.∗sin(th/2)).^4 )). . .
./((q.^2 + (2.∗kf.∗sin(th/2)).^2).^(3))).∗. . .
(1./((1 + (B^2 ∗ q.^2)).^3) ).∗. . .
(((1./(exp((C/TL).∗(sqrt((2.∗kf.∗sin(th/2)).^2 + q.^2)))−1)).∗. . .
((1./(exp((C/TE).∗(sqrt((2.∗kf.∗sin(th/2)).^2 + q.^2)))−1))+1))+. . .
((1./(exp((C/TE).∗(sqrt((2.∗kf.∗sin(th/2)).^2 + q.^2)))−1)).∗. . . 210

((1./(exp((C/TL).∗(sqrt((2.∗kf.∗sin(th/2)).^2 + q.^2)))−1))+1))).∗. . .
((1./(interp2(T,Q,Sqt,TE,2∗kf∗abs(sin(th/2))))).^2)';

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
integrnd tsp mmm

function out = integrnd tsp mmm(th,q)
220

global hbar n e m m0 kf vf Ef eV meV d h14 rho ul ut cl. . .
ct k0 e0 b kB Sqt Q T TL TE B C Ct

K=1;

out =(( (8.∗(q.^4).∗((2.∗kf.∗sin(th/2).^2)))+(2.∗kf.∗sin(th/2)).^6 ). . .
./((q.^2 + (2.∗kf.∗sin(th/2)).^2).^3)).∗. . .
(1−cos(th)).∗(1./((1 + (B^2 ∗ q.^2)).^3) ).∗. . .
(((1./(exp((Ct/TL).∗(sqrt((2.∗kf.∗sin(th/2)).^2 + q.^2)))−1)).∗. . . 230

((1./(exp((Ct/TE).∗(sqrt((2.∗kf.∗sin(th/2)).^2 + q.^2)))−1))+1))+. . .
((1./(exp((Ct/TE).∗(sqrt((2.∗kf.∗sin(th/2)).^2 + q.^2)))−1)).∗. . .
((1./(exp((Ct/TL).∗(sqrt((2.∗kf.∗sin(th/2)).^2 + q.^2)))−1))+1))). . .
.∗(1./(interp2(T,Q,Sqt,TE,2∗kf∗abs(sin(th/2))))).^2)';

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Integrnd si ppE 240
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function out = integrnd si ppE(th,E)

global hbar n e m m0 kf vf Ef eV meV dis d rho ul ut . . .
cl ct k0 e0 b kB Sqt Q T TL TE B C Ct

k=sqrt((2∗m∗E)/(hbar)^2);

250

out =(1/2)∗(((interp2(T,Q,Sqt,TE,2∗k.∗abs(sin(th/2))))))'.*. . .
(1−cos(th)).∗. . .
((b./(b + 2.∗k.∗sin(th/2))).^6).∗. . .
(((exp(−2.∗k.∗sin(th/2)∗dis))./(2.∗k.∗sin(th/2))).^2).∗. . .
(1−(1./(exp((1/(kB∗TE)).∗(E−Ef))+1)));

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Screenig function table generator . . . .

runscreen.m 260

global hbar n e m m0 kf vf Ef eV meV d h14 rho ul ut . . .
cl ct k0 e0 b kB TL TE B C Ct

T1=[1:0.1:5];
T2=[6:1:100];
T=[T1,T2];

n=2.2e15; % density in /m^2
ti0=6.2e−11; % impurity scattering time at T=0 270

nd=0;
e=1.6e−19; % charge of electron
hbar = (1/((2∗pi)))∗6.63e−34;
h= hbar∗2∗pi;
m0 = 9.1e−31 ;
m = 0.067∗m0;
vf = (hbar/m)∗(2∗pi∗n)^(1/2);
Ef = (1/2)∗m∗vf^2;
eV=e;
meV=0.001∗eV; 280

d= 11.5∗eV;
h14=1.2e+9;
ul=473;
ut=334;
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cl=1.40e11;
ct=0.48e11;
rho=5317;
ul=sqrt(cl/rho);
ut=sqrt(ct/rho);
k0=12.91; 290

e0=8.85e−12;
b=(((12∗m∗e^2)/(k0∗e0∗hbar^2))∗(nd+(11/32)∗n))^(1/3);

kB=0.087∗meV;
kf=sqrt(2∗pi∗n);
B=kf/b;
C=hbar∗ul∗kf/kB;
Ct=hbar∗ut∗kf/kB;

300

Q=[0:0.00001∗kf:0.00005∗kf, 0.1∗kf:0.05∗kf:1.8∗kf,. . .
1.81∗kf:0.01∗kf:2.2∗kf,2.25∗kf:0.05∗kf:2.6∗kf,. . .
2.8∗kf:0.1∗kf:3∗kf, 3.2∗kf:0.2∗kf:16∗kf];

Sqt=zeros(size(Q,2),size(T,2));

for ctr=1:size(T,2)
n 310

tic
for cqr=1:size(Q,2)
Sqt(cqr,ctr)=S(Q(cqr),T(ctr));
end

tim=toc;
approx time left=(size(T,2)−ctr)∗tim/60

end

save('SQT_2p2e15XX','Sqt','Q','T')
320

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

function out = S(q,T)

global hbar n e m m0 kf vf Ef eV meV d rho ul ut cl. . .
ct k0 e0 b kB TL B C Ct
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out=1+((e^2)./(2∗k0∗e0.∗q)).∗pol(q,T).∗. . .
((b∗(8∗b^2+9∗b.∗q+3.∗(q.^2)))./(8.∗((b+q).^3)));

330

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
function out = pol(q,T)

global hbar n e m m0 kf vf Ef eV meV d rho ul ut cl. .
ct k0 e0 b kB TL B C Ct

out=quad8('int_pol',0.0001∗Ef,4∗Ef,[0.0001],[ ],q,T);

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− 340

function out = int pol(Efp,q,T)

global hbar n e m m0 kf vf Ef eV meV d rho ul ut cl. . .
ct k0 e0 b kB TL TE B C Ct

kfp=sqrt((2∗m/((hbar)^2)).∗Efp);
out=(m/(pi∗(hbar^2)∗4∗kB∗T)).∗(1−st(q−2.∗kfp).∗. . . 350

(abs(sqrt((1−(2.∗kfp./q).^2)))))./. . .
(( cosh(((Ef − Efp)./(2∗kB∗T))).^2));

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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