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Abstract

Surface-based sensors take advantage of the natural high surface-to-volume ratios in
microfluidic devices, low reagent consumption and high potential for integration in more
complex micro total analysis systems (microTAS or uTAS). This thesis studies the fundamental
limits of on-chip integrated microfluidic sensors. More specifically, it focuses on detection
methods involving surface interaction in channels with thicknesses on the order of a few microns
or less.

Through mass transfer analysis, we demonstrate that, for thin enough channels, sample
detection is limited by the convective transport of analytes, and neither by diffusion nor reaction.
The results provided extend the validity of transport models to include transport in the absence of
mass transfer boundary layer. All existing analytic solutions to the Graetz problem are described
and compiled. The analysis, complemented by finite element simulations, successfully predicts
experimental observations made for on-chip immunoassays in micron-thick fluidic channels.

Subsequently, our study of on chip detection systems is carried on with emphasis on
resonating cantilever sensors. In order to interpret the output signal from these devices, we
develop a dynamic cantilever model to link spatially and temporally dependent mass adsorption
with resonance frequency change. The mass adsorption is then directly related to the sensors’
operating conditions via the mass transfer models previously developed. We then develop a 2D
finite-element model capable of predicting the devices response and of extracting bimolecular
rate constants.

Finally, since hydraulic resistance severely increases as channels get shallower, we provide a
structural analysis of polymer-based microsystems. Through scaling and numerical simulations
we demonstrate the effect of channel deformation on the flow conditions inside the device and
vice versa. Finally, channel deformation is experimentally quantified using optical methods and
compared with the models developed.

Throughout this thesis, the approach to physical modeling has been to use mathematical and
numerical analysis as predictive tools in the design of integrated lab-on-a-chip systems.
Whenever possible, scaling and analytic solutions are developed, since they provide a direct
relationship between experimental observations, geometry and the multiple dependent variables
in the system, and can be readily used as design criteria by the experimentalist.
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List of Figures

Figure 1.1: Example of systems biology network: A high-throughput assay of multiple
endogenous kinase activities can monitor information flow through critical nodes in a
signaling network. A, generalized network diagram describing pathways activated
downstream of TNF-a and insulin: activating interactions (green arrows), inhibitory
interactions (red arrows), transcriptional interactions (blue arrows). Gray nodes highlight
kinases that are measured by the high-throughput multiplex kinase activity assay. Red
regions indicate apoptotic pathways, green regions indicate survival pathways, and orange
regions indicate stress pathways that can function to promote or inhibit apoptosis,
depending on context. Note the extent of crosstalk in the network. Diagram is not implied to
be comprehensive (e.g. location-dependent interactions have been abstracted). Courtesy of
KA JANES. ettt ettt s et st sene e s ere s 20

Figure 1. 2: Schematics of an integrated pTAS. The system consists of several integrated sample
preparation modules, such as cell culture, cell lysis, protein and organelle separation,
followed by a detection module located downstream of the processing cascade. The arrow
represents the order in the process. Even though the process described here is linear, pyTAS
are not limited to linear systems and allow the parallelization of assays for higher
throughput or more complex functions. .........ccccoovvieiiiiiiiiinie e 22

Figure 1.3: Comparison of Diffusion (t;=h*/D), surface-reaction (t,=h/k,nCs) and convection
(t.=L/U) times scales in a conventional on-chip immunoassay (see details in Chapter 2, Fig.
2.1D). The channel is assumed much larger than high and the pressure driving the flow is
fixed at Ap=1 atm. Left: The sensor length is 0.1 mm. The convection-time scale is fast
enough that transport is reaction limited. Kinetics is therefore directly measurable inside the
dashed circle. Middle: The sensor’s length scale is increased to 1 mm, raising the overall
convection time scale. Kinetics becomes measurable directly only in a small channel height
interval. Right: Setting the sensor length to 10mm creates a situation in which transport is
either convection or diffusion-limited for all channel geometries.............ccooeriircinincnnns 29

Figure 1.4: Organization of the thesis work. Most problems addressed in surface-based sensing
require the support from theoretical groundwork in 3 distinct fields (Purple). The theoretical
and technical work developed in this thesis lies at the interface between these well-
established fields (Orange). The central research objective is to be able to understand,
characterize, predict and control the quality and efficiency of microfluidic sensors (Green).
............................................................................................................................................... 31

Figure 2.1: Microfluidic applications involving convection, diffusion and surface reaction in a
flat plat geometry under fully developed parabolic flow conditions. A) Surface Plasmon
Resonance (SPR) optical sensor (Biacore Inc.). B) Quartz Crystal Microbalance (QCM). C)
Suspended Microresonator (Hollow Cantilever). D) General schematics describing the
transport to surface in microdevices. The initial concentration of sample before the reaction
patch is given to be Cy and the final, well-mixed concentration is Cy. The capture fraction of
the analyte passing over is thus given by f(L,t)=1-C«(L,t)/Cy. Asymmetric reactions (as for A
and B) involve a reaction at the bottom wall only, while symmetric reactions (as in C)
involve an identical reaction at both top and bottom walls. .............ccociiriiiiiii, 35



Figure 2.2: Numerical Simulation of the Graetz problem for parallel plate geometry and
diffusion limited reaction at both walls. Left: symmetric reaction, Right: Asymmetric
reaction. A) Numerical simulation of the concentration profile in dimensionless units
( n=x/h, {=z/Pe/h). The ( axis is presented in logarithmic scale to emphasize the boundary
layer at ¢ <<I. B) Plot of the normalized bulk concentration @&(¢). Comparison of the
asymptotic models for small ¢ (grey, entrance region, see eq. (2.15)) and large & (black,
fully developed region, see eq. (2.20)) with the numerical model (black dotted line) over 4
log units in 4. C) Absolute error on the bulk concentration &y(&)analytic - O({)numerical- ------- 52

Figure 2.3: Plot of the effective diffusion/reaction transport coefficient k,,, of the Graetz
problem as a function of the Da number (i.e. including finite first order reaction rate) for the
asymmetric case (lower) and the symmetric case (upper). The dotted horizontal lines mark
the respective maxima, equivalent to the Sherwood number Shyy, = 3.7704, Shasym = 2.4304).
The dotted curves represent the best fit according to a two-parameter model:
k,, (Da) = (k,, (Da — ©) - y)exp(- x, - Da)+ yexp(~x,/Da) and the 4> error
estimation is given. From the numerical calculations, we also observe that, when Da —0,
k,,,(Da) =~ Da and the relation becomes even SIMPIEr t0 USE.........c.cvvveeeirereineerecereeirieneeenens 56

Figure 2.4: Numerical Simulation of surface transport with a first order surface reaction for
parallel plate geometry in the fully developed region. A) Plot of the normalized bulk
concentration @(¢) for the fully diffusion-limited case (Da=wx) and for a partially reaction-
limited case (Da=1). Comparison of the asymptotic models with the numerical models
(lowest in the pair of lines for Da=oo, difference undistinguishable for Da=1) for both
symmetric and asymmetric reaction cases in the fully developed region. B) Absolute error
on the bulk concentration 4AG({)= E()numerical = O()asymptotic-kp. The error for the case
where Da=1(dashed lines), is one order of magnitude lower than for Da=co, which explains
why the asymptotic and numerical models coincide in A. ........cccooieiieiiiiiiiceee e 57

Figure 2.5: Numerical simulation of bulk concentration and flux peak profiles for limiting
transport situations (n,=2). A-B) Fully reaction-limited case. Da=0.14, k,=0. C-D) Fully
mass transfer-limited case. Da=100, K,=0. The star-dotted curves in B and D represent the
analytic models derived respectively in eq. (2.52)and €q. (2.31). oceviriiiininiecrceeee 62

Figure 2.6: Numerical simulation of flow of biotinylated bovine serum albumin (BSA) between
streptavidin-coated walls. The geometry and experimental conditions are taken to simulate
the suspended microresonator. A) Bulk Concentration profile for times ranging from 0 to
0.15s (4r=0.005s). The star-dotted line is a fit of the fully developed model for Da=0.14
(n,ky,, =0.27). B) FEMLAB simulations of flow for three different time points: 100s (about
the saturation time scale), 500s and 1000s (above saturation time scale and in the
propagation wave regime). The gray lines represent concentration isotherms. C) Bulk
Concentration @(4 1) as a function of ¢ for times ranging from 50 to 2000s (Ar=50s). D)
Normalized flux at the walls for a time range identical to A. E) Normalized surface
concentration of bound BSA (with respect to the total number of binding sites). Time range
identical to A. C’-E’) Transport simulation in the reference frame of the propagation wave
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of velocity U,y , where U,y/U =5x10. The various time lines converging to a same value
after a few time scales 7, =(k,,C, +k,,)" illustrate clearly the development of a kinematic

WAV, -.eeteeeteeeseteeeteeeaaeeeseeeeeteseeeeaaessaeeeaaeaeaeeeeaesaessaesaeaa s s s s e s e e e eanemeneseeneeaeeatetaesteaaseeeaeneaaeaaaan 65

Figure 2.7: Numerical simulation of flow of antigens (A33 protein) in a 50 -pum thick channel in
the fully developed regime. The lower wall is coated with corresponding antibody
(asymmetric reaction). A) Normalized bulk concentration &4(¢,f) as a function of the
diffusive/convective length £ for early time points (t= [0, 50] by steps of 10s ). The star-
dotted line is a fit of the fully developed model for Da=10 (»,k,,,=1.99). B) FEMLAB™
simulation of flow for three different time points: 100s, 500s and 1000s. The gray lines
represent concentration isotherms. C) &;,(¢;t) vs ( for time points in the propagation wave
regime (t= [0,2000] by steps of 50s ). D) Normalized flux at the antibody bed (same time
points as C). E) Normalized surface concentration of bound antigen. C’-E’) Transport
simulation in the reference frame of the propagating front, where U,; /U =0.074. .............. 66

Figure 3.1: Transport time scales for diffusion (h*D™), surface reaction (h/ko/Cy) and
convection (length/Upyiq). When channel height 4 is too high, reaction kinetics is obscured
by diffusion-limitations, when % is too small, kinetics can be obscured by convection-
HIMEEAEIONS. <.eeeuieiiiet ettt ae ettt et ea e n e e e e n et e ae e n s 79

Figure 3.2: Normalized concentration as a function of time at various fixed positions inside a
channel. Solid lines: Simulation of the wave front shape using FEMLAB for z=0.6mm,
Imm and 1.4mm, where the experimental conditions are the ones described for the
microresonator in Table 2.2, entry 2. Using these values, the standard deviation on the
concentration at the front is calculated to be o./U.y= 180s. Dashed lines: Error function
predictions using egs. 3.3 and 3.4.. The very accurate approximation by the error function
confirms the accuracy of the front length scale o; at low Damkdhler numbers (here
DAT0.14). .ot ettt e et a et a et 82

Figure 3.3: Full drawing of cantilever fluidic channel. The whole channel is 2mm long, but the
suspended region is only of ~600 um. The inlet and outlet are linked to larger fludic
channels acting at flow CONtIOl DYPASSES. ....cceeeiiierieeiriiirie et cie et st e e 83

Figure 3.4: Image samples from the microscope video streams used to study the retardation
effect. Due to the presence of a chrome layer at the base and tip of the cantilever,
fluorescence can only be observed at the inlet, inside the cantilever’s central part and at the
outlet (see Fig. 3.5A). A) Rhodamine-labeled Dextran flow images for t= 2s, 4s and 6s
before fluorescence enters the viewing area (t=0, reference time). Diving the full fluidic
path observed (700 pum) by the flow time yields a flow velocity of U= 120 pm/s. B)
Rhodamine-labeled SA flow images (Cp=3.6 uM) for t= 25s, 50s, and 75s. The device
reached full saturation after 100s, yield an effective analyte velocity Ug= 7 um/s. C)
Rhodamine-labeled SA flow images (Co=0.4 uM) for t= 300s, 360s, and 660s. ................. 86

Figure 3.5: Results from the intensity analysis performed on the video stream for the
streptavidin flow described in Fig. 3.4B. A) Bright field image of the suspended resonator
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microchannel used for the measurements. The “X’s” represent the fixed points where the
intensity data was collected over time (Courtesy of C. Tsau and T.P. Burg). B) Fluorescence
intensity data (a.u.) vs time (at fixed point) The effective retardation is calculated by
determining the time taken for the front to move from one of the detection points to another
and comparing with the measured fluid velocity. Retardation factor in this set of curves is
found to be of 20 (Cp=3.6 uM, A=1 um). The intensity values, as time increases, do not
seem to plateau but rather to increase slightly but steadily, indicating some sort of
secondary bindiNg ACHIVILY. ...cccvrereereriiieerieierie ettt e s sbe s e et saesae s sens 86

Figure 4.1: Schematics of the functioning of a suspended microresonator sensor. A) Schematics
of the U-shaped fluidic channel running through the cantilever from a larger inlet bypass
loop to the outlet. The flow is pressure driven. B) Illustration of the devices resonance. The
displacement amplitude (~1 um) is kept much smaller than the overall cantilever length
(315um). Biomolecular adsorption (illustrated in red), occurs at the device’s interior fluidic
walls. C) The added mass from the adsorbed molecules lowers the resonance frequency of
the device by a few Hertz, which can be detected due to the narrow resonance peak of the
device operated under vacuum. D) Sample experiment performed by successively adsorbing
streptavidin (SA) and biotinylated bovine serum albumin (bBSA) and measuring the
frequency shift at equilibrium. The initial resonance frequency of the device was measured
to be ~33 kHz and the shift up to 4 Hz (0.01% mass change). (This figure is a courtesy of

Figure 4.2: Force diagram and beam bending schematic under point load F applied at a distance
a from the cantilever base. The clamping boundary condition imposes a zero shear force V
and moment M at the tip of the cantilever and a zero velocity and displacement at the base.
............................................................................................................................................... 95

Figure 4.3: Schematics of the approach to modeling dynamic properties of resonant cantilevers
under non-uniform loads. Through the balance between potential and kinetic energy at
every point of the device (Rayleigh method), we convert the non-uniform mass distribution
in a uniform effective mass compatible with the existing theory. ..........ccccoovieiiininnns 101

Figure 4.4: Scaled drawing of the resonant microcantilever studied. The device consists of a U-
shaped fluidic channel going through a silicon nitride structure. A 40 nm-thick chrome layer
was deposited onto the cantilever to allow position measurement using laser reflection.
Dimensions are IN IMHCTOMS. ..cuureveeiueererereeesteeseeseesteertesseseeeseeaserassesasseesasesssessesssessseensessenns 107

Figure 4.5: Illustration of the two limiting cases studied. A) Reaction-limited case. The transport
is fast enough through the device that deposition occurs at a uniform rate throughout the
surface (see 4.6.1). B) Convection-limited case: the front of analyte propagates through the
device at a speed U,y; lower than the fluid velocity (see 4.6.2).......cccocviivnininiincccenne. 108

Figure 4.6: Analytic Solution providing the normalized output signal (-2/y-Aflfp) under fully
reaction-limited conditions for various initial concentrations of analytes. The normalized
signal gives directly the bimolecular kinetic association curve. The same is true for
dissociation curves. This situation is ideal for measuring kinetics in sensors. ................... 109
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Figure 4.7: Analytic solution providing the normalized frequency change (Af/Afnax) as a function
of the normalized distance traveled by the wave front . When U,#/L=1, the wave front
reaches the tip of the cantilever and the sensitivity is maximal. The general slope at
Ueft/L71 18 =2 . ottt e e e 111

Figure 4.8: Simulated normalized output signal (Af/Afmax) for a typical immunoassay for various
analyte flow velocities. The experimental parameters used are the following: k,,=2.4x10°
M's!, koﬁ=3.5x10'3 s (Anti-Protein A33 immunoassay as reported by Catimel et al., 1998),
Leantitever=0.315mm, h=1pm, Cy=10 fmol/mm?, Co=10"M and D=5.5¢-5mm?/s. Solid lines:
Output signal for velocities U= 0.5, 1, 2, 5, 10, 20 mm/s (from left to right). Dashed line:
Fully reaction-limited model. As the velocity increases, the signal loses its sigmoidal shape
and tends asymptotically to the fully reaction-limited solution...........c..ccccceiviinniinenene 113

Figure 4.9: Simulated output signal (-2/y-Aflfp) for partially convection-limited transport
situations. The experimental parameters used are the same as in Fig. 4.8 with the velocity
fixed at U=10 mm/s and varying analyte concentrations in the bulk. Solid lines: FEMLAB
simulations. Dahsed lines: Value predicted by a simple analytic model involving
bimolecular Kinetics (Fig. 4.6). .. .ooioiiiiieiieee ettt 113

Figure 4.10: Relative error introduced by convection limitations (Afpimotecular(t)-
Afremias(t))/Af(t—0). The error on Cy=10nM is slightly higher due to the small relative
increase in kinetics rate when Co<Kp (here Kp=14nM) due to the contribution of k. in the
rate (for Co=10nM, ko> konC0). «ovvvemiiiniiiiiiiiii s 114

Figure 4.11: Expected frequency signal for a wave front traveling at a velocity Ues across the
sensor’s length. In some cases, linearizing the cantilever displacement provides a sufficient
approximation to interpret experimental results. In the linearized model, however, the
maximum slope of the signal at mid height is somewhat milder than for the full solution,
and represents ¥ of the maximum frequency shift instead of 1. ..., 115

Figure 5.1: Schematic representation of polymer channel deformation under an imposed flow
rate. A) Channel cross section normal to flow: Imposed pressure makes the cross-sectional
area increase, thus deforming the flow profile inside the device and lowering the channel’s
hydraulic resistance. B) Channel cross section parallel to flow. The bulging of the channel
becomes attenuated as the outlet is approached since the pressure decreases to ambient
value. For a fixed flow rate, an acceleration of the fluid is expected along the length as a
result of the decreasing CroSS-SECHON ATCA. ........ceiuiiriiieieeiie ettt e seeaes 121

Figure 5.2: Distribution of the principal strain component in a channel cross section far from the
inlets. The perturbation of the strain profile near the channel is observed to get as deep in
the material as about one width scale. For any point deeper in this infinite medium, we
recover the Mohr strain circles, indicating that the solutions asymptotically tends to the one
described by a point force acting on a surface (Saint-Venant’s principle -Sadd, 2005). The
strain decay length scale imposed by the channel can thus be deduced to be Laecay~ W.... 125
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Figure 5.3: Schematics of the microfluidic channel used (channel to scale). Deflection is
measured in the channel’s narrower region (250 um or 500 um). A series of triangular ticks
(20 pm side) are patterned at the channel wall every 500 um for accurate positioning of
confocal images. A pressure gauge is set at the entrance of the channel to measure the true
Pressure drop INSIAE It ....c..eiiieiiririreiee ettt ettt st 131

Figure 5.4: 3D simulation of the velocity and pressure profiles under an imposed pressure drop
of 1 bar. The channel geometry represented is 25um x500pm xlcm. Young’s modulus is
assumed to be of E=1 MPa. The decreasing cross section area along the channel axis is
responsible for the change in the fully developed flow profile and for the acceleration of the
L0 . ettt bbbt e be b bt a b et ettt be b eaten 132

Figure 5.5: 3D rendering of the entrance of two microfluidic channels of the same material and
geometry (250 um wide, 26 pm thick, lcm long, E=2.2 MPa). Top channel: 300uL/min
imposed flow rate. The tapering of the channel can be observed by comparing the cross
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Mass Transfer and Structural

Analysis of Microfluidic Sensors

Chapter 1. General Introduction

1.1. Science Fiction on a Chip

It was a routine check-up like the ones healthy people perform every month. I lay my thumb
on the healthcare module’s sampling system connected to my computer, which painlessly
withdraws a few blood droplets for analysis. Seconds later, my computer screen displayed the
state of my hemostasis: red and white blood cell count, iron and glucose levels, hormones and
cytokines levels, gene markers, all within normal physiological range. “I am in much better
health than I used to be”, I surprised myself voicing out loud.

Three years ago, these short diagnosis moments were not as easy to perform as today, and
each measurement bore important emotional consequences for my family and myself. The few
seconds spent by the device to separate the vital fluid into its cellular and molecular components
and later to analyze them using a complex array of microsensors had turned into long, angst-
ridden minutes. Back in these days, an abnormal increase in the activity of certain signaling
peptides had started to appear in my blood serum. By comparing my personal data with the
public health databases, I knew that these changes could bear the unfortunate omen of a genetic
disease, perhaps cancer. After a visit to the hospital for further testing, I was diagnosed with an

early, not yet visually observable, form of skin cancer and compelled to begin biochemical
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treatments to fend off the disease while in its infancy. The frequency of my home-based check-ups
was increased to once per week to monitor the effect of the medicine on my remission and results
were directly communicated to my physician.

Fortunately for me, the treatment was successful and, after a few months, I no longer
observed on my computer monitor the worrisome signs of a potential genetic ailment. Everything
for the moment seems to be all right. My only concern is that, with the abundance of information
on my own body so rapidly available, I am wondering whether I am not becoming a little

hypochondriac...

1.2. Systems Biology and Point-of-Care Analysis

No one has yet written a science fiction novel based on the technological breakthroughs
provided by Lab-on-a-chip science, but many researchers have envisioned futuristic scenarios
similar to the ones described above[/-3]. The commercialization of a portable healthcare module
that can be linked to one’s computer for the rapid, point-of-care analysis of biological samples
would revolutionize the way medicine is practiced. In a way analogous and complementary to
the sequencing of the human genome, portable bioanalytical systems, would contribute to
transform biology from an empirical science to a holistic, information-based science where more
attention is given to prevention and diagnosis rather than to hospitalization and treatment[4].

Even if the actual computer-based diagnostics device described above has yet to be realized,
the identification of signaling peptides (cytokines) and proteins in human serum linked to skin
cancer development remains, nevertheless, a real recent scientific discovery[5]. In general,
advances in molecular and systems biology (i.e. the study of extra and intracellular
communication leading to the emergence of systemic biological behaviors[6, 7]), bring to our

attention many examples of diseases caused by the deregulation of intracellular signaling
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pathways at specific nodes[8, 9]. Most of the time, these nodes correspond physically to a key
protein-protein interaction -such as the dimerization of a protein complex, kinase
phosphorylation events, or protein-inhibitor/activator interactions[/0]- for which a perturbation
of its steady state leads to important consequences in the outcome of a cell decision process.
They possess a high impact on cellular outcome and are therefore ideal parameters to monitor in
an individual to diagnose certain diseases. For the same reasons, they are the points on which
pharmaceuticals must act to cure a given ailment, thus playing a crucial role in drug
development. For example, in colon cancer treatment, the binding of Tumor Necrosis Factor
cytokine (TNF-a) at the cellular membrane is known to induce programmed cell death
(apoptosis) [11, 12]. However, under certain circumstances, apoptosis can be inhibited by the
joint effect of insulin in a complex, highly interconnected signaling cascade (Fig. 1.1).
Monitoring the activity in time of critical protein kinases in this signaling pathway has provided

insights in treating the side effects of colon cancer treatments[/3].
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Figure 1.1: Example of systems biology network: A high-throughput assay of multiple endogenous kinase activities
can monitor information flow through critical nodes in a signaling network. A, generalized network diagram
describing pathways activated downstream of TNF-a and insulin: activating interactions (green arrows), inhibitory
interactions (red arrows), transcriptional interactions (blue arrows). Gray nodes highlight kinases that are measured
by the high-throughput multiplex kinase activity assay. Red regions indicate apoptotic pathways, green regions
indicate survival pathways, and orange regions indicate stress pathways that can function to promote or inhibit
apoptosis, depending on context. Note the extent of crosstalk in the network. Diagram is not implied to be

comprehensive (e.g. location-dependent interactions have been abstracted). Courtesy of K.A. Janes.

One of the greatest challenges in getting access to this point-of-care information is the
development of integrated devices that can perform rapid analysis of biological samples.
Currently, the development of systems biology is limited by the intrinsic difficulty in acquiring
data on protein abundance, activity and kinetics of interactions in signaling pathways. Western-
blots, an immunoassay technique used to obtain data on protein concentration and activity in

cells is the gold standard in proteomics. However, the method is slow and tedious, due mostly to
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the lack of automation of the process (performed manually by the biologist), and thus limits the
amount of data generated (on the order of a few dozen data points over a week-long period[/4]).
The method not only limits the number of data points but also acquisition of time data series on
signaling events occurring on short time scales (less than 5 minutes) [15, /6].

Only by automation, thereby increasing the speed of the data acquisition process, will
physicians and biologists be able to obtain information on a given system at will, on a per patient
basis and spend more of their work hours on diagnosis or data analysis rather than examination
and data acquisition. This goal requires effort in two distinct areas. First, detectors capable of
measuring protein-protein interaction kinetics must be developed. They will be used to populate
databases containing the properties of protein-protein signaling interactions so that our
knowledge of the biological signaling systems is complete. Secondly, once the biophysics of cell
signaling processes is known, there will be a need for another kind of detectors capable of

performing point-of-care analysis in a particular individual in real time.

1.3. Total Analysis Systems and Lab-on-a-Chip

In genomics and proteomics research, automated processes already exist and are
commercially available in the form of liquid handling and sample preparation robots (Qiagen
Inc., Valencia, CA, SSI Robotics, Tustin, CA), arrayers to either prepare DNA chips (ESI,
Toronto, ON) or immunoassays (BioRobotics Inc. Woburn, MA). Robotics has produced
significant progress in the field, but the solutions they propose are often nothing more than
automation of the manual work that a biologist would perform in the lab. The throughput
increase made by robots is thus only attributed to the higher precision and ability to perform

repetitive tasks rapidly. A lot of room is left for optimization.
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In the eighties, with the breakthrough in miniaturization science and microelectronics,
engineers and scientists realized that silicon-based technologies could also be used to create
sensors and actuators, known as Microelectromechanical Systems (MEMS) [/7]. The advances
in miniaturization and silicon processing also bore fruit in chemistry and chemical engineering.
On-chip chromatographic columns were among the first on-chip analytical tools developed([/8,
19]. It was quickly envisioned that the techniques of microfabrication could be used to generate
devices in which rapid analysis of chemical and biological reactions can be performed and the
concept of micro Total Analysis System (uTAS) was introduced by Manz[20)].

Building chemical and biological analysis systems on chip possesses several advantages,
notably that devices can directly be integrated with microelectronic circuits for continuous data
acquisition and analysis. Other advantages stem from the devices’ small size, such as higher
efficiency, faster analysis and lower reagent consumption[2/]. At the microscale, heat and mass
transfer are also enhanced due to decreased diffusion and heat conduction length scales[22].

As the concept of uTAS evolved, highly creative thinking in the community expanded its
premises to include on-chip cell culture, sample preparation, reagent production, and delivery to
form an integrated device capable of emulating the work performed by an entire laboratory on a

single chip[23](Fig. 1.2).

Separation Detection

Figure 1. 2: Schematics of an integrated pTAS. The system consists of several integrated sample preparation
modules, such as cell culture, cell lysis, protein and organelle separation, followed by a detection module located
downstream of the processing cascade. The arrow represents the order in the process. Even though the process
described here is linear, pTAS are not limited to linear systems and allow the parallelization of assays for higher

throughput or more complex functions.
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1.4. Microfluidics: Thinking Inside the Box

Since a large part of the chemical sciences and the whole of biology is essentially liquid-
based, all lab-on-a-chip prototypes rely on more or less complex miniature plumbing networks to
carry samples to and from the detection zone rapidly, to branch out in a separation process or
merge to mix two reagents together. Furthermore, flow in sub-millimeter fluidic channel
networks is completely dominated by viscous forces[24], thus imposing limits and creating
opportunities for applications which are different from their macroscale counterpart. At such
small scales, turbulence does not occur, making the mixing of two fluid streams running side-by-
side diffusion-controlled -a slow process[25, 26]. On the other hand, one can take advantage of
such immiscibility to separate biological components into different streams and carry them
towards different analysis modules on the same chip[27].

The need for a technological toolbox to address these issues in a reliable way gave birth to
the field of microfluidics: the ensemble of science and technology enabling fluid routing and
control in sub-millimeter channels in an integrated fashion to perform various analytical
tasks[28, 29]. Among these tools, the development of polymer-based lithography —or soft
lithography- has brought microfabrication outside the clean rooms and into the chemistry and
biology labs[30-32]. The elastomer of choice in most applications is poly(dimethylsiloxane) -or
PDMS- due to its transparency, biocompatibility, ease of sealing, and affordability[33]. It’s high
elasticity enabled scientists to use it to build valves and pumps[34], as well as to realize

applications that were not possible using conventional silicon machining[35, 36].

1.5. Surface Properties and Surface-based Sensing

Another singular characteristic of microfluidic systems is the high importance of surface

interactions on device properties. Fluid flow in microdevices has been observed to be extremely
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dependent on surface hydrophilicity[37]. Surface properties possess even higher impact on
chemical transport and reactions performed in microfluidic channels. Surface functionalization,
either to prevent protein and cell adsorption or to selectively enhance it, remains one of the
greatest challenges in engineering reliable pTAS[38-42].

One of the most important applications of surface control is to develop highly sensitive
protein detectors. In microfluidics devices, surface-based detectors are the most common and
practical form of sensors since they take advantage of the high surface to volume ratios present
in microchannels. Consider the following example as an 1illustration of the importance of surface
interactions: a tube-shaped sensor possesses a surface concentration of 10* receptors per square
micrometer (a common number for proteins) while a solution of 1uM (600 molecules per cubic
micron) of analyte (i.e. the molecule susceptible to bind to the receptor) flows over the surface.
In a 50 um-wide capillary, the diameter of a human hair, the number of surface receptors
available per analyte molecules amounts to 1.3. Reducing the diameter to 1um increases the
number of receptors available per analyte to 67.

As the channel diameter decreases, any analyte in a random distribution becomes statistically
much closer to the wall, thus increasing the potential of interaction, be it desirable or not.
Outside the sensor region, one would try to minimize surface interaction with the analyte, as
non-specific adsorption leads to sample depletion and therefore decreases the achievable signal-
to-noise ratio in sensors located downstream. On the other hand, when designing a sensor
surface, it is desirable to maximize the surface’s adsorptivity to a selected analyte to improve

signal.
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1.5.1. On-chip protein detectors

The challenge of measuring the concentration of analytes in an integrated fashion is at the
core of the microfluidic science. Without highly sensitive and reliable detectors, computer
healthcare modules such as the one described in section 1.1 cannot be realized. In an ideal world,
the quintessential on chip sensor would possess the following characteristics:

1- It can selectively detect small amounts of analytes dispersed in a sample containing
several thousand types of molecules in various states, such as in a typical cell
lysate;

2- It must be either fully reusable or cheap and disposable, and the surface properties
between detectors must be constant and reproducible;

3- It possesses a high time resolution allowing the measurement of kinetic rate
constants between receptor and analyte;

4- It 1s built and operated in such a way that mass transfer limitations are minimized,
meaning that the amount of time required by an analyte to reach sensing region is
much smaller than the time for the analyte to react with the surface.

Creative bioengineering solutions are being developed to approximate the ideal detector

described above. The most common methods are summarized briefly in the following sections.

a) On chip Immunoassays

Taking advantage of the naturally evolved selectivity of the human immune system,
immunoassays are by far the most commonly used and selective method to detect a given
biomolecule. They were essential to the development of Western blotting techniques[/4],
immunoprecipitation[43] and enzyme-linked immunosorbent assays (ELISA) [44, 45] assays.
They can be conveniently integrated on-chip by immobilizing antibodies onto the channel walls
and running a sample containing its corresponding antigen[46]. The technique’s main
disadvantage is that antibodies must be developed for every target of interest. Immunoassays do
not provide direct sample detection but only sample retention. The technique must therefore be

coupled to an existing sensing method as described below.
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b) Fluorescence-based detection

Perhaps the most commonly used detection techniques, fluorescence-based immunoassays
lend themselves well to miniaturization. They provide sensitivities well into the picomolar
range[47] and can be integrated on-chip in array format[46]. Their main drawback is that
detection requires the fluorescence labeling of the detected molecule. Whenever measurements
are made on real biological systems (e.g. protein detection using cell lysates), the labeling of the
detected antigen is not possible and a third labeled antibody must be used to perform detection.
Even though this type of sandwich immunoassays (antibody-antigen-fluorescent antibody) is
highly sensitive[48], it introduces an extra detection step, thus increasing the complexity of any
on-chip assay. For that reason, label-free techniques (see below) are often preferred. Other light-
emitting detection methods include chemiluminescence and bioluminescence assays [49],
quantum-dots labeling[50, 51], and Fluorescence Resonant Energy Transfer (FRET) assays[52].

¢) Surface Plasmon Resonance and Other Optical Sensing Methods

Other detection methods monitor the change of optical properties of materials with protein
adsorption[53]. Using this principle, researchers in the pTAS community have developed
evanescent waveguides sensitive to the amount of protein mass deposited on its surface[54, 55].
Grating couplers have also been developed for sensitive biomolecular sensing[56, 57].

Among all optical detection methods, the most commonly used and well characterized device
1s the surface plasmon resonance (SPR) sensor [5&]. The physical principle underlying molecular
sensing is the change in resonance energy of surface electrons in thin gold films due to mass
adsorption[59]. Typical sensor cells are 50 um thick by 2 mm long, and the fluid velocity used
on the order of fractions of meters per second to avoid mass transfer limitations. Commercially

available SPR sensors (Biacore Inc., Uppsala, Sweden) report mass sensitivity on the order of 1
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pg/mm’ (<1 femtomol/mm® for most proteins). Furthermore, when the surfaces are
functionalized with a specific molecule, SPR sensors can measure fast bimolecular reaction
kinetics rate constants with high reliability. Currently, they are the standard against which any
other surface-based sensor is compared in the field of kinetic measurements. They share the
disadvantage of requiring complex optics, which makes them hard to integrate on a chip. They
also require a large sample volume to perform a measurement in order to overcome intrinsic
diffusion limitations in the device (as 'will be explained in chapter 2).

d) Dynamic Mass sensors
In a mass-spring system, a slight increase in the mass results in a linear decrease in the system’s
oscillation frequency. This basic principle of classical mechanics is at the origin of a whole class
of microfluidic systems: resonant mass sensors. The simplest and most common form of
resonator sensors are Quartz Crystal Microbalances (QCM), where a piezoelectric quartz film is
driven at its resonance frequency (in the MHz range) and mass adsorption at its surface is
monitored through small variations in output frequency signal. Macroscopic version of these
sensors are commercially available (Elchema, Potsdam, NY, QCM Research, Laguna Beach,
CA)[60] and research on miniaturization and integration of these sensors into lab-on-a-chip
modules is already fairly advanced[6/-63].

In a similar way, resonating cantilevers have been used as integrated sensors to detect cells
and proteins in aqueous solutions[64-66]. They possess the advantage of being developed using
conventional microfabrication and they are therefore easy to fabricate in mass. In addition,
cantilever sensors can also be operated in non-resonant mode, where signal transduction is

performed via the surface stress-induced bending[67].
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Finally, in an attempt to combine the features of mass sensors within an integrated
microfluidic network, novel suspended microresonator sensors (SMS) [68] were developed. In
this type of devices, a fluidic channel runs inside a resonating cantilever such that the binding
occurs within the cantilever and viscous damping by the surrounding fluid can be avoided. The
development of such an integrated mass sensor not only brings forth new fabrication techniques,

but also new theoretical challenges to interpret its output signal.

1.6. Single-Micron-Scale Sensing

Following a reasoning analogous to the one employed in microelectronics, there has been a
constant push in microfluidic science towards smaller and smaller footprint sensors[69, 70]. As
the device is reduced in size, analysis time scales tend to decrease, the sensor requires smaller
amounts of reagents, and more of them can be packed on the same chip to create parallel sensor

arrays capable of monitoring multiple analytes at the same time.

Table 1.1: Scaling of key parameters in microfluidics devices, assuming fixed pressure-
driven flow and a channel width much larger than the channel thickness. Specific values

for these quantities are provide for varying channels height under typical protein flow

inside tubes (L=10 mm, D= 5e-5 mm?s, Ap=1 atm).

Variable Scaling* Channel height h

*Scaling values for pressure driven flow 1 um 10 pm | 100 pm
Fluid Velocity U (mm/s) | ~h2L! 0.8 80 8x103
Diffusion time t, (s) ~h? 0.02 2 200
Residence Time tz(s) ~L2h? 10 0.1 1x103
Mass transfer Lo (mm) | ~h*L"! 0.2 200 2x106
entrance length

Shear Stress 7 (Pa) ~hL! 102 103 104
Taylor Dispersion | K/D (s.u.) | ~hSL? 2 106 1012
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However, the possible advantages of venturing into the single micron world (1-10um length
scale) or even in the nanoworld are met by new difficulties and device behavior that need to be
understood further. This behavior can be captured by looking at the strong height dependence of
key sensing parameters which will be studied in details in this work (Table 1.1). A quantitative
example is also provided in Fig. 1.3, where the three most important time scales in any detection
process are compared for various channel thickness and sensor areas ;n a conventional on-chip
immunoassay. In order to be able to measure binding kinetics directly in a sensor the reaction
time scale must always be the slowest one, such that other processes do not hide — or convolve,
in scientific terms- the intrinsic reaction rates. In thick sensors (50um or more), protein transport
to a surface is almost always diffusion-limited since diffusion time scales vary as the square
power of the channel thickness. In these circumstances, mass transfer effects must be accounted

for to extract and quantify intrinsic reaction kinetics[7/, 72]. Furthermore, under some operating

conditions, mass transfer will completely mask surface kinetics, thus making the device

unusable.
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Figure 1.3: Comparison of Diffusion (t~=M"D), surface-reaction (t,=h/k.,Csx) and convection (£=L/U) times
scales in a conventional on-chip immunoassay (see details in Chapter 2, Fig. 2.1D). The channel is assumed much
larger than high and the pressure driving the flow is fixed at Ap=1 atm. Left: The sensor length is 0.1 mm. The
convection-time scale is fast-enough that transport is reaction limited. Kinetics is therefore directly measurable
inside the dashed circle. Middle: The sensor’s length scale is increased to 1 mm, raising the overall convection
time scale. Kinetics becomes measurable directly only in a small channel height interval. Right: Setting the sensor
length to 10mm creates a situation in which transport is either convection or diffusion-limited for all channel

geometries.
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In Fig. 1.3 (left), when the thickness is decreased to less than 10um, the surface reaction time
scale becomes larger than the diffusion scale and kinetics becomes directly observable. However,
for channels shallow enough, transport becomes limited by the rate of analyte flow inside the
microchannel and no longer by either diffusion or convection. This situation becomes
predominant as the length of the sensing zone increases since the convection time scales
increases accordingly (Fig. 1.3 middle and right). Up to now, the study of convection limitations
on transport in microchannels has been neglected in the pTAS community since technical
development only allowed recently to design and test micron-size sensors[68, 73]. It will be

addressed in details in the present work.

1.7. Thesis Outline

This thesis describes how device geometry, specifically channel height, influences transport
phenomena and the ability to resolve kinetics in microfluidic sensors. Most problems addressed
in this work lie at the interface between well established theoretical fields. The approach and the

main contributions are summarized in Fig. 1.4.
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Figure 1.4: Organization of the thesis work. Most problems addressed in surface-based sensing require the support
from theoretical groundwork in 3 distinct fields (Purple). The theoretical and technical work developed in this thesis
lies at the interface between these well-established fields (Orange). The central research objective is to be able to

understand, characterize, predict and control the quality and efficiency of microfluidic sensors (Green).

In chapter 2, we demonstrate that transport at the single micron scale rapidly exhibits
convection limitations under normal operating conditions. Through mathematical analysis and
numerical simulations, we formally predict the performance of microfluidic sensors, in terms of
efficiency, detection limits and resolution, and time scales. Furthermore, we discuss the pros and
cons of operating in convection-limited regime in microsensors.

The theoretical predictions are supported by experimental confirmation of the existence of
this transport behavior. The discussion of the conditions under which convection-limited

transport occurs experimentally constitutes the essential of chapter 3.
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In chapter 4, we focus on the case study of a typical single micron scale sensor: the
suspended microresonator sensor as developed by T.P. Burg [68]. Through mathematical
analysis we develop the theory required to relate the output frequency signal of resonating
sensors with the surface concentration profiles studied in chapter 2. We proceed then to predict
shape of the output frequency under various experimental conditions taken from the literature
and demonstrate how it is possible to extract information on binding kinetics from this class of
Sensors.

Avoiding either convection or diffusion transport limitations can, in principle, be achieved by
increasing fluid flow velocity. However, in practice, the flow rate is limited by the amount of
pressure a device can tolerate. In single micron scale devices, increasing the analyte’s influx
velocity requires very high pressures to overcome the high hydraulic resistance of such small
channels. In the particular case of sensors created through soft lithography, the high pressure in
microchannels can lead to channel deformation. The analysis of such deformation constitutes the
principal topic of chapter 5. Through structural analysis, we demonstrate that single micron scale
sensors made out of elastomers are susceptible to deformation under high flow rates. This effect
is shown to vanish as channels get thicker. The results are supported by numerical simulations
and experiments.

Throughout this thesis, the approach taken consists of using mathematical analysis and
numerical modeling as predictive tools rather than for post processing data analysis. When the
design of time consuming or expensive sensors is at stake, a thorough understanding of the
underlying physical phenomena and engineering principles is key to rapidly reach specific design
requirements. Furthermore, whenever possible, emphasis is set on analysis rather than

simulations. Analytic solutions provide direct relationships between experimental observations,
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geometry and the multiple operating condition variables in a system. These direct relationships,
often in the form of dimensionless numbers, help understand and control experimental results. In
contrast, numerical simulations typically provide only a solution to a problem under specified

conditions.
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Chapter 2. Mass Transport and Surface
Reactions in Microfluidic Systems

Chapter Abstract

We provide analysis of different regimes of diffusion and laminar flow convection combined
with bimolecular surface reactions relevant to biochemical assays performed in microfluidic
devices. Analytic solutions for concentration fields are compared to predictions from two-
dimensional finite element simulations for the various operation regimes. The analytic and
numerical results extend the transport models beyond the models commonly used to interpret
results from surface plasmon resonance (SPR) experiments. Particular emphasis is placed on the
characterization of transport in shallow microfluidic channels in which the fully developed
transport regime dominates rather than the mass transfer boundary layer transport typically
encountered in SPR. Under fast reaction and diffusion conditions, the surfaces saturate in a
wave-like manner similar to that observed in chromatographic columns. Two key parameters
relevant to on-chip biochemical assays and microfluidic sensors are studied and compiled: the
capture fraction of the bulk analyte at the surface and the saturation time scale of the reactive
surfaces. The physical processes in the different regimes are illustrated with data from the

relevant microfluidics literature.
2.1. Introduction

Mass transfer over reactive surfaces in microfluidic devices is central to exploring and
quantifying biochemical reactions, such as DNA hybridization and antigen-antibody binding.
The small length scales lead to laminar flows [24, 74] and the corresponding high surface-to-
volume ratio implies that understanding transport and reactions at surfaces requires special
consideration. Many applications depend on the accurate prediction of cell-cell, protein-cell or
protein-protein interaction at interfaces. Examples include controlling surface passivation [75],

understanding cell attachment and release from surfaces [76] and performing general

34



biochemical assays for sensing applications [77]. The surface plasmon resonance (SPR) sensor
(Biacore, Uppsala, Sweden) (Fig. 2.1A) represents an example of surface-based detection
systems that monitors adsorption of biological molecules onto the surface of a gold film [59, 78,
79]. High frequency quartz microbalances (Fig. 2.1B) have also been used in similar adsorption
studies [80]. Hollow cantilever-based biosensors (Fig. 2.1C) are also developed as techniques
for measuring adsorption kinetics [81]. Other chip-based detection systems include fluorescence
immunoassays and DNA hybridization on patterned surfaces, either based on soft lithography
microfabrication [46] or spotting techniques [47, 82]. These devices share the common features
of a flow-through channel with reactive surfaces (Fig. 2.1D). In all cases, the sample to be
analyzed is directed to the sensor element (the reactive surface) by a convective flow and

analytes diffuse to binding sites on the surface.
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Figure 2.1: Microfluidic applications involving convection, diffusion and surface reaction in a flat plat geometry
under fully developed parabolic flow conditions. A) Surface Plasmon Resonance (SPR) optical sensor (Biacore
Inc.). B) Quartz Crystal Microbalance (QCM). C) Suspended Microresonator (Hollow Cantilever). D) General
schematics describing the transport to surface in microdevices. The initial concentration of sample before the
reaction patch is given to be Cy and the final, well-mixed concentration is Cy. The capture fraction of the analyte
passing over is thus given by f(L,1)=1-C{L,1)/C,. Asymmetric reactions (as for A and B) involve a reaction at the

bottom wall only, while symmetric reactions (as in C) involve an identical reaction at both top and bottom walls.
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The steady-state diffusion-limited transport to a surface in a pressure-driven flow is known as
the Graetz Problem and it is usually divided into two main operation regimes: the “entrance
region” implying the presence of a mass transfer boundary layer and the “fully developed
region”, with bulk depletion of the sample [83]. In the context of microfluidic systems, the
entrance region has been studied in greater details since it is relevant to most SPR systems [84-
86]. Two-compartment models, approximating the mass transfer in the entrance region, have
provided additional insight into transport in SPR systems by taking into account surface
saturation over time and reaction-limited conditions [72, 87]. With the increasing computing
power available, the simplified numerical approach represented by two-compartment models is
being replaced by detailed finite element simulations of the complete transport equations.

From a practical point of view, operating a device in the entrance regime, as is often done in

SPR, leads to low sample capture fractions. For example, in a typical SPR experiment operating

in the boundary regime with a flow of Su//min through a channel of cross section 50x500pum?

over a Imm detection zone, the capture fraction f, i.e., the total mass fraction of a specific bulk
protein captured at the surface, is estimated to be 7% under diffusion limiting conditions. The
remaining 93% of the analyte mass flows above the capture region and is lost for detection
purposes. In this regime, fis expected to vary with the flow rate Q as f~ Q‘2/3 [88]. Thus, as the
fluid velocity increases, more sample needs to be consumed in order to obtain a sufficient signal

to noise ratio, and consequently, more material is lost the medium. In general, microfluidic

" In this contribution, the term boundary layer strictly applies to mass transfer boundary layers and never to
momentum boundary layers. The latter are not present since the flows are fully developed laminar flows as a

consequence of the small dimensions in microfluidic channels.
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devices aim to minimize sample consumption, yet operating in the entrance region goes against
this goal. However, when channels reach the micron scale and the regime switches to “fully
developed”, the capture fraction becomes much higher, thus minimizing the detection losses.

The standard entrance region model provides poor estimates for intermediate to high capture
fractions. High capture fractions are likely to be needed when expensive or short (small) plug-
like samples are to be used. These samples can come from discrete sources, such as a single cell
analysis device [83], or a sample released from a picoliter compartment [35] to a detection
surface. In these circumstances, the models developed for standard SPR are not appropriate.
Laminar flow transport models are needed to describe systems with channels widths approaching
a few micrometers as in recent lab-on-a-chip systems [69].

The main goal of this article is therefore to develop, summarize and discuss expressions for
all regimes of operation relevant to flow-through microfluidic devices involving surface reaction.
Particular emphasis is set on understanding transport in the fully developed region of the Graetz
problem, an oft-encountered but seldomly studied regime in microfluidics. Through analysis and
numerical simulations, we demonstrate that, for sufficiently thin channels, surface transport in
microfluidic channels occur in a wave-like fashion, much similar to the transport in
chromatographic columns. The models are illustrated with experimental examples and kinetic
data from the microfluidics literature. The overall analytic procedure provides criteria for
designing and operating continuous microfluidic sensors based on convection, diffusion and

reaction of multiple species, from cells to small molecules.
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2.2, Physical Model

2.2.1. Continuum Transport Model Formulation

The general conservation equations, including a bulk reaction term, take the form:

%o 9.§,+R,, @1
ot !
where the molar flux N is
N=—Di ?C, +i/"Ci. (22)

Here, C, is the volume concentration of the i species, D; is the diffusivity of the solute, ¥ is the
fully developed velocity profile and R,; is the volumetric rate of species creation in the bulk.

For all surfaces, the boundary conditions on the molar flux N represent the balance between

flux to the surface and surface reaction.

s1

# 1s the surface unit vector (perpendicular and pointing inward). R,; is the inward flux of species
i into the bulk, such that surface adsorption indicates a negative R,; term.

Solutions to these equations have been developed for various geometries, but only the case of
flat plates will be considered here. The lithographic, embossing and ablation techniques [§9]
used to create most microfluidic systems produce broad and shallow channels. These channel
shapes are desirable in most applications requiring readout of the surface-bound analyte. The
fully developed three-dimensional (3D) laminar axial velocity profile v(height,width) can be
represented as a simple function v(height) except close to the channel’s side walls [90]. For
studies of mass transfer in channels with cross sections of different geometries, such as triangular

channels produced from anisotropic etching of silicon [97], or semi elliptical channels obtained
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through isotropic etching in glass [92], solutions for simple cases have been provided in the
literature for the fully developed region [93].

To further simplify the analysis, constant diffusivity is assumed for all species, even though
the diffusivity in protein-dense biological media, such as cellular media, can be non-linear and
highly dependent on protein size, shape and charge [94]. Bimolecular surface reactions involving
reversible binding of species are considered as being sufficiently general to encompass the
majority of surface association/dissociation reactions encountered in molecular biology. The rate
equation takes the form

é-;;_s:koncvw(cvso _Cs)—koﬁ”cs’ (24)

Where C,, is the analyte concentration (proteins, DNA oligomers, etc. ) in the channel near the
reactive wall. C;, the concentration of surface bound analytes, is a function of position on the
surface. Cy 1s the total number of binding sites. k,, and k. are respectively the association and

dissociation rate constants of the bimolecular reaction (with units M's™ and s™).
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Table 2. 1: Complete equation system describing diffusion, convection, and reaction in a 2D channel in dimensional

and scaled form.

. x=[-h/2, h/2} , z=([0, L] x=[0, h] , z=[0, L]
Coordinates (O at center left of channel) O at lower wall left of channel)
2 2
TZD Bulk 0C(x,z,t) _D 0°C(x,z,t) D 0°C(x,z,t) y(x) oC(x,z,t)
ransport ot ox? oz? 0z
Surface 0C,(z,1)
Reactior = =k = x,,2,0): (Cyo = Cy(2,0)~koy C,(2,0)
Normalized | 50 ¢’@ 1 0°@ 3 ,,00 |00 0'0 1 9’0 00
Bulk — =t S0 = | o= st -
Transport ot o0n~ Pe 04" 2 0§ | or on° Pe® 0f o4
Surface %, =£Da-[®w(l—®s)—I?D@s]
reaction ot
both walls one wall only
Boundary ® =0 (symmetry) % = _129, (reaction at wall 1)
condition #1 on n=0 on n=0 ¢ ot
Bou.n.dary @ = —--1— 9, (reaction at walls) QQ =0 (insulation at wall 2)
condition #2 on n=1/2 g Ot on n=1
Initial and 00
axial 0(n,¢,7=0)=0, ®S(C,T=0)=0,®(U,C=O,T)=1,a—! =0
conditions 5 =

With the assumptions that the channel must be broad and shallow (W>>h), and considering
that bulk reaction is negligible compared to surface reactions (R,; = 0), the transport equations
and boundary conditions simplify to a 2D problem (Table 2.1). It is useful to scale the equations
in order to reveal the dimensionless parameters governing the system. The resulting scaled

equations take the form:

0001.¢,7) _(0°004or) 1 0°04,0) ), 000G, T) 2.5)
or 5772 Pe2 aéfz 64’ ,
i@%fil:wa’[@(” =0,£,7)-(1-0,(£,1)-K,0,(£.7)], (2.6)

with the dimensionless parameter groups for axial position § = zh'Pe’, channel height 77 = x/h,

normalized transverse diffusion time 7 = Dt/hz, relative adsorption capacity ¢ = Cph/Cyp and
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concentrations @, =C,/C,,. Pe=Uh/D and Da=k,C,h/D are respectively the Péclet (Pe)
and Damkohler number (Da). K p =k, /(konCo) is the dimensionless equilibrium dissociation

constant and v(7) is the normalized fully developed laminar flow velocity profile depending
solely, in 2D, on the normalized height parameter 77 (Table 2.1). Eq. (2.5) and (2.6) are coupled

by a flux balance at the wall (# pointing inward)

00(1.¢,7) __ 198,70 2.7)
on n=101 ¢ or

2.2.2. Physical interpretation of £, Da and ¢

The dimensionless parameters appearing in egs. (2.5), (2.6) and (2.7) simplify the equations
and reveal important characteristics of the physical system. & =C,h/C,, corresponds to the
relative density of analytes between the bulk and the fully saturated surfaces (a measure of
surface adsorption capacity relative to the bulk). It arises when matching the units of surface
concentration and bulk concentration. A small € indicates a high relative surface capacity leading
to a longer saturation time. When Da>>1, the transport to the surface is strongly diffusion-
limited, while at Da<<1, the transport becomes limited by the reaction at the surface and a flat
(constant) concentration profile can be expected across the channel.

The diffusion/convection length scale ¢ = zh'Pe™ = z/U - D/’ is an important parameter
in this paper as it controls the transitions in mass transfer from the entrance region to the fully
developed region. Physically, at {=1, the time scale required for diffusion across the channel
height becomes the same as the time scale required for crossing a distance z at velocity U. For
¢<I1, the convection time scale is shorter than the diffusion time scale and a portion of the

analytes in the channel are not able to “reach” the reactive surface exiting the sensing region.
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The result is the appearance of a mass transfer boundary layer. For £>1, analytes have plenty of
time to diffuse to the reactive surfaces and no mass transfer boundary layer develops. In the case

of a reactions on both top and bottom walls, the diffusion time scale becomes 7, =h*/4D asa

molecule is at most half a channel height away from a reactive wall. Nevertheless, for
consistency, the scaling of 7 and ¢ based on reactive surface will be used throughout this paper.
In many notations, when evaluated at z=L, the number ¢;=DL/Uh? is called the Graetz number
and is written Gr.

Table 2.2 provides typical operating conditions and corresponding dimensionless
parameters for three often studied microfluidic applications, antibody-antigen (Ab-Ag)
interaction, Streptavidin-Biotin affinity, and DNA hybridization. These examples span the range
of applications, typical density of immobilized probes or “reactive sites”, and lengths scales (um

to mm).
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Table 2. 2: Three typical examples of microfluidic applications

Protein A33 Streptavidin/bBSA Single mutation
immunoassay | binding in suspended | detection using
microresonator DNA- oligomer
hybridization
Flow rate Q 1 pf min” 0.0024 pf'min’ 1 pf-min’’
Width W 0.5 mm 0.02 mm 0.5 mm
Height h 0.05 mm 0.001 mm 0.05 mm
Average Velocity U | 0.67 mm's™ 2mm's’ 0.67 mm's”
Diffusivity D ~10"* mm?’/s 6x10” mm*/s 4.3x10° mm?/s
Length of Bed L 0.1 mm 2 mm 400 pm (round
spot)
_L-D-w 0.007 60 0.01
L= 0h
kon 24x10°M s [ 1.2x10°M s * ~1.2x10° M s ' **
Koy 3.5x107s” ~0 ~2.1x107% 5T+
Cy 70 fmol'mm~” | 70 fmol-mm” * 8 fmol'mm
Cy 0.1 pMm' 0.1 uM’ 0.1 uM’
&= Coh/cso 0.07 0.0014 0.6
aEkonCsOh/D ~10 0.14 ~1
Pe=Uh/D 335 17 335
K, = kojf /konCO 0.14 ~0 0.02
Reference (Catimel et al. | (Burg 2004) (Wang et al. 2003)
1997)

* Reference: [95)**reference [80]
T Arbitrarily defined to correspond to an order of magnitude commonly

found in cell signaling proteins

2.3. Analytic Solutions and Numerical Simulations

The non-linear convection/diffusion/reaction problem summarized in Table 2.1 can be solved
numerically (e.g., by using finite element methods) to provide an accurate solution to a specified
set of parameters. Analytic solutions, when feasible, provide insight into the relationship
between parameters (space, time, rate constants, etc.) and dependent variables (bulk and surface
concentration, capture fraction, etc.). No complete analytic solutions exist to the whole problem
due to the non-linear surface reaction term, but the solution space can be segmented into

physically relevant parameter regimes for which analytic solutions exist. In particular, the
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transport equations can be decomposed in two accurate analytic solutions for >> and

crit

(<< Where £

.« Tepresents the critical value from which the two analytic models have the
same relative error compared to the numerical solution. These solutions can be subdivided once
more depending on whether the surface Damkdhler number is finite (partially reaction-limited)
or infinite (fully diffusion-limited). The numerical simulations and analytic solutions provide
complementary physical insights into coupled transport and reaction phenomena in microfluidic
applications while also serving as a firm basis for device design.

The complete transport problem with a bimolecular reaction at one or both surfaces (Table
2.1) was simulated by finite element methods implemented in FEMLAB (Comsol AB,
Stockholm, Sweden). Since many studies have been conducted for the entrance case — {<<l,

which is particularly relevant to SPR [85, 86, 96], the present simulations primarily aimed to

characterize the fully developed region.

2.3.1. The Graetz problem in mass transfer

In most applications involving high relative adsorption capacity (low ¢€), the bulk
concentration reaches a steady state value much before the surface has been significantly
saturated. The transport in the bulk can then be assumed to be in pseudo steady state with respect
to the surface at all times. Moreover, in most microfluidic applications, the axial convection is
much faster than the axial diffusion, i.e., Pe>>1. Pe is usually on the order of 10%-10*. As a
result axial diffusion can be neglected and the simplified, scaled, transport problem, known as

the Graetz problem in heat transfer, then takes the form:

0°0(n,¢) _ v(7) 00(1,¢) (2.8)
on’ g
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The coupled, nonlinear boundary condition found in eq. (2.6), implies that the system composed
of egs. (2.7), and (2.8) generally has to be solved numerically. However, in cases where

C, << C,, (at sufficiently small times), the bimolecular surface reaction, eq. (2.4), reduces to a

pseudo first order reaction and the boundary condition becomes linear:

®ED L pyem=o.c.). @9
on n=0

The linear system, which is relevant to practical cases - when operating under the surface

saturation threshold (Cy << Kj or t<<f_,), can be solved analytically (Table 2.3) using the

sat
method of separation of variables to obtain an eigenfunction expansion of the solution [97]. The
exact form of the eigenfunction expansion has been provided for the circular pipe and parallel
plate geometry with rapid reaction at both walls [98]. In Table 2.3, we also introduce the exact
form of the eigenfunction expansion for the case of parallel plates with reaction at only one wall,

including the first 5 expansion coefficients and eigenvalues for the fully diffusion-limited case.
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Table 2. 3: The scaled Graetz problem for a first order reaction on both walls (symmetric case) and one

wall (asymmetric case). For more details on the development of the fully analytic solutions, consult

Appendix Al.
Symmetric Case Asymmetric case
Coordinates _ —mL _ _ I/
n=i12,121, 5 =10, L4 ] n=i0,11, §=10,1/{ 1 ]
(O at center left of channel) (O at lower wall left of channel)
Bulk Transport ' 3 50 o0
Graetz Problem —( - )—— =6n(l- ’7)_
on’ o¢ on’ og
Boundary 00 00 100
condition #1 — =0 — =———
0 n n= 0 67] n= 0 & Ot
(symmetry) _(reaction at wall 1)
Boundary 80 100 00
condition #2 — =——— — =0
677 n= 1/2 £ Ot 0 n n=
(reaction at walls) (insulation at wall 2)
Surface oo
reaction 2 > valid for @ ({,7) << 1
T
(unsaturated surface, pseudo first order)
Axial boundary @(77, é’ = 0) =1
Conditions
General form of 22 ¢
solution 0(n,8) = ZaiGi (A;>m)exp| — ’6
i=1
Basis Function * 1 An(- 'I)) { M’[l A1 a4 )
—exp| 2N M) = —,A0/2~
Gi(A, ) = exp(—"" / )- ( ! /1772) 2 exP( 2 PRRTAPSAE)
4 16 2 3 43 #
Cst(4,)-(1-2n)- M(Z—l——— A(1/2-1n) j}
Velocity- 7=
averaged where 4, = J. a,G,(A,n)-v(n)dn
solution 70

M(a b,¢) = i a)k 5__ is the confluent hypergeometric function, or Kummer M function [99].
o (b)

# M (a,b,l,( % - fl)z) is the Kummer M function normalized to 1 at n=0 and n=1.

UL e A OR

The constant for the asymmetric basis functions reads:

1 412 3 412 3 434
G-9Me-2 1 ey 22 14 oA LA
Cst(A) = 4 16 2 4 4 16 2 4 % 4 16 2 4
7 4 3 24 3 434 1
iy uC-2 2 0 e d-2 22wl 2 LA
4 16 2 4 4 2 4 4 16 2 4
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These analytic solutions converge slowly: after a 5 term expansion, the maximum relative
error on the concentration is still ~5%. However, the complete set of functions is only necessary
when the full 2D concentration profile must be mapped. For most practical applications, the time
scale of saturation of the substrate or the fraction of mass bound to the surface is of primary
interest rather than the detailed concentration profile in the fluid channel. In those cases, the
general solution can be separated according to different parameter regimes and analytic solutions

calculated with respect to the velocity-weighted, or “mixed-cup” bulk concentration

®,(5,0) = [0(n.¢,7)-v(n)dn, 2.10)

cross
sec tion

where v(7) is the normalized velocity profile (see Table 2.3).

2.3.2. Capture fraction of a bed and saturation time scales
The total capture fraction of a bed of length L represents the fraction of analytes adsorbed on
the surface after one passage, specifically:

Co N C(L)

0

f)= =1-0,(L). (2.11)

The saturation time scale is defined herein as the time required for saturating 95% of the
available binding sites for the analyte. When the reaction is fully diffusion-limited, solutions
depend only on the diffusivity, and for reaction limited situations, only the reaction constant is
involved. For intermediate case, the saturation time will depend on both diffusion and reaction
rates, making it therefore possible to be expressed as a function of Da. This parameter and the
diffusion/convection length scale ¢, are the two main parameters for characterizing surface
capture and transport phenomena in microfluidic devices. The possible regimes are summarized

in Table 2.4 and discussed in detail in the following sections.
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2.3.3. Solutions for fully diffusion-limited situations

2.3.3.1. Entrance Region ({<<1) and Da — «
The mass transfer entrance region arises when the diffusion time scale (£, = A’ / D) is much

greater than the axial convection time scale (7, =z/U ), such that { =7 /f, <<1 and a mass

transfer boundary layer of thickness & << happears. This problem was analyzed early in the
SPR literature [88]. It is also common in flow-through devices, such as quartz microbalances and
any other surface-based sensors.

The bulk concentration along the channel length can be computed using a mass transfer

coefficient approach [/00]

80, (¢.7) _

_ . - 2.12
Y n,Sh-(©,(¢,7)-0,(4.7)), (2.12)

where the Sherwood number Sh, is the mass transfer coefficient (kn) scaled by the characteristic

length scale (/) and the diffusion coefficient (D) (i.e. Sh=k,//D). The Sherwood number, is

defined as the ratio of the gradient at the wall divided by the driving force for mass transport:

9%,
Sh = wall

N @(77,4)1,“11‘ —®(U,g)wa11 .

The Sherwood number is expressed on a per wall basis. The index n, takes into account the
number of walls participating in the reaction, n, =1 for the asymmetric reaction case and
n,, =2 for the symmetric case.

Assuming the surface concentration is 0 (Da — o) the Sherwood number of the entrance (E)

region yields the well known result:

49



3 (_3_;)"/:0'978,5_”3' (2.14)
r(1/3)\ 2

The dependence on ¢ indicates that, as ¢ — 0, mass transfer to the surface will become very

large and the system will become reaction-limited. Consequently, this regime of operation is
preferred for the determination of reaction rate constant (as in SPR systems).
By solving eq. (2.12) with the expression of the Sherwood number found in eq. 14, and using

the axial boundary condition, ®, (¢ = 0) =1, the bulk concentration remaining after a distance {

can be expressed as

% , |
0,;() = expy— r3(nl/w) [%} = exp{l.467nw§A} (2.15)
3

For sufficiently large Da, the flux to the surface is mass transfer-limited and constant at any given
position down the channel. As a result, the surface concentration increases linearly in time and

the saturation time can be expressed as

n. %9, , 99, =0 = 0O,=-Sh(L)-0,L) . (2.16)
€ 0r 00|, _g n,

For small ¢, ®,({)—1. The time scale for which the surface becomes 95% saturated, i.e.

®, ., —095-(1+K,)™", is thus given by
he 0.95 hle
Tyos = = ¢ r097——— "3, (2.17)
D(1+K,)®,(L) 0.978 D(1+K,)

This expression is valid when the transport is strongly diffusion limited. This situation arises in
the case of slow diffusing species such as DNA strands or large proteins flowed over a bed of

highly concentrated probes.
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2.3.3.2. Fully developed region ({>>1), Da —

For the fully developed region, diffusivity is fast enough compared to the convective time
scale so that no boundary layer appears. The linearization of the flow profile made in section
2.3.3.1 no longer holds since the whole channel now participates in the reaction, and the full

solution to the transport equations found in Table 2.1 must be considered.

For the fully developed region, the mass transfer coefficient can be calculated using the
definition of the Sherwood number in eq. (2.13). By integrating the eq. (2.8), a relation between

the bulk concentration and the flux at the wall is found to be

9,¢) _ . (66(77,4' )) 2.18)
aé’ 6'7 walls
Using these relations and applying them to the eigenfunction expansion (Table 2.3), the analytic

expression for the Sherwood number for large € (Da — o) is given by [93]

) . .
Sh,, = A {2.4304 asymmetric reaction case (2.19)

n,6 13.7704 symmetric reaction case
The first eigenvalue 4, of the solution expansion is different whether symmetric or asymmetric
reaction is assumed.

Substituting the fully developed Sherwood number in the general mass transfer,

eq.(2.12), the expression of the bulk concentration as a function of distance becomes

® 5 (&) = exp(—n,,Shyp ) = exp[— A‘;éwj } (2.20)

2.3.4. Critical { value and mass transfer regime change

The successful design and characterization of a sensor will necessarily require the use of the

proper transport model within the device. The absolute maximum error committed by selecting
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the wrong model (between eq. (2.15) and eq. (2.20)) goes as high as 18% while the relative error

(“model value”/”numerical value™) goes to infinity (Fig. 2.2).
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Figure 2.2: Numerical Simulation of the Graetz problem for parallel plate geometry and diffusion limited reaction at
both walls. Left: symmetric reaction, Right: Asymmetric reaction. A) Numerical simulation of the concentration
profile in dimensionless units ( 7=x/h, {=z/Pe/h). The ( axis is presented in logarithmic scale to emphasize the
boundary layer at £ <<1. B) Plot of the normalized bulk concentration &,(¢). Comparison of the asymptotic models
for small £ (grey, entrance region, see eq. (2.15)) and large ¢ (black, fully developed region, see eq. (2.20)) with the
numerical model (black dotted line) over 4 log units in £ C) Absolute error on the bulk concentration &y({)analyiic =

@h( C)numu'i cal+

The simulation presented in Fig. 2.2 establishes the domain of validity of the two asymptotic

models in the fully convective ( Pe — ) and diffusion-limited ( Da — o) regime at steady state

(Graetz Problem, eq. (2.8)). The absolute error on ®, () on both models is plotted as a function

of ¢ (Fig. 2.2) for the case of reaction at one or both walls. The point at which the error is the
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same for both models is identified as the transition point (&

-« ) between the entrance region and
the fully developed region. Its value was found to be £;=0.06 and ¢.;~=0.22 for the symmetric
and asymmetric reaction cases respectively. These values are consistent since, as mentioned

earlier, the real height scale in the case of the symmetric reaction is #/2 which explains why

Corir1s smaller by a factor of ~4 in the symmetric case.

2.3.5 Solutions for partially diffusion-limited situations

2.3.5.1. Entrance Region: Bimolecular reaction or finite Da numbers

Typically in biology, binding reactions are not sufficiently fast to be assumed purely mass
transfer-limited. Bimolecular surface Damkdhler numbers range from less than 1 for very thin
structures and slow binding species, such as DNA, to more than 10 for faster surface reactions,

such as protein-protein interactions. In general, the higher the probe density at the surface (C,),

the faster the effective reaction will be and the higher the Damkd6hler number.
For first order reactions with finite Damkohler numbers or bimolecular reaction kinetics, a
similarity solution is no longer possible and only a partially analytic solution can be found [/01].
Nevertheless, this regime, which is a generalization of the one described in 3.3.1, is useful under
a much larger set of reaction conditions often appearing in SPR analysis or any sensor operating
in a mass transfer boundary layer regime.

In the past, several two-compartment numerical models have been designed to compute the
effective saturation time scales for this type of problem [72, 87]. Using a semi analytical
approach, others have obtained similar results [86, 102]. They defined the effective reaction rate

equation to be

53



5(0,)
ot

=K (1-(0.) -k (6.) @21

(®S> is the average concentration along the reaction zone of length L. The effective association

and dissociation first order rate constants are found in Table 2.4. A high Sherwood number,
indicating fast mass transport, brings these equations back to the simple bimolecular rate
equation found in eq.(2.4). Analytic expressions for the capture fraction and saturation time only
exist for the cases of fully diffusion-limited reaction at the surface. In this case, due to the

dependence in O, of the effective reaction rates, the rate equation has to be solved numerically.

2.3.5.2. Fully developed region: Bimolecular reaction or finite Da

For transport outside the boundary layer regime, the solution derived here is much more
tractable than the one presented in section 2.3.5.1. Furthermore, as Da decreases, the error on
the numerical model provided by the fully developed asymptotic model decreases, thus making it
much more useful than the boundary layer model under certain conditions. The derivation of the
results is analogous to the ones in section 2.3.3.2 and 2.3.5.1. The Robin boundary condition at

the walls, eq.(2.9), is used to link the flux at the wall to the concentration near the wall © (77,¢)

in eq. (2.18). Using these relations, the expression of the effective Sherwood number for an

arbitrary first order reaction becomes

1 1 1
Shyp(Da) = 5 +—1
1,1 | AWDa) Da (222)
kd/r ks 6nw

This result is analogous to the mass transfer coefficient approach used in the boundary layer

theory [/00]. The two terms represent to mass transfer rates l?d ,, (bulk) and /E (surface) added in
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series such that, when Da—o, Sh, () — /1|2 / 6n, and when Da—0, Sh;,(0) — 0. In this case

however, the partially reaction limited bulk transfer coefficient l?d ,» depends not only on the
flow and diffusion properties in the bulk, but also on the reaction rate at the surface. The

diffusion/reaction mass transfer coefficient (per surface) k,,, as we define it here

£, (0a) = 200 @2
n

6

is therefore a function of Da.

Replacing the value of Sk with Sh,,(Da) in eq. (2.12) and the value of value of ® by its

flux value using eq. (2.9), then eq. (2.18), an alternative notation for the transport coefficient

involving both diffusion and reaction is found to be

60 _
"‘%Q =-n,Sh,(Da)-(®,(£)-0,)=-n, k,,,(Da)-©,(<) (2.24)
The value of k,,, (Da)is plotted in Fig. 2.3.

Using an identical approach as in section 2.3.3.2, the generalized bulk concentration profile

along the axis for an arbitrary first order reaction is

(2.25)

- (D
@, () = expl-n,k,,.¢ )= exp[- ' (6 i 4]

This time, the first eigenvalue 4; will vary with respect to Da and will have to be determined
numerically, using the basis function described in Table 2.3 and applying the second boundary

condition, found in eq. (2.9). The eigenvalue equation which provided the numerical values of

A /6nw vs Da in Fig. 2.3 is intractable analytically due to its algebraic complexity. To allow a

quick approximate calculation of k,, , we therefore provide an approximation of its numerical

solution by a three parameter fit (see Fig. 2.3).
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Figure 2.3: Plot of the effective diffusion/reaction transport coefficient k 4,, of the Graetz problem as a function of

the Da number (i.e. including finite first order reaction rate) for the asymmetric case (lower) and the symmetric case
(upper). The dotted horizontal lines mark the respective maxima, equivalent to the Sherwood number Sh,,, = 3.7704,

Shoym = 2.4304). The dotted curves represent the best fit according to a two-parameter model:
Ed/,(Da)z(/;d/,(Da——)oo)—}/)eXp(—K]-Da)+ yexp(—k,/Da) and the x* error estimation is

given. From the numerical calculations, we also observe that, when Da —0, I;d ,r(Da)~ Da and the relation
becomes even simpler to use.

Eq. (2.27) will only be valid when the surface is not saturated, such that the pseudo first
order reaction approximation can be used. For very long capture beds, it implies that the
saturation time constant of the bed can no longer be evaluated by assuming a pseudo steady state
profile above the bed. Instead a moving front, or wave-like, approach has to be used and the

saturation time has to be deduced from the velocity of the resulting wave front (see below).

2.3.6. Critical  value and regime change for finite Da
The critical value of ¢ at which the boundary layer model is no longer better than the fully

developed model cannot be determined using a straight forward approach in the case of finite

Damkohler numbers since no analytic solution exists for the entrance region case. The limit
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needs to be computed numerically for every value of Da which renders the process tedious.
However, it is important to note that the usefulness of the fully developed model over the
entrance region model increases as Da decreases. This can be justified by showing that the error

on the model decreases as Da decreases. This behavior is presented graphically in Fig. 2.4. The
algebraic details of the proof are presented in section 2.7.1. The error on k,, (Da) by keeping

only the first term of the expansion is thus 4 to 6 times less when Da — 1. The repercussion on

©, is to reduce the error caused by using the fully developed region model over for the entrance

region by one order of magnitude (Fig. 2.4B).

—— 1- symmetric, Da=«
—— 2- asymmetric, Da=«
0.8 ~ o O~ ~ = 3- symmetric, Da=1

e 4- asymmetric, Da=1

0,(c,Dba)
(numerical and analytical model)

:gc)

Residual A®,(%,Da

Figure 2.4: Numerical Simulation of surface transport with a first order surface reaction for parallel plate geometry
in the fully developed region. A) Plot of the normalized bulk concentration &(¢) for the fully diffusion-limited case
(Da=0) and for a partially reaction-limited case (Da=1). Comparison of the asymptotic models with the numerical
models (lowest in the pair of lines for Da=co, difference undistinguishable for Da=1) for both symmetric and
asymmetric reaction cases in the fully developed region. B) Absolute error on the bulk concentration A@y(&)=
O(Onumencat = O Qusymprotic-Fp- The error for the case where Da=1(dashed lines), is one order of magnitude lower

than for Da=co, which explains why the asymptotic and numerical models coincide in A.
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2.4. Wave-Like Propagation of Bulk Concentration

2.4.1. Convection-limited transport

Reactions in long and thin structure naturally yield higher ¢ and lower Da compared to
the usually thicker microfluidic channels. The suspended microresonator device introduced by
Burg et al. has this characteristic (see Table 2.2, entry 2). Physically, these numbers (5 =60, ¢
=107, Da=0.1) indicate a rapid axial depletion of the bulk and a diffusion time scale smaller than
the reaction time scale. At low enough flow rates, the residence time in the device will also be
much longer than the time required for the analyte to bind at the surface, such that we also enter
in a convection-limited regime. This behavior can be characterized by a convection/reaction
number,

— DL . konCsOh _ kanCsOL (2 26)

U D un

¢ -Da

which compares the time scale for an analyte molecule to either react at the surface or exit the
surface reaction area by convection, assuming fast axial diffusion. In certain notations, this
convection/reaction number is known as Damkohler’s first number (the diffusion/reaction

Damkohler number (Da) used throughout this paper being the second one). When ¢, - Da <<1,

the transport is reaction limited, while it becomes convection-limited for ¢, - Da >>1. In the

latter case, binding occurs near the entrance, totally depleting the bulk. As the surface saturates,
more sample will move further down the channel to bind and saturate the walls. The result is a
bulk concentration front propagating in a wave-like fashion throughout the channel. This
behavior can be derived from the transport equations (Table 2.1) and characterized using a

kinematic wave — or shock solution — approach [103].
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2.4.2. Determination of the propagation velocity

When an analyte solution is flowed over a high capacity surface (£<<1), the solution
profile in the bulk of the channel reaches a quasi steady-state above the reaction surface. After a
time on the order of the reaction time scale has elapsed, the surface starts to saturate and a
pattern is created which propagates axially at a constant velocity smaller than the fluid velocity
U . This behavior can be simply modeled for limit cases very far behind and ahead of the
moving front. It can be interpolated for cases in between. The analytical approach to this task is
analogous to capture in a packed bed in liquid chromatography, since both cases exhibit high
surface to volume ratio. The elution time for the solution can therefore be calculated using a
similar approach and depends on the relative adsorption capacity € and the tightness of binding
,.

A simple model of the adsorption can be derived from a mass balance between the bound
mass and the bulk mass along the channel. By integrating the normalized transport equation
found in eq. (2.5) across the channel height and using the normalized boundary condition in eq.

(2.7), the bulk transport equation becomes

99,() , 80(¢,7) , n, 90,67 _, (2.27)
o¢ or £ or ’

where ©(¢,7) is the cross section-averaged concentration and @ »(&,7) 1s given in eq. (2.10).

Applying a dimensionless variable change of the form

g (2.28)

the problem can be expressed in the referential of the moving concentration front.
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00,&) |, 9OE&) [, n 0. (2.29)

U— =57 ARt 2%
o0& T BE T e OF

The effective propagation velocity U ; can be determined by finding a relationship between

0(¢,1), ©,(<,7), and O (£,7) and by applying the boundary conditions very far upstream and

downstream of the moving front to yield

-1
Ue,f=[1+-——”—wf—} U. 239
’ e-(1+K))

The front of bulk concentration ®, =1 will thus propagate at a velocity much inferior to the

fluid velocity when e<<1, which is normally the case. Moreover, it can be observed that U o 18

minimal when K, — 0. This is to be expected since in this case, no ligand escapes the bed. The

mathematical derivation of this result from the full transport equations is provided in section

2.7.2.

2.4.3 Wave profile determination for limiting cases

The analysis provided in the previous subsection only provides the propagation velocity but
does not reveal anything about the profile of the kinematic wave inside the device. For arbitrary
transport conditions, the exact shape of the wave front can only be determined numerically.
However, two limiting cases exist whether the transport to the surface is diffusion or reaction-
limited. These wave profiles are necessary to predict the capture fraction in a device and are

discussed below.
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24.31. Fully diffusion-limited wave profiles

Under fully diffusion-limited conditions, the flux to the surface can be assumed constant
throughout the device, as in eq. (2.16). In the reference frame of the moving concentration front,
the bulk concentration profile propagating inside the channel can therefore be approximated by a

two piece-wise continuous profile:

L, E<-&, (2.31)

Aule)~ {®b &), &> -Eshift

- - = 11 . . . e s
where &1t =[£(1+K D)] t, is the saturation time of the surface under diffusion-limited

conditions, and ©®, is given in eq. (2.25). The peak shift Eshiﬁ is explained by the time delay

required for the surface to reach its steady state profile in the reference of the wave front before it
starts propagating.
Numerical simulations presented in Fig. 2.5 confirm both the profile predicted by eq.

(2.31) and the peak shift E from the origin & =0. The time dependent capture fraction of a

hif

bed of length L therefore becomes

f(t)zl—w—{l—Gb(L g t, 1 )}whenDa>>l. (2.32)

0,(0) Pe-h UL, e(+K,)
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Figure 2.5: Numerical simulation of bulk concentration and flux peak profiles for limiting transport situations
(n,=2). A-B) Fully reaction-limited case. Da=0.14, K 4=0. C-D) Fully mass transfer-limited case. Da=100, K, 4=0.
The star-dotted curves in B and D represent the analytic models derived respectively in eq. (2.52)and eq. (2.31).
2.4.3.2. Fully reaction-limited wave profiles
When the transport is fully (reaction-limited, the concentration profile resembles one found
in chromatography columns under continuous sample feed [/04]. The wave front can be

accurately approximated by a complementary error function [99] of the form
1 —
0, = —z-erfc(§ \25). (2.33)

Where the standard deviation, representing the sharpness of the front (sharpest when ¢—0), is

given by

oo \fz S S (234)
T nwkd/r(Daq/])

Da.gis the effective Damkoéhler number found at the point of half saturation of the surface, or

k (C,—C /2 K
Daeff _ on( 50 eq/ ) = Da.- 1/2 +_{<D . (2.35)
D 1+K,
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The details of the derivation are found in section 2.7.3. In Fig. 2.5B, the concentration profile
found in eq. (2.33) is confirmed by numerical simulations. The corresponding capture fraction by

a bed of length L is therefore expressed by

f@)=1- ZZ((Q = %(1 + erf{-————é —Jlfzegr/U}]’ for Da <<1. (2.36)

In all cases, for these profiles to be observed, the condition of fully developed regime for

C (see Fig. 2.2 and Fig. 2.4), must be respected.

2.4.4. Numerical simulation of the propagating front

A 2D model was created in FEMLAB (Appendix A2) to confirm the theoretical
prediction of the propagation velocity of the concentration front and its general profile. The
model is based on the general case of protein depletion from a solution in a binding assay
performed in a narrow device in the fully developed region. To make the simulations physically
relevant, the geometry, the experimental conditions, and the data on protein kinetics are taken
from the literature (Table 2.2). The first simulation characterizes the passivation of channel walls
using biotinylated bovine serum albumin (BSA) reacting with a wall coating of streptavidin in
the conditions of a suspended microresonator. The parameters describing the model are, in this

case, Da=0.14,Pe=17,£=0.001 and K, ~0 ( Table 2.2, entry 2). The reaction occurs

equally at both walls and is therefore symmetric. Modeling results are presented in Fig. 2.6 in

terms of the bulk concentration ©,(¢,¢), the normalized flux at the wall 60(n, ,¢&,t)/0n , and

the surface concentration of bound BSA normalized to the total number of binding sites

0O, (¢, t) . The time scale chosen is from 100 to 2000 seconds where each curves is taken at a 50s
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interval. In each of these curves, the time scale 7, =(k,nCo+ko5) '~85s appears to be the time

necessary for the wave to enter its self-propagating steady state (see discussion section).
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